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Preface

Welcome to the proceedings of the 15th International Conference on Design Science
Research in Information Systems and Technology (DESRIST 2020). There has been a
surge of interest in design science research (DSR) in the last decade and DSR has
developed into a mature research paradigm. The goal of the design science research
paradigm is to extend the boundaries of human and organizational capabilities by
designing new and innovative constructs, models, methods, processes, and systems.
Scholars from different backgrounds – such as information systems, computer science,
data science, software engineering, energy informatics, medical informatics, and
operations research – are actively engaged in generating novel solutions to interesting
design problems. The theme of DESRIST 2020 was “Designing for digital transfor-
mation – Co-Creating Services with Citizens and Industry.”

The conference attracted different types of submissions, including completed
research, ongoing research, research-in-progress, and prototype papers. In addition, the
conference organized a PhD colloquium. DESRIST has brought together researchers
and practitioners from the private and public sector to the conference to discuss and
debate how to co-create services for citizens and industries. Participants engaged in all
aspects of design science research, with a special emphasis on the design of services for
digital transformation.

This year’s preparation and execution of the conference have been heavily influ-
enced by the COVID-19 pandemic. Originally planned to take place in June at the
University of Agder in Kristiansand, Norway, DESRIST 2020 was eventually held as a
fully digital conference during December 2–4, 2020. Authors of completed research
papers prepared a five-minute presentation, which was followed by an intensive
five-minute discussion. The research-in-progress and prototype contributions were
presented in an entertaining one-minute design science research slam. In addition,
interesting discussions took place during the two panel sessions on “Ethics in Design
Science Research” and “The Role and Impact of Design Research on Digital Trans-
formation.” While we lost some of the ad-hoc meetings and informal gatherings, we
managed to have much interaction and participation.

This volume contains 28 full research papers, 7 research-in-progress papers, and 9
prototype papers, which accounts for an acceptance rate of 47%. The contributions
span across the overarching topics of Digital Public Services, Data Science, Design
Principles, and Methodology.

We would like to thank all the contributors who have aided in making this year’s
conference a success. Our gratitude goes to the members of the Program Committee,
including associate editors and reviewers for their effort in preparing the conference,
and reviewing and selecting the accepted papers, as well as to the authors for



submitting their papers. A special thanks goes to the local organizers at University of
Agder for their preparation and their flexibility in these challenging times. The con-
ference was only possible with the help and contribution of you all.

December 2020 Matti Rossi
Oliver Müller
Sara Hofmann
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Delivering Effective Care Through Mobile Apps:
Findings from a Multi-stakeholder Design

Science Approach

Monica Chiarini Tremblay1(B), Maria Cucciniello2, Rosanna Tarricone3,
Gregory A. Porumbescu4, and Kevin C. Desouza5

1 William and Mary, Williamsburg, VA 23185, USA
Monica.tremblay@mason.wm.edu

2 University of Edinburgh Business School, Edinburgh EH8 9JS, UK
maria.cucciniello@ed.ac.uk

3 Bocconi University, 20136 Milan, Italy
rosanna.tarricone@unibocconi.it
4 Rutgers University, Newark, NJ 07102, USA

greg.porumbescu@rutgers.edu
5 Queensland University of Technology, Brisbane, Australia

kevin.c.desouza@gmail.com

Abstract. In this paper, we use a design science approach to develop a mobile
app for lung cancer patients that facilitates their interactions with their clinicians,
manages and reports on their health status, and provides them access to medical
information/education. This paper contributes to the information systems literature
by demonstrating the value of design science research to co-create solutions that
advance health care outcomes through technological innovations. The design pro-
cess engaged a diverse cast of experts andmethods, such as a survey of oncologists
and cancer patients, a workshop, roundtables and interviews with leading patient
and clinician association representatives and focus groups, including two pan-
els each of clinicians and cancer patients. Our approach also develops actionable
knowledge that is grounded in evidence from the field, including design guidelines
that recapitulate what we learned from the design-testing-redesign cycles of our
artefact.

Keywords: Healthcare · m-Health · Cancer care · Value co-creation

1 Introduction

Mrs. Rossi1 found it difficult to describe how angry, depressed, and betrayed by her own
body she felt when she was initially diagnosed with lung cancer almost 3 years ago.
These feelings intensified once she began therapy.

1 The quotes are translated from Italian.

© Springer Nature Switzerland AG 2020
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4 M. C. Tremblay et al.

“When necessary, I would prefer to easily communicate with my clinician because
he’s the only one who really understands how I feel and explains what I should do
or expect. However, I know that he’s very busy and takes care of many patients. I
am embarrassed to call him whenever I feel like I need to speak to him”.

Mrs. Rossiwas one of themany participantswhowe interviewed during this research.
Many of the patients we spoke with reflected upon numerous instances in which they
wished they could have had closer contact with their physician. Patients noted feeling
alone during this long and difficult journey. Given the demands on a physician’s time,
patients reported that they felt uncomfortable sharing updates on their condition or
requesting information because they did not want to be a nuisance. Patients also regularly
failed to measure key indicators (e.g., weight and temperature) due to the lack of real-
time and personalized reminders between hospital visits (which could be 21–30 days
apart). Thus, their ability to manage their care on a regular basis was limited.

The sentiments expressed by the cancer patients we interviewed are not surprising.
Research shows that caremodels that are successful at improving outcomes and reducing
costs succeed in enhancing patient and family engagement in self-care and coordinat-
ing care and communication among patients and providers [1]. For example, Singh,
Drouin [2] conducted a scoping review2 and found that self-management is essential to
caring for high-need, high-cost populations. Furthermore, Hong, Siegel [3] found that
successful care management programs 1) consider care coordination to be one of their
key roles, 2) focus on building trusting relationships with patients and their primary care
providers, 3) match the team composition and interventions to patient needs, 4) offer
specialized training for team members, and 5) use technology to bolster their efforts. In
general, patient understanding, trust, and clinician-patient agreement affect intermedi-
ate outcomes (e.g., increased adherence and better self-care skills) that in turn affect the
health and well-being of the patient [4].

Identifying interventions capable of improving self-care and coordinationwith health
care providers for cancer patients is a topic of growing importance in that chronic dis-
eases, such as cancer, are a major reason for increased healthcare spending [5]. Among
chronic diseases, cancer is the second leading cause of mortality and was responsible
for 8.8 million deaths in 2015. Globally, nearly one in six deaths is due to cancer [6]. We
focus on lung cancer, which is the most common cancer worldwide, accounting for 1.8
million new cases and more than 1.6 million deaths per year – more than breast, colon
and prostate cancers combined [7].

Our goal was to develop an artifact that would reduce the amount of time a clinician
spends gathering routine data from patients at the beginning of each visit and, but also
simultaneously provide the clinicians with relevant and accurate information about the
patients. We investigate the use of mobile phones, one of the most accessible forms of
IT that has served as a platform for significant innovations that have impacted almost
all aspects of society. According to the Pew Research Centre’s 2017 report, more than
three-quarters of American adults (77%) now own a smartphone, but the fastest growing
demographic is people over 50, 74% of whom now own a device. In recent years, the

2 For details on the scoping review, please see http://hlwiki.slais.ubc.ca/index.php/Scoping_r
eviews.

http://hlwiki.slais.ubc.ca/index.php/Scoping_reviews
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emergence of mobile health apps in health care management has helped to overcome
geographical and organizational barriers to improve health care delivery [8]. In 2018,
approximately 50% of mobile phone users had at least one mobile health app on their
mobile phones [9].

Studies stress the importance of stakeholder input in mHealth application develop-
ment for them to reach their potential. Unfortunately, many mHealth apps are designed
without considering the needs of either patients or clinicians [10]. The literature lacks
empirically validated guidelines or process models on how to design apps with stake-
holders rather than for stakeholders [11].We utilize a design science approach to develop
a mobile app for lung cancer patients that facilitates their interaction with their clini-
cians, manages and reports on their health status, and provides them access to medical
information/education. Our approach co-creates the IT artefact in collaboration with
cancer patients and clinicians, who are the two important stakeholders. Our four aims
are as follows: 1) identify what functionality is to be included in the mHealth app so
the app is valuable for healthcare processes (improving patient-clinician relationships
and the effectiveness of care delivery); 2) design an mHealth app that is valuable for
patients and clinicians and includes them at the center of the design process; 3) test,
redesign, and evaluate the validity of the mHealth app; and 4) identify generic design
guidelines that can be utilized for the creation of mHealth apps for the management of
chronic diseases. After completing the research process defined above, we conducted
a reflective examination of our findings and identified emergent themes that we fur-
ther developed into design guidelines. These design guidelines summarize what we
learned from the design-testing-redesign evaluation cycles of our artefact and represent
actionable knowledge that is grounded in evidence from the field.

2 Background

mHealth can be particularly important to cancer patients receiving treatments because
they experience one or more side effects that can have a profound effect on their quality
of life [12] and can also lead to dose delays, dose reductions, reductions in dose density
and, in some cases, dose discontinuation. This reduces the effectiveness of chemotherapy
and leads to worsening health for the patients [13]. Furthermore, these patients substan-
tially increase the utilization of healthcare resources through increased hospitalization,
emergency room visits, and the adoption of palliative treatments and ultimately increase
the care-giving burden, which results in increased costs for healthcare systems, patients
and care givers.

Mobile monitoring devices could allow patients who experience severe symptoms
to measure and record their health conditions and send the data electronically to physi-
cians or specialists without delay, which also empowers patients to increase their self-
confidence and self-management [14]. Currently, mHealth solutions are used for limited
purposes in cancer care, with a prevailing focus on treatment activities [15]. This under-
utilization may be due to several factors, including environmental, regulatory, techno-
logical, and organizational elements [14] or the distinctive characteristics of the target
populations (patients and clinicians). For example, consumers are concerned about the
use of their data when using mobile devices for health-related activities, which dilutes
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the potential to collect real-world data for research and development. Somemedical doc-
tors fear that mHealth may jeopardize the patient-physician relationship and increase
their workload [16]. Providers are reluctant to adopt mHealth technologies unless these
services are adequately reimbursed [17]. Huckvale and Car also noted that apps are
normally designed without considering the needs of their users, including both patients
and clinicians [10]. In fact, despite the important role physicians play in the success of
mHealth initiatives, little empirical research has examined how physicians use mHealth
to manage patient health outcomes [18].

3 Design-Test-Re-Design: The Case of LuCApp

Wedesigned, tested, redesigned and evaluated LuCApp, anmHealth app for lung cancer.
Our research process is described in Fig. 1.

Fig. 1. Research process

We distributed two surveys targeting two populations of mHealth application stake-
holders – randomly selected cancer clinicians and patients who use Internet-enabled
mobile devices, such as smartphones. The two survey instruments were developed after
consulting the literature and previous experiments on mHealth3. The results from the
survey were shared with several stakeholder groups to solicit input and feedback. An
international workshop was organized in Milan on April 8, 2016, to facilitate interac-
tions with more than 100 stakeholders, including patients, clinicians, app developers,
the pharmaceutical and medical technology industries, telecom industries, experts in
medical communications and health education, payers and policymakers.

The feedback from theworkshopwas used to develop a set of questions that we posed
to an expert roundtable. The roundtable consisted of four participants who represented

3 The study survey is available upon request. Citation blinded for review.
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two leading patients’ and clinicians’ associations based in Europe and the USA. The aim
was to gather more specific insights and suggestions about the design and development
of a lung cancer app. The discussion was moderated by a member of the research team.
The roundtable was recorded and later transcribed for analysis. The moderator utilized
probing questions to solicit suggestions from the participants concerning three main
themes: 1) information content, 2) interface design, and 3) usability. The roundtable
results were in turn used to create an interview script that was utilized to conduct five
in-depth interviews with oncologists from different Italian hospitals. The participants
included four oncologists that specialized in lung cancer and one clinician that spe-
cialized in cancer palliative care4. Each interview lasted approximately 60 min, was
recorded and was analyzed by two independent coders using content analysis to identify
the main themes. The clinicians helped us identify a specific type of cancer patient who
could benefit from an mHealth app – patients diagnosed with small or non-small cell
lung cancer that were eligible for chemotherapy, immunotherapy or biological therapy
and the purpose of our mHealth application:

1) Improve the efficiency of the patient visit with real-time acquisition of critical data
that can be useful for the clinician during patient visits. The app helps to collect
and synthesize data for use by clinicians during a visit, which saves unnecessary
collection time during appointments.

2) Improve the patient’s quality of life (QoL) by helping to achieve better management
of side effects caused by cancer therapies.

3) Achieve earlier detectionof anyworseningof the disease bybridging the gapbetween
clinicians and outpatients.

4) Reassure patients by providing them with a means for supporting their continuity of
care (which is particularly important for fragile persons).

4 LuCApp Development

The app was developed by an IT firm in collaboration with the team of researchers
involved in this study. The preliminary version of the app was built for both the iOS
and Android platforms. The lung cancer application was designed and developed to
be used in Italy; thus, all of its features and functions are in Italian. Figure 2 shows
the main screen of the app. LuCApp also includes automatic alerts, reminders and tips
that complement the patient’s therapy. The app was developed to comply with EU pri-
vacy regulations and the General Data Protection Regulation (GDPR). In addition, the
development followed all of the guidelines from the Apple Store Review Guidelines
and Android Market Guidelines. There are two versions of the app, one for clinicians
and one for patients. After the feasibility assessment, the first prototype was released to
the research team for trial and feedback. The overall development effort, which lasted
eight months, was performed utilizing DevOps methods [19] to provide the following
for all nine releases in parallel: integration with the validated platform, full execution
of the full test suite, quality control (according to European regulatory standards), and

4 Palliative care is any treatment that focusses on reducing symptoms, improving quality of life,
and supporting patients and their families.
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release reliability. By leveraging DevOps approaches, the team of researchers obtained
rapid feedback throughout the development, test, and implementation processes, allow-
ing them to evaluate all proposed improvements iteratively. In turn, the research team
contributed feedback, thereby accelerating the review process in both the Apple and
Android stores.

Fig. 2. Screenshot of LuCApp.

5 LuCApp Test and Redesign Using the Exploratory Focus Group

After careful consideration of several possible techniques that would allow us to test,
redesign and evaluate [20] our LuCApp, we decided to use focus groups that consist of
oncologists and patients [21]. The focus groups allowed us to probe them on key ideas
– specifically, on the functionality and usefulness of the app. Furthermore, the interaction
between the respondents allows for key insights that normally do not surface with other
techniques. Tremblay, Hevner [21] described two types of focus groups: exploratory
focus groups (EFGs) for the design and improvement of an artefact and confirmatory
focus groups (CFGs) for evaluating the application in the field. We used the EFGs to
provide feedback for the improvement of the design of the lung cancer application. In
the second phase, no additional changes were made to the lung cancer application, and
the CFGs were used to evaluate the app for usability and usefulness.

For the EFGs (as well as for the CFGs), the planning process included creating a
carefully planned script. The main topics of both EFGs included understanding i) how
using amobile health app as part of the routine practice ofmanaging cancer patients could
affect how clinicians monitor and evaluate patient health outcomes and their decision-
making process and ii) how the app could affect patient quality of life and the quality
of services offered by healthcare institutions. Before each focus group, the moderators
introduced the project, explained the objectives and provided general information about
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the focus group. Furthermore, possible improvements to the app were agreed upon,
which was aimed at refining the app before the final release.

Specifically, sample screenshots were used to gather users’ feedback on the overall
usability (e.g., layout, font size, and color) and attractiveness of the functions (e.g.,
content and design). The focus group script was divided into several parts reflecting the
main operational implications from a clinician’s perspective (the script is in Italian and is
available upon request). The focus groups (both the EFGs and the CFGs) were recorded
and professionally transcribed. The transcripts were analyzed using computer-assisted
qualitative data analysis software (CAQDAS). After the initial coding had highlighted
relevant discussion themes, all of the text segments were iteratively analyzed. Themes
were added or merged until they effectively represented all of the text segments and
captured the essence of the discussion. The coding frame was refined with discussions
about areas of disagreement and consensus, and any differences in interpretation were
reconciled by the authors (the inter-rater reliabilities were 78% for EFG1, 76% for
EFG2).

5.1 Feedback from Clinician Exploratory Focus Groups (EFG1 and EFG2)

The clinicians in both EFGs agreed that LuCApp could improve their ability to evaluate
the patient’s condition. Most of the focus group participants made similar comments
and discussed several instances in which this app would be useful in their daily activ-
ities. The clinicians particularly appreciated the possibility of being informed in real
time by patients about their symptoms and about the severity of their symptoms; this
timeliness would allow them to quickly contact the patients and make suggestions for
next steps. Furthermore, clinicians found the “trend” component of the app of major
importance. One doctor focused on how the use of the app could change current stan-
dards, highlighting that instead of using email and WhatsApp, this approach could be a
more systematic, innovative and effective solution. However, one clinician in the second
focus group noted that the effectiveness of the solution could depend upon the stage of
the disease and the type of cancer; patients often have serious symptoms, and as they
become worse, it would be difficult for them to use LuCApp by themselves.

The findings from the clinicians can be summarized in two categories: functionality
and usefulness. In terms of functionality, it was clear that the navigation and structure
of the app must be evident for both patients and clinicians. Regarding the usefulness
of the app, physicians want the ability to evaluate patient progress and monitor patient
symptoms; they felt that they could improve the patient’s quality of life if the appprovided
mechanisms to reassure the patient. It is also important to them that the app integrate
all necessary clinical information. Finally, the physicians want the app to give them the
ability to continuously evaluate patient progress and monitor patient symptoms.

5.2 Feedback from Patient Exploratory Focus Groups (EFG3)

The patients stated that LuCApp reminded them of a powerful diary that they could fill
in every day and share in real time with clinicians. The clinicians could then access the
patient’s information and be in contact with the patient when necessary. The patients also
emphasized the relevance of symptom monitoring. This functionality would provide a
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mechanism to collect data that could be used to improve therapeutic treatment plans,
not only for themselves but also for other patients now and in the future. The patients
noted that LuCApp would make them feel safer. By using LuCApp, they would be able
to communicate their symptoms in real time in cases when the symptoms were mild,
moderate, severe or extreme. This ability is particularly important when patients have
mild and moderate symptoms that could be serious but are not usually communicated to
the clinician. The participants stated that this reporting could also help advance science;
clinicians could learnwhatmild andmoderate symptoms could lead to adverse outcomes.

An important emergent theme is how LuCApp could influence the patient’s relation-
ship with caregivers. Stressing the importance of keeping their caregivers in the loop,
some participants suggested that it could be useful to create a login and password to
LuCApp for them to access important information about the patient’s care. This ability
would be helpful in reassuring the caregivers, particularly when the it is a spouse or
son/daughter. The participants indicated that LuCApp would improve their relationship
with the clinicians because the clinicians would be able to access all of the data and
information in real time. The participants were aware that the app would not substitute
for real contact with the clinicians during regular checks but felt that LuCApp would
keep the clinician better informed and updated about what is happening with the patient.

We considered this initial feedback about the app from the patient EFG and partic-
ularly what this might mean for our design guidelines. Regarding the functionality and
usefulness of the app, we learned from the patients that: 1) the navigation and structure
must be clear; 2) the app must use fonts and colors that are appealing to patients; 3)
patient quality of life can be improved if the app provides mechanisms to reassure the
patient; and 4) the app must facilitate communication between clinician and patients.

5.3 Redesign of LuCApp

The comments on user needs and preferences and app functionality and usefulness
from all three exploratory focus groups were classified using the following themes:
content and information (e.g., features, functions and relevant symptoms), navigation
and structure, and design and presentation (e.g., use of color, graphics, and amount
of text). The considerations for selecting which modifications to apply included the
number of participants who mentioned the app, the context of use, overlap/integration
with existing information and technical feasibility.

6 LuCApp Evaluation Using Confirmatory Focus Groups

The same panel of clinicians was included in the two clinician EFGs. However, a new
panel of patients was involved in CFG3. Like the EFGs, the CFGs were recorded and
professionally transcribed (the inter-rater reliabilities were 79% for CFG2 and 77% for
CFG3). We applied the same demo approach described for the EFGs; illustrating the
revised version of the mobile app based on the comments and suggestions received in
the EFGs. The participants were presented with a new list of symptom definitions. The
list that was previously presented during the EFGs was revised and simplified using less
medical jargon, a suggestion made by the clinicians during the EFGs to make the list
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less difficult for patients to understand. The clinicians (who had also participated in the
EFGs) said the new labels were very clear. Moreover, the patients agreed even though
they did not consider this issue to be a major one to be fixed because they considered
themselves familiar with medical wording, and the issue was part of a single case; they
did not request a specific modification to simplify the wording. The clinicians in EFG2
had suggested the elimination of graphs and trends because they were worried that they
would unnecessarily scare the patient (e.g., if they saw that they vomited three times
in one week). When we raised the issue to a different panel of clinicians (CFG1), they
initially did not understand why the change was necessary, but after explaining the
reasons, they eventually agreed that showing patients this type of information was of
little use and could have a negative effect on their quality of life.

Conversely, EFG3 (patients) was enthusiastic about the trends section, finding it one
of the most useful functions. When we presented this functionality to CFG3 (patients),
we asked them to decide whether to keep the trends functionality or to remove it. We
explained that the clinicians were worried that this information could scare or stress
them. The patients did not agree with the clinicians and were in complete concordance
with the patient EFG. They felt that the trend section was one of the most important
and relevant features. The research team decided to keep this functionality in the latest
version of LuCApp. Based on results from this phase, we conclude that the app was well
received by the users.

7 Design Guidelines

We derived three categories of design guidelines based on a reflexive examination of
the themes that emerged from the survey, workshop, roundtable, expert interviews and
focus groups: design process, functionality and usefulness.

Our process design guidelines indicate the fundamental role of stakeholders in the
development of the app. Our two functionality design guidelines are related to the usabil-
ity and attractiveness of anmHealth application. Three usefulness design guidelines indi-
cate the functionality necessary in the mHealth application to achieve our goal – better
coordination in the management of chronic disease.

Design Process
DG1: Stakeholder involvement. Stakeholders must be involved not only in the require-
ment gathering stage but also throughout the entire iterative design process. Direct and
active interaction and cooperation between users and developers of the app enhances
the quality, functionality, usability, design and utility. Different stakeholders might per-
ceive information elements differently; thus, including different viewpoints improves
the design. The intentional inclusion of difficult-to-serve clients, such as severely ill
patients may be the best way to improve the final artifact that will serve all types of
customers better. While traditional approaches stress standardization typically from the
perspective of the practitioner, our focus group interviews suggest that this orientation
may result in designers excluding aspects or features that create the most value.

Functionality of mHealth App
DG2: Navigation and structure must be clear for both patients and clinicians. The typ-
ical lung cancer patient is elderly and needs an app that is easy to navigate through the
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different sections and screens (i.e., scroll systems should be used). Conversely, clini-
cians do not want to spend too much time searching for information. Ease capturing of
information (e.g., dropdown boxes) is important to minimize effort of use.
DG3: Presentation must use fonts and colors that are appealing to patients. The typical
lung cancer patient is elderly; thus, the font size and spacing of text should ensure good
readability, the text for labels and buttons should be clear and concise, and the colors
should provide good readability and good contrast.

Usefulness of mHealth apps
DG4: Ability to evaluate patient progress and monitor patient symptoms. Symptom
descriptions should be simple and clear. Symptoms list should be accurate, complete
and disease-specific. Functionality should include the ability to monitor and assess side
effects caused by cancer therapies.
DG5: Improve patient quality of life by providing mechanisms to reassure the patient.
Provide the possibility of sharing patient’s symptoms and side effects with clinicians
in order to receive rapid feedback about what to do and facilitate earlier detection of
worsening disease.
DG6: Integration of all clinical information. Provide the ability to port data directly into
other systems and platforms they use.
DG 7: Ease of communication between clinician and patients, including the ability for
the clinician to view patient history.

8 Contributions

In this study, we introduce a mixed-methods design process based on a combination of
quantitative, qualitative, exploratory and evaluation activities, such as a survey, work-
shops, interviews, and focus groups. This approach allowed us to obtain nuanced under-
standings of both the clinicians’ and patients’ needs and of the challenges and intricacies
of chronic disease management of a particularly complex chronic disease, lung cancer.
Lung cancer patients tend to be elderly and have a high symptom burden, and the disease
has both difficult and painful physiological and major psychological effects.

As a team, we reflected that without following the design-test-redesign design sci-
ence approach highlighted in the paper, we likely would have developed a completely
different app. The direct and active interaction and cooperation between the users and
developers of the app enhanced its quality, functionality, usability, design and utility,
as was emphasized during the interviews and the focus groups we conducted with the
clinicians. The overall process of our research highlighted how a design science app-
roach can be used to build useful mHealth applications using approaches that bolster user
acceptance. We proposed a series of design guidelines that highlight the overall implica-
tions and contributions of this work. Our guidelines (or technological rules) were built
as a reflective cycle [22]. We chose the case management of a chronic disease, specifi-
cally, cancer. Our design guidelines were a result of the research team reflecting on our
journey and can be categorized as design knowledge that can be tested and refined in
subsequent cases in other chronic disease management contexts and/or be directly used
by practitioners [22].
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We observed the transformative capacity of an IT intervention, LuCApp, on severely
ill lung cancer patients. The information gleaned from focus group interviews allowed
us to take a step toward opening up the black box of efficacious treatment for severely
ill cancer patients. From the patient focus groups we learned how accounting for the
perspective of extreme customers in the technology design phase may could enable
designing an mHealth app that serve all types of customers better. Often the most vul-
nerable consumers are the least involved, which exacerbates the inequalities of care [23].
In our study, we focused on extreme cases of customers – lung cancer patients, many of
whom were in their final stages of life – and found that these individuals were optimistic
about the potential impacts of the mHealth app we designed with their input.

We acknowledge that in a perfect world, we would have had the opportunity to
test the app live and collect feedback from a large number of users. However, we must
reconcile this ideal with the realities of the world in which we live. The developed
app was tested in a smaller group due to resource constraints. In addition, we believe
that although the collected feedback might not be representative of every opinion of a
potential user, is rich and informative. Another limitation of our study is that it was solely
conducted in one country, Italy, which might hinder the generalizability of our results.
Cultural beliefs and values might influence the opinions of both health professionals
and patients. Therefore, further research is needed to investigate the validity of our work
across different jurisdictions.
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Abstract. Chronic wounds affect 6.5 million Americans, are complex conditions
to manage and cost $28–$32 billion annually. Although digital solutions exist
for non-expert clinicians to accurately segment tissues, analyze affected tissues or
efficiently document their wound assessment results, there exists a lack of decision
support for non-expert clinicians who usually provide most wound assessments
and care decisions at the point of care (POC). We designed a machine learning
(ML) system that can accurately predict wound care decisions based on labeled
wound image data. The care decisions we predict are based on guidelines for
standard wound care and are labeled as: continue the treatment, request a change
in treatment, or refer patient to a specialist. In this paper, we demonstrate how our
finalML solution using XGboost (XGB) algorithm achieved on average an overall
performance of F-1 = .782 using labels given by an expert and a novice decision
maker. The key contribution of our research lies in the ability of the ML artifact to
use only those wound features (predictors) that require less expertise for novice
users when examining wounds to make standard of care decisions (predictions).

Keywords: Point-of-care decision ·Machine learning · Design science ·
Chronic wounds · Non-expert clinicians

1 Introduction

Chronic wounds (also known as chronic ulcers) affect 6.5 million Americans [1], are
complex conditions tomanage [2], and cost $28–$32 billion annually [3]. Yet, themajor-
ity of patients with chronic wounds do not have access to evidence-based wound care
services or certified wound clinicians [4]. As a result most wound assessments and care
decisions are provided by non-expert clinicians (with no wound specialization training)
who have limited chronic wound treatment expertise [5]. This lack of expertise results
in uncertainty during wound care decision-making causing inaccurate treatments. If
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inaccurately diagnosed or inappropriately treated [6], wound healing may be delayed
resulting in amputations [7], limited quality of life and even death [8]. Thus, patients
must receive appropriate wound care to maintain normal healing process [9]. Although
narrative wound care guidelines exist to support these clinicians [10–12], non-adherence
to these guidelines is reported recurrently [13]. There is the burden of finding the right
procedure for the right patients on the user of these guidelines. This burden becomes
even heavier with having to cope with narrative descriptions that may not align with
their current expertise and knowledge. However, there exist opportunities for using ML
to support POC wound care decisions which is the focus of current paper.

In this paper we demonstrate the design and development of a ML solution that is
envisioned for a smartphone clinical decision support system (CDSS) app. The envi-
sioned CDSS app will take advantage of this ML solution that can predict decisions only
by taking raw wound images using phone camera. These decisions are generalizable to
contexts where both experts and novices make wound care decisions.

2 Background: Challenges and Opportunities for Chronic Wound
Management

2.1 Accurate Diagnosis and Treatment

Chronic wounds are characterized as diabetic foot ulcers (DFUs), pressure ulcers (PUs),
venous ulcers (VUs), and arterial ulcers (AUs) and surgicalwounds. Eachwound type has
different assessment and management procedures. Despite the abundance of published
chronic wound management studies (e.g., clinical trials and decision guidelines) on
how to treat these wounds, non-expert clinicians delivering wound care still have major
clinical uncertainties as to which decision to make when it comes to a particular wound
[14]. This often leads to undesirable wound care outcomes [15], patients being harmed
[16] and waste of healthcare resources [17]. Hence research is required to develop
alternative decision support tools, such as digitalwound care support usingML solutions,
that enhance wound healing [18] and reduce costs [19].

2.2 Consistent and Collaborative Decision-Making

Wound care is known to lack standardization within and across institutions and among
specialists [20]. Although models of collaborative reorganization and integrated care
have been proposed [20], there still is a great need for more highly trained providers
in the wound care community (registered and visiting nurses, wound practitioners and
experts, vascular, podiatric and plastic surgeons). In the wound care community non-
expert clinicians deliver most of the wound care, e.g. changing wound dressings and
collectingwoundmeasurements. Their assessment often requires judgment anddecision-
making in complex, challenging and uncertain circumstances [21]. Such a complexity
in a dynamic wound care context [22] creates uncertainty for these non-expert clinician
decision makers [23]. Uncertainty can also derive from lack of relevant wound care
knowledge and expertise [22]. To help non-expert clinicians there should be alternative
solutions such as digital support tools that simulate standard wound care guidelines for
more consistent decision-making [24].
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Non-expert clinicians may draw on their intuition to guide their judgments and
decision-making by association with experience and expertise [22] which then increase
their uncertainty. Hence, the digital support tool must use a generalizable solution
based on standard wound care that is applicable to contexts where both expert and
non-expert clinicians treat patients. Avoidance of inconsistent decision making across
the wound care community will promote high-quality wound care and protect chronic
wound patients.

2.3 ML Practices for Chronic Wound Management

Several ML studies have attempted to provide digital chronic wound care support for
non-expert clinicians. For example, one study [25] proposed a telemedicine tissue seg-
mentation (granulation, necrotic, slough) using linear discriminant analysis (LDA) to
assist the clinicians to make better chronic wounds diagnostic decisions. Their model
was trained on 60 digital images and used wound tissues in color images of both pres-
sure and diabetic ulcers. When evaluated on ground truth images labeled by experts, the
model could classify the tissue types with overall accuracy of 91.45%. Another study
[26] used information collected during routine care in outpatient wound care centers
and developed a digital predictive ML model for delayed wound healing. A total of
180,696 patient wounds were collected at 68 outpatient centers. The data from first and
second wound assessments was used to construct predictors of delayed wound healing.
The model achieved an area under the curve (AUC) of 0.842 for the delayed healing
outcome. For wound assessment and efficient documentation, we found one recent study
[27] that developed a smart-glass basedPOCsolution usingDSRmethodology.Although
their study demonstrated through user experiment a unique approach for efficient wound
documentation, it did not utilize ML prediction to support non-expert decision making.

2.4 Uniqueness of the Current Study

Our study aims to design a ML solution artifact that can predict wound care decisions
based on labeled wound image data. We use visual and descriptive features from the
image as predictors and care decisions as target labels. The decisions we predict are
based on standard wound care guidelines and are labeled as: continue with the current
treatment (D1), request non-urgent change in treatment from a wound specialist (D2),
or refer patient to a wound specialist (D3). Our ML solution artifact is unique in several
ways: (a) It predicts care decisions for all main types of chronic wounds (DFUs, Pus,
VUs, AUs and surgical), (b) It is trained and tested on a diverse collection of labeled
image datasets (local hospital collection and publicly available web collection), (c) It
has a knowledge base of predictors that are extracted from a collection of wound care
guidelines, and (c) It uses a decision pathway that mitigates inconsistent decision labels
for the training image datasets that lack information about current treatments for each
image.

2.5 Use Scenario Addressed by the Artifact

The design process is inspired by the scenario where a wound non-expert clinician, who
treats patients for various conditions within a clinical or non-clinical setting, encounters
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a patient with a lower extremity (LE) chronic wound. If this is a new undocumented LE
chronic wound with no current treatment plan, this non-expert clinician will refer the
patient to a wound specialist for initial treatments and timely plan of care (2-week/4-
week follow-ups). Due to the patient’s immobility, transportation time and costs, and
lack of access to wound care clinics, regularly visiting a wound expert clinic becomes
challenging. As a result, these patients will continue receiving their routine wound care
(according to their current treatment prescribed by the wound specialist) through local
non-expert clinicians. This routine wound care includes dressing changes, contacting the
expert for type of dressing and replacement products (if any changes), reassessing and
documenting thewoundmeasurements (depths, height andwidth), controlling infections
using antibiotics and providing non-sharp debridement.

The non-expert clinician must be able to identify healing wounds from those that
require non-urgent change of current treatment and most importantly wounds that must
be urgently referred to the wound specialist for surgical closure, debridement or surgical
referral. The quality of these decisions will determine the progress of patient’s wound
and wound care outcomes. To address this use scenario, we ask the following design
questions: How can we design a ML system artifact that can accurately predict stan-
dard of care decisions for LE chronic wounds? Can this ML system artifact produce
consistent decisions using labels given by expert and novice decision makers?

3 Research Methodology and Design Process

When adherence to clinical guidelines is ignored, the treatment procedures clinicians
(wound experts and non-experts) follow may differ considerably. This results in incon-
sistent decision-making across the chronic wound care community (i.e., some clinicians
may be aggressive about debriding the wound, while others may be less concerned about
regular debridement). AML system that can provide generalizable decisions that follow
the standard of care can address this issue. To do so, we defined the following design
requirements (DR) for our ML artifact that predicts sensitive chronic wound manage-
ment decisions: DR (1): The knowledge base for ML system artifact to predict wound
care decisions should include the common features recommended by standard wound
care practices. DR (2): The ML system artifact design should include procedures that
ensure the accuracy and consistency of expert and non-experts’ decisions when treating
chronic wound patients. The process for designing the ML system artifact was followed
by the design science methodology [28] and went through two phases and two design
cycles as described below.

4 Design Phase One- Developing Standard of Care Knowledge
Artifact for Wound Care

4.1 Cycle 1: Understand the Domain, Develop and Evaluate Knowledge Base

We began by developing the wound care knowledge base using requirements that
we identified through (1) literature and (2) expert interviews as described below.
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Literature. We collected information about visual characteristics of all the chronic
wounds from published articles and Wound Union Wound Healing Society clinical
guideline [29]. The main inclusion criteria for both published articles and guidelines
were wound types and their diagnostic features (wound shape, etiology, tissue colors,
etc.). Features were extracted for each wound and stored in spreadsheets. These features
were then compared to each other by their visual and non-visual (patient history data,
smell, warmth, etc.) characteristics. We also compared their terminologies since some
guidelines used different names for similar wound features. This step was necessary
to build an accurate wound feature table and then to classify wound features by their
common terminologies. We reviewed and compared several wound assessment tools
(Braden scale [30], Pressure Ulcer Scale for Healing (PUSH) [31], Wound, Ischemia
and Foot Infection (WIfI) [32] and PhotographicWound Assessment Tool (PWAT) [33])
to find the one that uses more accurate yet visual features for our wound feature table.
We selected PWAT, a validated visual wound assessment tool, as it was the only wound
assessment tool designed to work with wound photos. The other tools in the literature
were designed for bedside assessment and require inputs beyond what can be gleaned
from an image including infection status and blood flow of the wound. PWAT has eight
sub-scores each of which receives a score from 0 to 4 (0 represents conditions observed
in a healing wound and 4 represents conditions observed in wounds that are not healing
or degrading). The total score of the PWAT adds up to 32 which represents a wound in
a very severe condition [33].

Wound expert interviews. Before the interviews,we selectively resampled two sets of
wound images from two sources for which we had IRB approval. One set had 29 images
(with high, middle and low PWAT scores) from chronic wound image repository of a
local hospital. The second set had 6 images with doctors’ notes and decisions from our
ongoing data collection at a local hospital.

We conducted two rounds of semi-structured interviews with a dually credentialed
podiatric surgeon/vascular nurse practitioner and a plastic surgeon from an academic
medical center in the northeast (4 total interviews). Each interview took 1–2 h and was
video recorded and transcribed.

At the beginning of each interview, wound experts were given clear explanations
about the goals of the project. We asked our experts what a standard assessment tool
would ideally include, how they assess a wound visually, and what suggestions they
have for project improvement. We also requested our experts to visually assess only 15
images from set one (experts annotated all 29 images with decision labels) and give
additional expert information. In the second round of interviews, we used the same
wound images but asked both experts to visually assess and explain their assessment
procedure for wound depths, underlying tissues and other clinical characteristics in
detail. Transcriptions and videos were analyzed by one of the authors, and new findings
were added to the wound feature table.

Developing decision rules. The review of literature, analysis of clinical guidelines and
expert interviews helped us identify critical wound features required for assessing a
chronic wound. These features were used to design IF-THEN rules that capture chronic
wound conditions based on location and visual descriptors [34]. These rules were tested
using a decision table to solve for overlapping rules.
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Evaluation of the decision rules.We tested our decision rules on 14 remaining images
in the set one annotated by the two wound experts (see Fig. 1 for an example of wound
image). The goal was to check each of the assessment rules to see how visual features are
presented and verify themwhen necessary. Out of 14 total instances, decision rules could
not accurately assess two wound types (Diabetic and Venous ulcer) due to imprecise
location and history features (85.7% accuracy). Each corresponding rule and the experts’
descriptions for the wound images were analyzed and location information and patient
history data were added based on guidelines. Modifications and changes were made to
the rest of the rules to enhance the location rule.

4.2 Cycle 2- Rethinking the Domain Knowledge

In the second cyclewe revisited thewound knowledge base and added extra features from
a total of 14 guidelines to make the decision rules more comprehensive. The total predic-
tive features from our wound feature table were raised to sixty-one visual and non-visual
features. We used a decision table to find the best matching rules with no overlap (see
Fig. 1 for example of a decision rule). This resulted in thirty-nine decision rules. These
rules were validated further using 4 new wound images and their corresponding clini-
cians’ notes extracted from the wound clinic EHR (clinicians’ notes contained decision
labels). When compared with the notes presented in patients’ medical records, the rules
provided consistent and detailed explanations regarding wound locations and wound tis-
sues. We also found that VU rules required to have thin and thick slough descriptors for
more accurate assessment. The revisions were made, and comprehensives of the rules
were finally assured.

Fig. 1. Example of chronic wound image labeled using rules from decision table

5 Design Phase Two- ML System Artifact

5.1 Cycle 1- Designing ML System Artifact

Requirements. In the second phase as summarized in Table 1, we began the actual
process of the ML artifact design using the following requirements:

Databank: A total of 2056 unlabeled wound images. There are 1695 images from a
local wound clinic, 249 from publicly available web sources and 114 from previous
study. Decision labels (predictions): D1 with 51 labels from expert and 25 labels from
novice, D2 with 57 expert labels and 245 novice labels and D3 with 97 expert labels and
135 novice labels. Labeling procedure: The experts labeled the image data using their
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own expertise during a 3-h session which was video recorded. The novice researcher
used the decision rules and labeled the 205 images with 61 features and decision labels
separately (video recording was not necessary). Included features: We used 9 PWAT
features (eight sub-scores and the total PWAT score), wound locations, and five wound
types. These together resulted in 64 one-hot encoded features. Evaluation metrics: F-1
scores (weighted as suggested for the imbalance classification problems) and area under
the receiver operating characteristics (AUC).Wealso appliedSMOTEoversamplingwith
3 iterations of 10-fold cross validation. Sample: A total of 205 images were randomly
selected and labeled with D1, D2, or D3.

Table 1. Phase two of DSR: designing ML system artifact

Relevance A ML artifact can support non-expert clinicians with chronic wound
management decisions at the point of care

Define objective Instantiate ML artifact and demonstrate its use for non-experts

Design & develop Trained ML artifact on 205 image samples with labels that have
acceptable agreement level between expert and novice

Artifact ML system capable of predicting wound decisions where all features
are present

Evaluate & observe Inaccurate decision labels from expert-novice inconsistency
ML should be built based on the features expected to be available at
the time of prediction and common to non-experts

Create knowledge Not all expected features are available at the time of prediction

Current knowledge Wound cleaning (debridement) is recommended for all wounds and
must be included in assessment

ML Design. We experimented with most common ML algorithms that were used by
several studies with promising results. These are decisions trees (DT), random forest
(RF), support vector machine classifier (SVM) and XGB.

Evaluate and observe. The results from testing different ML algorithms showed above
average performance for the main ML model (XGB) with overall F-1 = .806 when

Table 2. ML artifact prediction results - multiclass (Cycle 1)

Classifier Expert Novice

F-1 AUC F-1 AUC

DT .530 .777 .747 .817

RF .556 .760 .756 .800

SVM .587 .814 .782 .876

XGB .543 .844 .806 .862
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trained using novice data (given features and labels). When trained on expert data, the
performance dropped to F-1 = .543. Table 2 depicts performance results for this initial
set up of the ML artifact (XGB), recommended for fast deployment [35]).

To solve for the inconsistency, we calculated the agreement level between novice
and expert (agreed on 144 images and disagreed on 61 images) and realized that lack of
clear labeling procedure resulted in inconsistent decision-making between them and this
may have caused 30% of the disagreement cases. We also analyzed the videos from the
labeling sessions and realized there were two issues with our prior labeling procedure:
First, there were times that the expert was inconsistent about giving two decision labels
(D1 and D2) while referring to non-urgent and urgent cases. Second, the expert seemed
troubled labeling some images due to lack of information about the current treatment
the wound images were under. For example, for a wound located on the plantar foot, the
expert was recommending both D1 (“I assume it is already in a cast to offload pressure”)
and D2 (“this wound needs to be offloaded”). This is a common issue with most medical
image datasets especially for chronic wound management where no pre-existing image
database is available for routine image collection from the provider.

5.2 Cycle 2- Refining ML Artifact Design

Requirements. In the second phase (Table 3), we reassessed and revised our protocol and
added new assumptions that solve for current treatment ambiguities. We also resampled
more images from our image databank and conducted and video recorded a new labeling
session with the same expert. In that session, we used our new protocol and asked the
expert to proceed with labeling based on the followings: (a) This is the first visit by
the non-expert, (b) Non-expert clinician’s expertise does not include sharp debridement
(c) The current wound (image) was debrided/required no debridement when the patient
was sent home from the wound clinic, (d) Patient’s transportation to the wound clinic
is costly, and (e) The patient has a current treatment plan based on the standard of care
(control infection, perform daily dressing changes, offload, and VAC).

Table 3. Phase two of DSR: refining the ML artifact

Relevance A strong ML system capable of predicting wound decisions
with average high accuracy from both expert and novice labels

Define objective Solve for inconsistent decision labels by expert and novice

Design & develop Instantiate the generalizable ML artifact with less predictors

Artifact XGB classifier

Evaluate & observe Reevaluate using performance metrics to demonstrate overall
capability of the ML artifact

Create knowledge A highly accurate ML artifact can be developed based on most
common factors of the wound healing as predictors

Use of the current knowledge This ML artifact can be integrated into a smartphone App with
the ability to solve for current treatment ambiguity
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We also updated the wound knowledge base with new wound features from a recent
guideline [29]. These features were recommended for wounds that can benefit from
regular debridement and were based on appearance of wound bed, wound edge and
surrounding skin. Using these new features and new knowledge gained from the cycle
1, we designed a decision pathway (see Fig. 2) to be used for next round of labeling.

Sampled Dataset: A total of random 375 images (338 training and 37 testing samples)
were selected based on new criteria that matched current protocol and PWAT criteria.
The images were labeled using new protocol and decision pathway shown in Fig. 2.
Labeling procedure: The expert and novice used the new decision protocol and pathway
to label 375 images. The expert was informed of our novel approach that solve for D1
and D2 ambiguities for POC due to lack of information about the current treatment (i.e.
D1 and D2 as single decision under non-urgent class and D3 under urgent class).

Fig. 2. The designed decision pathway used for wound assessment

The expert had this knowledgewhile labeling the images. Therewere 189 non-urgent
and 186 urgent labels given by the expert and 152 non-urgent and 223 urgent labels given
by the novice. The agreement between the novice and expert (Table 4) increased to nearly
85% (with 83% for 74 overlapping images with prior set). Included features: We used
total PWAT, wound locations, gangrene, slough, hardened necrosis, thickened rolled
edge, epithelialization, undermining and tunneling as predictors.

ML design and evaluation. We also analyzed how the algorithms perform comparing
to a dummy classifier (DC) which relies on random predictions.

In the actual labeling session (which took about 2.5 h), wound expert had no trouble
following new structured protocol and decision pathway and labeled all 375 images. We
then asked the expert to label six new randomly sampled images from our ongoing image
data collection from a local wound clinic (not previously known to/seen by the expert
or novice) to evaluate the consistency of our new protocol and the decision pathway.
After labeling these 6 new images, we revealed to our expert the clinicians’ notes and
actual decisions associated with those wounds seen in the clinic. The expert was in total
agreement with the clinician’s decisions. These 6 images were chosen to see whether
“the decision pathway” is accurate and captures enough information required to make
an informed decision.
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Table 4. ML artifact prediction results- multiclass (Cycle 2)

Agreement when 
requesting for 

current treatment 
input

Expert Novice Both Avg.
F-1 AUC F-1 AUC F-1 AUC

DC .311 .500 .340 .500 .325 .500
DT .633 .875 .926 .976 .779 .925

Agreed 318 RF .587 .799 .906 .929 .746 .864
Disagreed 57 SVC .632 .812 .858 .975 .745 .893
Agreement 84.8% XGB .641 .791 .923 .976 .782 .883
The difference 
between expert and 
novice models for D1 
and D2 before 
requesting for current 
treatment input is 
depicted 

XGB

Confusion
Matrix

When asked, the expert noted that the percent reduction in wound surface area has
been demonstrated to be a strong predictor of healing for venous anddiabetic footwounds
[36, 37]. Consideration of percent area surface reduction in comparing wound image
sequences would be of value in determining the decision pathway, using the existing
assumptions. The ambiguities for current treatment were also solved using our current
decision pathway using one simple rule that ask whether any current treatment was
already given. This simple input at the point of care can raise the confidence of the ML
system’s predictions.

6 Conclusion

This study demonstrated, throughDSR, the development of aML artifact that can predict
wound care decisions generalizable to contexts where both novice and expert clinicians
may be facing. Results of the artifact evaluation demonstrated the acceptable prediction
performance of the ML artifact that uses XGB model with average F-1 = .782 for
both novice and expert decision makers. All the algorithms performed better than the
dummy classifier that uses random predictions. These results also demonstrate that this
prediction capability for XGB ML artifact can be achieved using image data (common
wound features as predictors and decisions as labels) that are given by either novice or
expert. The most predictive features are thick slough or hardened necrosis, thickened
rolled edge, total PWAT, thin slough, anterior leg and dorsal toe, respectively which
confirm the usability of our designed decision pathway.

Comparing to the current wound care solutions that require experts to make treat-
ment decisions [25–27], our ML solution provides POC decision support using wound
features that non-expert clinicians commonly report when documenting wounds. Non-
expert clinicians provide most of the wound care within the wound care community and
their ability to determine wound conditions at the appropriate time directly affect the
quality of treatment these patients receive. Although current solutions provide tools to
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efficiently document these common wound features, non-experts’ inabilities to deter-
mine the correct decision pathway (when certain features are present) at different stages
of chronic wound development results in delayed and thus more aggressive treatments
(often surgical amputations) that cost a lot for the patients and their families.

7 Limitation and Future Research

This study has some limitations. First, our sample size of 375 wound images with no
clinical notes (decisions andmeasurements)maynot be enough todemonstrate generaliz-
ability of the ML artifact due to the wound care domain that has limited available image
datasets with associated clinical notes. In this challenging environment, we showed
several demonstrations prior and post development of a high performing ML artifact
through iterative design cycles. Future research can address this by adding into the ML
artifact database the wound surface area measurements and comparison with subsequent
images to calculate the percent change. Moreover, user adoption and effective delivery
of the predictions from our ML artifact to the final user provide rich opportunities for
future research. Second, in current study a non-expert clinician was considered a novice
researcher. Although this may be another threat to generalizability (when ML artifact
is used by real-world users), we expect their agreement level with experts to be higher
thereby allowing for higher ML performance. The next phase focuses on the design
and evaluation of a smartphone App using image processing techniques that allow for
automatic feature extraction of our predictors.
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Abstract. Between 2007 and 2016, there were 144,002 HAZMAT incidents on
US highways, with damage totaling nearly $600 M. The top two incident types in
the past three years involved flammable-combustible liquids and corrosive mate-
rials. In 2016, 38% of firefighter fatality was a result of sudden cardiac death,
making it one of the two leading causes of death among firefighters. Heat-related
illness is directly linked to adverse cardiovascular events [5], but when detected
early, recovery is likely. We propose a new system called REaCH: Real-Time
EmergencyCommunication System forHAZMAT Incidents.TheREaCH sys-
tem will include real-time health monitoring of first responders through wearable
devices that capture individual health parameters and exposure to hazardous mate-
rials. Individual health data and HAZMAT exposure data will be transmitted to
a dashboard that integrates all of the information for the Incident Commander to
monitor. The Incident Commander can evaluate if individuals need to be removed
from the scene when his/her health status is being compromised.

Keywords: Real-time integrated dashboard · First responder health ·
Environmental monitoring system · HAZMAT incidents · Design science

1 Introduction

Hazardous materials traffic in the US exceeds 800,000 shipments per day and results in
more than 3.1 billion tons of hazardous material shipped annually across approximately
300 million shipments within the US. Out of these, 94% of the HAZMAT shipments are
moved by trucks [1]. Between 2007 and 2016, there were 144,002 HAZMAT incidents
on US highways, with damage totaling nearly $600 M.1 The top two incident types in
the past three years involved flammable-combustible liquids and corrosive materials.

Transporting hazardous materials safely, establishing requirements for real-time
emergency response information, andmonitoring human exposure fromhazardousmate-
rial incidents are critical national and global concerns. Human exposure are monitored

1 Office of the Federal Register, National Archives and Records Administration. (2011, October
1). Code of Federal Regulations Title 49 (Transportation).
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through wearable sensors that capture bio and environmental data. Sensor data accuracy,
validity, reliability, and security are especially important in HAZMAT situations where
there is little room for error or variance. However, technical integration of heterogeneous
sensor data is still drastically lacking even in the current information age. Figure 1 dis-
plays an example of a 2018 incident command coordination in the service district around
Interstate 80; this is the current FEMA standard operating model today.

Fig. 1. This center was set up to coordinate strategies for all pictured responding units. https://
twitter.com/OmahaFireDept/status/1062394307955621888; 13 Nov 2018

DuringHAZMATemergencies, FirstResponders (FRs), includingfirefighters, police
officers, state patrol, paramedics, and environmental quality representatives, are the first
to reach the incident site. As the decision of the Incident Commander (IC) directly
influences the safety of FRs at the incident site, correct and appropriate information
delivered at the right time can be life-saving. Figure 2 displays incident command devices
for reading various sensors. The data that is used by the IC to monitor the situation is
heterogeneous and not integrated nor is it available in one application, multiple monitors
and systems have to be used that do not communicate with each.

Fig. 2. Pictures of various devices and user interface currently used by the OFD demonstrated to
the research team (November 2017).

We propose a new system calledREaCH:Real-TimeEmergencyCommunication
System for HAZMAT Incidents. The main features from this project is an integrated
IT system that includes mobile apps, wearable and sensory devices that capture human
health conditions and environmental data, and a real-time communication network for
all stakeholders (e.g., RFs, ICs, Safety and Environmental Services (SEMS), etc.) that

https://twitter.com/OmahaFireDept/status/1062394307955621888
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can be used during hazardous materials incidents. The REaCH system will include real-
time health monitoring of FRs through wearable devices that capture individual health
parameters and exposure to hazardous materials. Individual health data and HAZMAT
exposure data will be transmitted to a dashboard that integrates all of the information
for the IC to monitor. The IC can evaluate if individuals need to be removed from the
scene when his/her health status is being compromised. The main features of the system
are derived from the use cases presented in Table 1.

Table 1. Finalized operation criteria the seven user type perspectives

Agent type Minimum operating criteria

Team leader 1. As a TL, I need to be able to visualize the data for each FR, so that I can
monitor the FR’s HR, RR, and HI

2. - know when a FR has reached a threshold, so that I can take the
appropriate action

3. - see the trends of the biodata, so I can have more details on the FR’s
health status

SEMS operator 1. As a SEMS operator, I need to be able to add/edit/remove people to the
REaCH system

2. - assign devices, so that they are assigned to the correct person

Sys-admin 1. As a SA, I need to be able to add/edit/remove a device, so that the device
can connect to the REaCH system

2. – add/edit/remove teams to the REaCH system
3. - create thresholds, so the REaCH system knows when the Sensor Data

has reached one

Users 1. As a FR, I need to be able to send my biodata to the REaCH system
2. - see my historical data. The data should include the user’s demographic,

biodata, threshold data, potential exposures, and location

First responders 1. As the REaCH system, I need to be able to be accessible during a
HAZMAT situation

2. - store the sensor data, so that I can display historical information
3. - compare the biodata of a FR to the threshold for each current sensor

data, so that it can be determined if the threshold has been reached

REaCH system 1. As a device, I need to be able to have sensors, so I can collect data
2. - connect to the REaCH system, so I can transmit sensor data and status

information
3. - tolerant enough to survive harsh conditions, so I can function within the

PPE of a FR in a HAZMAT situation

Devices 1. As a TL, I need to be able to visualize the data for each FR, so that I can
monitor the FR’s HR, RR, and HI

2. - know when a FR has reached a threshold, so that I can take the
appropriate action

3. - see the trends of the biodata, so I can have more details on the FR’s
health status
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2 Significance to Research

Design Science enables the iterative reflection and construction of an artifact to define,
develop, demonstrate, and evaluate in a way that is well-suited to the exploratory nature
of this prototype [2]. Design Science is distinct from general system building not only
because it sets it emphasis on the creation of innovative artifacts, but it also inherently
considers the evaluation of results [3]. Context dependencies surrounding emergency
incident management, critical safety aspects, and their various interactions need to be
investigated in a manner that allows for rigorous evaluation to assure a theoretically and
practically valuable instantiation.

Emergency response scenarios differ from traditional decision support systems
in several key aspects [4]: system latency between sensors, and platform-to-IC is
paramount; multiple displays from different devices (air pack level, air quality, two-way
radio) cause additional cognitive load; and while scenario-based specialized knowledge
required, the decision support systemmust be uniform and accommodate heterogeneous
event data types. Finally, system maladaptation and/or failure carries the real risk of FR
death. Addressing these challenges through innovative technology solutions such as an
integrated Dashboard, wearable sensors, and specialized health threshold algorithms has
the potential to make significant contributions to the scientific community.

Decision support systems for FR health management are largely missing in estab-
lished literature. This is partially due to the critical nature of the process. Workshops
can facilitate the ground-up gathering of design requirements (see e.g., [5]) that allows
researchers to engage with emergency personnel in a way that does not distract from crit-
ical missions, nor put them at additional risk. Subsequently the PI and the chief system
architect attended the 2018 Fire Department International Conference where the team
interviewed dozens of vendors and learned that no system exists that integrates real-time
environmental and human sensor data to monitor an individuals’ health during a fire or
hazardous material incident. We are designing a system that does not exist.

3 Significance to Practice

The significance of this research to practice is to improve FR safety and health through
early recognition of health hazard indicators. In 2016, 38% of firefighter fatality was a
result of sudden cardiac death, making it one of the two leading causes of death among
firefighters [6]. Moreover, overexertion and strain (27.1%) was the largest cause of fire-
related ground injuries [7]. Heat-related exposure in FR is not limited to just fire—it can
be a result of hot weather and over exertion, which can increase core body temperature.
Heat-related illness is directly linked to adverse cardiovascular events [8], but when
detected early, recovery is likely. The research imperative is focusing on prevention.
Real-time biometric health data collection is deemed the best predictor of impending
adverse health events, and rapid intervention should be based on proven techniques for
detecting impending illness [9].

We initially conducted an overall needs assessment of themost important concerns of
the OFD [5, 10]. One of the foremost concerns identified was shortened life expectancy
of FRs and a need to better monitor FRs during incidents. Several issues with current
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processes were identified: 1) Data integration problems. The critical data about FRs
and incident environment are displayed on two different screens because each system
has its own user interface, which makes it difficult to make effective decisions during
emergencies. 2) Outdated technology. The user interface works on a Windows XP
platform with limited processing capabilities that are updated in 45 s time intervals.
This implies that the data available to IC about FRs is often not available until after
the FR has taken 20 steps and thus potential exposure to hazardous materials may have
already occurred before the FR or IC is aware. 3) Incident commander experiences
cognitive overload. There is a constant exchange of critical data between FRs and IC
during emergencies. The visualization of so much data on separate displays leads to
cognitive overload for IC. 4) System user interface usability issues. The dated user
interfaces for the current systems have several problems such as: poor organization, not
matching the emergency management work, and poor navigation.

4 Evaluation of the Artifact

The REaCH project team partnered with an OFD firefighter squad “Engine 33” to define
the requirements and evaluate REaCH. The members of Engine 33 consisted of the
Battalion Chief, Station Captain, Incident Commander, several Firefighters, and Special
Operations personnel. The research team consisted ofHCI experts, EmergencyResponse
Management researchers, Computer Scientists, a Medical Doctor, and graduate students
with cross-expertise in the specialties. After the use case scenarios were verified, the
research team began creating a UI design using Protoshare (a Wireframe tool). The
research team met weekly for nine months including monthly iteration cycles wherein
ICs interacted with a low fidelity UI to provide additional in-depth feedback.

Based on these series of meetings, minimum design criteria were proposed and
iterated upon. The criteria are human centric, and concentrate on the required criteria
fromsevenperspectives –TeamLeaders, SEMSOperator, SystemAdministrators,Users,
FRs, the REaCH System, and ancillary Devices (Table 1). In particular, the evaluation
focused on making the elements work together in way that is not (more) cognitively
taxing to support ICs and FRs when HAZMAT scenarios are taking place.

We address the data integration problems by displaying all of the bio-health and envi-
ronment indicators on one screen as shown in Fig. 3. Our system is designed using well
established design principles, including heuristic evaluation, to overcome data integra-
tion problems and outdated technology. The user interface was designed to overcome IC
cognitive overload and usability issues of current user interfaces that were also identified
through focus groups.We are conducting evaluations on the dashboard visualizations that
will validate the IC’s current cognitive load compared to the cognitive load involved in
utilizing the REaCH system. As future work, we plan a predictive algorithm to determine
when a FR should be removed from a scene based on their health biosensor parameters.
This will be determined by data rather than the FR realizing s/he does not feel good or
IC directive.
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Fig. 3. Sample views from REaCH dashboard for first responder management.

5 Artefact Implementation

REaCH is a working interactive prototype that being tested byOFD using various usabil-
ity evaluation methods such as cognitive walkthroughs, focus groups and an incident
simulation lab. After the improvements from these usability evaluations are incorporated
into theUI design for a high fidelity prototypewill be developed for field testing at a large
first responder and firefighter training sight using scenario based-testing and live sen-
sor data from wearable devices. The technology will be made available to professional
emergency management organizations at the conclusion of the project.
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Abstract. Digital technology facilitates the interaction among different
groups of actors, including those that would not engage with each other
in the real-world. Thus, digital technology can foster the emergence and
development of (virtual) communities. IS research provides a rich but
siloed knowledge base on physical and virtual communities. Our study
is the first that integrates both views by prescribing a nascent design
theory for Digital Community Service Platforms. In addition, we ground
the artifact’s design on knowledge about the co-creation of service, and
crowd-sourcing. As a preliminary result, we present a prototype of the
platform for the domain of high street retail that exemplifies the artifact’s
form and function, and we abstract a nascent design theory for this class
of IT artifacts. Practitioners can instantiate the platform pursuing the
principles of implementation, prescribed in the design theory. In future
work, we will empirically evaluate the artifact in a naturalistic real-world
study to examine the artifact’s impact on the urban community.

Keywords: Community · Crowd-sourcing · Co-creation of value ·
Prototype · Digital platform · Design science research

1 Introduction

City centers are important destinations for both residents and visitors to go
shopping, get information, and meet with other people. As a city’s flagship, its
center does constitute a city’s public image and shape its residents’ common
identity, which is described in the scientific literature as sense of community [1].
One of the most important factors for a city center’s attractiveness is its high
street and in particular, the local retail stores. Current trends like digitalization
and globalization challenge and transform people’s habits around the globe (e.g.,
towards online shopping) and put high street retail under increasing pressure [2].

To reverse the trend of decaying city centers, we develop, implement, and
evaluate a Digital Community Service Platform as a new class of IT artifacts.
Existing crowd-sourcing platforms inspired the platform’s design. Consequently,
the designed platform provides crowd-based services by enabling different groups
c© Springer Nature Switzerland AG 2020
S. Hofmann et al. (Eds.): DESRIST 2020, LNCS 12388, pp. 35–41, 2020.
https://doi.org/10.1007/978-3-030-64823-7_4
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of actors (i.e., sourcers and workers) to post and complete tasks such as running
errands for a third-party. Thereby, we pursue the twofold goal of simultaneously
strengthening both the sense of virtual community [3] via interactions with dig-
ital technology affiliated to the platform as well as strengthening the sense of
(physical) community [4] by matching sourcers and workers in the real-world.
Ultimately, we aim at upholding and enhancing a city center’s attractiveness
by increasing the participation in a community and thus, the interaction among
different groups of actors in an urban area [5].

2 Design of the Artifact

2.1 The Digital Community Service Platform Prototype

To address the decline of revenue in high street retail and the decreasing sense
of community in urban areas, we present a prototype of the IT artifact to out-
line the form and function of Digital Community Service Platforms. We chose
high street retail as application domain since prior research identified it as a
suitable environment for implementing digital community platforms [6]. Based
on the premises of the service-dominant logic [7] and available design knowledge
on digital platforms (e.g., [6,8]), we took a service-oriented approach for the
platform’s architecture. It composes of multiple loosely-coupled modules (i.e.,
front-end services) that are affiliated with a stable core (i.e., back-end services).
We used Firebase1 to host micro-services (e.g., user management, push messag-
ing) that constitute the server-side business logic of our prototype’s back-end
(Fig. 1).

Fig. 1. Abstract architecture of the IT artifact.

The prototype offers three distinct functionalities: a delivery service, a tem-
porary storage service, and a shopping buddy service. The delivery service is

1 https://firebase.google.com/.

https://firebase.google.com/
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analog to a traditional delivery service (for local deliveries), while the tempo-
rary storage enables users to store luggage or purchases at a third-party retail
store, or residents’ homes. The shopping buddy service matches the sourcer (e.g.,
a shopper) with a dedicated resident or one with high local knowledge, helping
him or her with questions or guiding around the city. For example, the buddy
can help to find stores that match the sourcer’s interests and tastes.

We employed the Flutter Framework—a framework for designing GUI appli-
cations for multiple operating systems—to develop the affiliated front-end appli-
cations (i.e., a hybrid mobile application for Android and iOS). To reduce the
complexity of the application and enable the artifact’s mutability, we applied
the guidelines of the Business Logic Component (BLoC) pattern2—an architec-
tural best practice pattern proposed by Google LLC. BLoC provides platform-
independent data streams/sinks for input and output. Any complex UI com-
ponent passes the input-data into a BLoC component without any data pre-
processing. Vice versa, after data processing, the BLoC component passes a
singular output back to the UI component.

The front-end applications consist of multiple views: a home screen with
an individualized dashboard listing personal information and statistics, a tasks
board, announcing currently available tasks, and a screen for personal tasks,
which provides an overview about available, active, and accomplished tasks. The
settings enable modifying the user’s profile and setting preferences for messaging
(Fig. 2).

Fig. 2. Views of the prototype’s mobile front-end.

2.2 A Design Theory for Digital Community Service Platforms

Abstracting the knowledge gained through the design and evaluation of the
prototype, we propose eight components of a nascent design theory [9] for Digital
Community Service Platforms as a new class of IT artifacts.

2 https://github.com/topics/bloc.

https://github.com/topics/bloc
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1. Purpose and Scope: Digital Community Service Platforms for high street
retail shall strengthen the Sense of Community (SOC) in urban areas. The
class of IT artifacts enables retailers to publish tasks, which can be picked
and fulfilled by locals, offering additional customer service.

2. Constructs: Service co-creation, virtual/physical community, multi-sided
(digital) platform, sense of (virtual) community, crowd-sourcing.

3. Principles of Form and Function: The IT artifact serves as intermediary
between groups of actors in urban communities. The artifact enables sourcers
(e.g., retailers, other stakeholders) to create, publish, and delete tasks, while
workers (e.g., residents, visitors) can complete these tasks for the benefit of
the community and/or adequate monetary compensation.

4. Artifact Mutability: The IT artifact can be adapted to various application
domains, considering context-specific requirements. The multi-sided digital
platform’s design enables the mutable integration and exclusion of additional
functionalities, services, and stakeholders. The content is built during run
time and, therefore, differs in each instantiation.

5. Testable Propositions: The artifact can serve for refining or extending the
kernel theories that informed its design: (1) Fostering interactions among dif-
ferent groups of actors (i.e., engage in service co-creation) in urban areas via
digital and physical channels strengthens both the sense of physical and vir-
tual community; (2) Crowd-sourcing that aims at offering services as value
propositions for third-parties can enhance customer experience; (3) Instan-
tiating Digital Community Service Platforms positively impacts maintaining
and strengthening urban communities, increasing a city’s attractiveness.

6. Justificatory Knowledge: Kernel theories that informed the design of the
artifact include the foundational premises of service-dominant logic, knowl-
edge about physical/virtual (sense of) communities, and crowd-sourcing.

7. Principles of Implementation: The platform can be instantiated in any
urban community in four steps: (1) Identify and determine the stakeholders
for whom the platform is relevant (platform provider, retailers and/or neigh-
borhood organizations); (2) Customize and adapt the platform to the specific
local environment; (3) Sourcers (e.g., retailers) publish tasks to be fulfilled by
other community members (e.g., residents); (4) The mobile app is distributed
to potential sourcers.

8. Expository Instantiation: We developed a prototype that offers basic func-
tionality of the Digital Community Service Platform. A screencast demon-
strates its form and function (https://youtu.be/0XRx6xZKx78).

3 Implications for Research

We contribute to research on communities by outlining how digital platforms
can facilitate both physical and digital interactions to strengthen communities
in urban areas. The sense of (digital) community is a conventional construct
for describing the quality of life and relationships in urban neighborhoods [1],
which is measured by the extent and quality of interaction through communica-
tion [4]. While qualitative and quantitative research on communities dominates

https://youtu.be/0XRx6xZKx78
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the IS discipline, recent studies on communities do foremost investigate either
virtual communities (e.g., [3,10]) or physical communities in the real world (e.g.,
[11,12]). Our study is the first that integrates these two research streams since
the physical and virtual world are complementary (e.g., searching products online
while strolling around the high street). Further, we present design knowledge to
prescribe the implementation of Digital Community Service Platforms as crowd-
sourcing platforms for urban areas. Our approach is the first that combines both
physical touchpoints for enhancing the sense of community and digital touch-
points for enhancing the sense of digital community. This enables strengthening
the sense of community in urban areas as a whole.

4 Implications for Practice

Local high street retail continuously loses market share to online retail due to
shifting customer expectations towards digital channels [13]. Services like home
delivery, availability check, or 24/7 availability reinforce this development. We
developed a prototype of a crowd-sourcing platform and provide a corresponding
design theory for Digital Community Service Platforms for urban areas. Prac-
titioners (e.g., retailers, city managers) can instantiate the design theory for
the class of IT artifacts following our proposed principals of implementation.
Thereby, they support high street retail, encouraging and technically enabling
retailers and other stakeholders to provide similar services as known from online
retail (e.g., delivery service) as well as additional services (e.g., temporary stor-
age, matching with a buddy) without the need for building digital capabilities.
Ultimately, continuously connecting different groups of stakeholders that are
affiliated with the digital platform might positively impact the community and
consequently, enables a city’s successful long-term development.

5 Evaluation of the Artifact

We will conduct a three-phase evaluation. Each phase pursues different goals for
the evaluation. In the first phase, we iterate between design and evaluation to
ensure the proper form and function of the prototype. Currently, the prototype
does explicitly cover the predefined requirements and could already be instan-
tiated. However, the prototype might still require improvements regarding an
user-friendly design of the interfaces, IT security issues, and scalability to ensure
its utility for subsequent evaluation steps. In the second phase, we will concep-
tually evaluate our artifact against rival artifacts to demonstrate our artifact’s
uniqueness, following a quick & simple evaluation strategy [14]. A first analysis
reveals that there might be related artifacts, but none of them explicitly builds on
knowledge about both virtual and physical communities. Furthermore, studies
that developed IT artifacts (i.e., digital platforms) do not generalize their results
to obtain prescriptive design knowledge. Naturally, our development process and
thus, the form and function of the prototype was inspired by instantiations in
the real-world (e.g., postmates.com, helpling.com). However, such a platform
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has not been scientifically developed and analyzed, yet. In the third phase, we
aim at instantiating the artifact in a real-world context and conduct an exten-
sive evaluation for human risk & effectiveness [14]. Such evaluation strategies
serve best for situations in which it is essential to test an artifact’s usefulness
and efficiency. Thus, it enables us to examine if our artifact does support our
assumptions, delineating a positive impact on maintaining and strengthening
urban communities. In particular, we will test the propositions that stem from
the kernel theories that informed the design of the artifact. This final evaluation
step intends to confirm or reject the testable propositions (see Sect. 2.2, page
3f.) to refine the kernel theories.
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Abstract. This paper was aimed at developing a design artefact to identify
opportunities for digital innovation based on the adaptive capabilities of govern-
ment organizations in resource constrained low-income countries. The study was
guided by the recent elaborated action design researchmethod.Adaptive capability
themes that were elicited from Woredas (government districts) in Ethiopia were
used as the requirements to create a web-based application (app). UTAUT was
used to evaluate the potential adoption and acceptance of the app (n= 270) using
structural equation modeling (SEM). The results reveal that social influence sig-
nificantly influences the behavioral intention to use the app, which finding reveals
how social factors have a stronger influence on digital government innovations
in resource constrained low-income countries. The design principle elicited in
the paper can guide future digital government innovation efforts in resource con-
strained low-income countries. The study contributes to design science research
in revealing the utility of the elaborated action design research method.

Keywords: Digital government ·Woredas ·WoredaNet · Adaptive capability ·
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1 Introduction

Governments are increasingly giving significant attention to digital technology invest-
ments as ameans tomake public servicesmore efficient and effective [1, 2]. Nonetheless,
the rapid rate of advancements in digital technology and the changing global, regional
and local environments and the consequent political, structural and financial pressures
that governments face call for continuous innovation [3, 4].

Many low-income countries, notwithstanding the resource constraints and the pres-
sure of international donors and a global community, have made considerable invest-
ments in digital technology infrastructure. Despite the investment, they continue to expe-
rience low digital government adoption [5, 6]. This paper argues for more efforts to
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be placed on contextual innovation in the digital government of low-income countries
through the dynamic capabilities framework [7–9].

Dynamic capabilities are strategic organizational routines through which an orga-
nization reconfigures its internal resources in order to adapt to continually changing
environments [10–12]. Wang & Ahmed [13] identify three main types of dynamic capa-
bilities; adaptive – the ability to identify opportunities from changes in the environment,
absorptive – the ability to exploit the opportunities and, innovative – the ability to re-
arrange internal resources in order to take advantage of the changes and opportunity
through new products/services. The choice of the dynamic capability theory is mainly
because of its focus on resourcefulness and not resources, which resources are a con-
straint in low-income countries, and the theory is inclusive of the role of ICT as an
important organizational resource [14, 15].

Particularly, this paper focused on the adaptive capability for its emphasis on iden-
tifying opportunity based on context [16, 17]. Digital innovations in low-income coun-
tries that are based on the local context such as m-pesa [18] have been shown to enjoy
rapid adoption compared to innovations that have been adopted from other contexts.
The paper, therefore, sought to answer the research question: How can opportunities
for digital government innovation be identified in the context of resource-constrained
low-income countries?

The paper used Woredas (districts) of Ethiopia and the digital government platform,
the WoredaNet, as the case study.

The remainder of the paper is structured as follows: The next section presents the
literature review of dynamic capabilities and digital government. It is followed by the
research methodology. The discussion of findings is then presented followed by the
conclusion.

2 Literature Review

2.1 Dynamic Capabilities

The dynamic capabilities framework (DCF) emerged from the Resource Based View
(RBV) perspective of strategic management [19] and has fast been gaining attention as
a result of the rapid changes in digital technology and society [10]. The most important
concern in the DCF is the usage of resources, including digital technologies, not the pos-
session of resources [20].Wang&Ahmed [21] identify three categories of dynamic capa-
bilities; adaptive capabilities are the ability to identify opportunity from changes in the
external environment, absorptive capabilities enable those opportunities to be exploited
through a reorganization of internal resources, and innovative capabilities where new
products and/or services are created to take advantage of the identified opportunity.

Recently, public sector organizations have also begun to consider the DCF as a
means to create new public services driven by digital technology [22–26]. While the
functions and structures between the public sector and private organizations differ, the
organizational features such as resources, routines, and capabilities are similar [23, 25,
27]. Senshaw & Twinomurinzi [24] particularly found that most low-income countries
did not begin by identifying the changes in their context before creating new digital
government innovations. Rather, most simply adopted digital artefacts that had worked
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elsewhere. This paper therefore argues for a digital artefact that would enable public
sector organizations in low-income countries to first identify the opportunity within the
local context.

2.2 Digital Government

Digital government is broadly defined as the exploitation of digital technologies to
assist government to be more effective and efficient [28, 29]. The improvements can
be through better access to information and improved services, and even ensuring that
the government is more answerable to its citizens. Digital government is not only about
implementing new technologies, but more about effective and efficient public service
delivery, for example by increasing transparency and accountability [30, 31].

The next section describes the research method to conduct the study.

3 Research Method- Elaborated Action Design Research

The paper adopted the recent Elaborated Action Design Research (EADR) approach of
Mullarkey & Hevner [32]. The approach was considered easy to follow especially in
resource-constrained environments where the context has not been well articulated. The
EADR uses four iterative stages: diagnose, design, implement and evolve.

3.1 Diagnosis

The diagnosis stage is where the problem or opportunity to be solved is detailed, which in
this study was to identify opportunity for digital government innovation in low-income
countries. The study was conducted in the content of government administrative regions
(called Woredas) in Ethiopia using the WoredaNet digital platform.

The WoredaNet is a digital government platform using fiber and satellite infrastruc-
ture across Ethiopia to provide government services to Woredas. The name WoredaNet
comes from “Woreda” which is Amharic for an administrative region with a population
of about 100,000. It has the equivalent meaning of a district. The WoredaNet provides
various digital government services to different arms of the government in Woredas.
Among the services provided are video-conferencing, internet, electronic messaging
and voice over IP between federal, regional and Woreda sites.

There are 1,050 Woredas in Ethiopia, 976 (93%) of which have access to the
WoredaNet. Despite the access, only a few Woredas actively use the WoredaNet [33].
This study therefore sought to create a digital artefact based on the adaptive capabilities
of those Woredas that actively use the WoredaNet, which digital artefact can be used
by other Woredas to similarly understand their contexts and identify opportunities for
digital innovation.

3.2 Design

Design is the stage where the problem domain is turned into digital solution classes.
The ICT management of the Amhara Regional State Science, Technology, Information
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andCommunication Commission recommended three different public agencies, namely,
Judiciary (court) office, Human Resources (HR) office and the Finance office from each
of the threeWoredas for their active usage of theWoredaNet. The task was to identify the
adaptive capabilities of the three Woredas and then to create a digital artefact based on
the adaptive capabilities. The digital artefact could be used by otherWoredas to similarly
identify opportunities for digital innovation and use the WoredaNet as well.

A qualitative-interpretive approach was used to identify the adaptive capabilities of
the innovative Woredas. The interview data (based on Appendix A) were transcribed
into text, and thematic analysis using process coding in Atlas.ti8TM was adopted to elicit
codes and themes [34]. The identified codes and themes were then presented back to
the ICT management for further discussion. It took two iterations to reach consensus on
the final themes. Some capabilities were eliminated due to their insignificance and the
unique codes were arranged and grouped based on their underlyingmeaning. Eventually,
8 themes (adaptive capabilities) and 20 unique codes (capability manifestations) were

Table 1. Adaptive Capabilities of Woredas that innovatively use the WoredaNet

Adaptive capability themes Adaptive capability codes Frequency

Using feedback of reports as well as
learning and growth programmes (26)

Using the feedback of reports 15

Using learning and growth programmes 8

Performing regular supervision 3

Using the internet and following social
media (23)

Using the internet 12

Following mainstream media 2

Following social media 9

Learning from experience sharing and
analyzing best practices (19)

Analyzing best practices 9

Learning from experience sharing 10

Using SMS and email exchange (16) Using email exchange 12

Using SMS 4

Participating in video conferencing
and using voice-over IP telephone (12)

Using intranet communication 1

Participating in video conferencing 10

Using voice-over IP telephone 1

Creating industry-university linkages
and consulting IT firms (9)

Consulting IT firms 2

Creating industry-university linkages 7

Visiting ICT trade fairs and workshops
(8)

Visiting ICT festivity 1

Visiting ICT trade fairs 2

Visiting workshops 5

Using websites and web-based apps
(7)

Using web-based applications 2

Using websites 5

Total 120
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elicited with a total count of 120 (Table 1). The column frequency in the table indicates
how often the capability manifested in those Woredas.

The identified adaptive capabilities suggest that Woredas that actively use the
WoredaNet use their access to constantly understand their context both locally and
globally. They also actively create partnerships and attend external events as an extra
means to understand their context. The Woredas are, therefore, easily able to identify
opportunity from their contexts for digital innovation.

3.3 Implementation Stage

The adaptive capability themes and codes that were created in the design stage were used
as the functional requirements to develop a web-based app, the digital artefact (Fig. 1).
The reason for developing a web-based app is because a web-based app is usually easier
to implement and test for efficacy, especially for Woredas that are not actively using the
WoredaNet [35].

Fig. 1. Digital government adaptive capability app

3.4 Evolution

Evolution is an ongoing processwhere opportunities for app improvements can be identi-
fied. The app was evaluated for its fit among different Woredas using the Unified Theory
of Acceptance and Use of Technology (UTAUT) [36, 37]. UTAUT is a popular Infor-
mation Systems theory that assesses the intention to use a technological artefact and to
adopt the artefact later.

Effort Expectancy (EE) in UTAUT is the perceived ease with using the artefact [32].
EE is particularly important during the first period of usage but becomes insignificant
with continued usage [38–40]. The following hypothesis was therefore tested:

H1: Effort expectancy positively influences the behavioral intentions of government
employees to use the app.

Performance Expectancy refers to the extent to which an individual trusts the tech-
nology to help with enhancing job performance [41]. The following hypothesis was
tested:
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H2: Performance expectancy positively influences behavioral intentions of government
employees to use the app.

Social Influence is the degree to which an individual perceived that the boss or
colleague considers his or her using the new technology [38]. The following hypothesis
was tested:

H3: Social Influence positively impacts the behavioral intentions of government
employees to use the app.

Facilitating Conditions are the users’ awareness of facilities to use the technology
[32]. In conditions of unpredictable support or facilities, pressure on the intention to
use will be low [41], whereas when the support is predictable, facilitating conditions
positively influence use behavior [41]. The following hypotheses were tested:

H4: Facilitating Conditions positively influence government employee’s use behavior of
the app.
H5: Behavioral Intentions positively influence government employee’s use behavior of
the app.

A non-probability sampling technique was applied to select ten Woredas that have
access to the WoredaNet, including the three innovative Woredas that participated in
the diagnostic qualitative study to elicit the adaptive capabilities. The Woredas were
selected by the same ICT management who included Woredas that have access to the
WoredaNet but do not actively use it. A similar respondent sample space was used
consistingof process owners (thosewhomanage similar tasks or processes in government
organizations), ICT support staff, Woreda administrators and representatives.

Following the suggestions by Owoseni and Twinomurinzi [42] 20 question items
were modified from literature to ensure scale validity (Appendix B). The second type
was related to demographic questions. Of the 400 questionnaires distributed, 270 were
completed in 25 days.

SPSS 25 and AMOS 25 were used for analysis [42–44]. The normality of the data,
skewness and kurtosis of the constructs (for each item) were checked. Most of the items
were within the acceptable range of −2 and +2 [45, 46], except a few whose kurtosis
was greater than 2.0. As a whole, the result showed acceptable skewness and kurtosis
values. Table 2 below presents the respondent demographics.
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Table 2. Respondents’ demographic data

Variable Frequency Percent

Gender Male 185 68.5

Female 85 31.5

Job experience 5years and
below

29 10.7

6–10years 123 45.6

11–15 101 37.4

16–20 17 6.3

Age 30 and
below

43 16

31–35 121 44.8

36–40 86 31.9

41 and
above

20 7.3

Education Diploma 35 13

Bachelor 186 68.9

Masters 49 18.1

Confirmatory Factor Analysis confirmed the model was reliable and valid (χ2 =
234.850, df = 154, p-value = 0.000) and had fit indices: χ2/df = 1.530, GFI = 0.920,
TLI = 0.956, CFI = 0.964, NFI = 0.904, RMSEA = 0.044.

Maximum likelihood estimation was used to measure the structural model giving
acceptable fit indices (χ2/df = 1.848, GFI = 0.902, TLI = 0.928, CFI = 0.940, NFI
= 0.880, RMSEA = 0.056). Results of regression weights as indicated in the structural
model are represented in Appendix C. The structural model with chi-square (χ2) value
of 293.786, df value of 159 and p-value of 0.000 was displayed. This revealed that the
model fitted the data adequately. As a result, it is possible to conclude the fitness of the
structural model (Fig. 2).

The numbers next to the UTAUT constructs in the SEM indicate the question items in
each construct. For example, PE1 represents thefirst question itemunder thePerformance
Expectancy (PE) construct.
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Fig. 2. The structural model

The results indicate that social influence has a considerable positive impact on the
intention to use the app (β = 0.184, p< 0.05).This means that when employee’s leaders
or colleagues support them to use the app, the intention to use it will be increased.
Moreover, the behavioral intention (β = 0.36, p < 0.05) demonstrates a considerable
positive impact on the use behavior of government employees. This shows that when
government employees havemore intention of using the app, they use it more frequently.
Facilitating conditions (β = 0.301, p < 0.05) indicates the importance of having the
means to use the app. In otherwords,when government employees obtainmore resources
to use the app, they frequently use it. However, the performance expectancy (β=−0.151,

Table 3. Summarized outcomes of the hypotheses tests

Hypothesis Result

H1 Effort expectancy positively influences the behavioral intentions of
government employees to use the app

Rejected

H2 Performance expectancy positively influences the behavioral intentions of
government employees to use the app

Rejected

H3 Social Influence positively impacts the behavioral intentions of government
employees to use the digital government adaptive capability web-based app

Accepted

H4 Facilitating conditions positively influence government employee’s use
behavior of the app

Accepted

H5 Behavioral intentions positively influence government employee’s usage
behavior of the app

Accepted



50 D. Senshaw and H. Twinomurinzi

p> 0.05) and effort expectancy with (β= 0.213, p> 0.05) do not influence the intention
to use the app (Table 3).

4 Discussion

The design stage revealed that theWoredas that actively use theWoredaNet exhibit clear
adaptive capabilities which enable them to understand any changes in the environment,
and as such easily identify any opportunities for digital innovation.

The evaluation of the app created in the design stage from the adaptive capability
however reveals that despite the artefact not being easy to use (high effort expectancy)
and also not making work any easier (low performance expectancy), the government
employees still expressed an intention to use the app because of the social influence and
the availability of accompanying resources to use it.

It is important to note that the majority of the respondents are highly qualified with
Bachelor and Master degrees (87%) and are in the prime of their working career (the
age group of above 31 is 84%) having spent more than 6 years in the Woredas (89.3%).

The paper therefore proposed the following design principle:

• Creating digital artefacts to identify opportunity for digital government innovation in
resource-constrained low-income countries requires more effort in the social aspect
compared with the technical.

5 Conclusion

The study investigated the design of digital artefacts in governments of resource-
constrained low-income countries to identify opportunities for digital innovation based
on the adaptive dynamic capability. The study argued the importance of adaptive capabil-
ities in low-income countries as it allows for contextual and innovative design rather than
the tradition of satisficing with digital artefacts designed from other contexts. Using the
WoredaNet of Ethiopia, a digital artefact (app) was created following the newElaborated
Action Design Research (EADR) process and statistically evaluated for its acceptance
and possible adoption.

The digital artefact was shown to have efficacy for potential use and that Woredas
(government administration districts in Ethiopia) are able to learn to digitally innovate
using the digital artefact according to their environment. Nonetheless, the intention to
use the app was mainly based on social influences compared with the task aspects. The
study concludes that in as much as digital government innovation occurs in resource
constrained low-income countries, the greater effort is needed on the social aspects
compared with the technical aspects.

This paper contributes to Information Systems theory further identifying the impor-
tance of social aspects in creating digital government innovations especially in govern-
ments of low-income countries. The paper also identifies this as a design principle that
is required in creating digital artefacts for government in such countries.

The study was limited in creating an app mainly based on the adaptive capabilities.
It was also limited in its numbers of evolution iterations to update the app to take into
account the important social influences. Further design research is required for this.
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Appendices

See Tables 4, 5 and 6.

Table 4. Appendix A: Interview questions

Sub-research
question

Interview questions

Process owner ICT support Woreda (district)
administrator (or a
representative)

SR1: What are the
adaptive capabilities
of Woredas that
innovatively use the
WoredaNet?

1. From your
experience, how do
you use WoredaNet
to identify
opportunities in the
environment?

2. From your
experience, how do
you use WoredaNet
to identify threats
in the environment?

3. From your
experience, how
does WoredaNet
help to manage
problems created
due to external
factors such as
recurrent policy
and political
impositions?

4. From your
experience, how do
you use WoredaNet
to align internal
resources with
environmental
demands?

1. From your
experience, how do
you use ICT to
support admin
processes to
identify
opportunities on
the WoredaNet?

2. From your
experience, how is
WoredaNet used to
support admin
processes to
identify threats in
the environment?

3. From your
experience, how is
WoredaNet used to
support admin
processes to
manage problems
created due to
external factors
such as recurrent
policy and political
impositions?

4. From your
experience, how is
WoredaNet used to
support admin
processes to align
internal resources
with environmental
demands?

1. From your
experience, how do
you use WoredaNet
to manage ways to
identify best
practices from
other neighbouring
Woredas?

2. From your
experience, how do
you use WoredaNet
to support
government
agencies in the
Woreda to identify
threats in the
environment?

3. From your
experience, how is
WoredaNet used to
help government
agencies in the
Woreda to manage
problems created
due to external
factors such as
recurrent policy
and political
impositions?

4. From your
experience, how is
WoredaNet used to
support
government
agencies in the
Woreda to align
internal resources
with environmental
demands?
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Table 5. Appendix B: Question items of the survey adapted from [47]

Construct Question items

PE PE1 I find the web-based app useful to learn about what others are doing

PE2 Using the web-based app increases my chances of getting important
information

PE3 Using the web-based app helps me obtain important information more
quickly

PE4 Using the web-based app increases my productivity at work

EE EE1 Learning how to use the web-based app is easy for me

EE2 My interaction with the web-based app is clear and understandable

EE3 I find the web-based app easy to use

EE4 It is easy for me to become skilful at using the web-based app

SI SI1 People who are important to me think that I should use the web-based
app

SI2 People who influence my behavior think that I should use the
web-based app

SI3 People whose opinions that I value prefer that I use the web-based app

FC FC1 I have the resources necessary to use the web-based app

FC2 I have the knowledge necessary to use the web-based app

FC3 The web-based app is compatible with other technologies I use

FC4 I can get help from others when I have difficulties using the web-based
app

BI BI1 I intend to continue using the web-based app in the future

BI2 I will always try to use the web-based app in my daily life

BI3 I plan to continue to use the web-based app frequently

UB UB1 I have ever used a web-based app

UB2 I often use web-based apps

Note: PE = performance expectancy, EE = effort expectancy, SI = social influence, FC =
facilitating condition, BI = behavioral intention, UB = use behavior

Table 6. Appendix C: Regression weights

Independent variable Relations Dependent variable Estimate (β-values) P-value

Performance expectancy � Behavioral intention −0.151 0.256

Social influence � Behavioral intention 0.184 0.033

Effort expectancy � Behavioral intention 0.213 0.105

Behavioral intention � Use behavior 0.360 0.000

Facilitating condition � Use behavior 0.301 0.000
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Abstract. Transportation is an important yet challenging aspect in terms ofmobil-
ity for persons with intellectual disabilities (ID). Despite positive implications of
designing services with users, persons with ID are rarely given the opportunity
to be involved in such design processes. In this action design research (ADR)
study we involve persons with ID in the design through observations, photovoice
interviews and in a staged, yet naturalistic user enactments on a bus. Our research
contributes with design insights on transport supporting services and insights on
user involvement of persons with ID in ADR. The three ADR cycles showed that
people with ID is a heterogenous group of users and as such emphasizes the need
for customizable solutions that support cognitive functions such as conceptual
understanding of time and location, language and communication abilities, and
alerts and notifications. There is more work to be done on addressing how the IT
artifact is shaped by the situational context and vice versa for issues such as stress
management and autonomy. User involvement is time-consuming, especially in
settings where participants are asked to independently follow instruction such as
in photovoice, and during naturalistic evaluations with several uncontrolled vari-
ables, such as prototype testing on a bus. Our work shows that this is vital for
gaining insights into the worlds and needs of persons with ID to inform design.

Keywords: Action design research · User involvement · Intellectual disability ·
Transport

1 Introduction

In our project we focus on transport supporting services for cognitive disabled groups
in society. One important aspect of our approach with action design research (ADR)
is the inclusion of practitioners and end-users in the research process [1]. In line with
action research, this is characterized by a participatory approachwith user involvement to
understand and intervene in social systems [2]. Previous studies stress the need to involve
persons with special needs, such as intellectual disability (ID), in design processes [3,
4]. However, this is still an emerging area and most studies report on experiences and
benefits of involving proxies or children with special needs in the design process [5–
7]. There is a need for more studies that allow individuals with ID to contribute to the
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design of digital services [6]. Our study contributes with insights on user involvement
of marginalized groups by designing services together with youngsters and adults with
ID.

Transportation is an important element in terms of mobility and a vital component
for independent living [8]. Public transportation, such as busses, trains and subways, is
an important resource for those who cannot or do not have access to a car. However,
public transportation presents challenges for persons with cognitive disabilities since
the independent use of transportation requires skills related to memory, attention, time
management, literacy, multitasking and problem-solving [9, 10]. Digital services have
the potential to ease and enable transportation for persons with cognitive disabilities. For
instance, it can provide prompts for independent travel [11] such as support for identi-
fication and orientation during travels [12]. Despite the existing services, transportation
remains a challenge and there is a need for more research on how to contribute to inde-
pendent transportation [10]. In addition, few existing studies seem to involve persons
with ID in the design of transport supporting services and in ADR.

In this paper, we describe the design of a prototype for transport supporting services
and reflect on our user involvement practices for persons with ID in this design process.
The paper makes two main contributions: (a) design insights on transport supporting
services and (b) insights on user involvement of persons with ID in ADR.

2 Related Work

In the following sections we introduce intellectual disability and user involvement.

2.1 Intellectual Disability

ID is a cluster term for different syndromes and disorders. The health conditions defined
as “intellectual disability” are the conditions, often lifelong, that are manifested during
the developmental years. They are characterized by below-average general intellectual
function and limitations in adaptive functioning and skills [13–15]. ID is typically opera-
tionalized as scoringmore than two standard deviations below the populationmean on an
intelligence test [16, 17]. The World Health Organization’s International Classification
of Diseases (ICD-11) defines ID as “a group of developmental conditions characterized
by significant impairment of cognitive functions, which are associated with limitations
of learning, adaptive behavior and skills” [13, 15]. The ICD classifies ID into four main
clinical subcategories; mild, moderate, severe and profound ID [15].

ID is often characterized as a marked impairment of core, cognitive functions nec-
essary for development of knowledge, reasoning and communication skills. Other main
descriptors of ID are difficulties with memory and managing behavior and emotions. In
addition, individuals with ID have difficulties meeting the demands of daily life. These
difficulties are often related to limitations in social and practical skills [13]. Mental
health difficulties like anxiety, depression, attention deficit disorder and attention deficit
hyperactivity disorder are also associated with ID [6]. One potential barrier is that indi-
viduals with ID experience communicative challenges in terms of production of words
and symbols and understanding complex grammatical structures and abstract concepts
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[18]. Diagnostically a set of requirements may reflect a disability such as cognitive
impairment, yet the way to address each requirement may vary greatly - whether to the
individual or in a changing social context.

As a concept, disability has changed in the recent pastwhich have had implications on
the perception of what a disability is and how individuals with disabilities are addressed.
The medical and social models of disability are the two most prominent models of
disability [6]. The medical model of disability views disability as a direct consequence
of an impairment. According to Anderberg [19] this perception of disability places the
problem with the individual. The impairment or disability is viewed as a condition
that must be treated or rehabilitated as far as possible, framing disability as a technical
problem as opposed to a social one [20]. In contrast, the social model of disability places
the problem with the society. This model, often adopted by individuals with disabilities,
calls for social and structural change to enable full participation for individuals with
disabilities [6, 20, 21]. The Gap model or the Scandinavian model views disability
as a mismatch between the demands from the society and the individual’s abilities.
Disabilities can therefore be reduced or removed by changing the environment or by
strengthening the individual, or both [21]. For technology, Holmes [22] describes such
mismatches as ‘building blocks of exclusion’.

2.2 Involving Users with Intellectual Disabilities

User involvement can be understood from various perspectives. It has been described as
a term denoting direct contact with users, ranging from an active role in design activities
to providing information or being observed [23]. Main approaches include for instance
participatory design, user-centered design, ethnography and contextual design. User
involvement has a long tradition and the involvement of users in the design process is
proven to have positive implications on aspects like user satisfaction, system perfor-
mance and system quality [24, 25]. It has also been recognized that user involvement
can empower participants, change business processes and contribute to social equity
[26]. User involvement has been described along a continuum of providing information,
commenting on design solutions and/or actively participating in decisions-making [27].

However, the involvement of users is a challenging activity [23, 24] and our user
group (individuals with ID) exemplifies and magnifies the challenges with user involve-
ment for design development. Although individuals with ID often vary in their commu-
nicative abilities, there are still some shared difficulties which those with ID are likely
to encounter. For instance, cognitively loaded skills and communicative difficulties may
pose challenges. It is therefore important to reflect and consider how the concept of dis-
ability is positioned in a design process and how adjustments can be made to facilitate
user involvement [6]. Taking these cognitive disabilities into consideration, we shortly
present the visual approach of photovoice and experiential prototyping.

Participation and Engagements. Photovoice aims to capture the reality of people’s
lives and can providemeans of accessing other peoples’ worlds andmaking those worlds
accessible to others [28, 29]. In photovoice, the participants take photographs document-
ing aspects of their lives which are later used to encourage self-initiated reflections on
feelings and experiences [30]. It can facilitate the inclusion of persons with ID in design



Designing Transport Supporting Services Together 59

processes as it does not require the ability to read and write nor verbal fluency [28–30].
Whereas methods for including individuals with ID in participatory research has tend to
be limited to interviews [28, 31], photovoice offers a means of concretizing in a manner
that corresponds more closely to the reasoning of these participants.

Prototypes and Scenarios. Prototyping is a central part of gaining understanding by
enabling insight and involvement and ownership alike [32]. It enables designers and
developers to understand existing experiences and contexts. It allows users and other
stakeholders to explore and evaluate incomplete design ideas [33]. Prototypes and sce-
nariosmay enable people to influence the functions andfit of the technology development
in authentic settings since: “users possess the needed practical understanding but lack
insight into new technical possibilities” [34]. Experiential prototypes and scenarios allow
the participants to “experience it “themselves” rather than witnessing a demonstration
or someone else’s experience” [33].

3 First and Second ADR Cycles on Problem Diagnosis

The research project follows the guidelines of ADR and the cycles of (a) problem for-
mulation, (b) building, intervention and evaluation, (c) reflection and learning and (d)
formalization of learning as described bySein et al. [1] and elaborated upon byMullarkey
and Hevner [35]. During the early phases of an ADR process, a practice-inspired prob-
lem space is explored and formulated, supported by existing theories. This is followed
by a design process which includes three principles: reciprocal shaping, mutually influ-
ential roles and concurrent evaluation. These principles stress the inseparability of the
IT artifact and the context, mutual learning among the participants of the project and
the importance of continuous and naturalistic evaluation [1]. The research in this paper
includes three ADR cycles to design a prototype for transport supporting service. In line
with the recommendation of ADR, we frame transport supporting services as a class of
problems [1] which allows us to approach insights and individual evaluations towards
systemic development.

3.1 Problem Diagnosis Using Interviews and Observations

In the first cycle we conducted a triangulation of data, consisting of focus group inter-
views, individual interviews and participant observations. The participants in the focus
group interviews included representatives that work closely in practice with persons with
ID (i.e. the Norwegian Labour and Welfare Administration, community-based housing,
secondary school, day-care centres, work-training centres, public employers and par-
ents). In total, 27 persons participated in the seven focus group interviews (average atten-
dance four persons). Six additional employers participated in individual interviews. All
focus group interviews, and the individual interviews focused on work participation and
the transition into working life, current barriers and enablers, and the use of technology.
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In addition, seven adolescents with ID were observed during a whole day, focusing
on school or work activities. The participants included five males and two women who
all lived at the same community-based housing and either attended secondary school or
had recently started working. Six of them also took part in a focus group interview. The
focus groups interviews and individual interviews were recorded and later transcribed.
This was combinedwith the field notes from the observations. Thematerial was analyzed
by inductive analysis [36], focusing on challenges and opportunities for work inclusion
and the use of technology.

Design Insights from the First Cycle. The first cycle resulted in several insights that
described a complex problem space of work inclusion of persons with ID. One of the
emergent themes focused on the importance but also challenges of using public trans-
portation in the context of work inclusion for persons with ID. One quote from the focus
group with parents: “In fact, I think a lot of their biggest problem is actually about trans-
port and it’s not just the work itself, but the transport […] So that’s part of the entire
picture. Because it can ruin the whole day. It [work and transport] is really closely
connected.”. The first cycle showed that the transport aspect included several challenges
and design insights (see Table 1).

Table 1. Design insights from the first ADR-cycle.

Design insights Description of requirements

Identifying the correct bus Assisting in identifying the correct bus for users with vision
impairment or limited literacy

Time management Assisting with time management and reduce the time spent
waiting or the need for personal assistance

Reminders Supporting reminders of when to exit the bus

Changing buses Supporting change from one bus to another

Social interaction Supporting in navigating social situations such as handling lack of
seating, initiating or avoiding conversations

Sense of direction Supporting an understanding of orientation, in case of unforeseen
events

Stress management Lessening stress to avoid ruining concentration at work

3.2 Problem Diagnosis Using Photovoice

To gain a deeper understanding of the problem space and to get direct insights from
persons with ID about their experiences of transport, we decided to carry out another
cycle of problem diagnosis using photovoice interviews. The participants were recruited
through purposive sampling in agreement with employers in two regions in Norway.
In total, nine adults with ID participated from three different workplaces (one day-care
center and two adjusted workplaces). The employers nominated participants based on
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their ability to (1) give consent, (2) take photos on their own or with the assistance of a
researcher, (3) describe and reflect verbally on photos taken, and (4) that they either walk,
go by buss, taxi or othermeans of transportation towork. The participants included seven
men and two women, three of them were adults while the remaining were adolescents.
Two participants usually travelled by maxitaxi, three participants by bus, one participant
by taxi, two participants combined subway and bus, and one participant combined taxi
and bus. All participants were initially informed about the study by their manager and
a second time repeated by the researchers. During the preparation session, we talked
about ethics in regards to taking photos.

The participants used their own smartphones to take photos on their way home and
to work. The following day we carried out interviews with the participants in their
workplaces. The participants could also invite a colleague or assistant to accompany
them during the interview. We started the interview by asking them to tell us about their
experience of transportation. They were then asked to show us the photos that they had
taken. In connection to each photo we talked about why they had taken the photo, if it
represented something that was important or difficult or made them feel a certain way.
We discussed the possibilities of using other means of transport and if they would have
liked to take other photos. The interviews were transcribed, and the photos were inserted
into the interview transcripts to connect them to the reflections made by the participants.
The transcribed material was analyzed using thematic analysis [37]. During the analysis
we focused on two types of insights: transport and user involvement using photovoice.

Design Insights from the Second Cycle. The second cycle confirmed that the user
experiences and needs of persons with ID are heterogenous. For instance, some partici-
pants struggled with social interaction and anxiety while others preferred social settings.
The photovoice study showed us that both positive and negative experiences of transport
are related to routines and the handling of unpredictable situations. Daily transport is
less challenging compared to embarking on new routes, or when unpredictable events
are experienced as stressful and challenging (See Table 2).

Table 2. Design insights from the second ADR-cycle.

Design insights Description of requirements

Cognitive load Customizable and simple instructions

Predictability Supporting predictability in order to feel safe

Social interaction Social interaction can be stressful for some and a
resource for others

Communication support Supporting communication with predefined persons
in case of unforeseen events

Stigma Avoiding stigmatizing features

Self-regulation Making use of existing stress management strategies
such as music and drinking soda

Autonomy and the ability to influence Supporting autonomy and the ability to express
preferences for instance to the driver
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4 Third ADR Cycle on Design Conceptualization

The design insights from the first two cycles were presented to our advisory board of
practitioners in line with the principle of mutual influential roles [1]. They confirmed
the practical relevance of the problem space and we discussed the connection to current
work practices. During an ideation session they also identified existing digital services
that could be relevant and contribute to the solution space. As a parallel process we
reviewed literature on intellectual disability and transport to structure the problem and
to guide the design towards a theory-ingrained artifact. Based on these, two researchers
and a UX-designer started to design the first prototype using Adobe Xd (see Fig. 1). The
prototype was then tested in a staged, yet naturalistic user observation [33]. In line with
the ADR principle of authentic and concurrent evaluation [1], we rented a bus from the
local public transport company - complete with a bus driver - who per our instructions
created the necessary scenarios to gain further insights. This gave us the opportunity to
understand how the environment influenced the use of our prototype.

Fig. 1. Screenshots of the prototype showing a reminder and different modes of communication
during unforeseen events (including a prewritten SMS).

4.1 Design Insights Using Prototypes and Scenarios

Three participants from the photovoice sessions took part in the third cycle. In addition,
nine new participants were recruited to cover the diversity of the user group. These were
recruited through purposive sampling in agreement with the same employer and with a
secondary school in the same region. Eight researchers participated in the observation,
four as facilitators and four as observers. The participants included six men and six
women, five working in an adjusted setting and seven attending secondary school. All
had prior experience of taking the bus but only four of those working in an adjusted
setting did it regularly and independently. The scenarios on the bus were carried out in
three iterations during the same day: each iteration with three to five participants.

The participants were given a smartphone with the first prototype. The scenarios
were structured according to the different themes of the prototype i.e. identifying the
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correct bus, time management, managing unforeseen events and communication and
after which the users were asked to reflect on their experience. Each participant was
guided by a researcher and observed by a second research who took notes (See Fig. 2).
The field notes from the observation were summarized individually by all researchers
directly after the workshop. The notes were then discussed in pairs to cover potentially
missing elements. Finally, all notes were combined and analyzed by two of the involved
researchers, using thematic analysis [37].

Fig. 2. Photo from the testing of the prototype during the bus transport scenarios.

Design Insight from the Third Cycle. The third cycle confirmed the relevance of
the prototype for persons with ID. The design insights centered on the need for a
customizable solution that is part of a larger system of assistance (See Table 3).

Table 3. Design insights from the third ADR-cycle.

Design insights Description of requirements

Practice or daily transport Supporting users training towards taking the bus as well as users
who need support on daily basis

Time visualization Supporting alternative understandings of time

Font size Supporting adjustment of font size for users with vision
impairment

Text-to-speech Supporting text-to-speech for users with limited literacy

Customized reminders Supporting choice of visualization, frequency and kind of
reminders during the journey

Mode of communication Supporting preferences (SMS, voice call or prewritten SMS)
during unforeseen events in order to contact predefined people

Part of a larger system Complementing existing services such as signage, screens and
voice information on buses
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5 Future Work and Reflections

In the following section we reflect on future work on the design of transport supporting
services and the involvement of users with ID in design processes.

5.1 Design of Transport Supporting Services

The contribution and generalization ofADRoutcomes can focus on problemand solution
outcomes, and design principles [1]. In this paper we contribute with generalization of
the problem and solutions instances for transport supporting services for personswith ID.
We find that transport supporting services, including public transportation such as buses,
metro and community supported taxi travels need to support cognitive functions such
as conceptual understanding of time and location. In addition, there is a need to support
individual adjustments according to language and communication abilities, such as the
use of symbols or photography and prewritten messages that can alert your contacts.
There is also a need to customize both the kind and frequency of alerts and notifications.
In linewith previous studies, we find that digital services could enable independent travel
by supporting time management, literacy, problem-solving and memory [9, 18].

There is more work to be done on addressing how transport supporting services
sits as part of a larger system, and how the IT artifact is shaped by the situational
context and vice versa [1]. For instance, transport supporting services need to make use
of already existing signage system such as screens and sound notifications on buses
[33]. It is also possible to assist in handling the social scenarios of transport, whether
to protect from or to engage in social interactions and to support stress management
and autonomy. One could envision the possibility to message the driver for assistance
during stressful scenarios. There also scope to include prompts for self-regulation as
part of stress management. Future work will focus on redesign of the prototype and
formulating design principles for the solution.

5.2 Reflections on User Involvement

Our study shows that user involvement of persons with ID in ADR is time-consuming.
Being invited into a design process may be immensely daunting due to the new roles,
requests and the potentially long timeline in such developments [38]. There is a need
to spend significant time on building trust as well as understanding between the par-
ticipants and the researchers, especially in settings where the participants are asked to
independently follow instruction such as in photovoice, and during naturalistic evalua-
tions with several uncontrolled variables, such as prototype testing on a bus. Involving
several groups of participants with ID can therefore be challenging but also important
to understand diverse user needs. We see that the “exclusion shifts toward inclusion
when more people can openly participate as designers” [22] by which we mean con-
tribute visual elements and alter and adapt to the process of shaping the IT artifact.
Photovoice proved to be a useful source and a facilitation during the design process
as the photographs provide visual support towards a shared design conceptualization.
Our study shows that photovoice can provide design insights that otherwise would have
been excluded. Naturalistic user observations to get authentic and concurrent evaluation
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demonstrate context-dependent insights and a step towards reciprocal shaping of the IT
artifact and the context. During this cycle, it proved to be important to have one-on-one
facilitators and observers to assist and to gather design insights (e.g. Fig. 2).

As mentioned in Sect. 2.1, disability has two prominent models which has implica-
tions for how change is introduced: the medical ‘deficit’ model which focuses on the
individual and the social model of disability which places an onus on the social fabric
[19–21]. We have found that when designing digital services for persons with ID we
need to take both into account: “people’s experiences with products and systems are a
complex integration of personal and circumstantial factors” [33]. ‘True’ participatory
research includes collaboration in every aspects of research: problem definition, meth-
ods, data collection, analysis, publication, and dissemination [39] - for this paper we
have focused on the processes shaping the design. Our participants have so far had an
informative and consultative role in the design process [27].

6 Conclusion

This paper contributes with (a) design insights on transport supporting services and
(b) insights on user involvement of persons with ID in ADR. The three ADR cycles
showed that people with ID is a heterogenous group of users and as such emphasizes
the need for customizable solutions that support cognitive impairment in different social
contexts. Our work suggests that the presented outcomes are generalizable to other solu-
tion instances that focus on marginalized groups such as users with dementia, stroke or
temporary loss of cognitive abilities. While user involvement can be time-consuming
it is essential for gaining insights into the worlds and needs of persons with ID. These
insights are relevant for other situations where user needs and experiences of marginal-
ized groups are central for innovation and design of services. Understanding, exploring
and communicating the experiential aspects of design insights are vital activities [33].
The use of visual support such as photovoice and naturalistic evaluations should be
emphasized when designing with people with ID. The study shows the need of user
involvement across different modes of engagements in order to gain insights that are
individual and context dependent.

Acknowledgements. We thank all the involved participants, research colleagues and project
partners. The project is financed by The Research Council of Norway.

References

1. Sein, M., Henfridsson, O., Purao, S., Rossi, M., Lindgren, R.: Action design research. Manag.
Inf. Syst. Q. 35(1), 37–56 (2011)

2. Baskerville, R.L.: Investigating information systems with action research. Commun. Assoc.
Inf. Syst. 2(1), 19 (1999)

3. Rogers, Y., Marsden, G.: Does he take sugar? moving beyond the rhetoric of compassion.
Interactions 20(4), 48–57 (2013)



66 S. Wass et al.

4. Hook, J., Verbaan, S., Durrant, A., Olivier, P., Wright, P.: A study of the challenges related to
DIY assistive technology in the context of children with disabilities. In: Proceedings of the
2014 Conference on Designing Interactive Systems, pp. 597–606. Association for Computing
Machinery, New York, NY (2014)

5. Millen, L., Cobb, S., Patel, H.: A method for involving children with autism in design. In
Proceedings of the 10th InternationalConference on InteractionDesign andChildren, pp. 185–
188, Association for Computing Machinery, New York, NY (2011)

6. Benton, L., Johnson, H.:Widening participation in technology design: a review of the involve-
ment of childrenwith special educational needs and disabilities. Int. J. Child-Comput. Interact.
3, 23–40 (2015)

7. Bossavit, B., Parsons, S. Designing an educational game for and with teenagers with high
functioning autism. In: Proceedings of the 14th Participatory Design Conference, pp. 11–20,
Association for Computing Machinery, New York, NY (2016)

8. Rosenkvist, J., Risser, R., Iwarsson, S., Wendel, K., Ståhl, A.: The challenge of using public
transport: descriptions by people with cognitive functional limitations. J. Transp. Land Use
2(1), 65–80 (2009)

9. Davies,D.K., Stock, S.E.,Holloway, S.,Wehmeyer,M.L.: Evaluating aGPS-based transporta-
tion device to support independent bus travel by people with intellectual disability. Intellect.
Dev. Disabil. 48(6), 454–463 (2010)

10. Price, R., Marsh, A.J., Fisher, M.H.: Teaching young adults with intellectual and develop-
mental disabilities community-based navigation skills to take public transportation. Behav.
Anal. Pract. 11(1), 46–50 (2018)

11. Mechling, L.C., Seid, N.H.: Educ. Training Autism Dev. Disabil. 46(2), 220–237 (2011)
12. Mechling, L.C., Seid, N.H.: Use of a hand-held personal digital assistant (PDA) to self-prompt

pedestrian travel by young adults with moderate intellectual disabilities. Educ. Training
Autism Dev. Disabil. 46(2), 220–237 (2011)

13. Carulla, L.S., et al.: Intellectual developmental disorders: towards a new name, definition and
framework for “mental retardation/intellectual disability” in ICD-11.World Psychiatry 10(3),
175–180 (2011)

14. McKenzie, K., Taggart, L., Coates, V., McAloon, T., Hassiotis, A.: Systematic review of the
prevalence and incidence of intellectual disabilities: current trends and issues. Curr. Dev.
Disord. Rep. 3(2), 104–115 (2016)

15. Mulhall, P., Taggart, L., Coates, V., McAloon, T., Hassiotis, A.: A systematic review of the
methodological and practical challenges of undertaking randomised-controlled trials with
cognitive disability populations. Social Science and Medicine 200, 114–128 (2018)

16. Rutter, M.J., et al.: Rutter’s Child and Adolescent Psychiatry. Wiley, Chichester (2011)
17. Emerson, E., Hatton, C., Baines, S., Robsertson, J.: The physical health of British adults with

intellectual disability: cross sectional study. Int. J. Equity Health 15(1), 11 (2016)
18. Finlay, W.M.L., Antaki, C.: How staff pursue questions to adults with intellectual disabilities.

Journal of Intellectual Disability Research 56(4), 361–370 (2012)
19. Anderberg, P.: Making both ends meet. Disabil. Stud. Q. 25(3) (2005)
20. McKenzie, J.:Models of intellectual disability: Towards a perspective of (poss) ability. Journal

of Intellectual Disability Research 57(4), 370–379 (2013)
21. Shakespeare, T.: Social models of disability and other life strategies. Scand. J. Disabil. Res.

6(1), 8–21 (2004)
22. Holmes, K.: Mismatch: How Inclusion Shapes Design. MIT Press, Cambridge (2018)
23. Kujala, S.: User involvement: a review of the benefits and challenges. Behav. Inf. Technol.

22(1), 1–16 (2003)
24. Baroudi, J.J., Olson, M.H., Ives, B.: An empirical study of the impact of user involvement

on system usage and information satisfaction. Communications of the ACM 29(3), 232–238
(1986)



Designing Transport Supporting Services Together 67

25. Bano, M., Zowghi, D.: A systematic review on the relationship between user involvement
and system success. Information and Software Technology 58, 148–169 (2015)

26. Keay-Bright, W.: The reactive colours project: demonstrating participatory and collaborative
design methods for the creation of software for autistic children. Des. Principles Pract. Int. J.
1(2), 7–15 (2007)

27. Damodaran, L.: User involvement in the systems design process - a practical guide for users.
Behav. Inf. Technol. 15(6), 363–377 (1996)

28. Povee, K., Bishop, B.J., Roberts, L.D.: The use of photovoice with people with intellectual
disabilities: Reflections, challenges and opportunities. Disabil. Soc. 29(6), 893–907 (2014)

29. Booth, T., Booth,W.: In the frame: Photovoice and mothers with learning difficulties. Disabil.
Soc. 18(4), 431–442 (2003)

30. Wang, C., Burris, M.A.: Photovoice: Concept, methodology, and use for participatory needs
assessment. Health Educ. Behav. 24(3), 369–387 (1997)

31. Jurkowski, J.M.: Photovoice as participatory action research tool for engaging people with
intellectual disabilities in research and program development. Intellect. Dev. Disabil. 46(1),
1–11 (2008)

32. Boehner, K., DePaula, R., Dourish, P., Sengers, P.: Affect: from information to interaction.
In: Proceedings of the 4th Decennial Conference on Critical Computing: Between Sense and
Sensibility, pp. 59–68 (2005)

33. Buchenau, M., Suri, J.F.: Experience prototyping. In: Proceedings of the 3rd Conference on
Designing Interactive Systems: Processes, Practices, Methods, and Techniques, pp. 424–433.
ACM (2000)

34. Ehn, P.: Scandinavian design: on participation and skill. In: Adler, P., Winograd, T. (eds.)
Usability: Turning Technologies into Tools. Oxford University Press, Oxford (1992)

35. Mullarkey, M.T., Hevner, A.R.: An elaborated action design research process model. Eur. J.
Inf. Syst. 28(1), 6–20 (2019)

36. Graneheim, U.H., Lundman, B.: Qualitative content analysis in nursing research: concepts,
procedures and measures to achieve trustworthiness. Nurse Educ. Today 24(2), 105–112
(2004)

37. Clark, V., Braun, V.: Thematic analysis. In: Michalos, A.C. (ed.) Encyclopaedia of Quality
of Life and Well-Being Research. Springer, Dordrecht, Netherlands (2014)

38. Frauenberger, C., Good, J., Alcorn, A., Pain, H.: Supporting the design contributions of chil-
dren with autism spectrum conditions. In: Proceedings of the 11th International Conference
on Interaction Design and Children, pp. 134–143 (2012)

39. Balcazar, F.E., Keys, C.B., Kaplan, D.L., Suarez-Balcazar, Y.: Participatory action research
and people with disabilities: Principles and challenges. Can. J. Rehabil. 12, 105–112 (1998)



Intrinsic Motivation to Share Health
Information: Design Guidelines and Features

for Patient Sharing Platforms

Lina Bouayad1,2(B), Monica Chiarini Tremblay3, Hemant Jain4,
and Carmelo Gaudioso5

1 Florida International University, Miami, FL 33199, USA
lbouayad@fiu.edu

2 James A. Haley Veterans Hospital, Tampa, FL 33612, USA
3 College of William and Mary, Williamsburg, VA 23185, USA

Monica.Tremblay@mason.wm.edu
4 The University of Tennessee at Chattanooga, Chattanooga, TN 37403, USA

Hemant-jain@utc.edu
5 Roswell Park Comprehensive Cancer Center, Buffalo, NY 14203, USA

carmelo.gaudioso@roswellpark.org

Abstract. Health-related social media platforms, such as PatientsLikeMe, have
enabled patients to share information with other patients with similar conditions
and more advanced in their health care continuum (i.e., survivors). These plat-
forms have demonstrated the value of patient to patient communication; such as
learning more about new treatment options, outcomes, and quality of life. Yet, evi-
dence suggests that most health applications have low usage rates by physicians
and patients. Data sharing platforms where patients share their medical informa-
tion will not succeed unless security and confidentiality are assured, and enough
patients are motivated to participate. Drawing on the theories of motivation, we
developed design guidelines and features for a platform that encourages long-
term participation. The proposed design guidelines and features are anticipated to
increase users’ intrinsicmotivation through feelings of competence and autonomy;
which in turn will increase information sharing. In collaboration with an oncol-
ogist and a non-profit cancer survivor organization, we design an experimental
study to test our design guidelines and features.

Keywords: Platform design ·Motivation theory · Intrinsic motivation · Personal
health record

1 Introduction

A recent New York Times article reported that Electronic Health Record (EHR) vendors
that impede data-sharing—a practice called information blocking—could be fined up to
$1 million per violation. Additionally, doctors accused of information blocking could be
subject to a federal investigation [1]. New regulations by the Department of Health and
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Human Services (HHS) and the Centers for Medicare and Medicaid Services (CMS)
aim at empowering patients through the access of their health information. These new
regulations will result in the proliferation of data sharing platforms and applications
which utilize EHR to improve health outcomes and reduce costs.

However, data sharing platforms will not be sustainable unless enough patients agree
to participate. Research on sharing health information for medical research indicates that
patient’s willingness to share information depends on anonymity, intended use, the trust
of the intermediary, transparency around personally controlled health records’ access and
use, and payment. The decision to share sensitive health information on these platforms
depends on the perceived benefits versus the perceived privacy risk. Current efforts to
design sustainable online platforms;mostly focus on enhancing the extrinsicmotivations
to share information such as reputation and respect by others in the online community.
Yet, to our knowledge, no study has looked at the design of platform for sharing health
information that encourages a patient to share their health information by deliberately
designing features that increase intrinsic motivation of the user.

Drawing on the theories of motivation, we develop design guidelines and identify
features for a platform that encourages long-term use by participants. Design guidelines
include a method to match with relevant patients and feedback mechanisms that map to
the various forms of intrinsic motivations. In our instantiation, we focus on the sharing
of information related to cancer survivorship skills such as management of side effects,
toxicity, complications, and treatment costs. We study the impact of design features that
enhance the feeling of competence and autonomy of the participants. In collaboration
with an oncologist and non-profit cancer survivor organization, we design an experi-
mental study to test our design guidelines. The rest of this paper is organized as follows.
Section 2 includes background and related work. Section 3 describes the design frame-
work and design features. Section 4 presents evaluation guidelines using a breast cancer
use case. Section 5 lists concluding remarks and future work.

2 Related Work

Most patient healthcare records today have been digitized through the implementation of
the EHR. This digitation has enabled the creation and storage of massive health datasets.
Mirroring the provision of care in the United States, there is significant fragmentation
of digital patient information among various healthcare facilities, insurance providers,
and patient’s personal records. Each of these entities has access to a local but incomplete
copy of the patient’s health record. Fragmented patient records negatively affect the
effective and efficient treatment of a patient’s conditions.

Recently, health-related social media websites, such as PatientLikeMe that are
designed to support patient’s sharing of their health information with other patients
with similar condition are becoming popular. These sites have demonstrated the value
of patient to patient communication; such as learning about new treatment options and
informing disease self-management [2]. Unfortunately, these efforts are entirely sepa-
rate from patient medical records, which may result in participants potentially sharing
incomplete, inaccurate, and unvalidated information on these websites. Studies have
suggested positive associations between better health and using the internet to gather
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health information. Others suggest that a substantial portion of medical information
on the Internet is false or misleading, causing significant difficulties for providers and
patients alike.

There have been attempts to address patient information fragmentation through the
development of the health information exchanges (HIEs). HIEs enable the electronic
sharing of clinical information across different health care organizations to improve
the efficiency, cost-effectiveness, quality, and safety of health care delivery. HIEs have
enabled providers to collaborate resulting in a reduction in duplication of medical proce-
dures [3, 4]. Real-time access to interinstitutional healthcare data has therefore shown to
be very effective at improving patient health outcomes, reducing costs [4] and reducing
readmissions [5]. Unfortunately, HIEs have been suffering from sustainability issues [6],
and the full impact of HIE is inadequately studied [7]. Frameworks for sustainable HIEs
is still lacking [8].

These platforms should be designed and dA potential approach to address the com-
pleteness and veracity of information shared on health-related social media websites is
to create information management platforms that allow integration of the Patient Health
Record (PHR) and patient-reported outcomes [9]. Reviews of the literature reported a
positive impact on efficiency, healthcare disparities, patient-centeredness, patient sat-
isfaction, and safety. Conversely, the lack of incorporating EHR (sharing EHR with
patients) would lessen these reported benefits [10, 11].

Prior research lists several explanations for participating in online communities from
reputation and joy to helping others to reciprocity and commitment [11, 12]. These
studies investigate the link between different motivators and system use. In our work,
we develop design guidelines and identify features that can significantly impact the
long-term use of sharing platforms.

eployed in ways that motivate patients to participate and share information. There is
no shortage of literature extolling the potential of technologies to improve patient care,
yet evidence suggests that most applications have low usage rates by physicians and
patients [13]. Using prior knowledge on user motivators to share information, we design
new features for patient-to-patient sharing platforms. The objective of this research is to
study the impact of the above design features on sharing of health information among
patients.

3 Framework and Design Features

Prior studies have relied on motivation theories to understand the information shar-
ing behavior on online platforms [14,15]. Widely adopted in education, the Self-
Determination Theory (SDT) proposed by Deci and Ryan [16, 17], is used to understand
the motivations that guide human behavior. The theory emphasizes the importance of
inner motivation for personality development and self-regulation. As opposed to extrin-
sic motivation, where external outcomes guide actions, intrinsically motivated behavior
is interesting and/or enjoyable. The central concept of intrinsic motivation is divided
into three primitives, namely: intrinsic motivation to experience stimulation (IS), intrin-
sic motivation to know (IM), and intrinsic motivation to accomplish things (IA) [17].
Extensive research shows that intrinsic motivation leads to a higher quality outcome
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and a better personal experience. Cognitive Evaluation Theory (CET) is an extension
of SDT that looks at factors that diminish and enhance intrinsic motivation [16]. As
per the theory, two main aspects of intrinsic motivation are feeling of competence and
feeling of autonomy. Grounded in (SDT) and (CET), we develop design guidelines and
identify features to enhance the three types of intrinsic motivation (IS, IM, and IA) to
share health information.

3.1 Design Framework and Features

In our framework, cancer patients will have the ability to share information with other
cancer patients. While other factors such as system trust may impact participation on
sharing platforms, those have been studied extensively in prior literature and are outside
the scope of this study. Based on our kernel theories, we focus on designing features that
will encourage patients to share EHR and patient-reported data as follows:

Feeling of Autonomy Features (choice): Using criteria such as disease type, severity
and prognosis, patient matching is personalized to fit the preferences of the participants.
Additionally, patient has complete freedom to decide what information to share and with
which other patients.

Feeling of Competence Features (impact and outcomes): The participant (cancer sur-
vivor) that has shared their information with another patient (cancer patient) will have

Table 1. Components of the proposed design framework (adapted from [15])

Meta-requirements Support the participants’ intrinsic motivation to 1)
experience stimulation, 2) to know, and 3) to accomplish
things through enhanced feelings of competence and
autonomy

Meta-design The development of features that will support the various
types of intrinsic motivation as follows:
– Choice of users to support based on the demographic
information, type and severity of the case (feeling of
autonomy)

– Choice of information to share based on need and
privacy concerns (feeling of autonomy).

– Access to information on impact of health data sharing
following recommendation (feeling of competence)

– Access to impact of information and experience shared
on patient decision (Feeling of Competence)

Kernel theories Self-Determination Theory (SDT), Cognitive Evaluation
Theory (CET)

Testable design product hypotheses Using an instantiation of the system design, test the
following hypotheses:
– Positive effect of the choice features on the continued
participation in the sharing platform

– Positive effect of the impact and outcome features on
the continued participation in the sharing platform
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the ability to see the impact (such as improvements in quality of care, quality of life, and
treatment costs) of the information they have shared has had on the other patient.

To enhance the privacy of patients, health information shared on the platform will
be de-identified (Table 1).

4 Design Guidelines Evaluation: The Case of Breast Cancer
Survivors

To evaluate and refine our design guidelines, we plan to conduct a focus group followed
by an experiment involving breast cancer survivors in the US. We have partnered with
a non-profit organization BreastConnect1, which will provide us with participants. We
will recruit patients that were previously diagnosed with breast cancer and completed at
least one type of treatment (surgery, radiotherapy, or chemotherapy), regardless of cancer
stage or clinical outcomes. We will utilize focus groups of breast cancer survivors to 1)
identify the current barriers to participation in online sharing platforms, and 2) determine
the level of privacy to be supported by the design, and 3) pilot our experiment instrument.
Results from these exploratory focus groups will allow us to refine the instrument of our
experiment as needed.

4.1 Controlled Experiment

Experimental Design
Abetween-subjects designwill be used to evaluate the impact of platformdesign features
on the survivor’s intention to respond in the long term. Each participant will be presented
with fictional patient scenarios and asked to select the most appropriate one to respond
to. Participants will be randomly placed into four different groups with varying feeling
of competence and autonomy levels.

Experiment Procedures
Participants will have to certify that theywere breast cancer survivors onQualtrics before
accessing the experiment questionnaire. In order to prevent learning effects, participants
will also be required to certify completing the experiment once only.

First, participants will be presented with an informed consent agreement page
describing the purpose of the study, the study procedures, alternatives to participation,
compensation and contact information. Participants’ identity will remain anonymous.

Next, each participant will be presented with fictional patient cases. The cases used
in the experiment were created in collaboration with an oncologist. Each case includes
the patient’s demographics, diagnosis and treatment information in a post format. The
response section will be intentionally left out since the participant’s task will be to
determine the response to the post. The participants will be prompted to respond. Last,
participants will have to indicate whether they would like to share part or all of their
(fictional) PHR data.

1 https://www.breastconnect.org/.

https://www.breastconnect.org/
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Participants will be randomly placed into different groups. Depending on their group
assignment, practitioners will either be 1) presented with the feeling of competence
features, or 2) not presented with the feeling of competence features and will either 1)
be given the option to select the patient they are willing to share with, or 2) not given that
option. Follow-up survey questions will be presented for manipulation checks. Results
from the experiment will be presented at the conference.

5 Conclusions

In this study, we investigate the effect of platform design features that are grounded on
motivations theories, on thewillingness to share PHRdata and patient-reported outcomes
on a data sharing platform. The proposed design guidelines describe design features that
are anticipated to increase users’ feelings of competence and autonomy. Using a focus
group and a controlled experiment with cancer patients, we evaluate the effectiveness
of our proposed design guidelines. Results from this study extend the design science
literature by informing the design of online platforms for sensitive information sharing.
In practice, the proposed design guidelines can help design systems that facilitate the
level, scale, and liquidity of data sharing. For cancer patients, sharing of health records
and patient-reported outcomes would 1) enable cancer survivors to contribute to the
decision making and healing newly diagnose patients, and 2) raise awareness about
under-studied treatment outcomes.
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Abstract. This study will examine the design of speech conversion techniques to
create a personalized voice alert system to improve user compliance and reduce
wandering among individuals with autistic spectrum disorder (ASD). Using a
controlled experiment with ASD patients, we will evaluate our proposed design
feature under different conditions of technological familiarity and disease severity.

Keywords: Health application design · Speech conversion · Familiarity ·
Personalization · Generalized learning disability · Autism spectrum disorder

1 Introduction

Personalization of technology, an effective means for accommodating individual dif-
ferences [1], is associated with a series of cognitive, social, and emotional effects [2].
Personalization of user interfaces is a desired feature among users of personal computers
and smartphone applications [2], In the context of recommender systems, personalization
has been shown to enhance system trust and adoption [3]. Personalized recommenda-
tions also improve productivity, efficiency, and decision effectiveness [4], and provide
a more enjoyable user experience [1].

While the general benefits of personalization are well known, less known are its
application and utilization by users with special needs. In the special needs context, the
focus of technological interventions is often not to improve productivity, efficiency, or
effectiveness, but to minimize serious risks like inadvertently wandering off outside a
shelter home. User safety is a primary goal in such settings and user compliance with
system notifications is expected to improve user safety. The use of technologies among
special needs population is not only an understudied topic in the information systems
literature, but to the best of our knowledge, the use of technologies to enhance user
safety has also not been explored previously. In addition, voice systems in use today
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generate alerts and notifications, are not personalized to the specific needs of the target
population. In this study, we aim at filling the above gaps in the literature by designing
a new customized voice feature connected with the geolocation of special need users
that can alert them if they are stepping outside of a safe zone, like a shelter zone,
and investigate the effect of this personalization feature on compliance behaviors and
safety outcomes among peoplewithAutismSpectrumDisorder (ASD) using a controlled
experiment.

According to CDC, ASD affects 1 in 59 children in the United States and has seen
increasing prevalence in recent years. Individuals with ASD have higher rates of comor-
bidity and mortality compared to age-matched peers (Croen et al. 2015; Krahn, Ham-
mond, and Turner 2006), and worse health outcomes due to behaviors such as wandering
and elopement [5, 6, 7]. Wandering poses safety and security risks for ASD patients as
well as significant challenges for their caregivers. For example, 23-year old ASD patient
Arnaldo Rios Soto wandered out of his group home in North Miami, Florida on July
18, 2016, and was shot at by police officers for failing to respond to officers’ orders; the
shot injuring his therapist Charles Kinsley who was trying to retrieve his patient from
the street [8].

Monitoring devices that generate alerts in case of wandering and tracking/locating
devices help mitigate wandering [9] and reduce time to discovery [10] among dementia
patients. However, in the ASD population, social and communication impairments limit
the chances that ASD patients may respond to technological alerts such as text mes-
sages, Individuals with ASD lack the ability to relate new stimuli to past experiences
and are therefore often unable to respond to new or unexpected circumstances in a safe
and consistent manner [11, 12]. Furthermore, ASD patients tend to exhibit response to
familiar voices such as that of therapists or caregivers with whom they have established
rapport, but not with unfamiliar others. Alerts would therefore need to be converted to
a recognizable (personalized) voice to work with ASD patients. Our plan is to design a
voice conversion layer that will be incorporated with monitoring devices in intended to
improve ASD patients’ compliance with automated alerts. Lack of familiarity with tech-
nology is often described as a factor limiting the acceptance and use of new technology
[13]. Personalization may help ASD patients compensate for unfamiliar technologies or
in unexpected circumstances, such as an alert in a familiar voice warning autistic patients
when they are stepping out of a group home. Yet, the joint effects of personalization and
familiarity on technology acceptance is yet to be studied, to the best of our knowledge,
and more so, among specialized user populations.

In this study, we investigate the effects of technology personalization and user famil-
iarity with technological interventions onASDusers’ compliancewith voice alerts under
varying conditions of disability severity. Personalization is manipulated using a voice
recognizable by the user, such as the voice of their therapist or caregiver. Using an
experimental study, we will evaluate the efficacy of this artifact in improving patient
compliance and safety in various scenarios of familiarity and disease severity. In doing
so, we hope to contribute toward building a theory of technology compliance behavior
for special needs users, which is currently missing from the literature.
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2 Theoretical Background

Prior research on personalized content, such as those obtained from recommendation
agents, has typically focused on their adoption and use in utilitarian personal or work
settings in order to improve user productivity, efficiency, or effectiveness in volitional
choice behavior. In these contexts, three theoretical perspectives has helped explain
user behavior: information overload, uses and gratification, and user involvement [14].
The information overload perspective suggests that increased fit between recommended
content and user interests, as a result of personalization, reduces information overload,
and thereby improves work outcomes and user satisfaction. The use and gratifications
perspective suggest that users will adopt personalized content if they find it useful or
enjoyable. The user involvement perspective implies that explicit involvement in the
personalization process secures users’ buy-in into the technology and consequently drive
their preference for personalized content. However, these theories are less applicable
in the unique context of our study, where users are not making a conscious choice
to use technology personalization based on their productivity, efficiency, or efficiency
benefits, but rather instinctively reacting to a recognized voice, without concern about
potential outcomes. Furthermore, behavioral outcomes such as improve patient safety is
observable by other observers, but not the intended user.

Personalization research has previously explored multiple dimensions of implemen-
tation choices, such as the object of personalization (e.g. what is personalized - interface,
content, etc.), subject of personalization (e.g. for whom technology is personalized –
individuals, groups, or organizations), and means of personalization (i.e. who/what does
personalization) [15]. Based on these dimensions, prior literature has identified four
major types of personalization: architectural, relational, instrumental, and commercial
[15].Architectural personalization focuses on improving user experience by constructing
pleasant user space through arrangement of digital artifacts. Relational personalization
refers to the mediation of interpersonal relationships by providing a convenient platform
for interactions. Then, instrumental personalization primarily focuses on the function-
ality of technology and aims to provide user-friendly tools to meet users’ needs. Finally,
commercial personalization aims to differentiate products and services to tailor to the
needs of specific segments of customers. The voice personalization artifact designed in
our study is a form of instrumental and relational personalization in that we provide a
technology that meets the specific instrumental needs of individuals with ASD, and that
this technology embeds relationships between ASD patients and their caregivers though
the use of familiar voices.

Prior literature emphasizes the distinction between personalization, customization
and adaptation, often used interchangeably in common parlance [15], [16]. Customiza-
tion refers to user-initiated actions towards creating personalization and relies primarily
on data provided by the user [15]. Then, adaptation refers to the properties of a system
to adjust its behavior and interactions to fit users’ needs. Overall, customization and
adaptation can be considered components of personalization.

A related stream of information systems research suggests that lack of familiarity
with new technologies is often a significant factor limiting the acceptance and use of
those technologies [13]. Familiarity is the result of repeated exposure to certain people,
tools, or circumstances that allow people to respond in a programmatic manner though
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experience or unconscious priming, rather than through a process of deliberate and
conscious thinking [17]. In our ASD study context, familiarity may be viewed at two
levels: (1) familiarity with the technology and (2) familiarity with the voice embedded in
that technology. Through repeated use, users with ASD will become more familiar with
the device. However, the use of a non-recognizable (a non-personalized) voice may limit
the technology’s efficacy in improving patient compliance with system notifications to
avoid wandering to dangerous areas; which in turn improves patient safety. This second
familiarity dimension is referred to as personalization (of voice) in this study (Table 1).

Higher condition severity may also increase the need for familiarity (with voice).
Prior research has shown that severity of an illness could have direct consequences on a
patient’s behaviors such asmedication adherence [18, 19] and treatment compliance [20,
21]. In the context of autism, Ekas et al. examined the development of compliance in tod-
dlers with and without ASD and found that high-risk children’s ASD symptom severity
was associated with decreased compliance [22]. Severity of autism further aggravates
a patient’s social, communication and behavior impairments such as noncompliance
to unfamiliar voices or situations. Autism patients’ compliance with new system (voice
alert system) recommendations can therefore be problematic owing to their impairments
and may vary with the severity of the condition.

3 Design Framework and Features

Using deep autoencoders for voice conversion [23], we intend to design a feature that
enables the customization of existing tracking devices to fit the needs of users with
ASD. The supervised learning method uses voice segments from the target user (the

Table 1. Components of the proposed design framework (adapted from [24])

Meta-requirements Improve participants’ response to and compliance with
automated alerts at different levels of disease severity

Meta-design The development of a personalization feature that
converts automated alerts to a recognizable voice. This
will support the need for familiarity among this user
population

Kernel theories Personalization concepts

Testable design product hypotheses Using an instantiation of the system design, test the
following hypotheses:
– Compared to prompts in a generic voice, prompts in a
recognizable voice is more likely to generate a
compliance behavior among users with ASD

– The relationship between voice conversion and
compliance will be stronger among users with higher
disease severity

– The relationship between voice conversion and
compliance will be stronger among users with lower
system familiarity
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patient’s caregiver in this case), to learn speaker features. The voice conversion layer
to be incorporated with tracking devices. The speaker features will be used to convert
all wandering related notifications into recognizable voices for each ASD patient. We
then evaluate the effectiveness our newly developed feature at improving the compliance
with system notifications to avoid wandering to dangerous areas.

4 Design Evaluation: Controlled Experiment

Using an experiment involving young adults with ASD, we intend to assess the effective-
ness of the newly developed voice conversion feature at enhancing subject compliance
with the system notifications. An initial convenience sample of 50 young adults with
ASD and their parents or caregivers will be selected at the Health Care Network Faculty
Group Practice in Miami, Florida. Our goal is to expand this study to other locations
where adults and/or families of individuals with autism attend activities to obtain a final
sample of 160 subjects or above.

4.1 Preliminary Survey of Caregivers

Before running our controlled experiment, we will conduct a cross-sectional survey
with the participants’ caregivers to assess the participants’ disease prevalence, and prior
prevalence of response to directions and notifications. After signing an informed consent,
the participants will complete a survey investigating wandering or elopement behaviors
of adults with autism. The survey will be administered by a trained research assistant in
person on the FIU campus or other respective location.

4.2 Controlled Experiment

Experimental Design
A 2 × 2 × 2 between-subject factorial design will be used to evaluate the effectiveness
of our proposed personalization feature on the response to notification among adults on
the Autism Spectrum (Table 2).

Table 2. Experimental design

Disease Severity

Low Severity High Severity

Familiarity
Low

Familiarity
High

Familiarity
Low

Familiarity
High

Personalization (Voice
Conversion Feature)

Not Present Group 1 Group 2 Group 5 Group 6

Present Group 3 Group 4 Group 7 Group 8

Participantswill be first screened for disease severity.Wewill try to recruit a balanced
sample of low and high severity participants. Participants within each severity group
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will then be randomly divided into four experimental treatment groups of high/low
personalization or high/low familiarity.

Experiment Procedures
First, the participants’ caregivers will be asked to read a sample text of 10 sentences.
The voice of the caregivers will be recorded and used for the voice conversion. Each
participant will then be presented with a scenario of wandering. The participants will be
left to wander from one room to another. As they are walking within the facility, they
will be prompted to turn left or right.

Depending on their treatment group, participants will hear a generic voice, or a voice
converted by the software to resemble the one of their caregivers. Participants in the low
familiarity group will only go through the task once, whereas participants in the high
familiarity group will perform the same task three consecutive times.

A research assistantwill observe the participants’ response to the systemnotifications
and record their compliance behavior. Results from the experiment will be presented at
the conference.

5 Conclusions

This study investigates the role of personalization in technology solutions for amarginal-
ized population. Our study is expected to inform how personalization and familiarity can
enhance compliance with system notifications. If proven effective, the proposed artifact
can increase the compliance with system notifications to avoid wandering to dangerous
areas; which in turn will improve the safety of special need users. In addition, this study
also represents an initial step to build a design theory that links personalization and
familiarity with instinctive use (compliance) behaviors toward safety outcomes, which
diverge from traditional theories that focus on informed or reasoned use in personal or
organizational settings.

References

1. Arazy, O., Nov, O., Kumar, N.: Personalityzation: UI personalization, theoretical grounding in
HCI and design research. AIS Trans. Hum. Comput. Interact. 7(2), 43–69 (2015)

2. Blom, J.O., Monk, A.F.: Theory of personalization of appearance: why users personalize their
PCs and mobile phones. Hum. Comput. Interact. 18(3), 193–228 (2003). https://doi.org/10.
1207/s15327051hci1803_1

3. Komiak, S.Y.X., Benbasat, I.: The effects of personalization and familiarity on trust and adop-
tion of recommendation agents. MIS Q. 30(4), 941–960 (2006). https://doi.org/10.2307/251
48760

4. Li, T., Unger, T.: Willing to pay for quality personalization? trade-off between quality and
privacy. Eur. J. Inf. Syst. 21(6), 621–642 (2012). https://doi.org/10.1057/ejis.2012.13

5. Guan, J., Li, G.: Injury mortality in individuals with Autism. Am. J. Public Health 107(5),
791–793 (2017). https://doi.org/10.2105/AJPH.2017.303696

6. Bilder, D., et al.: Excess mortality and causes of death in Autism spectrum disorders: a follow
up of the 1980s Utah/UCLAAutism epidemiologic study. J. Autism Dev. Disord. 43(5), 1196–
1204 (2013)

https://doi.org/10.1207/s15327051hci1803_1
https://doi.org/10.2307/25148760
https://doi.org/10.1057/ejis.2012.13
https://doi.org/10.2105/AJPH.2017.303696


The Suggestion of Design Theory Artefacts
for e-Government in South Africa

Romi Vidmar1(B) , Eduan Kotzé2 , and Thomas M. van der Merwe1

1 University of South Africa, Johannesburg, Republic of South Africa
romividmar@gmail.com

2 University of the Free State, Bloemfontein, Republic of South Africa

Abstract. DSR is growing in acceptance as a research methodology in infor-
mation systems for the design of innovative artefacts including design theory
artefacts. Practical application of DSR can prove challenging when design the-
ory artefacts are suggested for the first time originating from the field of prac-
tice. Within the described research context, this paper focuses on explaining
how design theory artefacts were conceived as a consequence of the researcher’s
immersion as a government chief information officer in South Africa. Using DSR
methodology enabled the rigorous design and evaluation of a tentative theory of e-
Government from an information systems perspective, comprised of a framework
of twelve component design theory artefacts which may enhance the progress
of e-Government in South Africa and which may have a broader application
internationally.

Keywords: e-Government · Enterprise architecture · DSR · TOGAF ·
e-Government theory · e-Government reference architecture · Theory of practice

1 Introduction

Research in e-Government dates to the 1990s and is seen as a multidisciplinary field of
study. The two primary fields contributing to e-Government are public administration
(PA) and information systems (IS). Both these fields are considered to be lacking strong
native theories, which are descriptive, predictive and testable. The researcher identified
the lack of e-Government theory from an IS perspective as a distinct and recognized
knowledge gap and a barrier to its possible future recognition as a branch of information
systems (Bannister and Connolly 2015; Goldkuhl 2016; Paulin 2017). Enterprise archi-
tecture, applied in this work is also a young and formative field of theory and practice
requiring more research (van der Raadt 2011; Boucharas et al. 2010). Lack of theory
to guide e-Government implementation can produce detrimental effects of poor sys-
tem implementation and bring into question the viability of e-Government as a possible
future discrete field of IS research (Anthopoulos et al. 2010; Bannister and Connolly
2015; Paulin 2017; GITOC 2009). Some researchers observed that South Africa is not
progressing well in e-Government noting a regression in its achievements (Cloete 2012).

e-Government refers to the use of ICTs to reengineer the government organisation
using the possibilities offered by advancing ICTs to enable government to become more
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efficient and cost effective as a complex organisation, and enabling citizens and govern-
ment to have a simplified single view of each other (DPSA 2006). Enterprise architecture
(EA) is a widely followed business practice that uses standardised IT architecture frame-
works to align the strategy of a business enterprise with IT enabled capabilities. The use
of EA has moved to government organisations, and there is a growing realisation now
in academic circles that e-Government cannot be effectively implemented without the
use of EA (Mentz et al. 2014; Anthopoulos et al. 2010). This research found in the
first empirical cycle of evaluation that e-Government cannot be effectively implemented
from an IS perspective without a theory to provide understanding and guidance to the
implementers. Although the South African Government Wide Enterprise Architecture
framework (GWEA) makes provision for inclusion of a reference architecture, such a
reference architecture is currently not a part of GWEA and therefore one can deduce that
this objective of designing effective e-Government solutions may then not be achieved
(GITOC 2009; Mentz et al. 2014).

This work offers a tentative solution to the two knowledge gaps of absence of e-
Government theory and absence of a reference architecture for GWEA. This may effec-
tively resolve the detrimental effects of undertaking e-Government implementationwith-
out underpinning architectures and without the understanding and direction provided to
the stakeholders by the proposed e-Government theory (Baskerville et al. 2018; Bourdieu
1990; Krauss 2013, Vidmar et al. 2020).The research appears unique in that the theory
artefacts were evaluated empirically and analytically with the suggested final result that
they provide a useful and valid theoretical and practical orientation to e-Government
practitioners in South Africa and possibly further afield within the limits of this study
(Baskerville et al. 2018; Kotze et al. 2015, Vidmar et al. 2020).

Having identified the researchproblem, the researcher encountered the taskof design-
ing a suitable research methodology (Vidmar et al. 2019). It is currently an accepted
principle of scientific research that a theory cannot be proven correct. One can only for-
mulate and utilise a theory and hold it to be true, while no experimental evidence exists
to disprove it (Popper 1976). Based on the researcher’s study into accepted approaches
to studies in information systems, it was determined that a qualitative approach using
the Design Science Research (DSR) methodology would be the best suited to the needs
of this study. However, there is still reported resistance to the use of DSR in general
and in the context of theory construction (Kotze et al. 2015, Timmermans and Tavory
2012, Peffers et al. 2018). Recent work by Paulin (2017) gives credence, and presents a
theoretical context, for the use of DSR in the area of e-Government theory development
although DSR has been used in information systems research for some time (Kotze et al.
2015).

Research articles have been accumulated through automated alert facility of the
Scopus database since the research project began in 2014, using the broadest search
terms; e-Government and Enterprise Architecture. The purpose of the literature review
is to contribute to the essential knowledge base for this study as depicted in Fig. 1.

2 Application of DSR

This section briefly illustrates how the researcher elected to apply the selected DSR
framework in this study which is that of Vaishnavi and Kuechler (2016) due to its clear
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Fig. 1. Researcher’s DSR process followed in this study (Vidmar, 2019)

exposition and wide acceptance in doctoral information systems research and because
of inclusion of criteria for design theory (Kotze et al. 2015; Kotzé and Goede, 2016,
Vidmar et al. 2019).

The labels A to I in Fig. 1 show the interactions that take place between the various
components of the process model. The following two sections reference the process
steps depicted in the figure.

3 Suggestion for Design Theory Artefact Design for e-Government

This section, which is focus of this paper, reveals how the DSR process step of sug-
gestion resulted in the proposed set of design theory artefacts. The researcher initially
engaged in a process of reflectionwhich brought about the recollection of the researcher’s
experience as Government CIO (GCIO) for almost three years with responsibility for
e-Government leadership in South Africa. This led to the inference that some or all of
the conceptual artefacts conceived during that period of practice might prove useful as
a starting point. They had undergone extensive consultation in government under the
researcher’s leadership, and the researcher was curious to see if they might have some
theoretical utility and validity (Farelo 2005; DPSA 2006). This process of thought is
reflected in the process of abduction conceptualised by Peirce (1997: 181), and quoted
in Timmermans and Tavory (2012). As noted by Peirce insights should be viewed as
fallible. The contribution of DSR methodology in social sciences is to provide the con-
text wherein the artefacts that result from such insights can be evaluated as having some
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potential of solving the identified research problem. DSR supports the contribution of
theory in IS in the form of innovative design theory artefacts. This is a recognized arte-
fact in IS literature for expressing a design theory (Gregor and Hevner 2013; Vaishnavi
and Kuechler 2016; Kotze et al. 2015).

The step of suggestion requires the researcher to creatively conceive ideas and initial
artefacts that address the solution to the research problem. The precise manner of doing
this, however, is not made clear in the literature and some discussions continue regard-
ing the creative role of design in IS (Purgathofer 2006). Vaishnavi and Kuechler (2016)
state that “Suggestion is an essentially creative step wherein new functionality is envi-
sioned based on a novel configuration of either existing or new and existing elements.
The step has been criticized as introducing non-repeatability into the design science
research method since human creativity is still a poorly understood cognitive process.
However, the creative step has necessary analogues in all researchmethods; for example,
in positivist research creativity is inherent in the leap from curiosity about an organiza-
tional phenomenon to the development of appropriate constructs that operationalize the
phenomena and an appropriate research design for their measurement.”

Gregor and Hevner (2013) allude to the necessary use of kernel theories in the design
of artefacts. In this context, and as discussed byKrauss (2013), there is acknowledgement
amongst researchers in social sciences, drawing on the Theory of Practice of Bourdieu
(1990), that any theory that seeks to influence a cultural environment should be influenced
by the immersion of the researcher in such a cultural environment and that theory and
practice should inform each other. Bourdieu (1990) shows in his work how human nature
requires the effective interplay of knowledge and the practical use of that knowledge.
The researcher was immersed as a practitioner in the cultural work of e-Government in
South Africa for nearly three years. It was in the course of learning and socialising with
fellow e-Government practitioners that the researcher conceived the initial eight of the
twelve artefacts discussed below that were intended to enable the exercise of practical
leadership and implementation support for an envisaged e-Government program in the
future. These artefacts were socialized and appeared useful and valid during an extensive
period of consultation in government involving seniormanagers and enterprise architects
from government departments and agencies closely related to e-Government and formal
endorsements were obtained from the State IT Agency (SITA) and the Government
Officers Council (GITOC). Evidently the artefacts were never practically implemented
possibly because of frequent change of leadership in the public service and consequent
loss of knowledge (Farelo 2005; DPSA 2006). The proposed novel artefacts therefore
have a provable grounding in the practical experience of e-Government in South Africa
and possibly internationally as official visits by the researcher to India and Brazil during
his tenure showedmany similarities with South Africa (Gregor and Hevner 2013). Three
of the twelve artefacts deal with the GWEA reference architecture and were invented by
the researcher during the course of research in the step of suggestion from the current
general experience as an enterprise architect working for a government entity.

When initially conceiving the design artefacts it is recommended to engage in a
process of logical evaluation. Vaishnavi and Kuechler (2016) state that “In a sense eval-
uation takes place continuously in a design process (research or otherwise) since a large
number of “micro-evaluations” take place at every design detail decision. Each decision
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is followed by a “thought experiment” in which that part of the design is mentally exer-
cised by the designer.” Some of the questions posed by the researcher were as follows.
Is it important for e-Government participants to understand the current information sys-
tems challenges in government and how could this be done? Is it important to depict
the end-goal or aspirational state of the future e-Government, as espoused by the South
African government (DPS 2001), and how could this be done? Is it important to establish
e-Government upon a legal foundation and informed by policy, strategy and architecture,
and an appropriate public service ethic? Is governance, coordination, planning, account-
ability, authority and consultation, important to operate an e-Government programme?
Is it important to leverage existing government structures, such as the State IT Agency
(SITA) and the Government IT Officers Council (GITOC) that are already mandated to
participate in e-Government from a coordinating and implementation and support per-
spective? Given that e-Government is a complex undertaking, with an enduring nature,
should its implementation be attempted in one big project or in a measured evolutionary
way, taking into account international experience and prior research such as that of Layne
and Lee (2001) and local studies of e-Government challenges (PRC 1998; Cloete 2012)?
Is it important to show to the various stakeholders how e-Government is progressing and
contributing to their interest on an on-going basis?

The process of reflection on the documented problems of e-Government in South
Africa described above finally resulted in the initial design of eleven design theory arte-
facts by the researcher (Vidmar and Kotzé 2015a). Three of the eleven artefacts relate to
a reference architecture for GWEA, from a business architecture domain perspective. A
twelfth artefact was added later from the result of the first cycle of evaluation. The twelve
design theory artefacts, in the form of architecture models with associated descriptions
were submitted to further four design-evaluation cycles, which terminated in a compos-
ite design theory framework artefact comprised of twelve component artefacts, termed
the e-Government Framework.

Each of the framework component artefacts designed by the researcher is listed and
described briefly below. In the study each artefact is also illustrated in the form of an
architectural model and these have been described in Vidmar (2019). The purpose of
these artefacts is to provide understanding and instruction to enterprise architects in the
implementation of e-Government.

As-Is View of Government Information Systems. ThisAs-Is component artefact acts
as a baseline description of the current structure of information systems in government,
revealing the nature of the major problems that e-Government is designed to solve. This
includes multiple access channels to government and extensive system, process and
data duplication and lack of system integration across government information systems
making government service delivery problematic.

The To-Be View of e-Government in South Africa. This component reveals the
essential features and properties of the broad e-Government information systems solu-
tion and acts as a representation of the goals to be achieved by enterprise architects and
e-Government decision makers. This includes integration and consolidation of systems,
establishment and reuse of authoritative sources of data throughout government, the
use of shared processes to support reengineered e-Government services and a single
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access point to government with government having a single view of any legal entity,
such as citizen, business, etc. Similarly, citizens and businesses may gain a more simple
and holistic view of government. These goals are implemented through the use of the
reference architecture artefacts described below.

Conceptual e-Government Progamme Architecture. This component shows how
the proposed e-Government programme can be established on a solid foundation build-
ing up from the core ideals of a developmental state and informed by policy, strategy,
architecture and the government’s public service ethic.

e-Government Governance Framework. This component shows how the governance
for the proposed government-wide e-Government programme can be achieved with
assigned authority and accountability and providing for stakeholder participation in the
context of South African government.

SITA Business Model in Support of e-Government. This component shows that as
the mandated and established entity SITA may play its designated role as an e-
Government implementation agency, not in isolation, but as part of the overall
e-Government programme.

Model of Supporting GITOC Structures for e-Government. Thiscomponentshows
the vital coordinating and consultative role played by GITOC in the e-Government pro-
gramme to ensure government-wide endorsement and alignment with the e-Government
programmeamongsttheICTleadersingovernment.

Phased Implementation Approach to e-Government. This component promotes a
step-wise application implementation approach for e-Government with progressive
sophistication and investment in e-Government information systems solutions consis-
tent with international practice. This artefact is based on what appears as the only exist-
ing class of theoretical e-Government IS concept, proposed by Layne and Lee (2001),
Bannister and Connolly (2015).

e-Government Project Portfolio. This component promotes the summary view of e-
Government applications as they mature through the designated steps of development
in support of the recognised e-Government stakeholder classes, including the public
service itself.

Departmental Level Business Reference Architecture. This component is the pro-
posed high level business reference architecture at the business level which is intended
to guide e-Government enterprise architects in the design of e-Government systems in a
way that promotes the reuse of authoritative sources of data, reusable business processes
across government departments and interfaced with standardised and well managed
interface channels for service delivery.

Solution Architecture View – Controlling Node. This component is provided as an
example of how the reference architecture can be translated into a technology-based
solution in the case of a controlling node in the networked departments forming part of
e-Government as a whole.
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Solution Architecture View – Departmental Level Node. This component is pro-
vided as an example of how the reference architecture can be translated into a technology-
based solution in the case of a government department node in the network of govern-
ment departments forming part of e-Government as a whole and not performing any
controlling node function.

e-Government Capability Map. This component is included to provide a higher-level
perspective of the proposed e-Government capabilities than just the reference archi-
tecture artefact, making it more suitable for non-technical e-Government stakehold-
ers to understand e-Government while also supporting enterprise architects in their
e-Government implementation role.

4 Artefact Evaluation

Following the initial artefact design the first research objective was to investigate empiri-
cally if the e-Government artefacts meet the requirements of an explanatory and a design
theory, within the limits of this research and if such a theory was needed. Since the arte-
facts are designed to guide the implementation of e-Government systems and enterprise
architects are mandated with this responsibility, it was determined that one rigorous
approach to evaluate artefacts for utility and validity in the context of DSR as applied
in this study, is to gather the expert opinions of qualified, experienced and practicing
enterprise architects who have worked in various South African national government
departments, provinces and local government on information systems projects. Hevner
et al. (2004) describe five different methods of artefact evaluation which may be appro-
priate according to the nature of the design artefact. Use was made in this study of three
sets of theoretical criteria, as explained below (Bannister and Connolly 2015; Vaishnavi
and Kuechler 2016; Kotze et al. 2015; Mentz et al. 2014). In total five design-evaluation
cycles were found to be necessary to obtain a rigorous evaluation of the design artefacts
in this researchwork both from an empirical and analytical evaluation perspective (Kotze
et al. 2015).

The interviewees selected for the observational portion of this study covered in the
first two design-evaluation cycles include people skilled in the practice and management
of enterprise architecture and e-Government projects within the South African govern-
ment as well as Gauteng province, local government and those in the private sector who
support government in setting standards and adopting best practices (DPSA 2003).

The first design-evaluation cycle is based on the observational evaluation method
using a semi-structured interviewof nine expert participants. Thequalitative data analysis
result using the thematic approach indicated that e-Government in South Africa had an
absence of theory and GWEA was not in effective practice, largely confirming prior
South African research findings (Cloete 2012). There was evident general support for
the theory framework demonstrated to the participants consisting of the initial eleven
artefacts, with the suggestion of including an additional design theory artefact.

After designing and adding a twelfth component artefact called the e-Government
Capability Map to the theory framework, the second observational design- evaluation
cycle was done approximately two years later based on a semi-structured interview of six
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experts. This cycle focused entirely on evaluating the validity and utility of the twelve
component artefacts using the seven components of a design theory as described by
Vaishnavi and Kuechler (2016). These components are purpose and scope, constructs,
knowledge of form and function, abstraction and generalization, evaluation and valida-
tion propositions, justificatory knowledge and principles of implementation. As these
are theoretical artefacts, not yet in operation, other artefact criteria such as quality and
efficacy, could not be evaluated (Gregor and Hevner, 2013). The subsequent qualita-
tive data analysis result showed support for the validity and utility of the expanded
framework of artefacts with no further need for design changes but some changes were
made to descriptive text to emphasise certain attributes of the artefacts mentioned by the
interviewees.

In the third cycle of evaluation the same core components of criteria for an effec-
tive DSR design theory are evaluated logically by the researcher in alignment with the
research design of this work. From the analytical review of the artefacts there is found
to be broad agreement with all the seven components of a design theory.

In the fourth cycle of DSR design-evaluation the researcher, using logic, evaluated
the proposed e-Government theory component artefacts according to the eight features
or virtues of a good theory for information systems, proposed in Bannister and Connolly
(2015) and agreement was found between the proposed e-Government theory with all
the virtues of a good theory within the limits of the research work. The eight virtues
encompass uniqueness, conservatism, generalisability, fecundity, parsimony, internal
consistency, empirical riskiness, and abstraction this cycle required no artefact changes.

An additionalmethod of analytical evaluation of architecture analysis is performed in
the fifth design-evaluation cycle as the proposed artefacts are designed for use by enter-
prise architects and as indicated by Hevner et al. (2004) they should fit into technical IT
architecture. The only theory that appears relevant as a basis for such analysis currently is
the set of six enterprise architecture propositions of Mentz et al. (2014). The first propo-
sition states that enterprise architecture is a description of the structure of the systems of
an enterprise in terms of components and their relationships. The second asserts that the
current view of the enterprise is captured in an as-is model and the third that the future
view of the enterprise is captured in a to-bemodel. The fourth sees enterprise architecture
translate the values/strategy of the enterprise into operational information systems. The
fifth states that enterprise architecture relates the actions and or behaviour that relates to
the information technology and information systems management and implementation
of the enterprise. The final sixth proposition states that enterprise architecture captures a
representation of the enterprise in the form of a model or set of models. The evaluation
found that the proposed e-Government theory effectively utilises enterprise architecture
as a vehicle for e-Government implementation as the set of proposed artefacts agree
with the stated propositions and hence no artefact design adaptations are required. This
evaluation terminated the design-evaluation cycle allowing the communication of the
research findings.

5 Discussion

Theory is a recognized form of knowledge contribution in IS and the proposed frame-
work is an example of a level 2 DSR contribution, referred to as nascent design theory
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by Gregor and Hevner (2013). Using the typology suggested by Gregor (2006) for infor-
mation systems theory the proposed e-Government theory may be seen as a broad native
theory in e-Government information systems including all classes of theory in an inter-
related fashion as may be deduced from the brief description of the component artefacts
given in Sect. 3. The theory is falsifiable and includes Type IV and Type V theory as it
explains, predicts and is oriented towards design and action in the field of e-Government
implementation (Baskerville et al. 2018; Vidmar and Kotzé 2015). The overall contribu-
tion of this study is to have applied Design Science Research methodology in a new and
complex research area of information systems, spanning e-Government and enterprise
architecture. An important and innovative aspect of the study discussed here is to show
how rigour may be introduced to initially suggest theory artefacts based on ideas con-
ceived originally in the field of practice (Baskerville et al. 2018; Krauss 2013). Measures
such as perceived validity and utility by knowledge domain experts and analytical anal-
ysis against accepted theory criteria were found relevant for the e-Government theory
evaluation as was the logical form of abduction (Vaishnavi and Kuechler 2016; Paulin
2017; Timmermans and Tavory 2012).

This research appears to be the first to use The Theory of Practice (Bourdieu 1990)
as the theoretical basis that underpins and gives credence to the initial suggestion of the
e-Government design theory artefacts as a direct consequence of the researcher’s deep
immersion in the practice of e-Government in South Africa (Farelo 2005). Some of the
resistance to the use of DSR reported by doctoral students (Kotze et al, 2015) may have
come from the non-repeatability aspect of human creativity mentioned by Vaishnavi and
Kuechler (2016). Following the recommendation for rigorous theory construction by
Timmermans and Tavory (2012) the researcher developed the following abductive state-
ment to further test the reasonableness of the proposed theory. Evidence of support for
the researcher’s proposed theoretical framework for e-Government has been observed.

But if a e-Government theory acceptable to practitioners has been demonstrated by
the researcher; Evidence of support for the researcher’s proposed theoretical framework
for e-Government is observable, would be a matter of course. Therefore, there is reason
to suspect the truth of; e-Government theory, thought to be useful to e-Government
practitioners, was demonstrated.

In alluding to the relatively poor acceptance of DSR research by top tier journals and
social scientists steeped in tradition, Peffers et al. (2018) describe five prototype genres
that DSR research may fall into. It appears to the researcher that the applicable DSR
genre for this study is IS design theory. Importantly it is stated that a design instantiation
is not obligatory to support a design theory. Lack of instantiation of the proposed theory
is a limitation due to practical constraints of this research.

6 Conclusion

The scientific study of e-Government is recognised as being relatively new and important
by the research community.Analysis of local and international literature by the researcher
revealed a gap in the area of e-Government theory and reference architecture from an
IS perspective. This paper shows that DSR is equipped to enable the rigorous design
and evaluation of e-Government design theory artefacts which are reported here. This
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paper reveals an instance of how design theory artefacts can come into existence from
the knowledge base related to the field of e-Government practice using the Theory of
Practice (Bourdieu 1990) as the kernel theory in IS, in the DSR step of suggestion.
The initial eleven design theory artefacts emerged from the researcher as concepts from
the field of practice and were then designed with functional attributes and evaluated
empirically in two cycles separated in time by two years, using a cohort of qualified and
experienced e-Government enterprise architects,managers and consultants. This resulted
in a modification of the functional attributes of several artefacts as well as the addition
of a twelfth artefact. The framework of twelve artefacts was then evaluated analytically
in three further cycles against three sets of applicable theoretical criteria published by
researchers in the course of research. An appeal to abduction was also used as a test of
reasonableness. It is suggested that the high level of rigour reported here is necessary
to thoroughly evaluate the utility and validity of artefacts to instruct and guide system
architects in the work of e-Government implementation. A limitation of the research is
that as yet the artefacts lack any practical implementation experience as they have not
yet been implemented as part of South Africa’s e-Government endeavours. This paper
shows how the practice of e-Government can inform the formulation of theory in IS and
how the product of theory design using DSR might influence the field of e-Government
practice as envisaged by Bourdieu (1990). Another practical research limitation is the
constrained cohort of qualified and experienced enterprise architects and e-Government
managers. Future research could repeat the study with a larger and more varied cohort
of participants from other provinces in South Africa or be performed internationally and
might be directed at suitable practical instantiations of one or more artefacts (Peffers
et al. 2018).
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Abstract. In this paper, we present the design of Tutorbot – a chatbot software to
support learning and teaching in higher education. We account for the implemen-
tation of the design as a proof-of-concept and share reflections from experiences
in the design and implementation process expressed as design considerations for
the design of chatbots in a higher education setting.
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1 Introduction

While chatbot technology has matured over time, there is still need for research on how
to appropriately add value to human practice through the use of chatbot technology,
including challenges to design effective dialogue between humans and bot technologies
[3, 11, 14, 17].

In this work, we focus on chatbots in higher education (HE) practice. Potentially, the
use of chatbots may influence educational flow to be more interactive and dynamic [1,
6]. A potential advantage of using a chatbot in an educational setting is the facilitation of
instant retrieval of information for the learners [4]. Chatbots have also been proposed as a
means to estimate learning styles [10, 20], and to stimulate student feedback in e-learning
environments [12]. Chatbots may be part of themotivation for continued communication
for educational purposes [3]. However, there is a need to factor in expectations from
teachers and other stakeholders when designing bot technology in an education setting
[18].

While there is a lot of research on chatbots in education, there is little or no research
adopting a broader educational practice perspective [16]. A practice approach entails
that we take into account multiple stakeholders in the learning situation, and investigate
the emergence of social practices and stakeholder interactions given the introduction of
chatbot technology. In this paper, we present Tutorbot – a software based on a theo-
retically and empirically grounded conceptual design for chatbots in HE practice. We
provide a set of design reflections for chatbots in HE practice based on our experiences
from the design process.
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2 The Tutorbot Software and Its Rationale

We searched in the web of science core collection for publications where either the topic
or the title contained the word “chatbot” or the word “conversational agent”, rendering
374 hits. A refined search within the search result where the title or topic contained the
word “education” or “learning” rendered 99 results. We read through each abstract to
further narrow down our search. After the reading of abstracts, we ended up with 50
articles that were considered relevant. In addition to those articles, we identified another
13 articles while reading or from suggestions by peers. In total, 63 articles from the
years 2001–2017 were identified – informing the rigor cycle both with foundations and
contextually relevant methodologies. Also, we factored in literature on general design
topics including software architecture [2, 15] and communication as shown below. Also,
repeated group discussions with teachers informed the design process.

Fig. 1. The Tutorbot architecture.

Figure 1 shows a conceptual architecture for chatbots in higher education, drawing
from the literature review as well as from interviews with a teacher group. The core of
the architecture is the OrgBot, acting as a proxy with built-in logic for every interaction
in the system. The OrgBot receives a question from learner through the client UI and
passes it on to the AI as a service (AIaaS). The AIaaS reads the AIML configuration
to find a suitable response for the question. If there is no response, a ‘fallback’ feature
is activated, asking the learner if the question should be sent to the teacher. If yes, the
OrgBot forwards the question to the staff UI. All the steps in the process are recorded
by the RecordKeeper component, which logs data for future analysis (e.g., for research
or education improvement purposes).

The OrgBot and its interaction with the AIaaS correspond to the basic idea of chat-
bots: Responding to questions. The teacher interviews showed that the chatbot should
be able to answer common questions from students, e.g., regarding course content, pre-
requisites and requirements for a course, and information regarding exams deadlines.
From a student point of view, the chatbot may simplify access to important information.
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From a teacher point of view, the chatbot’s ability to answer such questions could reduce
administrative overhead. That is; we view the bot as support and supplement, rather than
a substitute for the learner-teacher or peer. The fallback function makes the bot act as
a doorway to the teacher when needed. While many studies of bots focus on the inter-
action between a learner and a bot, we are interested in the bot as an integral part of
learning practice. A lack of such a perspective creates a risk that bots decrease interac-
tion between students and teachers, whichmay cause negative feelings and consequently
affect learning negatively.

Sometimes, the AIaaS returns control codes to the OrgBot. If a return message
includes such a control code, it is passed along to the dynamic content service, which
fetches data using external contentAPI:s, and injects them into the responsemessage.The
mechanism allows for control codes in the AIML definitions that translate into dynamic
content at run-time. The design supports fetching data about the syllabus, schedule,
assignments, et cetera. By providing such content dynamically, the AIML definitions
remain useful over time.

The BotTrainer subsystem allows teachers to provide answers to questions from the
‘fallback’ scenario above, while at the same time allowing for supervised training of
the chatbot. The chatbot needs to evolve under the supervision of humans, to align its
behavior with institutional norms, and to promote the quality of responses. Even though
it is technologically feasible to automatically train bots [e.g., 7], we believe that it is
risky to do so in higher education. In the Swedish context, bot actions in a University
context are a form of agency, likely comparable to exercising public authority.

The pro-active agent subsystem contains the logic to initiate conversations, e.g.,
quizzes, course evaluations, or reminders to log on to the course Intranet. The main idea
is to facilitate a mechanism to promote student activity, in keeping with the idea of sup-
portive accountability in eHealth [13]. Conceptually, the subsystem exists in the concep-
tual architecture to allow for chatbot features beyond question-answers, i.e., design for
mutability as suggested by Gregor and Jones [5]. Continued research may, for instance,
include designs where data analytics methods are employed to identify when and how
to trigger conversations with learners based on quiz results, inactivity, et cetera.

Finally, the idea of a translation service is still in its infancy, but it may prove very
powerful to integrate a cloud translation service to facilitate interactionwith international
students, and provide them with an automatic translation of essential course information
into their native language.

3 Proof-of-Concept Evaluation

The architecture discussed above was implemented into software both (1) as a proof-of-
concept and (2) in preparation for continued evaluation in a Java course. The architecture
consists of a set of interacting subsystems, which resonates well with the design of a
microservices architecture [2, 15], i.e., small, loosely coupled components that inter-
act over the Internet via the REST lightweight protocol. A microservices architecture
and its loose coupling allows different subsystems to be implemented using different
programming languages, and in different server environments.

We used PandoraBots as an AIaaS, due to two reasons. It allows us to define bot
behavior using AIML, a ‘de facto’ standard that is reasonably convenient and works
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well with supervised learning. Also, it was available as a cloud service via a REST API,
making it seamless to integrate into the architecture.

We implemented the software to operate in communication channels that the students
already use, to make it easily accessible and to avoid the risk of non-use. We justify this
idea by drawing on design thinking [9] – thinking of Tutorbot as part of an ecology of
artifacts as experienced by the learners. The principle is also supported by the teacher
feedback, which clearly shows the importance of bot accessibility, both from a student
and from a teacher point of view. Following a survey among the students, we decided to
implement the Tutorbot UI in the Facebook Messenger environment.

The other services in the architecturewere all quite trivial to implement. The dynamic
content service and the pro-active agent are only stubs at his point, but they are integrated
into the architecture and ready to develop further when needed.

One lesson learned from the implementation work is the need to address privacy
issues at an early point. Not only is it necessary per sewhen we use educational technol-
ogy for education and research, but it was also needed in this case due to requirements
from the Facebook Messenger API. Facebook requires us to upload a privacy policy
to open up the chatbot for other users than invited testers. Also, requirements from the
cloud services in use demand encrypted communication channels. The privacy issue
may prove problematic in a scenario where this technology is used in a larger scale, still
running in a cloud setting. While legislation differs between different parts of the world,
we suspect that student questions may sometimes be rather sensitive in nature, thus not
always suitable for cloud storage. Privacy issues needs to be thoroughly factored in to
the design work, from the very inception of the process.

4 Concluding Discussion

In this paper, we have presented a conceptual architecture for chatbots in higher edu-
cation. The architecture has been implemented into a chatbot software accessed via
Facebook Messenger. Through the design process, we have identified a set of tentative
design considerations: (i) A recommendation to deliver HE chatbot functionality within
the existing student ecosystem of applications to promote use – useful to promote the
use of the chatbot. (ii) A call to build HE chatbot technology that promotes human
interaction in the learning context – rather than considering it a substitute to human
interaction. (iii) An argument for supervised learning – due to the demand for quality
controlled responses from the chatbot, and a potential role of the chatbot as an agent
exercising public authority. (iv) A reflection about the multitude of privacy norms that
govern design – in this case both educational norms, research ethics, and regulations to
comply with third party cloud services regulations.

Future work includes the process of defining chatbot behavior for a particular course.
The behavior will be defined through the creation of AIML documents drawing from
both literature and an analysis of student questions from previous instances of the course.
Clearly, the behavior of the chatbot is an essential part of design. Previous research,
insofar as feasible, will be factored in to the AIML design process, such as the concept
of academically productive talk [e.g., 19]. During the course, we promote students to the
Tutorbot as a first resort when asking questions. Chatbot log data will be used to produce
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descriptive statistics of the use of the chatbot. In addition, we will conduct interviews
with students and teachers to obtain qualitative (and possibly quantitative) data about
their experience of using the chatbot.

We see an interesting future field of research in combining the practice-oriented app-
roach suggested here with collaborative learning environments based on multiple inter-
acting agents [8]. In such a setting, various agents with different roles would intervene in
discussions among learners and teachers. Great challenges lies ahead for social science
research to understand how to design and employ conversational agents to facilitate an
education practice effectively supporting students’ learning.
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Abstract. Massive user generated social media text posits new opportunities as
well as challenges for psycholinguistic analysis to understand individual differ-
ences such as personality. Traditional off-the-shelf NLP (Natural Language Pro-
cessing) tools perform poorly when analyzing text from social media because of
the frequent out-of-vocabulary (OOV) words usage. Existing dictionary-based,
closed-vocabulary approach and data-driven, open-vocabulary approach are both
limited in handling OOV words. This research designs an OOV-aware curation
process with a specific focus on OOV words. Following a design science research
process model, the curation process is designed through four design cycles. The
curation process includes a hybrid approach that integrates closed-vocabulary
dictionary with expanded OOV categories and open-vocabulary approach with
normalized OOV words. The curation process would enable psycholinguistic
researchers andpractitioners to exploitmore psycholinguistic cues for tasks similar
to personality predictions using social media text.

Keywords: Social media text · Out-of-vocabulary · OOV · Psycholinguistic ·
Personality

1 Introduction

The field of psycholinguistics is the study of the interrelation between linguistic patterns
and psychological facets [1, 2] to extend our understanding of the affection, behaviors,
and cognition of individuals in the social situation [3]. It is based on the hypothesis
that individuals’ everyday language encodes their differences that are socially relevant.
Linguistic data can be used to not only gain insight about individuals and the commu-
nity they socially interact with, but also to assess their personalities. The personality
assessment results can be further used to predict various life-outcomes such as political
attitude and mental health state [4, 5].

Social media platforms, such as Facebook, Twitter, and Youtube, have become a
commonplace for Internet users to share their opinions and to interactwith their networks
through posting of messages in texts, audios, images and videos. These platforms host
an unprecedented amount of user-generated contents (UGCs). This research specifically
focuses on the UGCs in the text form. Through Natural Language Processing (NLP)
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of social media text (SMT), complex lexical and linguistic patterns about individual
users can be discovered to understand user online behaviors as well as individuals’
characteristics such as personality [6]. Thus, SMT has become a valuable data source
for psycholinguistic analysis.

Psycholinguistic analysis of social media texts can be summarized into two camps:
expert-driven closed-vocabulary approach and data-driven open-vocabulary approach.
Closed-vocabulary approach uses predefined psycholinguistic tools such as Linguistic
Inquiry andWord Count (LIWC) to map and count word usage to predefined categories.
Closed-vocabulary approach predominated in early 2000s because its dictionaries are
experts validated and have shown consistent predictive power of individual character-
istics [7, 8]. However, these predefined repositories are mostly trained to analyze text
from sources like newspaper articles and law documents that follows syntactic and
grammatical rules of formal writing [9]. SMT are often written in casual and informal
style. Thus, SMT exhibit lexical variants from formal writing, such as misspelled words,
abbreviations, and emoticons. Hence, closed-vocabulary approach fails short to uncover
these lexical variants in SMT, especially with regards to the out-of-vocabulary (OOV)
words. OOV words are as a non-standard English word collection of frequent typo-
graphic errors/misspellings, nonstandard abbreviations, colloquial language, phonetic
substitutions, ungrammatical structures, and emoticons [10].

This leads to the rising popularity of open-vocabulary approach towards SMT anal-
ysis that inductively discovers language patterns from text that are not predefined. It has
outperformed closed-vocabulary approaches in many recent studies [11, 12]. However,
open-vocabulary models are usually based on text distribution and thus, are often biased
towards high frequency words and phrases. Mostly sparsely distributed, individual OOV
word is often ignored by open-vocabulary models. Additionally, open-vocabulary app-
roach either replaces OOVwords with labelled OOV tags or normalize them into respec-
tive in-vocabularywords. Intentionally usedOOVwords, such as irregular capitalization,
elongated characters or punctuation, are also ignored.

We hypothesize that hidden linguistic patterns in OOV word usage might reflect
individual characteristics [13, 14]. The objective of this research is to design an OOV-
aware curation process for psycholinguistic analysis of SMT. More specifically, this
research seeks to address aforementioned limitations of existing approaches towards
psycholinguistic analysis of SMT.

The rest of the paper is organized as follows: Sect. 2 presents background of existing
psycholinguistic analysis approaches, with a specific focus onOOVwords usage in SMT.
Section 3 describes the research methodology and proposed research design. Section 4
presents artifact design, development, and evaluation in four design cycles and Sect. 5
highlights research contributions and describes future research.

2 Background

2.1 OOVWords in SMT

SMT analysis is different from traditional text analysis in different ways. First, SMT are
‘noisier’. They often contain spelling errors and unorthodox capitalization, make fre-
quent use of emoticons, abbreviations and hashtags, and they tend to be less grammatical
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[15]. Second, certain word patterns are SMT-exclusive such as @user or #topic. Third,
SMT often includes URLs or email addresses that contain multiple special characters
which could cause tokenization errors using traditional NLP tools. Because of these
characteristics, analyzing social media text requires specific considerations [10]. There
is a need for design tools that curated specially for social media text to capture language
features at different granularity.

There are three main approaches towards analyzing OOV words in SMT [13]. First
approach simply ignores OOV word usage patterns [16–18], some of which could be
potentially meaningful. Second approach replaces OOV words into a set of pre-defined
OOV labels. However, such a rule-based replacement achieves limited performance
improvements for SMT prediction tasks [19]. The third approach uses lexical normal-
ization to replace non-standard OOVwords with context-appropriate in-vocabulary (IV)
words [20, 21].

There are three issues that theOOVnormalization approach have not addressed suffi-
ciently. First, SMT-exclusive OOVwords are ignored because they do not havematching
IV word [18]. Second, users would often express their emotions through intentionally
using OOV words, such as irregular capitalization, elongated words, or elongated punc-
tuations. Existing approaches do not capture emotions embedded in those OOV words.
Third, existing approaches treat each OOV word uniquely without considering their
semantic similarities. For example, elongated words “heeeello” and “hellooooo” are
derived from the same word, and should be considered as the same.

2.2 Psycholinguistic Analysis

Psycholinguistic analysis techniques can be summarized into two major camps range
from expert-driven closed vocabulary tomore data-driven open-vocabulary [22]. Closed-
vocabulary approach maps and counts relative word frequency to a pre-compiled word
dictionary using tools like LIWC. Open-vocabulary approach relies on more inductive
ways of establishing the pattern of word use. Instead of relying on predefined word
dictionaries, it discovers patterns emerges from the given corpus, and find most frequent
occurred words, phrases and topics as predictive features [4].

Many early psycholinguistic studies [7, 8, 23] used closed-vocabulary (such as
LIWC) approaches to analyze language usages. LIWC was carefully developed to cap-
ture multiple psychological dimensions with high internal reliability [2]. It contains
over 2,300 word stems that are categorized into over 90 psycholinguistic dimensions
by experts. Although LIWC itself does not address OOV words, it represents state-of-
art psycholinguistic analysis knowledge. Table 1 compares the limitations of existing
closed- and open-vocabulary approaches towards processing different OOV features that
this research attempts to address.

Recent studies showed that open-vocabulary approaches have outperformed closed-
vocabulary approaches in personality prediction using SMT [24–26]. This is expected
because the open-vocabulary approach is more representative of SMT than closed-
vocabulary approach. However, psycholinguistic features extracted through the open-
vocabulary approach are often sparsely distributed, which makes it harder to aggregate
and interpret discovered patterns.
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Table 1. Closed- and open-vocabulary approaches towards OOV words

OOV feature Closed-vocabulary Open-vocabulary

Interjection words Missed Omitted as “stopwords”

Slang words Mapped limited slang collection Not able to normalize

Punctuation Mapped limited emoticon collection Cannot aggregate repeated
punctuations ‘??!!!!’ and ‘?!’

Elongated words Only if the last character is used
repeatedly such as ‘soooooo’

Cannot aggregate similar words
‘soo’ and ‘sooo’

Mis-spells Missed Not able to normalize

3 Research Methodology

Design science research is problem-solving focused framework through the creation of
artifacts and contribute new knowledge to the field. Design science research process
model (DSRPM) [27] is used to guide our design (Fig. 1). The DSRPM includes five
iterative process steps, where each iteration is a design cycle (DC) with a specific focus
and research outputs. The five process steps and their outputs are: (1) an awareness of
problem stepwith a formal or informal research proposal; (2) a suggestion step to propose
a tentative design; (3) a development step where the proposed artifact is developed and
implemented iteratively to meet design objectives; (4) an evaluation step that evaluates
artifact performance rigorously; and (5) a conclusion step when results are consolidated
and knowledge gained through the research is summarized.

Fig. 1. Design Science Research Process Model (DSRPM) [27]
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This research aims to design an OOV-aware curation process for psycholinguis-
tic analysis of SMT. One of the most studied areas in psycholinguistic analysis is the
inference of personality traits through language. Personality is “individual characteristic
pattern of thought, emotion, and behavior, together with the psychological mechanisms
hidden or not behind those patterns” (p40) [29]. The “Big Five” personality model
[30] is the most widely accepted and used framework that scores people’s personality
traits on five dimensions: Openness, Conscientiousness, Extraversion, Agreeableness
and Neuroticism.

In this research, we use the myPersonality dataset [28] to develop and test the pro-
posed OOV-aware curation process for personality prediction. The myPersonality1 was
a Facebook application that allowed users to take a personality test of their Big Five
personality trait scores. In return, users opted to share their scores and Facebook profile
data for research purposes. The personality dataset contains over 6million users and over

Fig. 2. Iterations of design cycles

1 http://mypersonality.org/.

http://mypersonality.org/
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20 million status updates represents the largest study by order of magnitude of language
and personality.

Our research starts with definitions of the problem and objectives of tentative design.
Then, wewent through two design cycles and identified two additional design cycles that
would be further implemented (Fig. 2). Each DC includes the following steps: definition
of objectives, artifact design and implementation, and evaluation.

4 Artifact Design, Development and Evaluation

As discussed earlier, social media texts exhibit new challenges to conventional text
analytics because of the frequent OOV words usage such as emoticons, misspells, and
etc. Thus, traditional off-the-shelf NLP tools perform poorly when analyzing social
media text. Many NLP repositories are trained using formal sources like news articles
and other official documents. These repositories have performed poorly on Twitter data
[34]. because the unreliable capitalization, common nouns, and proper nouns in Tweets
are often misclassified when evaluated by Stanford part-of-speech (POS) Tagger [35].
There is a need for a data curation process that is designed specially for social media text
to capture language features at different granularity. For example, when applying LIWC
to analyze the following social media text (Fig. 3), only highlighted words (less than
half of the total text) are captured and analyzed. In addition to English words that are
not defined in existing LIWC, OOV words are also not captured, such as punctuation (!,
!!!), emoticons (:-)), and elongated words (heeeeeeeello). Furthermore, Internet featured
text such as url links are incorrectly tokenized.

Fig. 3. LIWC colored text analysis

Considering the problem of existing approaches in analyzing social media text with
OOV words, we propose an OOV-aware curation process that is able to identify and
analyze OOV words used in SMT for personality prediction. The curation process was
developed and evaluated through DC 1 and DC 2. Two additional design cycles will be
carried out for further improvement and evaluation of the proposed OOV-aware curation
process. Figure 3 presents objectives, development and evaluation plans for four design
cycles. This research reports the first two design cycles and research plans for DC 3 and
DC 4.

4.1 Design Cycle 1

Definition of Objective. The main objective for DC 1 is to define OOV categories and
create an NLP process to capture and annotate OOV words for each OOV category. The
proposed OOV categorization and tokenization process should not only offer similar
word coverage like the open-vocabulary approach, but also be able to capture intentional
linguistic behaviors inOOVwords using categorizationmechanism similar to the closed-
vocabulary approach.
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Development. The development starts with surveying existing literature and tools used
to analyze SMTwith a special emphasis in capturing OOVwords.We observed common
issues raised using off-the-shelf NLP tools for SMT analysis, such as tokenization errors
with the use of emoticons, emails, or URL links that have period (‘.’) as part of the word,
and the separation of SMT exclusive features like @user or #topic. We have reviewed
and selected three tokenizers2 as they work well with SMT.

Instead of using the full dataset, we stratified sampled 1,352 users to classify their
openness trait using mean score plus minus standard deviation as cutoff to determine
high or low in openness. This user cohort contains 243,724 status updates with total of
4,113,493 words. On average each user posted 180 status updates and around 18 words
per post. We then tokenized the sample data and labeled OOV words by comparing
each token with a standard English dictionary. Then, based on popular OOV categories
from literature, we developed a set of regular expressions to classify OOV words into
OOV categories (e.g., elongated words, irregular capitalization, irregular punctuation)
based on the morphology. For OOV categories such as emoticons and internet slangs,
we developed custom dictionaries from related literature. A total of 4,113,493 tokens
were created that included 100,983 unique words. Within these tokens, 431,712 OOV
words were captured and annotated with 70,148 unique OOV words, which accounted
for roughly 10% of the total tokens and 69% unique words in our dataset. Table 2 lists
the curation process for capturing OOV words.

Table 2. Curation process for capturing OOV words

OOV category Curation Examples

Elongated words regex pattern goooood yayyyy

Irregular punctuation regex pattern ?!?!?!

Irregular capitalization regex pattern YEAH Horray

Emoticon custom dictionary
lookup

:-) 8D

Abbreviation/Slang custom dictionary
lookup

lol omg

Evaluation. Evaluation in this DC focuses on the effectiveness of OOV words cap-
tured by comparing word coverage using our curated OOVword discovery process with
LIWC-based closed-vocabulary approach andopen-vocabulary approach.The result (see
Table 3) shows that our OOV word discovery process are able to capture much more
OOV words in different OOV categories. For example, none of the existing approaches
are able to capture irregular capitalization. LIWC-based closed- vocabulary approach is
able to capture an elongated word if the repeated character is the last one of its IV word
(e.g. sooo, sooooo).

2 spaCy https://spacy.io/; happierfuntokenizing https://github.com/dlatk/happierfuntokenizing;
ekphrasis https://github.com/cbaziotis/ekphrasis [35].

https://spacy.io/
https://github.com/dlatk/happierfuntokenizing
https://github.com/cbaziotis/ekphrasis
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Table 3. Captured OOV results

OOV words category Closed-vocabulary Open-vocabulary Proposed approach

Elongated words 6,309 12,223 17,166

Emoticon 10,809 33,079 33,079

Abbreviation/Slang 61,129 90,617 108,617

Irregular capitalization 0 0 172,396

Internet Features 0 1,188 1,567

4.2 Design Cycle 2

Definition of Objective. After OOVwords are discovered and categorized OOVwords
from DC 1, we observed that the usage of some OOV categories are higher than reg-
ular LIWC categories. This indicates that OOV categories may be potentially used as
additional features to existing LIWC categories. The objective of DC 2 is to test the
hypothesis that incorporating OOV words and categories will improve the predictive
performance of existing closed-vocabulary and open-vocabulary approaches.

Development. Using LIWC as the baseline for closed-vocabulary approach, we pre-
pared a feature set that expanding LIWC features with OOV categories. Using top 200
in-vocabulary words as the baseline for open-vocabulary approach, we added OOV
words as additional feature. Using the sample data, we trained logistic regression model
to classify the Openness personality trait using the experiment feature sets as shown in
Table 4.

Table 4. Experiment feature sets

Feature set Description

LIWC 2015 LIWC features

LIWC with OOV words LIWC 2015 with relative frequency of top OOV categories

Top English Words Top word features include stopwords and punctuation (English
words only)

Top English and OOV Words Top word features include stopwords and punctuation (English
+ OOV words)

Evaluation. We conducted the experiment utilizing Python’s scikit-learn library and
trained classification models using support vector machine and logistic regression tech-
niques.We trained and evaluated personality classificationmodelswith different features
sets using five-fold cross validation and compared the predictive power of different fea-
ture sets (see Table 5). The result shows that open-vocabulary models outperformed
the closed-vocabulary models. This confirms with prior research. Additional, expanded
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LIWCmodel improve upon the baseline LIWCmodel. This confirms our hypothesis that
OOV categories contribute to explain personality trait. However, adding OOV words to
the open-vocabulary approach did not improve the performance. This finding suggests
that OOV words cannot be simply treated as open-vocabulary features. It might because
many OOV words that have the same semantic meaning but are in different of forms
(e.g. soooo, soooooo, SOOOOO).

Table 5. Comparison of personality predictive results

Model name Number of features Approach Accuracy

LIWC 2015 93 Closed-V 54.8%

LIWC with OOV words 101 Closed-V 60.0%

Top English Words 200 Open-V 65.3%

Top English and OOV Words 400 Open-V 60.4%

4.3 Design Cycle 3

Definition of Objective. While we believe that open-vocabulary approach offers better
language coverage to process OOV words, we also believe that LIWC categories are
valuable in personality prediction because they are expert validated. Thus, a new design
objective arises to create a hybrid approach that combines the advantages of open-
vocabulary and closed-vocabulary approaches while mitigates their limitations. Such a
hybrid approach has demonstrated its effectiveness in the field of machine translation
[31, 32]. Thus, there is a strong empirical foundation for a proposed hybrid-approach.
Additionally, we want to address the different forms of the same OOV word. Thus, the
objective of DC 3 is to test if a hybrid approach with OOV words normalization would
improve personality prediction performance.

Development. Frist, we propose OOV word normalization that is similar to these used
in open-vocabulary approach. However, instead of replacing normalizedOOVwordwith
IV word, we will save each OOV word into a tuple of (OOV word, Normalized IV word,
OOV category). This would be a key feature in the proposed hybrid approach design.
There are two reasons of why we propose such a design. First, normalized IV word
would not only increase mapped words using closed-vocabulary dictionaries such as
LIWC, but also boost the signal of frequently used words/phrases in open-vocabulary
approach. Second, OOV category adds useful features to existing LIWC categories
as shown in DC 2. Both classification models (treating each personality category as a
Boolean outcomeHigh or Low) and regressionmodels (treating each personality score as
a continuous variable). If the evaluation results show that the hybrid approach improves
the predictivemodeling performance, wewould propose anOOV-aware curation process
for psycholinguistic analysis using SMT as shown in Fig. 4.
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Fig. 4. Curation process for social media text

Evaluation. The full dataset will be processed for the development of hybrid approach
and optimization in DC 3. We will continue evaluate our predictive models using com-
mon performance measures. More specifically, we will use accuracy to measure clas-
sification model performance and root-mean-square error to measure regression model
performance.

4.4 Design Cycle 4

Definition of Objective. In this DC, we will focus on creating an optimized prediction
model to compete against the state-of-art results of existing personality prediction studies
using SMT.

Development. We will develop different prediction models using different modeling
techniques, including ensemble learning and deep learning.Wewill experiment different
hyper-parameter tuning to create models with best predictive performance.

Evaluation. Wewill compare the performance metrics of our best model with previous
design cycles to assess the area of improvement. We will also compare the result with
published state-of-art personality prediction results [12, 14, 23].

5 Conclusion and Future Research

In this research, we trained and evaluated classification models to predict personality by
incorporating OOV features extracted from the proposed OOV-aware curation process.
For future research, we would experiment the proposed hybrid approach using the full
dataset for all Big 5 personality dimensions. Additionally, wewould experiment different
predictive modeling techniques, including ensemble learning and deep learning to create
the best model for personality prediction. An improved performance would demonstrate
the value of our proposed OOV-aware curation process for analyzing SMT.
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This research makes the following contributions. First, it contributes to the knowl-
edge base of psycholinguistic analysis by expanding LIWC categories with additional
OOV-related dimensions. Second, it proposes a novel hybrid approach for psycholin-
guistic analysis. Although such an approach has been widely used in other NLP fields
such as machine translation, this research is the first to demonstrate its effectiveness in
analyzing SMT for personality prediction. Third, this research designs an OOV-aware
curation process that other psycholinguistic researchers and practitioners can adopt to
incorporate OOV words when analyzing SMT. The OVV-aware curation process gives
social scientists a key to unlock the great potential of SMT. It allows them to discover
and extract more relevant and meaningful linguistic features in SMT than existing NLP
tools. These features canbe thenused to improve commonpsycholinguistic analysis tasks
such as personality prediction. This research not only contributes to the current psycho-
logic analysis of SMT, but will also provide new directions for NLP psycholinguistic
knowledge in analyzing unstructured texts.
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Abstract. Smart personal assistants (SPAs) are proliferating into our daily lives
and are a ubiquitous platform for providing digital services. However, when
designing such innovative IT artifacts, interdisciplinary domain knowledge is often
needed. For example, SPAs utilize a plethora of sensors and cloud-based compu-
tation of data to deliver high-quality services, but those services, for example, may
conflict with current regulations of law, e.g., with the Data Protection Regulation
(GDPR) in Europe. In that sense, approaches are needed to overcome the limited
domain knowledge of developers. Thus, we propose in our study a pattern-based
approach to codify interdisciplinary design knowledge. For this purpose, we derive
theory-motivated requirements, develop design principles for patterns, and evalu-
ate the utility of the patterns. Our results from a 2× 2 fully randomized field study
show that the provision of patterns for SPA development supports interdisciplinary
design through better consideration of both service quality and law compatibility.
Thus, we provide design contributions concerning how we effectively codify and
communicate design knowledge and provide practical guidance for supporting
interdisciplinary IS development.

Keywords: Smart personal assistants · Legal compatibility · Design knowledge

1 Introduction

Smart personal assistants (SPAs) such as Amazon Alexa are more popular than ever
before. One key success factor of SPAs is the adaptability to the user, which offers new
support in everyday life. Nonetheless, this is only possible by collecting and evaluating
personal user data. Conversely, the protection of one’s own data and legal aspects is
becoming increasingly importantwhen considering recent privacy scandals. Higher legal
standards increase the pressure on developers of IT artifacts. However, developers often
lack the necessary domain expertise to develop a legally compatible IT artifact such as
SPAs. They do not correctly understand the contents of legal requirements and cannot
take them into account satisfactorily in the development.
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Therefore, we present a pattern-based approach for system development to improve
the legal compatibility of an SPA while also considering the quality aspects of these IT
artifacts. We provide a way that enables developers to, on the one hand, gain knowledge
from other disciplines and, on the other hand, present concrete solution approaches
during the development process. In this context, we also pay attention to the cognitive
processes of the pattern user, i.e., the system designer. To achieve this goal, we map
elements of cognitive load theory to the development and design of our design patterns.
Based on relevant literature, we identify requirements for the codification of knowledge
and derive design principles for the development of patterns considering cognitive load
theory. Finally, our patterns are a manageable way to support developers in designing
legally compatible SPAs but also to acquire expertise and use it for other purposes.
The goal of our paper is to present a theory-driven design approach to provide a set of
design principles for building design patterns that, ultimately, support designing legally
compatible SPAs and are based on the following two research questions (RQ):

RQ: How should we codify interdisciplinary design knowledge in patterns to support
SPA developers, and what are the effects of those patterns on IS development?

To answer our research question, we evaluate our developed patterns in an exper-
imental user study. We pay particular attention to two aspects. On the one hand, we
examine the extent to which a legally compatible SPA can be developed with the help
of our patterns. On the other hand, we focus on the usefulness, comprehensibility, and
cognitive processing of each design pattern.

2 Related Work

2.1 Smart Personal Assistants

SPAs can support everyday life in manyways, such as on smartphones, in cars, in service
encounters, in smart home environments, or as support for elderly or impaired people
[1]. According to Knote et al., SPAs can be further differentiated into five archetypes:
Adaptive Voice (Vision) Assistants, Chatbot Assistants, Embodied Virtual Assistants,
Passive Pervasive Assistant, and Natural Conversation Assistants [1].

To develop SPAs, we have to pay more and more attention to the requirements of
various disciplines. Key aspects of SPAs relate, for example, to their usability and user
experience, which we can sum up as the overall service quality. Service quality is fre-
quently being paid much attention during the development process. However, there is
also growing skepticism and concern that these systems, for example, “listen” without
being activated by a wake word [2], thus showing that quality perceptions are diffi-
cult to achieve with these devices. More importantly, legal requirements are often only
addressed to a minimum extent in order to be compliant with the minimal requirements
of law [3]. However, the protection of one’s data is also becoming important, especially
when taking new legal regulations and user fears into account. In this context, system
developers often lack the necessary domain expertise to be able to implement legal
requirements for developing a legally compatible SPA. Furthermore, there is a lack of
and great uncertainties in research on how to support developers in their design process
of user assistance systems such as SPAs [4].
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2.2 Codification of Design Knowledge

During the development process, requirements from unfamiliar disciplines are often
addressed sparsely by systemdevelopers, e.g., ethical or legal requirements.One possible
reason for this is the lack of expertise related to those domains [5]. Nonetheless, we
know that humans need familiarity, even in system development processes. However,
this familiarity is often not provided by other domains, e.g., legal regulations. Therefore,
design knowledge and solution approaches for system development problems should be
codified in a way that supports system developers. By reusing knowledge, effectiveness
and efficiency can also be achieved, especially related to the knowledge transfer of
solutions to new use cases [6].

The codification of design knowledge is gaining importance in the DSR field, also
enabling transferability of design knowledge to other fields [6]. Design knowledge is
used in DSR projects for various purposes. Gamma et al. [7] found that most knowledge
is used for designing artifacts. Therefore, it is crucial to have the right design knowledge
in the most helpful presentation form for the specific application. Different approaches,
such as wikis and documentations [8], are already used to capture knowledge. These
approaches do not offer a solution to the problem of codifying knowledge in a way that
is understandable for disciplines outside the field. Facts such as missing structure, using
technical terms, and incompleteness lead to low usage of these tools. It needs to be
guaranteed that the design knowledge is formulated in clear, unambiguous, accessible
language, without inconsistencies and contradictions [9].

In this context, requirement and design patterns are a solution to solve recurring
problems and challenges [10]. In addition to the previously used application areas, they
can now be used to enable a broad understanding of periphery disciplines. Patterns
contain templates to describe information in tabular form [11] and represent established
instruments tomake complex knowledge accessible and applicable for systemdevelopers
[12]. A pattern thus defines the basic structure of a solution for a specific problem but
does not yet describe a complete solution to the problem. This approach supports the
developer in solving the interdisciplinary problem but does not restrict their creativity by
abstracting the pattern [12]. The use of patterns has been established in many different
disciplines and has become an integral part of the basic education of a software developer.

3 Designing Patterns for Smart Personal Assistants’ Design

3.1 Design Science Process and Methodological Considerations

We use the Design Science Research (DSR) process by Peffers et al. [13] for designing
and evaluating our design patterns (see Fig. 1). In specific, we follow a problem-centered
approach that centers around the lack of interdisciplinary design knowledge to develop
a legally compatible SPA.

Therefore, we derive design requirements from the literature based on which we
create design principles for patterns. The patterns should support developers to design a
legally compatible SPA because there are a lot of law elements that must be taken into
account when designing a legally compatible SPA, such as the protection of personal
data and the transparency of data storage. To develop a satisfactory system for the user,
our patterns also take quality into account [6].
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Fig. 1. Design Science Research Approach (adapted from [13])

3.2 Kernel Theories for Scaffolding Requirements Derivation

Design patterns are intended to support the user in the development of the specific
system. We do not want the users to have the patterns at hand again and again during the
implementation, but rather we want them to learn and expand their knowledge by using
them. To derive our requirements for codifying design knowledge in design patterns,
we draw on theories related to conceptualizing design knowledge, the representation
of design knowledge, and refer in this paper especially to cognitive load theory (CLT).
With its origins in educational psychology [14], CLT provides a theoretical framework
for studying how individuals process information during learning and problem-solving
processes while at the same providing guidance on how to structure information for
better learning results [15]. We argue that using design patterns in interdisciplinary
IS development is also a problem-solving process, where developers acquire design
knowledge and apply it to complex problems, i.e., when conflicts occur that arise from
conflicting requirements. Since it is important that patterns have a long-term learning
effect on the users, we use CLT as the kernel theory.

Since the cognitive resources of an individual are limited, it is essential to manage
cognitive load related to the pattern presentation when taking design advice offered by
design patterns into account [16]. We derive in the following theory-based requirements
to codify design knowledge in design patterns. The patterns are built on CLT as a kernel
theory but also involve other concepts, such as research on codifying design knowledge.

3.3 Derivation of Theory-Driven Requirements

To ensure that our patterns have the highest possible added value for the user – in
our specific case, SPA developers – we first conducted a literature research including
various literature dealing with the codification and representation of design knowledge
(see Table 1). By this means, we derive requirements from theory for codifying design
knowledge to develop SPAs from an interdisciplinary perspective, thus addressing the
first part of the objectives of the solution phase of the design science approach by Peffers
et al. [13].

In addition to requirements for the structure and design of the patterns, the content
is particularly important when creating the patterns. It is important to not only deal with
the content of the interdisciplinary knowledge in the patterns but also to consider the
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Table 1. Theory-driven Design Requirements

Design requirements Source

R1 A pattern should provide implementation guidance but should not restrict the
pattern users in their creativity

[18]

R2 A pattern should present relationships between the involved disciplines and
any necessary explanations and adjustments

[19]

R3 A pattern should contain a description of why it is useful to use the pattern to
illustrate the importance and the added value of the pattern

[20, 21]

R4 The core content of the pattern should enable knowledge transfer, document
knowledge, and provide good repositories for knowledge dissemination

[22]

R5 A pattern should provide additional domain-specific information and
knowledge to support the implementation

[22]

R6 A pattern should account for different knowledge levels when considering
domain-specific knowledge needed for SPA design

[22]

R7 The procedural steps of a pattern should be adjusted by a clear subdivision of
the content to reduce the extraneous load

[22]

R8 The content of the pattern should be presented in a compact and clear way
without inducing unnecessary extraneous load, i.e., by avoiding split-attention
effects

[17]

structure of the patterns. Both factors are essential for the success of the patterns in prac-
tice. There are various requirements for elements, which must be presented and offered
in any case in order to offer a practical use for the users of the patterns. That is why the
patterns should contain not only a problem solution but also details about an introduction
in the problem-solving context, information about actions, and concrete implementation
examples. Doing so refers especially to the process of scaffolding problem-solving pro-
cesses that lower the cognitive load by pointing out important aspects relevant to the
task.

In order to guarantee general validity, the patterns should have general applicability.
Chandra et al. assume that design knowledge is codified for the purpose of reuse, and
even though reusing is sometimes associated with repetition, reuse has been observed
in contexts that strive toward innovation and customization [17].

However, for the success of the patterns, not only the content and its preparation are
important but also the presentation form. A clear presentation form increases the quality
and usefulness of the patterns for the users. Chandra et al. highlight the importance that
the design knowledge presented should be as compact and clear as possible [17]. Less
extraneous load through a clear presentation form facilitates the work with the patterns
[22]. Although the information is often codified in written form, the long continuous
text makes the application of patterns more difficult. As such, there is a lack of an
overview and the possibility to get the information you are looking for as quickly as
possible. Therefore, the design knowledge presented should be supplemented by graphic
representations [17].
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3.4 Design Principles for Design Patterns

We identified in Sect. 3.2 requirements by analyzing literature to extract design-relevant
knowledge from previous work, which helped us to address design principles for our
case, the development of design patterns for the implementation of a legally compatible
SPA (see Fig. 2). In addition, we also ground our design principles in literature concerned
with scaffolding problem-solving, which has also proven to manage cognitive load [23].
To ground our artifact in practical relevance, we conducted a focus group workshop
(n = 8) to justify the design principles derived from the literature. The participants
in the workshop had both expertise in software engineering and knowledge of legal
compatibility to assess the efficiency of the derived principles to solve the practical
problem. In the workshop, requirements for patterns for the special field of application,
the development of a legally compatible SPA, were jointly sought, and then possible
approaches for solving conflicts between service quality and legal compatibility were
elaborated.
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Fig. 2. Design Requirements and Design Principles for Interdisciplinary Design Patterns

To make sure our design patterns bring the highest possible added value for many
different users, special attention must be paid to the different levels of knowledge that
developers have. The design incorporates both technical knowledge and artistry and
occurs as a reflective conversation between designers, their actions, and their situations
[22]. Thus, we suggest our first design principle:

DP1: The patterns should be universally applicable to each level of knowledge so that
they are reusable and applicable.

To support the user in solving the problem, a concrete example for the implementation
is necessary [21]. The solution approach should include requirements, the relationship
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between constructs and domain objects, explanation, and justification [19]. By adding
further content and information, not only the comprehensibility of the problem and the
possible solution are improved but also the expertise of the user is increased to solve
related problems and engage to work on domain knowledge shortcomings [23]. This
results in our second design principle:

DP2: For the utility of the patterns, it is important not only to show the problem solution
but also other information that helps to understand and apply the patterns.

The content is not only of great importance for the applicability and added value of
the pattern but also for the way the design knowledge is presented. For this purpose,
a clear presentation method should be used in order to keep the cognitive process to a
minimum [21, 24]. Thus, we suggest our third design principle:

DP3: A clear, uniform, and comprehensible presentation of pattern content by structur-
ing the information in units to reduce task complexity when applying the pattern.

In addition to the actual problem-solving, information should be provided that allows
the user to understand the context of the problem [21] and critical task aspects [25]. In
this context, a pattern should also provide information about the actions of the artifacts,
and according to boundary conditions, to enable knowledge transfer [21]. The patterns
must be as generally valid as possible to be generally applicable. Hence, we propose:

DP4: Enable knowledge transfer and general applicability by capturing and document-
ing knowledge.

In order to have the greatest possible impact on the learning effect of the patterns
from a cognitive point of view, they should be used throughout the development process
[22]. Thus, we suggest our fifth design principle:

DP5: Provide guidance throughout the requirements as well as the design process.

3.5 Patterns for Designing Smart Personal Assistants

We developed patterns with the help of our design principles. For the development, we
have decided on a procedure that consists of different methods, like workshops, expert
interviews, and literature research.

First, we created requirement patterns as a prerequisite for design patterns by con-
ducting a literature search and identified higher-level goals related to achieving service
quality and legal compatibility (DP5). In the next step, we compared the goals of legal
compatibility and service quality in order to identify possible connections and conflicts.
The requirement patterns do not yet solve any concrete implementation problems in
the development process but initially serve as support for the specification of legal and
service quality requirements. Therefore, we need patterns to support the development
process, namely design patterns (see Fig. 3 for an example design pattern). Based on
DP2, our patterns start with an introduction, including links to relevant background
information in the problem-solving context. That is why each pattern starts with its
individual goal and, as with the requirement pattern, represents the best possible final
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state for the developed system. As the design patterns are based on the already presented
requirement patterns and their high-level goals, the influences on the respective patterns
are presented in each design pattern.

Fig. 3. Realization of the Design Principles in the Design Patterns

Thus, legal influences and service quality influences, as well as their priorities,
are considered in the patterns (DP4). At the core of the pattern are possible solution
approaches. They demonstrate concrete, reusable solutions and explain their positive
and negative consequences (DP1). We have taken great care to ensure that all patterns
follow the same structure to guarantee the highest possible added value through use
(DP3). Because we have already paid special attention to cognitive load theory when
creating the design principles, our design patterns also consider cognitive processing.

4 Evaluation

With the following evaluation, we address the phases of demonstration and evaluation
as depicted in the design science cycle [13] by evaluating the patterns and their utility to
scaffold interdisciplinary IS development projects. For our evaluation, we drew on the
framework for evaluating DSR [26] and chose a formative ex-post evaluation approach
[26, 27] that will help us to form the design of our method early in the development
process.

4.1 Methodological Aspects

The data collection took place in the university course “Business and Information Sys-
tems Engineering” in a Western European university and was embedded in a fully ran-
domized between-subject experiment. The patterns were applied by students, who were
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trained in requirements engineering as well as systems design; thus, they are a suitable
sample for evaluating the utility of our artifact. Overall, the task was to prototypically
design a chatbot application. In total, 22 groups of two persons each, who all studied
in business with a major in information systems, participated in the voluntary task that
was incentivized with three extra credits for the final exam. To ensure the seriousness of
participation, extra credit could only be obtained when individuals followed the tasks as
described.

The subjects were provided with a mockup and received information regarding the
case, such as interview documents of the clients and customers. In addition, they pursued
the overall task of developing a chatbot prototype of an SPA for higher education that
supports teaching. In order to meet the requirements of university teaching and the latest
data protection regulations, it was necessary to make the SPA as legally compatible as
possible but still ensure high service quality. The participants were completely randomly
divided into two groups. Concerning the experimental evaluation, we designed a 2 × 2
experiment with two experimental manipulations that correspond to the provision of (1)
requirement patterns (n = 6), (2) design patterns (n = 6), and (3) requirement patterns
as well as design patterns (n = 6). In that sense, the experiment also included a control
group (n = 4) without the support of patterns during the development process of the
prototype (see Fig. 4).

Fig. 4. The Experimental Procedure and Core Results

We used the developed prototypes for a rating and evaluation procedure by five
subject matter experts experienced in digital service design as well as the legally com-
patible design of IT artifacts concerning the two outcome variables of interest, service
quality and legal compatibility. The selected experts did not know the used patterns. All
experts have scientific publications either in the field of service quality (n = 3) or legal
compatibility (n = 2).

4.2 Results

The experiment was conducted in groups of two persons each. The control group (CG)
counted four groups. The treatment groups (TG) consisted of 18 groups in total, of which
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six groups were subject to a different treatment. All subjects were about the same age,
with a range from 21 to 26 (x = 24.34). We conducted the field experiment with two
goals in mind: first, we investigate how the design principles provide the benefits and
added value. Second, we examine how interdisciplinary knowledge through patterns is
used by system designers. Both aspects are evaluated by the expert panel assessment
of the developed prototypes. The results of the expert evaluation are presented in the
table below. The results (see Table 2) show that the subjects who have used both the
requirement and design patterns have also had significantly better ratings in service
quality and legal compatibility in the expert evaluation. In the groups that used the
pattern, more attention was paid to the implementation of legal criteria.

Table 2. Comparison between Control and Treatment Groups’ Prototypes
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Group Support N Mean (SD) RP DP RPDP
CG No Support 4 2.63 (.95) .88 .45 .02*
TG 1 Requirement patterns (RP) 6 2.66 (1.07) .36 .01*
TG 2 Design patterns (DP) 6 2.38 (1.03) <.05*
TG 3 Requirement and Design

patterns (RPDP)
6 3.16 (1.05)

In addition to the expert evaluation, we have conducted further surveys, in the form
of questionnaires, concerning the use of the patterns. The questionnaires contained, on
the one hand, the content and, on the other hand, the form of presentation of the used
patterns. We used the already proven questionnaire for evaluating requirement patterns
from [28], which we adapted to our evaluations. An exemplary item examined the degree
of abstraction and the concreteness of the content associated with it. Items that deal with
the structure and presentation of the patterns achieve particularly good results. The clarity
of the content is particularly well received.

Both evaluations show that the form of presentation and the content of the interdis-
ciplinary expertise in the patterns lead precisely to the desired goal: namely, the design
of an SPA that is both legally compatible and still includes high service quality, which
in practice often leads to conflicts during development.

5 Discussion and Implications

To support developers to design a legally compatible SPA, we derived requirements
based on the literature on codifying design knowledge [17–22]. With the help of the
requirements, we were able to generate design principles that are applied to generate
requirements and design patterns for interdisciplinary knowledge [11]. We followed the
design science research approach of Peffers et al. to extract our design principles [13]
for designing patterns.

We hypothesized that interdisciplinary patterns in the development process better
support SPA developers. Therefore, especially for interdisciplinary projects, there often
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arise conflicts between different requirements, which led us to consider the codification
of knowledge first. Our results confirm that the codification of knowledge in requirement
and design patterns leads to better results regarding the legal compatibility and service
of SPAs.

Our design principles for patterns are not without limitations that, at the same time,
present avenues for future research. Moreover, we had the design principles tested by
potential users to rely on these insights to improve the patterns further. Regarding our
pattern design, our next steps will be to improve the patterns by integrating the feedback
of the study subjects. Based on this feedback, we can revise and improve our design
principles for pattern design. In addition to the preparation and the presentation of the
content, a particular focus is given to the ability to learn through the patterns in the
following improvement. In this context, the findings of cognitive load theory play a key
role and need to be further integrated. An overall goal of the patterns is the extraction
of interdisciplinary knowledge through the use of our patterns. Future research could
also validate if improving the learning processes of information system developers leads
to an improvement of knowledge transfer to other development projects. This would
enable us to capture the utility of patterns beyond single development projects. The
method was evaluated partially with students.We remark that professional IS developers
would have potentially applied the method differently, which would lead to different
results. Especially the evaluation of the patterns could be more comprehensive to show
the implications of practical software development and the learning from patterns. We
evaluated the patterns and the developed prototypes but not directly our design principles.
Nevertheless, by evaluating the patterns, conclusions can be made about the quality of
the design principles.

To answer our RQ, we would like to summarize: first, we provide insights into
the understanding and difficulties of design knowledge codification in interdisciplinary
projects, which, in practice, is particularly difficult to implement. Second, our pat-
terns contribute to the ongoing discussion in design science research on providing real
guidance for how to design IT artifacts [29] and how to accumulate design knowledge.
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Abstract. Chatbots have attracted tremendous interest in recent years and are
increasingly employed in form of enterprise chatbots (ECBs) (i.e., chatbots used
in the explicit context of enterprise systems). Although ECBs substantially differ
in their design requirements from, for example, more common and widely
deployed customer service chatbots, only few studies exist that specifically
investigate and provide guidance for the design of ECBs. To address this
emerging gap, we accumulated existing design knowledge from previous studies
and created a list of 26 design features (DFs) which we integrated into 6 design
principles (DPs). Subsequently, 36 practitioners from an IT consulting company
which are experienced in using ECBs evaluated the importance of the DPs and
DFs following the Analytic Hierarchy Process method. Our results provide
evidence that DPs and DFs promoting usability and flexibility are ranked more
important than DPs and DFs promoting socialness and human likeness. These
findings provide valuable insights, as they are partially contrary to some existing
studies investigating the importance of social cues of chatbots in other domains.
Overall, the identified lists of DPs and DFs and their importance rankings
provide guidance for the design of ECBs and can serve as a basis for future
research projects.

Keywords: Chatbot � Enterprise system � AHP � Design principle � Design
feature

1 Introduction

Chatbots (i.e., text-based conversational agents) are currently popular and widely
spread technologies that communicate via text messages in an automated manner [13].
They offer many benefits to their users in contrast to traditional alternatives such as
24/7 IT helpdesk availability [19, 49]. While mostly known for and applied in customer
service contexts [1, 17], chatbots are increasingly used in enterprise systems [49].
Thereby, chatbots offer great potential to support workers with routine and complex
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tasks, shaping the future of work [30, 39]. Advancing from traditional definition, recent
enterprise systems evolve from “comprehensive software solutions integrating the
complete range of a business’ processes” [27, p. 357] towards enterprise systems that
“cover all organizational-wide IS as well as associated platforms” [48, p. 5]. To
facilitate their usage, different types of enterprise systems, such as collaboration sys-
tems (e.g. Microsoft Teams, Slack) and ERP & CRM systems (e.g. SAP Conversa-
tional AI, Salesforce Einstein Bot), are offering natural language interfaces with
chatbots. As a consequence, we refer to this specific kind of chatbots as enterprise
chatbots (ECB).

Prior research on ECB has focused predominantly on basic task support, like cost
reductions and computer-based support for decision making [49]. In a recent study,
Stoeckli et al. [44] have further investigated potential affordances of ECBs, revealing
perceptual differences and potentials through balancing capabilities of ECBs and tra-
ditional enterprise systems. In addition, Lechler et al. [26] analyzed over 100 feedback-
ECBs and distilled six archetypes covering the roles in facilitating feedback exchange
on performance, culture, and ideas. Concrete instantiations of ECBs are the chatbot
Tilda which facilitates tagging and summarization in groups [50], Mila which
reschedules meetings for employees [49], or Searchbot which supports collaborative
search [4]. In practice, ECBs have primarily focused on rather simple task executions
and less intelligent work flows [44]. A well-known example for an early ECB is
Microsoft’s “Clippy”, which was perceived as intrusive and disturbing and quickly
disappeared [32]. Overall, we see that ECBs have big potential to improve the usage of
enterprise systems. Nevertheless, their design and implications are still understudied
and prior research contributions on this topic are limited [24, 35]. Therefore, this paper
seeks to overcome this challenge by investigating potential design knowledge for
ECBs. Hence, we investigate the following research question (RQ):

RQ: Which design principles should guide the development of enterprise chatbots?

To answer this research question, we review research studies that investigate
chatbots at work and combine their design knowledge into a list of design features
(DFs) and design principles (DPs). Subsequently, we evaluate the importance of these
DFs and DPs with practitioners from an IT consulting company that are experienced in
using ECBs (e.g., ECBs to make appointments). We follow the Analytic Hierarchy
Process (AHP) method in order to create importance rankings of the identified DPs and
DFs. Overall, the identified lists of DPs and DFs and their importance rankings provide
guidance for the design of ECBs and serve as a basis for future design science [37] and
action design research projects [42].

2 Related Work

Chatbots are software-based systems designed to communicate with humans via natural
language [13]. Although Weizenbaum introduced the first chatbot ELIZA a few dec-
ades ago, organizations have recently identified chatbots as a key interface to enhance
user experience and introduced several chatbots in organizations [13, 49]. Major
advantages of ECBs are their intuitive and easy-to-use natural language human-
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computer interface [35] as well as their ability to function as one central interface for
several enterprise systems [49]. Therefore, ECBs can provide workers with decision-
support and information while workers use collaboration systems (e.g., Slack) or CRM
systems (e.g., Salesforce) [49]. Consequently, ECBs can support workers in
“scheduling and prioritizing tasks, switching tasks, providing break reminders, dealing
with social media distractions and reflection on tasks accomplished” [24, p. 337].

Besides their increasing popularity, the design of ECBs has received little attention
in order to appropriately add value to human practices [2, 24, 43]. Besides general
advice and high-level suggestions for functional aspects such as “make interactions
simpler” and social aspects such as “don’t sound like a robot” [33, p. 46], there are no
precise design guidelines existing [16, 24, 35]. However, some recent studies argue that
chatbot designers should not only carefully consider the functional aspect of an ECB
but should account for their social aspects [15, 39]. In this context, previous research
has shown that chatbots need more than just sophisticated technical capabilities to
succeed [14]. Chatbots should act socially and should display believable and expressive
behaviors [14]. This is important because studies have shown that users apply gender
stereotypes towards a chatbot based on its appearance [18], react socially to the
chatbot’s response time [20], or predict a chatbot’s personality based on its language
strength, interaction order, and expressed confidence level [14]. To describe these
phenomena, Nass and colleagues have introduced the Computer are Social Actors
(CASA) paradigm which states that human-computer interaction is fundamentally
social [36]. Social reactions are always triggered whenever the computer exhibits a
certain amount of social cues that can be associated with interpersonal communication
(e.g., use of natural language, small talk) [36]. Consequently, it seems crucial to pay
attention to social cues to design successful ECBs as they, for example, can affect user
satisfaction [20], working alliances [8], and perceived social presence [14]. However,
studies investigating the importance of social cues of ECBs are still at an early stage.

3 Research Method

To answer our research question, we apply the AHP method to evaluate the importance
of existing design knowledge for ECBs. In the remainder of this section, we first
illustrate the AHP method in general and then outline how we retrieved and aggregated
existing design knowledge from research studies investigating the design of chatbots at
a workplace. Subsequently, we provide details on the participants and their evaluation
task.

3.1 Analytical Hierarchy Process Method

To evaluate existing chatbot design knowledge for the design of ECBs, we follow
Venable et al. [47] who “emphasizes formative evaluations early in the process,
possibly with artificial, formative evaluations” [47]. To select such an evaluation
method, we follow the work of Karlsson et al. [23] who evaluate several methods for
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prioritizing items according to their performance, design, and adaptation. The results of
their comparisons with other well-established methods indicated that the AHP method
is the most promising method. The AHP method can be defined as a “decision-making
support method for selecting a solution from alternatives based on a number of
evaluation criteria” [41, p. 1]. The AHP method has been frequently used in IS
research for such application areas [7] and has the ability to provide reliable results in
an industrial context, promote knowledge transfer and, most importantly, create census
among participants [23].

Using AHP to prioritize items involves pairwise comparison of all items in order
“to determine which of the two is of higher priority, and to what extent” [23, p. 940].
Thus, this leads to n � n� 1ð Þ=2 pairwise comparisons. To reduce evaluation effort, the
items can be aggregated into hierarchies. Participants compare items on each hierarchy
level and do the same at each subsequent level to propagate the priorities down the
hierarchy. Although AHP is quite demanding, this approach leads to very trustworthy
results since the big amount of redundancy in the pairwise comparisons makes the
process fairly insensitive to judgmental errors [23].

3.2 Identification of Existing Design Knowledge for ECBs

According to Gregor and Hevner [21] and Baskerville et al. [6] several types of design
knowledge contributions exist. One of the most important vehicles to convey pre-
scriptive design knowledge are design principles (DPs) [5, 6]. Following Chandra et al.
[11] a DP is “a statement that prescribes what and how to build an artifact in order to
achieve a predefined design goal” [11, p. 4040]. While DPs abstract from technical
specifics, Meth et al. [34] further argue that design features (DFs) close the last step of
conceptualization. They define DFs as “specific ways to implement a design principle
in an actual artifact” [34, p. 807]. To identify and evaluate the importance of mean-
ingful design knowledge for ECBs, we followed a bottom up approach. First, we
reviewed studies that investigate the design of chatbots at a workplace and extracted
their investigated DFs. Second, we reviewed them and aggregated the DFs into a list of
higher-level DPs.

To extract DFs and DPs, we first had to select relevant research studies. Our
selection strategy was to collect a range of different DFs from studies with several
research foci. The collected studies in consequence helped us to look at the design of
the ECB from different perspectives and, above all, to compare which types of DFs
seem to be most important for the design of ECBs. Therefore, we selected design-
oriented publications that investigate chatbots at work, but with different facets in
regards to different user groups (i.e., first time [22] and experienced users [28]), dif-
ferent research methods (i.e., field study [45] and conceptual study [19]), different
communication contexts (i.e., one-to-one [28] and team communication [45]). The
selected studies and their research foci represent meaningful application scenarios of
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chatbots at a workplace. However, they are not exhaustive. The selected papers are
described in more detail in Table 1.

Subsequently, we reviewed all publications in order to extract a list of DFs.
Therefore, we defined the structure and the knowledge pieces that must be included in
the DFs. This ensures a comparability of the to-be-evaluated DFs at a later stage. To do
so, we followed the design template for the description of design requirements pro-
posed by Rupp [40]. Rupp argues that design requirement statements should contain a
description of the system or subsystem (e.g., ECB), a legal obligation (e.g., shall:
legally binding, should: not legally binding, will: future requirements), the activity
(e.g., independent system activity, user interaction, interface requirement), and the final
object of interest. For example, an ECB (i.e., system) should (i.e., legal obligation) be
able to access (i.e., interface requirement) sales data for customers (i.e., object). Next,
we reviewed all studies and mapped their articulated design knowledge into our pre-
defined framework in order to articulate DFs. We articulated all requirements with the
legal obligation should in order to account for the fact that in specific situations the
design features can be modified to adapt to a specific situation [40]. In total, we
extracted a list of 37 DFs. Next, we sorted out duplicates and merged DRs with the
same intentions to create a list of 26 mutually exclusive DFs which are listed in
Table 2.

Table 1. Studies investigating chatbots in workplace contexts.

Ref. Scenario Description

[28] Information
management

Paper investigates the individual preferences for engaging in
human-like social interactions with a personal agent that
supports employees to find work-related information

[22] First time users Paper investigates chatbot interactions of first-time users. Based
on these findings, the paper provides several design
implications

[19] Social customer
service

Paper investigates the design of cooperative and social chatbots
for customer service. By drawing on social response theory, the
paper provides several design implications

[45] Task management
of teams

Paper investigates a chatbot for team communication that helps
team members to formulate, discuss, refine, assign, and track
the progress of their collaborative tasks
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Table 2. List of design features.

DFs Description Ref.

DF1 The ECB should be able to communicate either person-oriented or fact-
oriented based on the user’s preference

[28]

DF2 The ECB should develop a user model that stores the user’s preferred
communication style

[28]

DF3 The ECB should exhibit social cues that can be adjusted by the users [28]
DF4 The ECB should adapt its degree of human likeness in its communication

style based on the user’s preferences
[28]

DF5 The ECB should be able to change the number of proactive messages
based on the user’s preferences

[19]

DF6 The ECB should have access to business data that is necessary to answer
related requests

[19]

DF7 The ECB should be able to retrieve stored knowledge from previous
conversations

[22]

DF8 The ECB should be able to change the length and segmentation of a
message based on the situational context

[19]

DF9 The ECB should be able to use clarification and confirmation messages [19,
45]

DF10 The ECB should be able to present its functionalities at the beginning and
during a conversation

[22]

DF11 The ECB should be able to display the current conversation context and its
capabilities

[22]

DF12 The ECB should be able to explain its functions to the user in a tutorial [22]
DF13 The ECB should use social cues (e.g., appearance or language style) that

are appropriate to the context and do not over- or underplay its abilities
[19]

DF14 The ECB should not pretend to be a real human being [45]
DF15 The ECB should be able to explain its functions and capabilities as well as

answer questions about them
[28]

DF16 The ECB should communicate in a human-like interaction style [19,
22]

DF17 The ECB should engage in one-to-one communication as well as team
communication

[45]

DF18 The ECB should provide functionalities required by employees of different
hierarchy levels

[45]

DF19 The ECB should be able to communicate with the user about several topics
at the same time while understanding to which active conversation the user
input belongs to

[45]

DF20 The ECB should be able to provide visual input and output elements like
buttons or maps

[22]

DF21 The ECB should animate users to use the correct syntax for mentioning
others in a team chat or should have the ability to understand this
automatically

[45]

DF22 The ECB should be able to adjust the frequency and type of interruption
with a proactive message to avoid disturbing the user

[28]

(continued)
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To further aggregate the identified list of DFs into higher-order DPs, we first
defined the structure and the knowledge pieces that are relevant to articulate purposeful
DPs. Therefore, we followed the work of Chandra et al. [11] who review prescriptive
knowledge frameworks. They argue that purposeful DFs should contain three knowl-
edge pieces (KP): (KP1) an information about a property making an action possible,
(KP2) boundary conditions for when it will work, and (KP3) the actions made possible
through the property. Subsequently, we labelled all KPs in the list of DFs and sys-
tematically differentiated, partitioned, and integrated these in several iterative adjust-
ment cycles into DPs. By following this approach and by solving all disagreements, we
were able to group the 26 DFs into 6 higher-order DPs. The six DPs are sociability (5
assigned DFs), flexibility (4), transparency (6), usability (6), proactive communication
(3), and fault tolerance (3) (see more details in Table 3).

Table 2. (continued)

DFs Description Ref.

DF23 The ECB should be able to reduce proactive messages based on decreasing
user responses or based on the user status in a collaboration tool

[28]

DF24 The ECB should be able to clarify requests that it did not recognize [19,
22]

DF25 The ECB should be able to fail gracefully and apply mitigation strategies
when an error occurs

[45]

DF26 The ECB should be able to save and categorize errors for future
improvement

[45]

Table 3. List of design principles.

DP Definition DFs

DP1: Sociability Provide the ECB with the ability to adapt its conversation
style in order to communicate in the user’s preferred way

DF1-5

DP2: Flexibility Provide the ECB with conversational flexibility in order to
react to changing contexts, tasks, and data requests

DF6-9

DP3: Transparency Provide the ECB with functional transparency so that users
can understand its functions and decisions

DF10-
15

DP4: Usability Provide the ECB with user-friendly interactive capabilities
in order to create an effective, efficient, and satisfying
communication experience

DF16-
21

DP5: Proactive
Communication

Provide the ECB with the ability to use proactive messages
in order automatically notify users about changes

DF22-
23;5

DP6: Error
handling

Provide the ECB with the ability to handle errors of any
kind and to save them for future improvements

DF24-
26
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3.3 Participants

To evaluate the relative importance of the 26 identified DFs and the 6 DPs for the
design of ECBs, we followed the AHP method and performed it with relevant stake-
holders of an ECB [31]. We selected participants of an IT consulting company that has
over 400 employees and operates mostly in Europe. The selected participants are
suitable candidates because of two reasons. First, the company already uses two ECBs
internally in order to support their employees to conduct basic tasks (e.g., organize
meetings). Consequently, the experience with ECBs is relatively high among the
employees. Second, all participants deploy enterprise systems at other companies or
develop it as software engineers and therefore are using different types of enterprise
systems on a daily basis (e.g., ECBs to make appointments).

Overall, we invited 39 employees to evaluate all items on both hierarchy levels,
namely the collected DPs and their respective DFs. From these 39 employees 36
finished the AHP evaluation task. From these 36 employees, 12 are technology con-
sultants, 11 are general consultants, 4 software engineers, 4 working students and 2
senior consultants. 29 of the participants were males, 3 females, and 2 diverse. The
mean age was 30.14 (SD = 4.42). The experience of using as well as developing ECBs
was measured on a five-point Likert scale ranging from 1 (no experience) to 5 (very
high experience). The average experience of using an ECB was 3.39 (SD = 0.75) and
the average experience to develop an ECB was 1.89 (SD = 1.20). Consequently, the
experience of using ECBs is relatively high which may be explained by the two ECBs
that the company uses internally.

3.4 Evaluation Task

We started the evaluation task by sharing a survey link with the employees of the IT
consulting company. In the introduction, the survey states that users should imagine
using a chatbot implemented in an enterprise system. We defined scenario rather broad
in order to receive a more general perception of the identified DFs in an ECB context
and to avoid receiving results which are only applicable for one specific chatbot task
(e.g., check the source code of a program). Subsequently, they pairwise compare the
importance of the identified DPs following the AHP method which we rephrased to fit
to the survey format. Therefore, two DPs were displayed on the screen and the par-
ticipants had to evaluate them on a ratio scale ranging from 0 (both DPs are equivalent
important) to 9 (one DP is extremely more important). This resulted in a total of 15
pairwise DP comparisons. Subsequently, all participants did the same for each DF
down the hierarchy which were also rephrased to fit the survey format. This means that
they had to pairwise evaluate all 5 DFs assigned to DP1, all 4 DFs assigned to DP2 and
so on which resulted in a total of 52 pairwise DF comparisons. Thus, the participants
executed 67 pairwise comparisons which were in a fully randomized order. Before
conducting the main evaluation, we conducted a pretest with some employees of the
company to ensure that participants understand the task and the meaning of the DPs
and DFs. Based on the pretest feedback, we adjusted and modified the evaluation
design and rephrased some DPs and DFs in order to make them better understandable.
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4 Results

In the first step, we accumulated all scores that the participants awarded to each DP in
order to calculate their arithmetic means. Thus, the mean score of each DP ranges
between 0 and 9, whereas 0 means not important and 9 means very important compared
to the other DPs. The results are shown in Table 4 which is sorted in a descending
order.

When analyzing the results, it becomes apparent that the DPs usability (DP4) and
flexibility (DP2) were evaluated to be more important than the other four DPs. As a
consequence, DPs that support employees to effectively and efficiently fulfill their tasks
seem to be highly important for employees of an IT consulting company. In addition,
the results show that an ECB should react flexibly to varying user requests (DP2). This
accounts for the constantly changing working environment that employees may
experience during a task. An ECB that only follows predefined conversation flows and
that does not react to changing contextual information limits its applicability in an
enterprise system. Interestingly, a high degree of the ECB’s socialness (DP1), the
transparency regarding its functionalities (DP3), its error handling capabilities (DP6),
as well as the usage of proactive messages (DP5) were rated to be less important in an
enterprise context.

The pairwise comparison of the DFs for each DP category further provided insights
into the importance of specific DFs for ECBs. The scores and their rankings are listed
in Tables 5, 6, 7, 8, 9 and 10. In the sociability category, it becomes visible that DF2 is
ranked as being the most important DF for designing an ECB. DF2 states that ECBs
should use a user model that stores the user’s preferred communication style. Since
every human uses a different form of natural language, the participants seem to expect
that an ECB should adapt its language capabilities to the user. Similar features are
required in DF1, DF4, and DF5 that require the ECB to ask the user for their preferred
language style. These results are in line with the similarity attraction theory. The similar
attraction theory states that humans are more likely to feel attracted to those similar to
themselves [9]. This means that users have a better attitude toward ECBs which exhibit
a language similar to their own [10]. As a consequence, adapting the language style of
an ECB can be a powerful DF to increase the user experience and boost adoption in an

Table 4. Ranking of DPs.

Rank DP Mean value

1. DP4: Usability 7.297
2. DP2: Flexibility 6.216
3. DP1: Sociability 3.838
4. DP3: Transparency 3.676
5. DP6: Error handling 3.568
6. DP5: Proactive Communication 3.162
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enterprise context. Interestingly, the participants did not believe that social cues (e.g.,
gender and age of an ECBs avatar) are very important in an enterprise system (DF3).
They might see these as optional addons which are not directly related to the pro-
ductivity benefits of using an ECB.

In the flexibility category, we found that the most important DF is DF6. Since DF6
states that it is important that an ECB has access to business data in order to answer
business related requests, it is not surprising that the mean value DF6 differs strongly
from the other DFs. This underlines the fact that the employees appreciate ECBs that
support them in their daily work routines like accessing relevant data sources. The
participants did not rank the other DFs of an ECB as being more important in this
category. For example, the DF that an ECB should use confirmation messages (DF7),
should retrieve stored knowledge from previous conversations (DF9), or should change
the length and segmentation of a message related to the context (DF8). As a conse-
quence, productivity related DFs were higher valued than DFs that structure the
interaction styles between the user and the ECB.

In the transparency category, the results show that the employees appreciate ECBs
that explain their functionalities before and during a conversation (DF15 and DF10).
This seems important because being aware of potential functionalities of an ECB is a
requirement to use them effectively in a workplace context. In addition, the participants
do not appreciate ECBs that imitate the behavior of a real human-being (DF14).

Table 5. Sociability DFs.

Ranking DF Mean

1. DF2 4.784
2. DF1 3.757
3. DF4 3.649
4. DF5 3.054
5. DF3 2.297

Table 6. Flexibility DFs.

Ranking DF Mean

1. DF6 6.378
2. DF7 2.811
3. DF9 2.351
4. DF8 0.838

Table 7. Transparency DFs.

Ranking DF Mean

1. DF15 6.135
2. DF10 5.027
3. DF14 4.432
4. DF11 3.595
5. DF12 3.324
6. DF13 3.270

Table 8. Usability DFs.

Ranking DF Mean

1. DF19 7.432
2. DF20 6.973
3. DF17 4.351
4. DF18 3.811
5. DF21 3.027
6. DF16 2.703

Table 9. Proactive communi-
cation DFs.

Ranking DF Mean

1. DF22 1.946
1. DF23 1.946
2. DF5 1.595

Table 10. Error handling DFs.

Ranking DF Mean

1. DF24 2.568
2. DF26 1.459
3. DF25 1.378
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Similarly, the capability of a chatbot to use social cues was not rated to be important for
ECBs (DF13).

In the usability category, we found that an ECB’s capability to communicate about
multiple topics with a user and map the user inputs to the right topic is highly important
(DF19). Such a DF supports multitasking which can be valuable for employees of an IT
consulting company because they usually do not follow a linear and strongly hierar-
chical development process. In addition, the participants ranked the use of visual
elements like buttons or menus (DF20) quite important. As a consequence, special
attention should be given to their application during implementation. Interestingly, the
capability to communicate in a human-like interaction style was ranked as being least
important for an ECB’s usability (DF16).

In the proactive communication and error handling categories, the employees did
not find that the three proactive communication and error handling features have very
different importance. However, participants slightly preferred that an ECB should be
able to fail gracefully and apply mitigation strategies when an error occurs (DF24). As
a consequence, chatbot designers may implement troubleshooting strategies for not
understanding or giving wrong answers. Therefore, several repair strategies could be
applied [3]. Most promising approaches seem to be to provide options and explanations
because they manifest initiative from the chatbot and are actionable to recover from
breakdowns [3].

5 Discussion

In this paper, we investigated which DPs should guide the development of ECBs. To
answer our research question, we reviewed studies investigating chatbots at work and
extracted respective DFs and DPs. Subsequently, we evaluated the importance of 26
DFs and 6 DPs following the AHP method with 36 chatbot experienced practitioners
from an IT consulting company which already uses two ECBs internally. Our results
provide evidence that DPs and DFs promoting usability and flexibility are ranked more
important than DPs and DFs promoting socialness and human likeness.

Our overall results are interesting because previous studies on chatbots have shown
that chatbots using social cues (e.g., small talk, jokes, human avatar) increase the
perceived social presence [14] and thus the trusting beliefs, perceived enjoyment,
perceived usefulness, and finally the intention to use a chatbot [38]. In addition, a
recent survey among practitioners revealed that not only functional but also social cues
are influencing the perceived usefulness of chatbots in collaboration systems [39].
Consequently, the interesting question remains why practitioners did not rank these
DFs as similar important in an enterprise system context in order to confirm existing
knowledge from a practitioner perspective.

A reason that might explain the documented results is the fact that the participants
in our study had a high experience with ECBs because the IT consulting company
already uses two of them internally. Similarly, other studies have shown that users with
different levels of task experience also prefer different language styles of a chatbot [12].
Because our evaluation was influenced by their personal experience, it must be noted
that our findings might not be generalizable to unexperienced employees which might
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prefer more social ECBs. However, the results reflect real-world experiences of IT
consultants in what they literally found important during the usage of ECBs. Therefore,
these findings contribute to existing literature on how experienced IT consultants
perceive and use ECBs in their daily work routine.

These ECB experiences of the IT consultants could have been similar as stated in
the Uncanny Valley which explains that it is not desirable to let chatbots appear very
human-like because this can trigger negative reactions by their users. Moreover, many
of the experimental studies that argue to use an extensive amount of social cues often
investigated chatbots in specific domains such as online shopping or customer service
[25]. These findings might differ from real-world enterprise scenarios in which “user
needs may be different and avoiding disrupting work and improving efficiency are
important” [25, p. 882].

Moreover, it must also be noted that the preferences for specific designs of an ECB
might further differ depending on the task in which an ECB supports the user, the
department in which the ECB is applied, and the type of company in general. Because
we did not define a specific task in the evaluation phase in order to receive a more
general evaluation for the identified DPs and DFs for ECBs, there may be some other
tasks and environments in which a specific DP and DF might be preferable although the
results of this study show something different.

Consequently, future research should further investigate the importance of the
identified DPs and DFs with other practitioners with less chatbot experience and further
investigate their effects in other contexts than at an IT consultancy. Moreover, future
ECB research should further shift the “attention to the gap between user interactions in
the lab and those in the wild” [29, p. 1]. This can be done by investigating whether
users of enterprise system will have the same design preferences in a naturalistic field
experiments. This is importance because the practitioners in our evaluation did not use
an ECB. Consequence, the study results are driven by the practitioner’s conscious
evaluation of the benefits for an application context and not by real-world reactions
towards these DFs. To do so, future research can further follow the principles of Sein
et al. [42] for generating prescriptive design knowledge through building and evalu-
ating artifacts (i.e., development of ECBs) in organizational settings (e.g., IT consulting
company). This could help to establish the utility of ECBs in field use [42, 46].
Therefore, the identified list of existing DPs and DFs and their importance ranking
provide initial guidance for the design and future research of ECBs.

6 Conclusion

In this paper, we investigate which design principles should guide the development of
ECBs. Therefore. we conducted a literature search and identified 26 DFs which we
further aggregated into 6 higher-level DPs. Subsequently, we evaluated the identified
DPs with 36 chatbot experienced employees of an IT consulting company following
the AHP method. Our results reveal that practitioners with much chatbot experience
ranked DPs and DFs promoting usability and flexibility more important than DPS and
DFs promoting the socialness and human likeness of an ECB. This finding is partially
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contrary to existing studies investigating social cues of chatbots in other domains. We
critically discuss these findings and provide avenues for future research.
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Abstract. Incident management systems are designed to support sensemaking
of emergency incidents and their immediate environment with the use of digital
technology. The usability of the user interface is critical in supporting knowledge
transfer for sensemaking. Visualization has been used to improve the usability of
interactive systems, but evidence-based criteria are lacking. This paper follows
an elaborated Action Design Research process in the design, development and
evaluation of a prototype of an incidentmanagement systemutilizing the principles
of knowledge visualization to support usability and ultimately sensemaking. The
context is that of emergency incidents (fire, medical, environmental, etc.) where
the system is used to manage responses to the incidents. The novel contribution
of this paper is the triangulation between the usability evaluation results of the
two artefacts, i.e. the knowledge visualization criteria and the system’s interface
as a basis for proposing validated knowledge visualization criteria for incident
management systems that employ visualization for sensemaking.

Keywords: Incident management systems · Sensemaking · Knowledge
visualization · Action design research

1 Introduction

Incidents of a critical nature may lead to the damaging of property and infrastructure
in the environs of the incident and may result in injuries to individuals involved in the
incident and even fatalities [1, 2]. To minimise these consequences the response to such
incidents should be effective, efficient and resourceful [3]. Managing an incident com-
prises directing the various components of the incident, including the responders, com-
munication and allocated resources [4–6]. Incident management systems are designed to
support human endeavors in providing an optimal response to incidents by the timeous,
optimal use of the resources available [7]. The relevance, accuracy, completeness and
presentation format of the incident and context related information provided by the inci-
dent management system (IMS) assist the responders in their sensemaking processes,
thus leading to more informed decisions [8]. This relationship between the technology
design and sensemaking has motivated research into the design of the visual artefacts in
interactive systems [9]. Previous work involving visualization and sensemaking relate to
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information visualization in sensemaking across collections of textual reports [10]; the
use of visualization for sensemaking of processes and challenges [11] and reducing the
perceived complexity of software through information visualization [12]. However, no
evidence-based visualization design criteria to support sensemaking in IMSs could be
found in the extant literature and therefore the purpose is to present knowledge visual-
ization (KV) criteria that satisfy both the domain experts and the usability experts. The
essential philosophy of Design Science Research (DSR), is to build adequate, efficient
information technology artefacts that address or solve real world problems while pro-
ducing research outcomes that contribute to the academic body of Information Systems
knowledge [13–15]. Therefore, DSR is appropriate for this study that encompassed the
elicitation of the KV criteria from literature, the design and development of the IMS
where the interface design was guided by said KV criteria and the usability evaluation of
the interface and the criteria towards proposing knowledge visualization principles for
IMSs. The eADR (elaborated action design research process model) [15] was employed
as method with DSR as paradigm and pragmatism as philosophy.

2 Theoretical Basis

2.1 Incident Management Systems and Sensemaking

There are various definitions of what an incident management system is. According to
Kim, Sharman, Rao and Upadhyaya [16: 236], “a critical incident management system
(CIMS) is a system that utilises people, processes, and technologies formanaging critical
incidents”. The resources, personnel and technological infrastructure used in the efficient
and effective management of an incident constitute the components that make up an
incident management system (IMS).

Sensemaking is an ongoing accomplishment originating from the efforts to create
order andmake retrospective sense of what has occurred. Sensemaking occurs as a series
of components iterating in the following order: creation, interpretation and enactment
[9]. If executed correctly the outcomes of sensemaking may lead to restored sense and
restorative action; the absence of sensemaking may lead to a response that lacks inte-
gration and cohesion often with dire consequences. Sensemaking has been investigated
in connection with concept-driven visual analytics but current visualization tools do not
provide interactions to scaffold this expectation-guided analysis [17]. Sensemaking is a
vital element of knowledge work where critical patterns in the amorphous situation (the
ambiguous event) are found by means of refined representations in relation to which
information is tailored in service of the task(s) at hand [18]. This process may be aug-
mented by means of support systems which have been found to stem from visualization
techniques [19]. These systems involve different technologies. Technology is one of the
growing influences in the sensemaking perspective where information and communica-
tion technologies (ICT) have been found to influence sensemaking in indisputable ways
[9, 19, 20]. A well-designed Knowledge Management System (KMS) may promote a
timely response in disaster situations by bringing together experts with prior knowledge
and experience and crisis specific knowledge when making decisions with regard to the
response [21]. The sharing of information and knowledge between all the actors involved
in an incident may minimise both the risk and fatalities by mobilising and facilitating a
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fast and effective response [22]. However, the proviso is that the knowledge is presented
in a format that supports and facilitates knowledge transfer and ultimately sensemaking.

2.2 Knowledge Visualization

Knowledge visualization refers to the use of visual representations to improve the cre-
ation of knowledge and the transfer of knowledge between at least two people [23, 24].
The existing literature on Information Visualization and KV presents multiple criteria
for improving visualization, notably KV focuses on knowledge transfer between humans
via an artefact. Adopting why, whom and how as meta-criteria for structing KV criteria
(as advocated by Renaud and van Biljon [24]), we identified, verified and published a
list of 11 criteria namely Clarity;Consistency; Discrimination; Semantic Transparency;
Complexity; Management; Dual Coding; Legend; Layout (Shape); Context; User and
Intentionwhich are most relevant to IMS’s. Those criteria were extracted from literature
and validated by domain experts [25] in part one of this study.

3 Research Approach

Design science outputs are produced by two main complementary activities namely,
building and evaluation [26]. Action Design Research (ADR) provide a structured pro-
cess model for combining the activities of action research and design science research
[27] where ADR conceptualizes the research process as containing the inseparable and
interwoven activities of building, intervention and evaluation. Mullarkey and Hevner
[15] introduce the eADR (elaborated action design research) method and distinguish
between DSR as a research paradigm and eADR as one method for conducting DSR.
Alternatively, eADR is considered a DSR project that involves an action intervention
that moves through the DSR design stages, i.e. diagnosis, design, implementation and
evolution with the abstraction of artefacts in each eADR cycle within the stages [15].
eADR is appropriate for this study due to the rapid iterations of problem formulation,
artefact creation, evaluation, reflection, and learning activities in each eADR cyclewhere
an artefact is developed. Using an objective-centred entry point, this paper focuses on the
evaluation of the KV criteria (Artefact1) from the diagnosis stage and the usability eval-
uation of the IMS interface (Artefact2) from design stage towards presenting validated
KV criteria. It is imperative that the utility of the criteria be proved by materializing the
design criteria and evaluating the result [28]. Evaluating the system and the criteria at the
same time involves trade-offs between the value of in situ evaluation and the possibility
of masking effects. However, DSR projects are known to have overarching objectives
beyond the development of an artefact [29] and revealing latent issues by iterative design
and testing. The four cycle view of DSR [29] (see Fig. 1) depicts the main components of
DSR as the External Environment, the Internal Environment, the Build Design Artefacts
and Processes and the Foundations and the underlying cycles of change and impact,
relevance, design and rigor supporting the processes.

3.1 Socio-technical System Context and Immediate Application Context

The practical need for an IMS originated in the socio-technical context of emergency
incident management where a digital system was required to manage responses to fire,
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Fig. 1. DSR cycle adapted from Drechsler and Hevner [29]

medical, environmental and other incidents in the Gauteng province of South Africa.
The management commissioned an IMS with specific requirements. The emphasis on
the end-users’ (responders) ability to make sense of the system triggered the usability
focus and the investigation into visualization for sensemaking.

3.2 Knowledge Base Encompassing Knowledge Visualization Principles

As indicated in Fig. 1, there are continuous interactions between the [Knowledge Base]
and the [Design Science Research] cycles to ensure rigor. A list of KV criteria from
the interaction between the [Knowledge Base (Literature)] and the [Design Science
Research (Build Design Artefacts & Process of IMS)] (Fig. 1) was proposed as a point
of departure in designing the IMS. Given the importance of context in IMS and sense-
making, the criteria had to be implemented before they could be evaluated. After the
evaluation with domain experts, the list of 11 validated criteria were published [25].
It is not feasible to include all the possibly important but sometimes also conflicting
criteria, so prioritization is required. Therefore, these 11 criteria are proposed as a point
of departure for this study while acknowledging that further iterative refinement cycles
within the eADR researchmethod is advisable. Henceforth, visualization and knowledge
visualization will be used interchangeably in this paper.

3.3 Application Context and Artefact Development

A cloud-based IMS was developed to provide the infrastructure required. This 3-tier
system has a public interface, an operator interface, and a responder interface as depicted
in Fig. 2 where the Activator (public interface) is the initiation point of an incident in the
system.TheOperator receives the incident detail, confirms the validity of the incident and
compiles additional details regarding the incident. The Responder receives the compiled
information that the operator captured. The responder level consists of users identified as
responders, and they have the role of responding to an incident in a predefined capacity.
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Fig. 2. IMS Infrastructure Layout

The process flow of an incident in this system is as follows:

1. A member of the public (activator) activates an alert via a public application. The
activation appears on the system as a new incident and informs an operator about
this by means of a notification on the browser interface of the system.

2. The operator contacts the activator and confirms the validity and type of incident.
Additional information regarding the incident is then captured.

3. Once the incident has been verified, the operator pushes the incident detail to a
group of predefined responders. The incident detail shows on the responder devices
by means of a mobile notification, and once opened displays the information of the
incident.

4. The responder decides whether he or she can respond to the incident.
5. If the responder accepts the incident the mobile interface opens additional function-

ality to interact with all responders to the incident. Should the responder decline the
incident is removed from the responder’s device.

This study is done on the mobile interface of the third level, the responder tier. The
incident types were divided into three representative categories: SOS, Enforcement, and
Ecological (or Hazmat) as presented in the next section.

4 Usability Evaluation

The KV criteria needs to be evaluated in context, i.e. after being implemented in an
IMS. Furthermore, the implications of the responder’s actions can be critical; hence it
is necessary to ensure a minimum level of usability before the system is deployed. The
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focus of the usability evaluation was two-fold: to evaluate the KV criteria (Artefact1),
to evaluate the IMS interface (Artefact2) and then to evaluate the latter against the KV
criteria (Artefact1). The findings from the KV criteria evaluation by domain experts with
contextual knowledge on the South African Fire Service were published in 2019 [25].
That first part of the study used questionnaire driven interviews as research method to
evaluate the importance of the KV criteria. This second part of the study presents the
findings from the evaluation by usability experts (usability testing with eye-tracking and
the standardized System Usability Scale (SUS) post-test questionnaire), their evaluation
of the importance of the KV criteria and the triangulation between the findings from
both evaluations.

Eye-tracking is the process of capturing participants’ gaze points and eye move-
ment (while they are doing specific, predefined tasks) to provide information about the
sequence, timing and nature of the cognitive procedures that took place [30]. The basic
metrics are fixations and saccades, a fixation is the accretion of all the gaze points cap-
tured from viewing an interface and a saccade is the quick movement between fixations
[30]. Fixations are used to generate a gaze plot or a heatmap of the interface, the heatmap
indicates where the participants’ viewed the interface and how intensely they viewed it.
We used both gaze plots and heat maps in this study.

4.1 Data Collection

Participants were required to complete a task on each of the three incident categories.
Usability metrics like performance time, ability to complete the task without assistance
and the participants’ eye movements were captured. Thereafter, they were requested to
complete the SUS post-test questionnaire. Finally, having been exposed to the system’s
interface the participants were requested to evaluate the importance of the KV criteria
on a scale of 1 to 5. Eight usability experts were involved in the study. Eye-tracking is
resource intensive, generally, 5 participants are considered an acceptably large number.
The participants had aminimumof an honours degreewith experience in teaching human
computer interaction. Their ages ranged from 35 to 61.

Usability with Eye-Tracking: A Tobii 1750 eye-tracker was used to record participant
eye movements while they performed usability tasks on the IMS. The participants were
introduced to the research purpose and requested to sign a consent form. The participant
was briefed on how the usability tasks would be presented and the actions that would be
required on his/her part. The eye-tracking system was then calibrated according to the
participant’s eye movement. Once the calibration had been completed the participants
were presented with the first task. The usability tasks (together with the eye-tracking)
constituted one of two components of the data collection process which was carried out
on a computer with the other being the SUS questionnaire. The tasks were completed,
while eye-tracking was being done. The participants had to evaluate the request and
decide whether the interface provided enough information tomake an informed response
regarding the incident represented. Participants were interviewed individually.

Interviews: The KV criteria identified from literature were used as the questionnaire
items in the interviews where the usability experts rated the importance on a Likert scale
of 1-5. The average scores for the three tasks are presented in Table 2.
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4.2 Results of the Usability Tasks

Table 1 presents the usability evaluation results containing the participants’ indexing,
the time it took to complete each usability task and users’ satisfaction according to the
SUS questionnaire results. The last row of the table represents the average of the time (in
seconds) to complete the tasks of all the participants. There was a notable decrease in the
time required to complete a task from the first task to the third task, thus indicating that the
participants were learning how to use the system. The average of the SUS questionnaire
ratings resulted in an overall degree of acceptable usability.

Table 1. Usability tasks tming & usability evaluation results

Participant number Time (seconds) User satisfaction (SUS)
resultsSOS ENFORCEMENT HAZMAT

1 26 31 24 77.5

2 51 41 28 60.0

3 230 180 107 62.5

4 247 32 14 82.5

5 21 32 Incomplete 85.0

6 12 22 10 67.5

7 35 23 11 100.0

8 99 131 124 52.5

Average 90 62 45 73.44

The processing (completing) of the three usability tasks are discussed below.

Task 1: The aim was to test whether the participants would be able to understand what
to do by merely reading the task and using the interface for the first time. As the result
in Table 1 indicates the first task (SOS) took the most time since the participants had to
figure out how to navigate and interact with the system.Most of the participants required
assistance.
Task 2: Once the users had familiarized themselves with this task, they were quicker
in selecting the associated incident and were then able to analyze the interface of the
incident detail far more quickly before indicatingwhether there was enough information.
Very little assistance was required.
Task 3: At this point the participants’ confidence in relation to the system was at its
highest and it took them a few seconds only to read the task and select the associated
incident. Inspection of the incident detail and selecting the result took the least time
of all the tasks. Notably, the SOS screen (task 2 not shown here) had a maximum of
61 fixations while the HAZMAT required only 35. This indicates that the responder
mobile application interfaces were learnable. The majority of the 8 participants felt that
the interfaces displayed enough information to make an informed decision with regards
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to the incident type, for task 1 (87.5%); task 2 (75%) and task 3 (87.5%). Suggestions
included that more detail be provided about the visual elements utilized for additional
content and that the additional detail should be displayed for integration with other
systems (e.g. global positioning coordinates). The gaze plots and heat maps highlighted
only one additional usability problem, namely the positioning of additional information
on the left of the screen gave it unintended importance. The SOS images interface in
Fig. 3 indicate that the incident location was the primary focus.

Fig. 3. SOS Gazeplot & Heatmap

In the ENFORCEMENT heat map for participant 6 (Fig. 4) the incident loca-
tion received some attention, but the focus was on additional information. The results
(Table 1) show that most participants believed they would have been able to make an
informed decision about the incident by considering the interface (visual elements in the
IMS). Importantly, this revealed that the IMS interface achieved adequate knowledge
transfer for sensemaking based on the visualization of the incident related information.

Results from the interviews with the domain experts [25] and the usability experts
are depicted in Table 2. Criteria with scores above 3 out of 5 were considered as the
basis for the design principles and confirmed by observations from user testing.

The knowledge visualization criteria (KVC) were selected as one of the validated
criteria if one of the values were above 4. Dual Coding was included for security
implications and representing Discrimination. Layout’s relevance was confirmed by
eye-tracking. This resulted in the following, updated KV criteria:

D1: Clarity - The meaning of the symbols should be clear, exact and unambiguous.
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Fig. 4. ENFORCEMENT Gazeplot and Heatmap

Table 2. Criteria evaluation Domain experts and Usability experts

Criteria Domain ex-
perts

Usability 
experts 

User
testing

Selected 
KVC

Clarity 4.4 3.8 √ Yes
Consistency 4.5 4.1 √ Yes
Discrimination 3.9 3.6 No
Semantic Transparency 4.2 3.9 √ Yes
Complexity Management 4.4 3.5 √ Yes
Dual Coding 3.6 3.6 √ Yes
Legend 3.4 3.2 No
Context 4.7 4.1 √ Yes
User 3.5 3.7 No
Intention 4.5 4.2 √ Yes
Layout (Shape) 2.9 3.9 √ Yes

D2: Consistency - The visual components should be used consistently, i.e. the same
symbol should represent the same concept throughout.
D3: Semantic Transparency - The mapping between symbols and their meaning should
be clear.
D4: Complexity Management - There should not be any redundant visual elements.
D5: Dual Coding – Visualization should be represented by both text and graphics.



Knowledge Visualization for Sensemaking 151

D6: Context - The visual artefact should be adequate for the situation, conditions,
situation and environment.
D7: Intention - The visual artefact is aimed at realizing a specific goal.
D8: Layout - The layout should follow design conventions and strive for a symmetrical
(balanced) shape.

Based on the feedback from the domain experts, the User criteria, i.e. matching
the symbols and notation with the end user’s mental model was removed as the target
audience was heterogeneous. The legend requirement was removed as it is covered by
Dual Coding. The Layout principle was retained despite the result (both below 4) and
modified to include design layout conventions. This is based on eye-tracking evidence
confirming the preference for scanning from left to right (following convention).

5 Discussion and Conclusion

In this paper, we report on the first three stages of an eADR process namely diagnosis,
design and implementation where we developed KV criteria for the interface design
of an IMS and focused on the evaluation of the criteria. The criteria were evaluated
by interviews with domain experts in the incident response environment (part 1 of this
study) as well as with usability experts (part two of this study as reported here). The IMS
system was evaluated by user testing with eye-tracking and a post-test questionnaire.
Based on the triangulation of the results of part 1 and part 2 of this study, 8 KV criteria
for sensemaking in IMSs are proposed for the design of digital visualization artefacts.
Due to the high-risk environment the evaluation involved domain experts and usability
experts, not the actual responders. The KV criteria for IMS’s proposed are not new or
counterintuitive; the value lies in those criteria having been selected from scientific lit-
erature, implemented and validated. Future research is needed to evaluate the impact of
knowledge visualization on usability and sensemaking by first responders in the IMS
environment, in situ. The inevitable changes to the artefact in response to the changes in
the problem environment as described by the fourth (evolution) stage of the eADR pro-
cess is still ongoing and not discussed here. The knowledge visualization criteria were
evaluated in only one case and the findings could be biased by contextual and design
factors. Therefore, future research should complete the evolutionary processes of refor-
mulation, technology advancements and design improvements including considerations
of how the solution (including the knowledge visualization criteria and the IMS) can be
generalized to solve similar problems in other contexts.
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Abstract. Discourse on short text platforms like Twitter shapes the
design of underlying knowledge-based recommendation engines. The
resulting recommendations are powered by user connections as social
network nodes as well as with shared interests. Twitter as a platform
provides a complex mesh of users’ interest levels where some users tend
to consume certain topical content to a lesser or greater extent. This
consumption of content is usually considered a defining factor in cura-
tion of their online identity. Our aim in this paper is to quantify the
multi-interests of users based on the tweets they disseminate. We do this
by (i) representing all tweets as vectors for computations (ii) generating
cluster centroids representative of the topics of interest. (iii) computing a
responsibility matrix to depict their interest levels in the topics (iv) aggre-
gating intra-user interest levels to define the user’s multi-topic affinities.
We use a Twitter dataset geolocated to Kenya to validate users’ intra-
topical interests. Our experimental results demonstrate the effectiveness
of our approach in terms of capturing their multi-interests and in turn
generate their multi-topic interest profiles.

Keywords: Information retrieval · Taste profiling · Social web ·
Neural networks

1 Introduction

Microblogs such as Twitter proliferate fast digital data due to their constant
streaming nature [22]. This makes them ideal in data dissemination, especially
from a journalism perspective. The diversity in the nature of disseminated con-
tent presents an arduous algorithmic task in deciphering the extent of topical
interests in the streaming data. Tweeters – people who disseminate content on
Twitter – in essence share photos, videos, hyperlinks and locations to members in
their networks. In addition, intra-user interactions in form of “likes”, “mentions”

c© Springer Nature Switzerland AG 2020
S. Hofmann et al. (Eds.): DESRIST 2020, LNCS 12388, pp. 154–168, 2020.
https://doi.org/10.1007/978-3-030-64823-7_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64823-7_15&domain=pdf
https://doi.org/10.1007/978-3-030-64823-7_15


Multi-interest User Profiling in Short Text Microblogs 155

and “retweets” compound the algorithmic learning and representation challenges
in such short text microblogs. Cumulatively, the disseminated content to a large
extent should define the true identity of such users.

Tweeters for example extrinsically declare their interests at sign up. Changes
to these original interests are still user driven which is not always the case for
many short text microblog users. Such changes are in the form of new friend-
ships or “hashtag” suggestions which do not overly represent the true identities
of such online users. Diversity in the disseminated content makes it difficult to
align interests of one user to those they declared at sign up. For instance, a
tweeter may continuously disseminate political related content during election-
eering times, but also occasionally tweet about his favourite football team yet
his extrinsic profile leans towards car racing. Capturing the diverse nature of
interests in this respect for better presentation of third-party recommendations
e.g. for personalised marketing, is important. Without capturing the context,
keywords are insufficient in most cases as they may be used in negation. For
example, a tweet such as “I don’t like KFC” depicts someone with lack of inter-
est in KFC. However, keyword search by the word “KFC” might just present this
as a potential entity of interest, yet is not. This is one of the reasons, we looked at
the contextual understanding of the entire sentence over the dataset via embed-
dings. This is more relevant compared to keywords. Therefore, this presents an
interesting research problem in the deduction of user-interest levels in streaming
texts to formulate short text microblogs user profiles. This formulation process
raises the below questions that depict the need for this research:-

– Is it possible to extract diverse but user-representative topics of interests in
streaming short text microblogs?

– Are user representative interests deducible in short text microblogs based
solely on disseminated content?

– Is it possible to quantify a user’s level of interest in various topics based on
his/her disseminated content?

In this work, we present a framework that extracts diverse topics of interest
and computes user’s interests based on the disseminated content. We acknowl-
edge that users on such platforms present a divergent space in terms of topical
interests. We compute a responsibility matrix depicting users and their levels of
interest in the varied topics which ultimately defines their profiles. To validate
the framework performance, we consider a generic Twitter dataset geolocated
to Kenya over a period of one year. Kenyan Twitterspace is considered based on
the authors knowledge of tweeting patterns and language in the country as well
as the diversity in topics over the time period.

This work is a build up to our initial work in computation of the Degree of
Interest in Sports Betting [28]. The current framework differs from our earlier
work in the responsibility matrix aspect as well as the approach used in the
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deduction of diverse topics of interest in the definition of user profiles. Scientifi-
cally, our contributions are as below:-

1. We design a user profiling framework that considers most definitive aspect of
online users in true extrinsic identity deduction i.e. the disseminated content.

2. We develop a soft computation approach that assigns an interest responsi-
bility level per topic to each user. This ultimately generates more succinct
profiles.

3. We test our framework using known Twitter users in the Kenyan Twit-
terspace. We also validated the output in the formulation of true user identi-
ties of such short text microblog users.

4. In the design science aspect, this work encompasses the definition of the
research problem and development of artefacts [12,16]. In our case this is
done through modelling via neural networks approaches. The output in the
form of word embeddings is the input to the Gaussian Mixture Model (GMM)
with Expectation Maximization (EM). EM builds soft clusters to compute the
degree of interest that users have in certain topics in the dataset. We are able
to detail the processes to the quantifiable outputs and validation by human
evaluators to make sure that the model works and objectives are met.

The rest of the paper is organized as follows. Section 2 summarizes the back-
ground and related literature of our study. Our approach is described in Sect. 3.
The experimental framework is presented in Sect. 4 while the results of our app-
roach are shown in Sect. 5. Conclusions and future work are summarized in
Sect. 6.

2 Related Works

Short text microblog users consume content on the platforms based on their
interest levels in certain topical content. Interest in the content may either be
self-driven or given by recommender engines. This defines their user interest
profile. Table 1 highlights some approaches by various authors in User Interest
Profiling (UIP).
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Table 1. Related literature in User Interest Profiling

Reference Year Contribution

[2] 2009 Statistically modeled for the discovery and distribution of user
interests for categories such as “games,” “food” and “movies.” in
tweets spanning 10 cities wordwide for four weeks using keywords

[3] 2013 A temporal and social probabilistic matrix factorization model was
constructed to predict potential user interests in micro-blogging

[10] 2013 Constructed a user profiling model based on topical categorization of
URLs in tweets. A mean profile prediction accuracy of 0.73 for 32
users over 18 coarse-grained interest categories was achieved

[14] 2014 Used hierarchical semantics of concepts from tweets to infer richer user
interests expressed as a hierarchical interest graph

[15] 2015 Proposed a Named Entity Recognition (NER) model for Twitter user
interests based on user profile modeling

[13] 2015 Developed a framework for identifying user interest changes over time
on Twitter. External knowledge sources (Topic Hierarchy Tree) was
constructed to infer the interests better in a hierarchical form

[23] 2017 Used soft ratings to model subjective, qualitative, and imperfect
information about user preferences. The same was used for a more
realistic and flexible means for users to express their preferences on
products and services

[30] 2018 Proposed a framework for profiling users based on their posting
activities. This was particularly in their posting frequency and
temporal patterns

[11] 2018 Used semantic relatedness for tag clustering to construct a strong user
interest profile (UIP). Other tags for inferring user interest, such as
comments and reviews, were neglected in this work

[9] 2018 Proposed a Wiki-MID for extraction of user preferences in
multi-lingual tweets with mappings to Wikipedia. The authors used
popular services e.g. Spotify to reliably extract users’ preferences

[18] 2018 Proposed the use of embeddings to jointly model users and their
representative content in the same semantic space. The essence was to
measure semantic similarity between users and words in inferring user
representations

[7] 2019 Considered individual interactions to construct an evolving Bayesian
non-parametric framework, called Dirichlet Process Mixture Model to
model user interests. The model showed superiority in prediction of
user behaviour and effectiveness in preference modelling

[33] 2019 Modeled a user interest graph represented by a hierarchical tree
structure covering 167 nodes on three levels. The study also considered
decay over time

[32] 2019 Developed a hierarchical interest overlapping community (HIOC)
detection method by studying similar relationships between user
profiles, and further presented a personalized recommendation model

Our work differs from the above with respect to the state-of-the-art in short
text interest-based responsibility user profiling. We made use of vector repre-
sentations to learn short and often misspelled words in the disseminated con-
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tent. Classifications for extraction of interest responsibilities for each user are
computed based via a Gaussian Mixture Model (GMM) with Expectation Max-
imization (EM).

3 Our Approach

As the aim of this study is to develop a model for extracting topics from
microblogs and quantifying the level of user interests, we adopt the design science
research by Peffers et al. [24]. Our study centres on the creation and evaluation
of the proposed framework as a research artefact that seeks to deliver both the-
oretical and practical contributions. We elicit the core profiling processes in the
proposed framework. The framework encompasses processes related to modeling
and representation of short texts, clustering and user interest-based responsibil-
ity matrix computation. Therefore, for the design and development of the model,
we adopted several neural network approaches in the representation of tweets.
This assumption is based on the success of other neural network approaches in
short texts as demonstrated in [17,21,31]. We followed the below processes in
computing the responsibilities that users have towards topics (clusters in this
case) in the dataset.

1. Modeling of Short Texts - Several neural network based models of tweets
are trained to achieve this. They are based on FastText [6], WordVec [20] and
Glove [25] technologies. The output is low vector representation of words in
the corpus [6].

2. Clustering and Extraction of Centroids - Tweets depicting higher simi-
larity are grouped together via K-Means++. K-Means++ optimizes the selec-
tion of cluster centres [1]. Similarity of tweets to a certain cluster is computed
by averaging their pairwise distances to the respective cluster centroid. In our
approach, both centroids and individual tweets are represented as vectors.

3. Responsibility Matrix Computation - We made use of the Expectation
Maximization algorithm [8] to define soft clusters over test tweets.

4. Multi-interest user Profiling - The responsibility matrix above represents
individual users and their level of interest in the generated topics. Multi-
interest user profiles are generated by aggregating individual interest levels
in the responsibility matrix. Based on a user defined inter-topic threshold,
users surpassing the value are then profiled based on the interest levels in
that topic.

To evaluate the proposed model, we applied an additional dataset of users drawn
from the same population, the Kenyan twitter space. Then we conduct human
validation with 3 evaluators. The evaluators have knowledge in the domain topics
as well as the language of use.

3.1 Modelling Short Texts

We based the modeling process on Word2Vec neural algorithm based on its
classification performance over other neural network approaches as depicted in
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Fig. 1. The model outputs word embeddings that typically reconstruct linguistic
contexts of words. Each word is assigned a vector space in such a way that
contextually close words are located close to one another in the dimensional
space [20]. For vector representations, parameter specifications across the models
were attributed the same way as in [28]. Unspecified parameters assumed the
default values specific to each modeling technique.

3.2 Clustering and Initialization of Centroids

The intuition behind the clustering process in our case is that semantically close
tweets are usually grouped together. To define clusters, manual inspection of
underlying keywords in each cluster are observed. These keywords ideally are
representative topics for each of the clusters. K-Means++ was the algorithm
of choice in clustering and extraction of initial centroids[1]. As mentioned by
authors in [28], the algorithm initially spreads out the set of cluster centroids
thus optimizing the choice of initial cluster centers. This guarantees an O(log k)
solution for convergence.

The choice of the number of clusters was based on two factors. First, we
determined the optimal set of topics in the dataset using the conventional Latent
Dirichlet Allocation (LDA) [5]. Owing to the weaknesses of modelling topics with
LDA on short and sparse texts, we further opted to manually seed the extracted
topics using MELDA [29]. Therefore, topics that were semantically close were
merged. The final topics provided a better indication of the expected cluster
numbers as ideally semantic closeness is key in both topic modelling and clus-
tering. Secondly, we used a heterogeneity measure [4] to determine the optimal
cluster numbers in the dataset which ideally should be as close as possible to
the optimal number of topics. The well known Elbow method [4] was applied in
determining this. With this method, several tests were run considering different
k values representing the number of clusters.

3.3 Responsibility Matrix Computation

Expectation-Maximization algorithm [8] was applied in identification of the
responsibility levels in terms of topical alienation and by extension cluster affil-
iation as described in Sect. 3.2. We followed the below steps in the Expectation
Maximization (EM) computation:-

1. Chose the initial values for estimations. Instead of randomizing the starting
values, we chose the initial set of cluster centroids extracted for the chosen
K, number of topics. The cluster centroids are in the form of vectors and
were extracted from the Word2Vec model. This is because EM is sensitive
to the initial means therefore a bad choice of means can lead to overlapping
points [26].

2. Secondly, the conditional expectations are fulfilled by initializing each cluster
weight based on the number of tweets in individual clusters assigned by K-
means++. The process is then followed by maximization of the log-likelihood
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with respect to the cluster weights assignment where missing data points are
replaced by the conditional expectation.

3. Lastly, the initial co-variance matrix is computed as convergence is assessed.

EM in this case defines the extent to which topics (clusters) have influence
over tweets. The resultant output after convergence is a matrix of topics and their
respective responsibilities over the individual tweets. The summation of shared
topical responsibilities over each tweet should add up to 1. The formulation of
the above steps is in Sect. 3.4.

3.4 Multi-interest User Profiles

Input in the computation of multi-interest user profiles is the responsibility
matrix computed in Sect. 3.3. To define a userx profile, rows of individual mod-
eled tweetsv corresponding to the user Yx, are selected from test dataset matrix
Y . Therefore, Yx ∈ Y . The user-interest representative model is derived by aver-
aging user interest vectors per topic. The output is representative of individual
topical interests Zw =

∑|Yx|−1
i=0 wxb.

To represent the above, let w be the count of modeled tweets per user x. For
b ∈ [0,K − 1], the user-representative interest model is computed as the average
of Zw and E =

∑K−1
b=0 Zw. This is representative of the sum of vector values

b. The Multi-interest User Profile (MiUP ) is thus computed as (Zw/E) ∗ 100.
Therefore, b values are simply the interest values to each of the 10 topics averaged
per user.

Its essential to define users in homogeneous groups in profiling. Therefore, a
threshold value n is introduced as definitive least interest value to be included
in grouping users with a certain level of interests. The value is determined based
on the inter-topic interest median. For example, if the test user’s median value
is 0.4, then 0.4 will be set as the threshold for that topic across all users.

4 Experimental Framework and Setup

Processes to validate our proposed approach are outlined in Sect. 3. For valida-
tion of our results, Glove, Word2Vec and FastText models are trained on the
same dataset with different dimensions. A description of the source and nature
of the dataset is in Sect. 4.1.

4.1 Datasets and Settings

Our corpus comprised of 650, 055 unique tweets geo-localized to Kenya. They
were collected in JSON format for a period of a year starting 17/10/2018. Each
tweet entry contained associated metadata such as hashtags, mentions etc. We
filtered out all retweets from the collection. The tweeting language was majorly
English and Swahili, Kenya’s national languages. Just like in [28], the choice
of Kenya’s Twitterspace was largely influenced by the author’s familiarity with
Kenyan’s tweeting patterns, diversity in topics as well as the availability of some
domain specific data that augmented our dataset.
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Dataset Augmentation. Regarding domain specificity and validation of our
approach, we augmented the dataset with 50639 sports betting related tweets
geolocalized to Kenya. We needed this known set for validation of our method-
ology. To be specific, the betting related tweets were queried and collected from
Twitter handles specified in Sect. 4.1 of [28]. Therefore, the entire training set
comprised of 700, 694 unique tweets all geolocalized to Kenya.

Sample of Users for Evaluation. To evaluate our methodology, we made use
of two known but diverse datasets. We considered 1000 tweets associated with
sports betting Twitter handles labelled Sports Betting Related. In addition, we
considered 1000 politics related tweets generated on 8th August 2017 during the
last general election in Kenya. These two divergent but geographically relevant
sets of data provided a mechanism for testing our modeling approach before
the profiling process. In essence, the best modelling approach should be able to
separate the two sets in almost equal segments.

The 2000 tweets were pre-processed and duplicates removed. All tweets with
less than 25 characters were also removed from the set. The pre-processing steps
are described in detail in our previous work [28]. At the end, 784 sports betting
related and 769 politically related tweets were validated.

4.2 Model Training and Evaluation

We followed the short text modeling process described in Sect. 3.1 to train the
models. Our trained models were based on FastText [6], Word2Vec[20] and
Glove[25] neural network modelling techniques. The output of the modelling
process is a vector representation of a word(s) based on the context within which
the word is commonly used. However, for FastText, word modelling is indepen-
dent of the language of expression and vocabulary size as its based on a sliding
window of characters instead of comparing the whole words.

Model Training. Five neural network based models Word2vec-SkipGram
(100 dimensions), Word2vec-CBOW (200 dimensions), FastText-SkipGram (100
dimensions), Glove (300 dimensions) and FastText-CBOW (100 dimensions)
were trained for evaluation and consistency purposes. The choice of the above
models with their respective parameters was based on their success in our earlier
work [28]. A preprocessed and tokenized corpus of tweets was the input in the
model’s training framework. Ideally, the models learn character or word pat-
terns by mapping words in the corpus to a vector space. In general, the models
predicted the next word based on the surrounding words contextually. FastText
models further learnt word contexts by averaging windows of character represen-
tations. These models therefore dealt better with out vocabulary or misspelled
words compared to say Word2Vec or Glove based models. The models to a large
extent contextually learnt Swahili and English terms well. The below parameters
were specified before training Word2Vec and FastText models:
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– size or the number of dimensions, min count or least count of a word in the
corpus for it to be factored in the training set;

– The window parameter. This is the maximum distance between the current
and predicted word in a tweet;

– sg for training a Continuous Bag of Words (CBOW) if sg = 0 or undefined
and skip-gram model if sg = 1.

– word n grams to enrich word vectors with subword(n grams) information
if specified as 1; and iter or iterations which was the number of iterations
(epochs) over the corpus.

– Number of epochs i.e. one full cycle in training was defined for the Glove
model as well as the learning rate(lr).

The model outputs were vectors of each word in the cleaned corpus. An in-
depth view of the word representation process in the three modeling techniques
is explained in Sect. 3 of [28] under model training.

Model Evaluation. There was need for evaluating each of the state-of-the-art
modeling techniques in order to select the most relevant one for multi-interest
user profiling approach. In this instance, each of the models is subjected to a
labeled set of test data. Based on the heterogeneity results in Fig. 2, the dataset
had approximately 22 topics. Out of the 22, we had ground truth tweets for
two topics i.e. Sports Betting and Politics. The tweets were extracted from
timelines of betting companies and politicians in Kenya respectively which were
then aggregated with the training data. Each tweet was annotated as political
or sports betting related based on the disseminating Twitter handle. The hetero-
geneity measurement is computed via K-means++ as illustrated in Sect. 5.

Fig. 1. Models classification results

Topical Classifications.
The topical classifications
of tweets under the 22
topics via K-means++
depicted some overlap
across the dataset. How-
ever, hashtagged tweets
provided better general-
izations, especially with
the smaller topics. Hash-
tags such as #uhuru-
mustgonow, #Istandwith-
NdindiNyoro, #Punguza-
MizigoBill2019 were label-
led as Political Dis-
course . On the other
hand, hashtags such as
#mensfinal, #USOpen,
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#Nadal define the Sports topic. Tweets classified under Newspaper Dailies
were specific to major dailies in Kenya. #Natiomedia, #thestarkenya are some
examples in this category. News & Emerging issues characterized breaking
news, that could still be related to topics such as sports, politics etc. However,
the idea was to generate very specific interest profiles for users. Some users for
example may be interested in emerging news and sports and not politics thus
categorizing them as news, may not be very specific to their taste profiles. The
resultant topical classifications after merging of smaller topics were 10 as shown
in Table 2.

A subset of 2000 out of 5320 randomized tweets from the two categories were
selected for labelling and subjected to the five neural-network based models for
classification. Adjustable parameters were replicated in the classification algo-
rithms for consistency. Support Vector Machines (SVM), Boosting Tree, Decision
Tree and Logistic Regression algorithms were selected for the classification pur-
pose. The idea was to select the best performing modelling framework whose
embeddings could be subjected to Expectation Maximization (EM) to generate
soft topic assignments.

From the results in Fig. 1, Word2Vec-SkipGram with 100 dimensions consis-
tently outperformed the other algorithms. Therefore, Word2Vec-SkipGram (100
dimensions) was selected as the modelling technique of choice for further EM
experiments. Technically, soft cluster assignments from the rest of the algorithms
was not very meaningful at this stage as Word2Vec-SkipGram (100 dimensions)
generated the best set of embeddings for soft cluster assignments in this setup.

5 Results

The Word2Vec-SkipGram model in Sect. 4.2 was trained with the follow-
ing parameter specifications. Size= 100 ,min count= 3 and window=10 .
Default Word2Vec values were assumed for the rest of the parameters. The out-
put of the modelling process was a vectorized dictionary of 140252 words.

Fig. 2. Elbow heuristic results

The optimal
number of clus-
ters in tweets for
EM were com-
puted following
the Elbow heuris-
tic [4] measure.
To compute this,
several K val-
ues representing
probable number
of clusters were
factored. For each
value of K, K-
means++ was app-
lied to calculate
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Table 2. EM topical classifications

heterogeneity. Heterogeneity is a measure of compactness in the clustering pro-
cess. Ideally, the optimal cluster numbers should be as close as possible to the
number of topics identified in Sect. 4.2. Results shown in Fig. 2 depicts K to be
a value between 20 an 30 which corresponds to the 22 topics representative of
the dataset as derived in Sect. 4.2. However, overlapping cluster centroids for 12
topical classifications were merged with the rest of topics as they were contex-
tually similar by manual observation leaving 10 topics. The resultant centroids
were then extracted and used as initial means for EM.

5.1 Methodology Validation

To further validate the methodology and results of the EM process, we used
a validation dataset of 282 users drawn from the Kenyan twitter space. 82 of
the users are current politicians thus the assumption is that their interests are
largely political. Its worth acknowledging that politicians do not just disseminate
political content. They would often tweet about current affairs in the country,
development projects they undertake etc. However, with EM, we are only looking
at quantifying the interest in specific topics. Therefore, if the interest that a user
labelled as politician has in the politics topical cluster is higher/close to the
highest classification value, then it is enough proof that the user actually is a
politician. We acknowledge that this may not be the same for a few of them.
Output of this validation process is a responsibility matrix depicting soft cluster
assignments for the users in question. For each, user, average interest vectors
per topic were computed representing the users profile as described in Sect. 3.4.
For example, user kithurekindiki, a senator tweeted only 4 times in the course
of our data collection process. Averaging the user’s interest in the extracted
topics, his interest was 100% in Political Discourse. On the other hand, a user
such as mutuamuluvi, though with very few tweets, the diversity in topics was
evident with 42.9% of his tweets being profiled as Political Discourse, 7.7% in
Life and Well-being, and 8.6% Condolences among others. A subset of the entire
output is shown in the Table 2. Usernames in the table have been anonymized for
privacy reasons. The same output in Fig. 3 shows that on average, 67.259955%
of content disseminated by the politicians is political. This affirms that our
framework largely classifies correctly. Results in such a modelling process can
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be applicable in follower - followee recommendations, dealing with cold-start
recommendations and third-party content propagation in short text microblogs.

5.2 Human Validation

To validate, the results obtained in Sect. 5, we made use of 3 human evaluators.
The evaluators were selected based on their knowledge of the English and Swahili
languages i.e in deciphering content and assignment to a probable topic as well
as their familiarity with specific domains e.g. sports betting. General knowledge
about Kenya was also a requirement as some tweets needed someone well versed
with Kenya to discern their true contextual representation. We presented them
with 20 tweets from 10 random tweeters, in the test set for validation. The eval-
uators were also presented with a curated list of topics in the test set outputs
as in Table 2. They were expected to classify each tweet based on the presented
subset of the identified topics. For consistency purposes, the extent i.e. percent-
age of influence the topic had on the validation tweet was not considered. The
evaluators were to just identify whether a tweet was relevant to the presented
topics in line with the soft clustering approach. The results were presented the
same way as in [28] where X1 to X3 represented the evaluators. x1u to x3u are
the individual soft topic classifications as per evaluators. M1u..M3u represents
the model’s topical assignments for the same tweet. The Kappa score is then
computed representing the agreement between classifications in the model and
human evaluators [19]. k1u to k3u represented the Kappa score across the top-
ics. Therefore, Kappa score k is computed as k = po − pe/1 − pe where pe is
the hypothetical probability of chance agreement. On the other hand, po is the
relative observed agreement between the model’s and evaluators’ observations.

Fig. 3. Politicians EM classifications and relevance to
political content

Table 3 shows the
classification agreements
between evaluators and
the model in our pro-
posed approach. From
the table, the agreement
between the model’s and
evaluators’ classifications
were 59.2% depicting a
moderate to substantial
agreement in the clas-
sifications as per the
Kappa statistic scale
[27]. This is a very
strong indicator of pro-
file consistency based on
the fact that only 20
tweets were considered
for each user. A larger
number of tweets would
have likely resulted in a better Kappa score.
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Table 3. Kappa Scores K depicting rating agreement between the model and human
evaluators

X1 X2 X3

X1u M1u K1u X2u M2u K2u X3u M3u K3u

Life &

Well-being
4/20 3/20 0.828 3/20 3/20 0.608 4/20 3/20 0.483

Development

Projects
2/20 1/20 0.643 1/20 1/20 1.0 1/20 1/20 1.0

Sports 6/20 6/20 0.762 6/20 6/20 0.524 6/20 6/20 0.524

Counties 3/20 4/20 0.483 4/20 4/20 0.688 4/20 4/20 0.688

Swahili

Chatter
1/20 1/20 1.0 1/20 1/20 1.0 0/20 1/20 0.0

Newspaper

Dailies
5/20 6/20 0.625 5/20 6/20 0.625 5/20 6/20 0.875

Political

Discourse
14/20 12/20 0.783 13/20 12/20 0.681 10/20 12/20 0.4

Elections 0/20 2/20 0.0 2/20 2/20 0.44 2/20 2/20 0.44

News &

Emerging

Issues

9/20 7/20 0.588 6/20 7/20 0.659 5/20 7/20 0.529

Condolences 0/20 1/20 0.0 0/20 1/20 0.0 0/20 1/20 0.0

6 Conclusion and Future Work

Short text micro-blogging platforms are definitive in profiling user’s long and
short term interests based on their disseminated content. The propagated con-
tent will depict certain topical preferences to a large or lesser extent. We pro-
posed a framework that optimizes vector representations in classifying tweets as
soft clusters via Expectation Maximization. For computation of a user’s multi-
interest profile, we aggregated individual topical classifications. We validated the
outputs of our approach by assigning random tweets belonging to a few tweet-
ers for manual topical classifications. This validation showed strong agreement
(0.592 Kappa Score) between model and evaluator’s classification.

Our study provides an enhanced model for user interest profiling as well as
sheds light on the design knowledge of such models. For instance, we demon-
strate that the use of vector representations to learn short and often misspelled
words in the disseminated content will potentially enhance the effectiveness of
user interest profiling. Furthermore, the combination of the state-of-the-art tech-
niques shows promising results.

We are inclined towards time-stamp based profiling in short text microblogs
in future for better and timely third party content recommendations. An evalu-
ation of the approach against other graph-based approaches will be integral in
future.
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16. Lapão, L.V., Da Silva, M.M., Gregório, J.: Implementing an online pharmaceutical
service using design science research. BMC Med. Inform. Decis. Mak. 17(1), 31
(2017)

17. Li, J., Xu, H., He, X., Deng, J., Sun, X.: Tweet modeling with LSTM recurrent neu-
ral networks for hashtag recommendation. In: 2016 International Joint Conference
on Neural Networks (IJCNN), pp. 1570–1577. IEEE (2016)

https://doi.org/10.1007/978-3-030-00668-6_3


168 H. Wandabwa et al.

18. Liang, S., Zhang, X., Ren, Z., Kanoulas, E.: Dynamic embeddings for user profiling
in twitter. In: Proceedings of the 24th ACM SIGKDD International Conference on
Knowledge Discovery and#38; Data Mining, pp. 1764–1773. KDD ’18, ACM, New
York, NY, USA (2018). https://doi.org/10.1145/3219819.3220043

19. McHugh, M.L.: Interrater reliability: the kappa statistic. Biochem. Medica 22(3),
276–282 (2012)

20. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed repre-
sentations of words and phrases and their compositionality. In: Advances in Neural
Information Processing Systems, pp. 3111–3119 (2013)

21. Mishra, S., Rizoiu, M.A., Xie, L.: Modeling popularity in asynchronous social media
streams with recurrent neural networks. In: Twelfth International AAAI Confer-
ence on Web and Social Media (2018)

22. Morstatter, F., Pfeffer, J., Liu, H., Carley, K.M.: Is the sample good enough?
comparing data from twitter’s streaming API with Twitter’s firehose. In: Seventh
International AAAI Conference on Weblogs and Social Media (2013)

23. Nguyen, V.D., Sriboonchitta, S., Huynh, V.N.: Using community preference for
overcoming sparsity and cold-start problems in collaborative filtering system offer-
ing soft ratings. Electron. Commer. Res. Appl. 26, 101–108 (2017)

24. Peffers, K., Tuunanen, T., Rothenberger, M.A., Chatterjee, S.: A design science
research methodology for information systems research. J. Manag. Inf. Syst. 24(3),
45–77 (2007)

25. Pennington, J., Socher, R., Manning, C.: Glove: global vectors for word represen-
tation. In: Proceedings of the 2014 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pp. 1532–1543 (2014)

26. Recalde, L., Baeza-Yates, R.: What kind of content are you prone to tweet? multi-
topic preference model for tweeters. arXiv preprint arXiv:1807.07162 (2018)

27. Viera, A.J., Garrett, J.M., et al.: Understanding interobserver agreement: the
kappa statistic. Fam. Med. 37(5), 360–363 (2005)

28. Wandabwa, H., Naeem, M.A., Mirza, F., Pears, R.: Follow-back recommendations
for sports bettors: a Twitter-based approach. In: Proceedings of the 53rd Hawaii
International Conference on System Sciences (2020)

29. Wandabwa, H., Naeem, M.A., Pears, R., Mirza, F.: A metamodel enabled approach
for discovery of coherent topics in short text microblogs. IEEE Access 6, 65582–
65593 (2018)

30. Ying, Q.F., Chiu, D.M., Venkatramanan, S., Zhang, X.: User modeling and usage
profiling based on temporal posting behavior in OSNs. Online Soc. Netw. Media
8, 32–41 (2018)

31. Zhang, Z., Robinson, D., Tepper, J.: Detecting hate speech on Twitter using a
convolution-GRU based deep neural network. In: Gangemi, A., Navigli, R., Vidal,
M.-E., Hitzler, P., Troncy, R., Hollink, L., Tordai, A., Alam, M. (eds.) ESWC 2018.
LNCS, vol. 10843, pp. 745–760. Springer, Cham (2018). https://doi.org/10.1007/
978-3-319-93417-4 48

32. Zheng, J., Wang, S., Li, D., Zhang, B.: Personalized recommendation based on
hierarchical interest overlapping community. Inf. Sci. 479, 55–75 (2019)

33. Zhu, Z., Zhou, Y., Deng, X., Wang, X.: A graph-oriented model for hierarchical user
interest in precision social marketing. Electron. Commer. Res. Appl. 35, 100845
(2019)

https://doi.org/10.1145/3219819.3220043
http://arxiv.org/abs/1807.07162
https://doi.org/10.1007/978-3-319-93417-4_48
https://doi.org/10.1007/978-3-319-93417-4_48


Design Principles



Design Principles Exposition: A Framework
for Problematizing Knowledge and Practice

in DSR

Magnus Rotvit Perlt Hansen1(B) and Amir Haj-Bolouri2

1 Department of People and Technology, Roskilde University, Roskilde, Denmark
magnuha@ruc.dk

2 University West, Informatics, Trollhättan, Sweden
amir.haj-bolouri@hv.se

Abstract. Design principles (DPs) have been recognized as a central contribution
inDesignScienceResearch and the research community has begun acknowledging
their importance. Much of this work implicitly assumes that design principles are
natural components of contributions that can easily be derived by researchers
without a need for criteria for their proposal, application or evaluation. In this
paper we infer a framework for how to expose the conceptual structure of DPs as
both components and sole contributions. We find a danger in assuming that design
principles alone are contributions as they are very broadly used to propose utility
yet the specific target audience or the explicit use of them as components of design
theory occur less frequent. Furthermore, by applying our framework to a set of
DPs, we offer four parts of their conceptual structure that can be used to convey
the nature of design principle contributions and further identify potential areas for
improvement or further research. We derive 8 questions that offer a guiding hand
to researchers who attempt to embed DPs as components of their contribution
either to research or to practice.

Keywords: Design principles · Practical knowledge · Technological rules ·
Design theory components

1 Introduction

Allow us to preface the initial sentence of this introduction with a bold and, perhaps
provocative, statement: “The current state of design science research on design princi-
ples has a serious utilization problem”. Why? Because the conceptualization of Design
Principles (DPs) as a highly attainable DSR contribution is in a weird spot.

15 years ago, vanAken [1] wrote that “Academic management research has a serious
utilization problem.” [1, p. 219] in a call for more prescriptive research to “open up the
incestuous, closed loop of the Academy’s conferences” [1, p. 219]. The main point of the
paper was to include prescriptive, research-oriented ‘technological rules’ to close the
researcher-practitioner gap that had kept widening. While we do not dare call the state
of DPs in DSR ‘incestuous’, we see several fundamental issues with how the field has
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evolved, specifically the continuous publication of “design principles” as prescriptive
DSR contributions.

Design principles are considered to be an essential and guiding part of design theories
[2–4]. The concept of “design principles” was initially proposed as a way to 1) close the
gap between researchers and practitioners” and 2) provide more theoretical prescriptive
research to thefieldofmanagement of information systems. Seminalmodels andmethods
of DSR position design principles as a prominent set of outcomes [5, 6]. Chandra Kruse
et al. [7] characterizeDPs as “knowledge about the creation of other instances of artifacts
belonging to the same class” (p. 39). Design principles should have their value assessed
based on both practical and theoretical value, much in line with “principles of form and
function”, and “principles of implementation” as proposed by Gregor and Jones [8].
Often design principles are framed in a logical order from theoretical and/or empirical
grounding but can also be elicited post-hoc from after an instantiation has been built
or evaluated [4]. Recently, the area has garnered attention in terms of the meaning and
usefulness to practice and guidelines on how to formulate DPs [7, 9], making it difficult
to assess their usefulness to either practice or theory based on their current formulation.

The conundrum of where to place and how to propose design principles infer a thor-
ough investigation into the different conceptual structures of design principles. As such,
the paper proposes the following research question: How to expose design principles so
that their potential can be revealed on a practical and theoretical level?

We have structured the paper the following way. First, we present the seminal works
that conceptualize design principles or similar and consolidate the differences and com-
monalities on a conceptual level. Second, we infer a framework that can be used to
expose the structure of DPs and apply this framework to a range of recent DSR journal
publications that contribute with DPs and expose their underlying structure, origin and
implications.We suggest a series of central questions that include the potential for future
design-related work based on the DPs. Finally, we discuss the impact of having different
knowledge contribution spaces as well as aims and criteria that can indicate how and
why design principles can be viewed as both true and effective, as well as the potential
for further research on an ontological and epistemological level.

2 The Conceptual Space of Design Principles

The origin of ‘design principles’ as a concept is somewhat difficult to historically pin-
point. In ‘The Sciences of the Artificial’, Simon [10] makes little to no mention of such
a thing as design principles, and even the works of Hevner et al. [11] also do not mention
the concept. Conceptually, principles have been defined as being a central part of ‘Design
Theory’ [8] and are both prescriptive in nature and considered as new generalized or
abstract knowledge through either improvement (applying new design solutions to old
problems) or exaptation (applying old design knowledge to new problems) [4]. Despite
rigorous ontologies for DSR concepts and being epistemologically rooted in realism [4,
8], the ontological definitions of DPs have not shared a similar inception.

In the following we present a dissemination of the conceptual space of the seminal
works that have proposed structures of the DP concept in one form or another. The
seminal works that are drawn on are the results of those papers that have been cited
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as DP origins by newer DSR DP papers (identified after the ‘selection’ phase of the
literature review methodology on page 5).

2.1 Different Application Levels

Design principles can be viewed on three different levels of application; technology,
domain and formal level. The term is primarily defined as a matter of abstraction, from
a concrete product and artefact-focused level (class of artefacts, systems or methods) to
more general areas and contexts up to the highest level and spanning various technologies
and domains (see Table 1).

Table 1. Seminal works supporting the different application levels of design principles

Bunge [16] van Aken [1] Walls et al. [2] Gregor and
Jones [8]

Application
level

Formal Laws Rules “Organization
theory”

Process and
product kernel
theories

Justificatory
knowledge
as kernel
theories

Domain Technological
rules

“Management
theory”

Meta-requirements –

Technology – Design
exemplar

Meta-design Expository
instantiation

Formal Level: As early as 1966, Bunge [12] proposed prescriptive statements as nor-
mative rules that can be derived from laws. On the formal level, laws are defined as
overall explanations of world phenomena that science will uncover and rules of conduct
or action, utilized in practice are then (often) inferred from these laws. Distinct from
laws. Van Aken [1] exemplified this distinction as organization theory that consists of
describing, understanding and predicting phenomena.

Walls et al. [2] pioneered the notion of product and process kernel theories (used
as seminal works of the foundation of DSR [8, 11]); various theories used to explain
phenomena of the world used to derive and test prescriptive statements.

One example is that of the design features of relational databases [13] that over
time has been applied to so many domains and technologies that the principles behind
can be argued to be on the formal level. Another example is the Gestalt Principles
from Psychology [14], also widely adopted and taught in other domains, including
interaction design [15], all of which have been referenced, utilized, applied and evaluated
so thoroughly that they can be considered “laws” of organization.

Domain Level: On the domain level resides technological rules. These type of rules are
directly inferred from laws and tested out in practice to both evaluate their usefulness but
also to provide more knowledge about the existing laws from where they were derived
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[12, 16]. Bunge and van Aken provide the following example of a technological rule: if
wanting to provide outcome X, in context Z, then something like Y can help.

Van Aken [1] proposes this level as management theory that provides prescriptive
technological rules to guide practitioners in solving problems that can be applied to
classes of domains. The level is can be considered similar to that of Walls et al. [2]
and Gregor and Jones [8] who identify meta-requirements as: “[…] the class of goals to
which the theory applies.” (Walls et al. [2], p. 43).

Technological Level: This level has a concrete focus on a specific, tangible technology
or class of technologies to which prescriptive statements are applied. As domain level
is not always specific enough, an application instance that can show the result of the
application has been denoted a design exemplar [1], expository instantiation [8, 11] or
the meta-design [2].

2.2 Types of Design Principles

We identify DPs into two types; concrete attribute principles (CAPs) of a type of
design that is needed to attain a certain goal, and process action principles (PAPs) that
explicates how designers, developers or other actors should perform actions to attain the
design or its use (see Table 2). The CAPs have been proposed as algorithms [1] (specific
and concrete specifications that are required), meta-design [2] (defined as a generalized
artefact that should correspond to the requirements), and principles of form and function
[8] (the essence of an artefact; its causa formalis).

Table 2. Seminal works supporting the design principle types

Bunge [16] van Aken [1] Walls
et al. [2]

Gregor and Jones
[8]

Principle
types

Concrete
attributes

– Algorithmic Meta
design

Of form and
function

Process
actions

– Heuristics Design
method

Of
implementation

On the other side are the PAPs, proposed as heuristics [1] (qualitative and interpreta-
tive), the design method [2] (actions needed to attain the finalized design), or as principles
of implementation [8] (causa efficients; producing or using the material artefact).

2.3 Utility Interest

We also find that DPs have a proposed utility in terms of the final recipient, either as
abstract knowledge in which researchers would have an interest, or as practical action
in which practitioners could benefit from applying the principles (see Table 3).
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Table 3. Seminal works supporting varieties of utility interest

Bunge [16] van Aken [1] Walls et al. [2] Gregor and
Jones [8]

Utility
interest

Abstract
knowledge

Solution fit to
domains,
testing laws

Solution fit
to domains

Prescriptive
design theory

Prescriptive
design theory

Practical
action

Practical,
general
solutions

Practical,
managerial
solutions

– –

Bunge [16] andVanAken [1] explicitly note that technological rules are used to solve
practical problems and hence utilized by either practitioners and managers respectively.
Hence, it is not necessary practitioners to know the underlying laws behind the rules as
long as they use them effectively. Walls et al. [2] and Gregor and Jones [8] see focus
more on components of prescriptive design theory with a stronger focus on the abstract
knowledge.

2.4 Criteria for Evaluation and Aim

The final part of our framework is that of criteria, including the evaluation of the
principles, or at very least the proposed design (which is considered an important activity
in DSR [11]) as well as the aim of the DPs, defined as the overall motivation. Note the
potential overlap between utility interest and aim, though distinguished in terms of the
onset (aim) and the end product (utility) (see Table 4).

Table 4. Seminal works supporting criteria of design principles

Bunge [16] van Aken [1] Walls et al.
[2]

Gregor and
Jones [8]

Criteria Evaluating Empirical Beta testing
(empirically)

Testable
hypotheses

Testable
propositions

Aim Domain fit Transferability – Design theory
components

Evaluation: As the technological rules are being utilized by researchers to either learn
more of existing laws or about the effectiveness of the rules, Bunge [16] suggests thor-
ough empirical testing. Van Aken denotes this beta testing [1]. Interestingly enough,
neither Walls et al. [2] or Gregor and Jones [8] mention that the components of princi-
ples should be tested but rather the whole prescriptive design theory where principles
take part should be evaluated through either testable hypotheses [2] or testable propo-
sitions [8] (note the difference in nomenclature as a silent acknowledgment that not all
design theories reside in the objective domain where hypotheses are possible).
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Aim: Bunge [16] proposes the importance of technological rules being used to test the
fit to domains as well as the laws they were derived from. Van Aken [1] acknowledges
that technological rules can be motivated by producing practice-oriented, middle-range
theories through transferability between domains. On the other hand, Gregor and Jones
[8] both see aim of principles as the components of producing prescriptive design theory
(adopted from Walls et al. [2] who do not use the term principles).

3 Methodology

In order to fulfil the research purpose of this study and to answer the proposed research
question, we performed a literature review of past and present knowledge about design
principles in DSR. Our performed literature review was undertaken through an ‘author-
centric’ approach [17] in order to present a summary of the relevant literature on a topic.
Consequently, the review process into three distinct steps: (i) search and identification
of literature (e.g. journal articles, conference papers), (ii) selecting relevant literature,
and (iii) analyzing the selected literature. We explain each of the steps as follows.

Identification: Thefirst step of the reviewprocess emphasized a search andfind activity.
Here, we performed an initial search via Ebscohost, looking for papers that included
design principles as their main contribution. Consequently, we used the concatenated
search queries for papers proposing design principles as part of their abstract: ‘ab “design
principles” AND (“Information Systems” OR “Information Technology”)’. The search
returned 122 hits and included CAIS, JMIS, MISQ, ISJ, JAIS, ISR, EJIS and JIS. A
similar query was made on JIT (journal’s own library) and SIS (using Science Direct)
with 25 hits and 12 hits respectively, making a total of 159 hits. Finally, we also drew on
references from previous papers on design principles [e.g. 6, 8, 16] that already focused
on finding design principles papers.

Selection: The second step of the review process focused a selection of 14 papers. We
systematically emphasized papers that explicitly focused and mentioned design princi-
ples as their main research contribution. As a consequence, we excluded meta-papers,
theoretical papers, papers about design guidelines, or papers that used design principles
without contributing to design theory, DSR, or evaluation of artifacts.

Analysis: The third and final step of the review process included an analysis of the 13
selected papers. Here, we divided the analysis process between the two authors by coding
a number of crucial aspects such as: explicating the design principles of each paper and
highlighting how the authors of each paper propose the utility of their design principles
(e.g. principles for practice, theory), deriving the abstraction level of the principles (e.g.
principles for technology, domain), and more.

Throughout the analysis process, we specifically noted where conflicts of interpre-
tation were present and used the conflicts as areas of problematization for the results.
We are thus aware that some may prefer to resolve conflicts, whereas for this specific
paper, we addressed conflicts as essential elements of the results. The criteria for each
illustration of our framework in the findings were a weighting based on whether the
conflicts were unique to each finding or general for several of them.
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4 Results

No papers contributed with DPs on the formal level (strange but not entirely surprising),
though 3 papers contributed to DPs on both domain level and technology level. 4 papers
drew on both CAPs and PAPs, and one of the papers introduced the notion that the two
types of DPs were interdependent. 2 papers were found to be potentially utilized by
both researchers and practitioners. Of most interest was the concept of criteria as this
contained the most papers that fell into more than one category. As a result, we had to
distinguish between evaluating through theoretical grounding; 9 papers where DPs were
derived from justificatory theory and discussed through the same, and evaluating through
empirical grounding; also 9 papers that derived DPs from practice and/or evaluated them
through practice.Another distinction of criteriawas the aim.Here, 5 paperswere found to
have an explicit theoretical aim (contribution of DPs as components of a design theory),
and 9 papers were found to have an explicit practical aim (contributing to practical
knowledge or middle-range theory). Table 5 illustrates these findings. In the following
sections, we reveal our findings of the analysis through a set of propositions.

Table 5. Using the framework to expose the DPs of articles into different streams

References

Application level To domain [19–23]

To technology [24–29]

To technology and domain [30–32]

Principle types Concrete attributes [20, 21, 24, 26–28]

Process actions [19, 22, 23, 25]

Interdependent [29–32]

Utility To Research knowledge [21, 29]

To Practical action [19, 20, 22–24, 26–28, 30, 31]

To Knowledge and action [25, 32]

Criteria Evaluating through grounding [20–23, 25–27, 29, 31, 32]

Evaluating empirically [20, 24–28, 30–32]

Theoretical Aim [25–27, 29, 32]

Practical Aim [20–25, 28, 30–32]

4.1 Application Level Combination as Knowledge Potential

We found a rough, even split between domain (5 papers) and technology (6 papers)
application, while 3 papers focused on both technology and domain. No principles were
found to be applied to the formal level (most likely because of the contemporariness of
the identified papers, since formal level design principles need to be utilized in many



178 M. R. P. Hansen and A. Haj-Bolouri

domains and through many technologies). The principles that focused specifically on
the technology application levels were written as requirement specifications with close
to testable hypothesis connected to it. One paper [28] had so specific requirements of
the principles that they could be read almost down to an interaction scenario level:

“DP1: The user interface should provide a mechanism for customizing the vocab-
ulary of terms used by the system in its communication to the user, the composition of
business transactions, and the content of the system’s informational output to match the
practices of the organization.” ([28], p. 195)

The detailed nature of the principle above reveals a highly detailed specification
of how the artefact should act and what criteria should be evaluated against, and thus
implicitly aids any designer or developer in developing the artefact. For example, Hustad
and Olsen [19] propose 8 DPs that can be applied to teaching users about systems, in
this context enterprise systems. Yet the application domain remains within user teaching
as the DPs are so abstract that they could also be tested on other technologies and across
domains. The wording of the principles shows how sticking to a single application level,
and also abstracting principles, can reveal a high potential in further knowledge potential
either across domains or to other specific technologies. Yang et al. [28] who propose
5 design principles for designing an integrated information platform for an emergency
response systemandhence focus onboth applyingprinciples from technology (integrated
information platforms) and applying these to the domain of emergency response through
both CAPs and PAPs. The principles reveal a large potential for further knowledge
creation by further coupling the two application levels: how well can the CAPs integrate
into other emergency response domains, and into which other technologies can PAPs be
applied to?

4.2 Phrasing of Design Principles Influence the Design Principle Type

While the principle of DPs might seem straightforward, many areas remain unclear.
Areas such as the specific phrasing of a principle based on which type of knowledge
one wants to convey, the context of the principle as well as the application level. For the
papers analyzed, this was represented through a somewhat unclear distinction between
CAPs and PAPs (also mentioned previously).

Some principles were clearly CAPs and others were clearly PAPs but other principles
could be interpreted in a way that either included or excluded actual actors, or actors
acting on a system and somewhat implying a certain functionality. In other cases, such
as the one we mentioned in the previous section in regards to [30], we found a huge
potential for further inquiry that could lead to even more design principles to be named,
somewhat hinting that the list of relevant DPs is still incomplete.

The finding can be condensed into two main areas: (i) the dialectically causal nature
between certain kinds of CAPs and PAPs, and (ii) the inclusion of implicit or explicit
actors. The first finding implied that certain PAPs had to be performed prior or after other
CAPs, or that certain CAPs were a baseline for PAPs to even occur. The second finding
implied that to categorize a DP one should look into whether the actor was the artefact
or product itself or actions taken by or on human actors. Examples include Gregor et al.
[22] who contribute a list of PAPs for finding sweet spot change strategies, yet implicitly
focused on actions that some actor needs to or should perform:
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“Principle 1: Identify and act on the sweet spot(s) - Undertake a thorough analysis to
identify the primary underlying inhibitor(s) for a desired outcome and target the initial
intervention activity to address and overcome the primary inhibitor(s)” ([22], p. 664).

The implicitly phrased DPs thus hold a high potential in identifying specific actors
that, in finding a challenge in identifying change strategies, could work together or act
on the problem.

Another example included the potential to identify further CAPs from PAPs by
Markus et al. [25]who contributewith 5DPs for designing systems that support emergent
knowledge process. DP2 through DP5 are all explained as actions that should lead to
specific functionality of the final system. In this sense, designers’ actions precede the
functionality of the system but in such and open way that the DPs can still not be used
as either requirements, use cases or as actual testable propositions.

4.3 Knowledge Contribution Through Instantiation and Evaluation

The findings of the papers revealed that it is not always easy to explicitly identify a
knowledge contribution of the principles themselves. Many of the papers showed that
certain aspects of the principleswere not entirely new, though the knowledge contribution
came from the unique context that the principles resided in. Classical papers revealed
howDPswere identified from literature, applied to an instantiation of an artefact and then
evaluated and/or refined, showing the contribution as knowledge to practical application
[22, 24, 26–30]. Other papers revealed a more theoretical proposal for DPs [19–21, 25].

For the latter referenced papers, DPs were identified or created based on meta-
requirements, and then evaluated or inferred through literature. The following two
vignettes illustrate the two mentioned issues further:

Two papers explicitly mentioned an intended audience for the DPs [22, 28] and
greatly helped identify to whom the DPs can be targeted at. Identifying the target audi-
ence was not trivial, however, and heavily relied on interpreting the current state of the
contribution. For example, Lee et al. [24] present 5 design principles (CAPs) proposed
to be fundamental to achieve “Bright Internet”, meaning the potential for a more secure
and privacy-oriented use of the internet. The principles are derived from other theories
across the formal domain of “internet security”. The contribution is theoretical but could
have the potential to be tested and evaluated through an artifact that supports the pro-
posed “Bright Internet”, hence showing evidence for the usefulness in practice and then
grounded on the technological application level.

5 Concluding Remarks

In this paper, we contribute to DSR in IS with a framework for design principles that
expose where potential and further design knowledge can be uncovered. We extend
existing research on thematter by proposing a higher level framework than e.g. Cronholm
and Göbel [9] (who primarily focused on structural aspects of the phrasings of DPs)
that can be used to identify potential application levels that can be used to further the
knowledge contribution and explain how to end up on DPs on a formal level. Similar to
ChandraKruse et al. [7],we also identified similar issues in regards towho the recipient of
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DPs are. One additional contribution of our framework included the fact that the utility
and criteria can sometimes be confused but can be important to distinguish; simply
because a DP is meant for practical action does not mean that the aim of the DP in itself
is a theoretical one. If a principle is purely evaluated through theorywith no instantiation,
the DP might still be useful for practice though can certainly have the potential to add
to a theoretical knowledge base. We also have to acknowledge the essentiality of design
principles as the factor that spans application domains, either in existing research or
future research. It is interesting that design principles that reach the formal level will
be easier applicable to practice through formal education (e.g. Gestalt Psychology that
can be considered a cookbook within many design-oriented fields) than more nascently
orientedDPs that still cling to their specificity of either domain or technology application
level.

Our results also include criticism toward the content of principles as being a valid
form of DSR contributions. However, our work delineates from establishing a heavy-
handed criticism and instead withholds a central trademark of science and research in
general, namely to question the current state of what the concept of design principles
really means for making a theoretical and practical contribution to DSR. Through the
development of the framework, we can identify a certain theoretical fuzziness initially
that should be solved as theoretical problem areas.

For example, if one ontologically assumes that ‘principles’ as a term, is more abstract
and spans different technologies or domains than for instance, ‘guidelines’,which implic-
itly infers a choice (e.g. a guideline is only valid after testing it to reality), then the impli-
cations for evaluating principles would be that principles should be evaluated ‘upwards’
(e.g. towards a universal claim or high-level theory), whereas a specific instantiation
of guidelines should be evaluated ‘downwards’ (e.g. toward a practice by testing the
guideline). In light of such line of argumentation, together with our findings, it can
be necessary to suggest the following distinction: the target audience of design prin-
ciples are first and foremost academics and researchers as the level of abstraction and
general utility is oriented towards a higher type of contribution (e.g. design theory),
whereas the target audience of design guidelines are first and foremost practitioners
because practitioners follow guidelines that other practitioners create and propose based
on a cumulative process of utility and evaluation of in situ artifacts that are created by
professional designers and developers, not researchers.

The above is only one example of fleshing out entangled views on the concept of
design principles, whereas in reality, we could problematize other aspects that concern
the differentiation between principles and ‘laws’, ‘procedures’, and/or ‘rules’. Finally,
we argue that the DSR community would benefit from critical inquiries that questions
the distinction between such interrelated concepts and differentiates their meaning by
encompassing how they differ, what role or function do they have in a larger DSR project,
and why principles are usually accepted as great outputs of rigorous DSR projects.
Hence, we identify a need for further research on DPs and how they can be derived in
the DSR process. As a help, we also propose that researchers should consider carefully
the following questions when DPs are derived from the research process:

• Q1: Which design principles have been used from other application levels?
• Q2: To which application level are the set of design principles applied?
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• Q3: Wherein lies the potential if the set of design principles are applied to another
application level?

• Q4: Assuming the principles belong to a single type; what would the complementary
corresponding CAP or PAP be for each design principle proposed?

• Q5: Which actors will specifically have to perform the corresponding PAPs?
• Q6: How can design principles that are derived purely from theory be concretely

instantiated into an artifact (e.g. with attributes or actions proposed by the principles)?
• Q7:How can design principles derived from an instantiated artefact be validated (e.g.

to solve a similar specific or class of problems) by a 3rd party?
• Q8: How unique are the principles in isolation and how unique is the total set of

principles?

We also consider the formulated questions above as questions for further discussion
and research, which could contribute to a genre theory as a possible solution area. As a
genre, loosely structured design principle contributions could find both an ontological
and epistemological linkage that assist practitioners and academics in producing and
consuming DSR publications.
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Abstract. This essay reports the results of a reflective study to explore the ques-
tion:where do… design principles come from?While a consensus is slowly emerg-
ing about the structure and content of design principles, the origins of design
principles remain open to scholarly explorations and debates. Scholars have sug-
gested, and speculated about several paths to identifying design principles, such
as reflecting on the design efforts, looking to source theories, and even examining
prior design products in an archaeological manner.We bring together these threads
to develop a framework that consists of four dimensions, each anunsettled concern:
(a) what can and should be the key influences on design principles, (b) when can
and should design principles be generated, (c) who can and should identify design
principles, and (d) how can and should design principles be documented? Two
illustrative examples demonstrate how these dimensions may be used to identify,
elaborate and defend the design principles as knowledge outcomes. We conclude
by outlining some next steps for deeper, thoughtful investigations of the origins
of design principles.

Keywords: Design principles · Origins · Design science research · Framework

1 Motivation

As scholars have continued to engage in design science research (DSR) [12], they have
implicitly embraced the spirit of pragmatism [20], and accepted design principles as
the predominant way to capture prescriptive knowledge about the design of information
systems artifacts [28]. Following their status as a customary and de facto norm for
documenting and sharing knowledge from a DSR effort, there is an emerging consensus
about the content and structure of design principles [4, 15, 27]. Scholars have suggested
that such ‘design principles’ [2] contain wisdom “…about creating other instances of
artefacts that belong to the same class” [28]. However, some fundamental questions
(about the nature and origins of knowledge in design principles) have remained. We
explore one such question in this essay: design principles: where do… they all come
from?
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Our question reflects deeper concerns about generating [6] and accumulating pre-
scriptive design knowledge [4] from DSR efforts. These concerns have been the under-
current of much scholarly work. Consider the following received schemas and wisdom
about what constitutes design principles. Sein et al. [28] propose formalization of learn-
ing into design principles as part of an action design research approach, suggesting that
they should be ‘theory-ingrained.’ Gregor et al. [16] borrow and extend ideas from the
field of architecture to suggest that design principles can and should reflect form and
function of the designed artifacts. In [13] design principles are suggested as a way to
formalize knowledge gained from DSR efforts.

Precursors to these conceptualizations are ideas that have originated outside the
DSR community. Bunge [5] describes technical knowledge and technological rules,
and classifies design knowledge into substantive and operative theories. A substantive
theory provides knowledge about objects, whereas an operative theory prescribes action.
Van Aken [30] suggests a different term for these outcomes: technological rules to
characterize products in management research that prescribe courses of action. Gibbons
et al. [32] set forth another perspective on this mode of knowledge production, calling it
Mode 2 knowledge, and point to the possibilities about how this recognition may reform
established practices of scholars. They describe Mode 2 knowledge as problem-based
trans-disciplinary knowledge that is heterogeneous, hierarchical, transient, more socially
accountable, and reflexive (in contrast toMode 1 knowledge,which represents traditional
scientific knowledge inspired by the Newtonian model). These ideas emphasize how
scholars beyond theDSR community have grappledwith understanding and representing
this new knowledge form that the DSR community calls design principles.

The clearest exposition may be attributed to [27] who mapped design research as
ideal-typical mode of research and further developed the idea of knowledge outcomes.
They succinctly describe these as design propositions: “in Situation S, to achieve Out-
come O, perform Action A.” Prior work [10] has built on these precursors to summarize
different types of outcomes and knowledge contributions that DSR scholars emphasize.
In spite of such efforts, that acknowledge the importance of clarifying such knowledge
outcomes, it remains difficult to understand “how to get there.” Broad methodologi-
cal mandates (e.g. [28]) rarely go beyond suggesting reflection, and scholarly debates,
while they describe what the design principles may contain [15], do not clearly identify
the space of possibilities for discovering and articulating the design principles. Without
such guidance, we describe the challenge for DSR scholars in the words of two master
songwriters: “where do … they all come from?” We hope to provide a first approxima-
tion of the key dimensions that define the space of possibilities for discovering design
principles, drawing on and extending much prior research.

We proceed as follows. In Sect. 2, we develop a framework defined by four key
interrogatives. Section 3 showcases illustrative examples to show how the framework
may be used by researchers to make decisions about, and reflect on their decisions to
discover design principles. Section 4 provides concluding remarks and points to next
steps to guide the investigation.
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2 Key Dimensions

To explore the question – where do … they all come from – we followed a reflective
research approach, treating the design principles as an abstract artifact produced by the
DSR scholars. The inputs to our reflective research approach included: (a) a review of
work that we have briefly summarized above, (b) an examination of research results
published in recent proceedings of the DESRIST conference, and (c) ongoing conver-
sations with scholars within the DSR community who described what we realized may
be seen as potentially incompatible approaches to the generation of design principles.
Therefore, we do not claim that our effort is driven by a singular or overarching theoret-
ical perspective that may allow us to “derive” the different dimensions. Instead, it is the
outcome of reflections that combine knowledge gleaned from the multiple sources we
point to above. For example, the review of prior work (source ‘a’ above) clearly pointed
to possibilities for different influences on discovering design principles; the examination
ofwork in proceedings of the design science conference (source ‘b’ above) revealed clear
differences in how different researchers viewed the role of design principles in designs
science efforts; and the conversations with scholars in the design science community
(source ‘c’ above) provided insights into how it may be necessary to acknowledge and
integrate multiple paths to discovery of design principles. We describe the four dimen-
sions that define our framework as key interrogatives that can define the space for the
discovery and generation of design principles. The interrogatives are intended to be
inclusive of the set of possibilities. However, we do not yet claim to be comprehensive,
i.e., the interrogatives we suggest may not be all-encompassing. With this description
and caveats, we turn to the four dimensions. Each is described as an interrogative, and
elaborated by drawing on the sources above.

Dimension 1: Influences

• We begin with the first dimension, expressed as the interrogative:what can and should
be the key influences on design principles?

This interrogative is not about the content of design principles. Instead, it asks us
to think about what a DSR scholar may and should consider as inspiration for and/or
inputs to the discovery and generation of design principles.

• One source of influence is prior theories (described elsewhere as kernel theories
[31]), and acknowledged by DSR scholars as necessary with the phrase “theory-
inspired design principles” [28]. These are necessary also because they can provide
the justificatory grounding [14, 23].

• Another source that can provide inspiration for the discovery of design principles
would be the design effort by the research team, acknowledged in prior work as the
need for reflection and formalizing [28]. In essence, engaging in the design effort
allows the research team to capture not only what worked, but also what did not work
(the so-called blind alleys in a design process).

• A third, somewhat obvious, influence would be the outcome of the design efforts, such
as an instantiated artifact [25], along with the features and capabilities of the artifact.
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The newly designed IT artifact (and any associated work practices) would be tangible
results that future designers may seek. The design researchers may, therefore, look to
these as inspiration for the discovery of design principles.

• Afinal, sometimes overlooked input is likely to be results from formative and summa-
tive evaluation as discussed by [4] as essential for design science research. The design
researchers may use these results to emphasize those elements from the research effort
that have produced the desired outcomes.

It is tempting to categorize these influences (e.g. internal vs. external, or theory-
based vs. design-based or in some other manner, for example, following the genres
suggested by [1]). We have, instead, favored the enumeration strategy because it allows
a more specific examination of the pros and cons for each of these influences, and
allows room for dialog. For example, if the research team were to consider only prior
theories as the influences on design principles (e.g. [22]), it is possible that they may
risk the criticism that the design efforts are merely application of prior research (and
therefore, akin to consulting). If the research team argues that only design efforts should
be considered as the influence on the design principles, then they face the risk that the
work will be described as atheoretical tinkering. On the other hand, if the research team
does not consider the influence of research efforts, the design principles may adequately
acknowledge or convey the difficulties in moving from the problem space to the solution
space. Next, if the research team does not consider evaluation results as part of the effort
to formulate the design principles, then their proposals for design principles may be
perceived as a version of “trust me” [33]. However, if the research team only describes
and relies on practitioner and user inputs to justify the design principles, then they may
be criticized for “not asking the why question.” This brief contemplation points to the
overwhelming sense that these influences and inspirations should not be seen asmutually
exclusive. Instead, they represent a multiplicity of opportunities to discover the design
principles, which may require iterations to explore each source individually and with
one another.

Dimension 2: Temporality

• The second dimension can be expressed as the interrogative: when can and should
design principles be generated?

This interrogative encourages the research team to consider several alternatives, some
that may be closer to the norms that are part of the contemporary practice for conducting
design science research, and others that may challenge these norms.

• First, we note that some methodological prescriptions for DSR [33] and action design
research (ADR) [28] suggest that the research team should engage in the discovery of
design principles as part of their design-evaluate iterations [33] and build-intervene-
evaluate (BIE) cycles [28].

• Next, methodological guidance also points to a separate learning and reflection stage
[28] that emphasizes the need for considerable refinement and formalization of design
principles during this separate stage. Themethodological prescriptions donot preclude
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both – the derivation of tentative design principles throughout the design research
process, and then, the refinement during the final reflection stage with the advantage
of hindsight.

• A third possibility as illustrated in [9] and [29] is to formulate the design principles
before implementing the artifact. This approach corresponds to what Iivari calls Strat-
egy 1 in DSR [19]. We note the likely overlap between this possibility and the reliance
on only one of the many sources (prior theories) we identified as part of the previous
dimension.

• A fourth, potentially interesting position may be to consider discovery of design
principles after deployment of the artifact. This may be a possibility in projects that
follow the ADR [28] approach because of the pre-established working relationship
with industry partners.

• A final possibility is one that is put forward by [8], who go beyond the tight coupling
between the time for conducting the DSR effort, and the generation of design princi-
ples. They suggest returning to influential and/or successful IT artifacts from the past
(whether or not they were part of a DSR project) for the purpose of generating design
principles (see, e.g. [17]).

The alternatives enumerated above can be examined for appropriateness and effec-
tiveness in a variety of ways. For example, some scholars may argue that reserving the
effort needed to generate design principles for the end of the research process would
provide the research team the time necessary for careful reflection. Others may argue
that doing so only at end of research cycle will mean that the researchers will miss
the opportunity for refinement. Researchers engaged in DSR efforts may agree that the
design efforts often tend to be time and effort-intensive, and careful reflection may need
to wait. However, if the design principles are not outlined (at least in a rudimentary
form) during the design-evaluate or BIE cycles, the opportunities to iterate and refine,
and incorporate practitioner viewpoints may be missed (see, e.g. [24]). The option to
reflect and generate the design principles ‘post-deployment’ may not be available for
all research projects. However, if available, exercising this option may provide the DSR
scholars with new ideas about what the deployment effort may reveal, beyond a proof-of-
concept. The final alternative aimed at generating design principles from past influential
and/or successful IT artifacts following an archaeological approachmay present valuable
opportunities for design science because it may allow them to build a body of knowledge
from these successful efforts [17]. However, this option may be critiqued because it will
limit the ability to capture the design principles during the design effort and instead,
force the researchers to rely only on the artifact and its use. In the absence of a window
into the underlying design processes, the effort to capture design principles may face
the iceberg effect [18], where only the tip of the efforts and features may be visible to
the researchers who visit the artifact, with significant details and efforts hidden from the
view.

Dimension 3: Actors

• This dimension can be expressed as the interrogative that asks the researchers to
carefully consider: who can and should identify design principles?
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This interrogative is aimed at considering the different actors who may be involved
in the generation of design principles. These may be different actors involved in the
DSR efforts, with the word ‘artiste’ indicating the need to consider the unstructured,
craft component necessary in this effort.

• One straightforward response to this interrogative may be that it is the researchers
engaged in the DSR effort who would be responsible for and in the best position
for identifying and articulating design principles. Methodological prescriptions [28]
implicitly grant this role to the DSR team.

• However, such a response may negate the possibility for incorporating inputs from
users or practitioners who may provide valuable insights. Consider, for example, an
IT artifact that addresses a concern related to healthcare delivery [35] or one that
is related to sustainability and climate change [29]. In such cases, it may be critical
to collaborate with relevant stakeholders (e.g., physicians, nurses, and employees
involved in a sustainability initiative) for the discovery of design principles, to ensure
that they acknowledge the domain knowledge.

• A third possibility may be to either expand the research team to include new academic
partners, or even hand over the responsibility for articulating the design principles to
an entirely new team of scholars.

The accepted norm within the DSR community suggests that the specific task of
generating design principles is often taken on by the DSR team [3], sometimes, with
the addition of new actors added to the research team [24]. The clear advantage for the
research team itself to engage in the derivation of design principles is that members of
the team are intimately familiar with the research, and therefore, in the best position to
discover the design principles. On the other hand, it may be argued the research team
may be ‘too close to the effort,’ and therefore, may not be best placed to engage in the
reflection necessary for identifying design principles. The addition of new partners to the
research team (new DSR scholars and/or domain experts) may help with this concern.
The addition of new scholars familiar with prior theories may be of value in the task
of generating design principles. A logical extreme for this position (handing over this
responsibility to a new research team)may, however, present some difficulties. It is likely
that such hand-over will promote greater reflection. However, the lack of context and not
having access to lessons learned during the DSR effort may result in design principles
that may be more rigorously connected to prior theory but less grounded in the design
effort. These opportunities and concerns may also apply if an archaeological approach
is used to generating design principles from past IT artifacts (owing to the iceberg effect
mentioned earlier), even though the approach also advocates collecting hindsights from
the designers who built the artifacts [7].

Dimension 4: Content

• The final dimension can be expressed as the interrogative: how can and should design
principles be documented?
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This concern has been the topic of much exploration within the DSR community as
well as in other disciplines, perhaps because it deals with ideas of content and structure
and therefore, more stable (as a result, more directly amenable to scientific inquiry). The
content of design principles reflects “what should be articulated in a design principle,”
and the container refers to “how it should be packaged.”

• Onedominant alternative here is the formulation by [27] thatwe have described earlier,
copied here for ease of reference: “in [situation] S, to achieve [outcome] O, perform
[Action] A.”

• Another possibility is to follow the distinction that is suggested in [13]: form vs.
function. Here, it is described how the content of design principles may focus on
either the structure (form) of the artifact or the capabilities (function) of the artifact.

• We note that a more common format of design principles has, however, been simple
assertions, where the DSR team provides a simple articulation without placing these
design principles in different categories.

• Elsewhere, more elaborate structures have been proposed for different kinds of design
principles [6] such as materiality-oriented and action-oriented design principles.

• Amore recent work includes a schema that captures the anatomy of a design principle
[15]. It suggests: “For Implementer I to achieve or allow Aim A for User U in Context
C employ Mechanisms M1, M2, M3…. involving Enactors E1, E2, E3,… because of
Rationale R”.

These options may orient a DSR team to consider different possibilities for artic-
ulating design principles. It is possible that a simple and straightforward criterion for
the DSR team may be easier to follow. A more nuanced and detailed representation of
design principles would require greater effort from the DSR team. It may also add a
level of specificity that makes the actual use of design principles more challenging for
practitioners. On the other hand, it may provide the DSR community a more precise
articulation of knowledge gleaned from the DSR effort, and therefore, greater opportu-
nities for accumulation of knowledge across projects. This may explain why a number of
DSR projects still continue to articulate the design principles as a simple set of assertions
without any of the structures that have been suggested by [6, 13, 27] or others. Figure 1
summarizes the four dimensions.

We emphasize that these four dimensions are not intended to be comprehensive. As
described earlier, our work has followed a reflective research approach drawing on (a)
prior work related to design science research, (b) outcomes from design science research
published in design science conferences, and (c) ongoing conversations with scholars in
the design science community. We add that the dimensions may not be seen as indepen-
dent. A decision along one of the dimensions may suggest appropriate possibilities or
constraints for another dimension. As an example, the decision to expand the research
team by adding new researchers for the purpose of identifying design principles may
lead to acknowledging a greater influence of prior theories on the generation of design
principles. We turn next to two illustrations.
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Influences Content

Actors

Temporality

Fig. 1. The four dimensions

3 Illustrative Examples

To illustrate the potential of the dimensions proposed, we refer to two recently published
papers in the Design Science conference that describe DSR projects, and present design
principles derived from the DSR efforts.

The first describes aDSR project to design conversational agents for energy feedback
[11]. The starting point for the effort was prior empirical studies that have shown that
providing feedback can encourage consumers to use energy more sustainably. With this
starting point, the DSR effort investigated how conversational agents (such as chatbots)
can be designed for energy feedback with a natural and intuitive interface. The paper
presented design principles based on existing literature, instantiated these in a text-
based conversational agent and evaluated in a focus group session with industry experts
(Table 1).

Table 1. Example 1 - energy feedback with conversational agents

Category Description

Project Design energy feedback with conversational agents

Artifact Conversational Agent

Evaluation Focus group evaluation with practitioners

Prior Theories Feedback theory

Stakeholders Consumers, Utility service provider

The second illustration highlights a DSR study that was aimed at supporting orga-
nizational sensemaking as part of sustainability transformation [29]. The researchers
did so by developing design principles for a sensemaking support platform and refining
them in three iteration rounds. Table 2 summarizes the general information about this
study.
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Table 2. Example 2 – supporting sensemaking for organizational transformation

Category Description

Project Supporting organizational sensemaking in sustainability transformation

Artifact A sensemaking support systems

Evaluation Focus group evaluation with stakeholders, analyzing log data

Prior Theories Sensemaking, the role of IS in sensemaking, affordance,

Stakeholders Every organization member

Table 3. Using the dimensions for example 1

Dimension Application

Influences The design principles followed tenets of feedback theory, and how these could be
used for the specific domain: feedback about energy use

Temporality Initial, tentative versions of design principles were formulated before design,
they guided the design and research activities, and were revised

Actors Junior researchers within the research team formulated initial versions, which
were then refined by more experienced researchers. Final versions were tested
with representatives from an industry partner

Content The format proposed by [Chandra et al. 2015] was used as a skeleton to
articulate the design principles. The design principles were subjected to informal
evaluation via focus groups with the stakeholders

Table 4. Using the dimensions for example 2

Dimension Application

Influences Initial design principles were formulated based on kernel theories of
sensemaking process. The final versions were influenced through iteration
and evaluation

Temporality Initial design principles before design and implementation. The DSR team
kept refining those principles during design, implementation, and evaluation

Actors The research team formulated the initial design principles. The final set of
design principles resulted from several evaluations and iterations that
involved stakeholders

Content A specific format [Chandra et al. 2015] was followed to describe both user
activities and the key functionalities of the sensemaking support platform

We explore how each interrogative dimension can be used to understand how the
research team identified design principles from the DSR efforts (Tables 3 and 4).
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The examples illustrate how the dimensions we have outlined may be used to under-
stand and appreciate the choices that the research team would make for identification of
design principles.

4 Next Steps

The question we have explored in this paper is a difficult one – partly because most of
us may believe we already know the answer, and partly because it is difficult to peel
back the layers of uncertainty that researchers face. Although some prior work such as
[15] has tackled design principles in depth, and others have identified different genres
(e.g. [1]), it has been difficult to chart out the terrain in a pragmatic manner so that the
alternatives that design science researchers face can be laid bare. The emerging consensus
is providing some guidance about the structure of design principles [15], but empirical
studies about the use of design principles continue to point to new puzzles [7]. An
exercise to explore the origins of design principles cannot, therefore, be merely driven
from a theoretical perspective. It must respond to the challenges that design science
researchers face as they engage in DSR efforts. What makes these challenges especially
complex is that the concerns are often resolved by the researchers within the specific
research context, but the researchers find it difficult to articulate a general version of the
concerns. This is precisely our effort with the dimensions and the interrogatives. Our
effort is, therefore, to consciously avoid starting with concepts such as affordances or
materiality (see discussion in [6]) and map these towards possible operationalizations.
Instead, we have attempted an approach that starts with the simple interrogatives, the
questions that the design science researchers face, in a bottom-up approach that respects
the pragmatic starting points that the DSR community has adopted. When a DSR team
engages in a design science project, the immediate challenges are rarely about generating
design principles (see, e.g. [21]).Although the teamacknowledges the need to extract and
articulate design principles as a way of generating knowledge, the immediate challenges
are often about choice of technology layers, dealingwith external stakeholders, obtaining
andmanaging the resources needed for research conduct. As the research team addresses
these challenges, it is important to be aware of dimensions that they should consider so
that the eventual knowledge outcomes – design principles – can be discovered, captured,
articulated and defended. The interrogativeswe have suggested can provide these starting
points.

Our effort has been to explore the origins of design principles. To paraphrase the
words of two master songwriters1, we have posed the question: “all the lonely Design
Principles – where do they all come from? all the lonely Design Principles – where do
they all belong?” This, in turn, has allowed us follow a reflective research approach and
identify four dimensions that define key decisions that the research team may make to
obtain these answers. The dimensions we have identified point to several configurations.
Wenote that these dimensions aremeant as a guideline and should not be followedblindly
so as to restrict future work. The paper identifies and describes these four dimensions,
which a DSR team may use to reflect on possible configurations. By examining these,

1 These are lines from the song Eleanor Rigby, in the Album Revolver, lyricists: John Lennon and
Paul McCartney.
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a DSR team would then be able to identify and/or evaluate the options for discovery of
design principles. There are considerations that the design science researcher may use,
such as the maturity of the project [13], progression towards a meso-level theory [34],
whether the project fits a particular quadrant (e.g. exaptation) suggested by [13], and
others. Exploring these possibilities remains on our future agenda.
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Abstract. In the context of digital platforms, platform owners strive to maximize
both their platform’s stability and generativity. This is complicated by the para-
doxical relationship of generativity and stability, as well as associated tensions.
To aid B2B platform owners in their design decisions, we aim to derive specific
design principles that address the inherent tensions such that generativity and sta-
bility are maximized simultaneously. This requires a better understanding of when
and to which extent a platform’s generativity and stability are paradoxical, and
under which circumstances they can be maximized simultaneously. Thus, we first
develop an agent-based simulation model to analyze the effects of an exemplary
design decision regarding a tension (i.e. control vs. openness) on a platform’s gen-
erativity and stability. The developed simulationmodel enables predictive analyses
of varying degrees of control and openness and their effect on generativity and
stability. The simulation model must be further refined and applied to other ten-
sions to thoroughly understand the impact of design decisions on a platform’s
generativity and stability, and ultimately derive design principles.

Keywords: Digital platforms · Complex adaptive systems · Agent-based
modeling · Design principles

1 Introduction

Despite an increasing research focus on digital platforms, the understanding of reasons
for success versus failure remains limited [1]. It is clear, however, that digital platforms
must ensure both generativity and stability to survive and prosper [2]. We consider
generativity as leveraging external resources to satisfy evolving end-user demands [3],
and stability as the ability to yield long-term returns to be financially viable [2]. Attaining
both outcomes simultaneously is challenging as they are paradoxical [2], resulting from
numerous underlying tensions, like aligning individual and collective incentives [2, 4].
Optimizing generativity and stability thus primarily requires handling such tensions [2].
We aim to support platform owners in the B2B context by deriving design principles [5]
to manage tensions in a way that optimizes a digital platform’s stability and generativity.
Following the first steps of the design science research (DSR) method [6], we present
an agent-based simulation model as a preliminary artifact with which we can investigate
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platform-related tensions and their effects on a platform’s generativity and stability. This
allows us to better understand how to optimize both outcome variables and thereby paves
the way for deriving design principles.

2 Research Background

2.1 Digital Platforms

We consider digital platforms as the central building block that provides the technolog-
ical foundation for other firms to engage and develop complements [4]. Value creation
expands across the boundaries of a single firm, as platform owners, partners, and end
users form an ecosystem of loosely coupled actors [3]. The platform itself then evolves
as a result of interactions between these heterogenous actors with unforeseen outcomes
[2, 7]. Ultimately, it must generate sufficient external innovation to satisfy evolving end-
user needs [3, 8], whilst remaining financially sustainable and economically viable, so
achieve a balance of generativity and stability [2]. Attaining this requires an alignment
of individual and platform-wide incentives and objectives [2, 4], so yields tensions [9],
as every actor in the ecosystem primarily pursues their own interests [2].

A central tension for platform owners is that of control vs. openness [9–11]. In the
B2B context for example, where owners, partners, and end users are firms, a platform
owner like SAP must decide how much of its core resources to share with partners and
how much freedom partners have to collaborate and develop solutions for customers
[12]. Essentially, owners decide how far to ease “restrictions on the use, development,
and commercialization of platform technologies” [10] (p. 1851), so define the degree of
openness. Literature in the B2C context suggests that more openness can foster platform
innovation [10], but also increases vulnerability [11]. Boudreau [10], even finds an
inverted-U relationship between openness and the development rates of complements.
We argue that the degree of openness is not only decisive for a platform’s generativity,
but also its financial stability. Thus, we extend existing research [10] by considering
both generativity and stability of digital platforms, as well as the B2B context. For this
analysis, we employ complex adaptive systems (CAS) theory as a kernel theory that
enables us to capture the components and mechanisms of complex systems.

2.2 Complex Adaptive Systems

CAS are open, non-linear dynamic systems that adapt and evolve in the process of
interacting with their environment [13]. Effectively, actors in such complex systems
adapt their behavior through interactions with one another and the environment, bringing
about the emergent properties of the system as a whole that impedes accurate predictions
regarding the outcomes of said interactions [13, 14]. Interactions at the local level thus
create a system with non-linear characteristics at the global level [14]. More precisely,
CAS comprise agents (as representatives of a system’s actors), interactions, and the
environment [15]. Agents attempt to survive in their environment by converting the
information obtained into action that will improve their chances of survival, depending
on both their own attributes and the defined behavioral rules [14, 15].



Developing Design Principles for Digital Platforms 197

In the context of digital platforms, heterogenous actors like partners join and produce
unforeseen outcomes as a result of their interactions [2, 7] in an increasingly complex
environment [1]. As is indicative of CAS, interactions among a platform’s actors (at
the local level) shape the development and delineate the properties of the platform as
a whole (at the global level), producing unpredictable outcomes. Chains and cycles of
digital platform-related tensions [9] reveal interdependencies and nonlinearity that are
also symptomatic of CAS [13, 15]. In this study, we posit that anticipating the emergent
outcomes of digital platforms as complex adaptive systems may be feasible with the
assistance of a theoretically grounded simulation model as it enables us catering pre-
dictive analyses [14]. Thus, we opt for simulation to develop an agent-based simulation
model as a foundational artifact that enables an analysis of design decisions’ implications
and thereby create a basis for deriving design principles for digital platforms.

3 Methodology

To generate this foundational model, we adhere to design science research (DSR) as
a research method (see Table 1). DSR has an established history in the context of IS
research and revolves around creating IT-related artifacts [16], but also knowledge in
the form of design principles [17, 18]. It suits our context because the study ultimately
centers around generating such design principles for digital platforms to maximize their
stability and generativity, and thus utility [16]. Currently, we are at the first step of
designing a simulation model for an exemplary tension.

Table 1. Methodology for developing digital platform design principles

Activity [6] Implementation

Problem: “Define the specific research
problem and justify the value of a solution”
(p. 52)

Digital platform owners must deal with
several design decisions to balance the
interests of a plethora of actors (i.e. tensions)
to reach the desired generativity and stability
in their platforms

Requirements: “Infer objectives of a solution
and knowledge of what is possible and
feasible” (p. 55)

The requirements for the design principles are
specified based on [5] and the insights into the
relation between stability and generativity

Design: “Create the artifact” (p. 55) The derived design principles shall be
presented in the structure proposed by [5]

Demonstration: “Demonstrate the use of the
artifact to solve one or more instances of the
problem” (p. 55)

The derived design principles shall be
compared to success and failure cases using
the case survey method [19] to demonstrate
their utility

Evaluation: “Observe and measure how well
the artifact supports a solution to the problem”
(p. 56)

The derived design principles shall be
evaluated based on the results of the case
survey
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4 Development of the Simulation Model

Informed by CAS theory and proven simulation models [14, 20], the agent-based model
of a B2B platform ecosystem is developed (using NetLogo software). In such ecosys-
tems, core actors are the platform’s owner, partners, and end users [21], which thus are
considered as agents of the CAS with attributes and behavioral rules (see Table 2).

After creating the simulation model of a digital platform ecosystem, it was internally
validated and verified following [14, 22] and employed to analyze the effects of varying
degrees of openness (from entirely open to entirely closed as a proxy of tension) on a
platform’s stability and generativity. The output variable generativity is operationalized
as the ratio of executed opportunities vs. all opportunities this digital platform was
exposed to [14], to account for the necessity to satisfy evolving end-user needs [2, 3,
8]. Stability is calculated as the sum of payoffs received by partners in the ecosystem
divided by the sum of costs incurred from building and maintaining digital services [14],
representing a digital platform’s economic viability [2]. Leaning on a provenmodel [20],
50 simulation runs were conducted for every level (550 runs in total), each comprising

Table 2. Simulation model design

Conceptual design Operational design Literature reference

Partners combine their heterogenous
resources with those of the owner to develop
complements, i.e. digital services; the owner
thus leverages a community of partners that
develop unforeseeable outcomes and defines
the degree of openness

Digital services are feature sets with
20-element vectors of 0s, 1s, and ?s (e.g. [0
1 0 0 1 ? 1 0 0 1 ? ? 1 1 0 0 1 1 1 0]), where
the first 10 digits represent a partner’s
resources, the second 10 digits represent the
technological codebase provided by the
owner, and ?s represent the freedom to
improvise (realized as either 1 or 0 with
equal probability) or the degree of openness

[4, 7, 10, 12, 14, 15, 20, 21]

End users are represented by their demands
in form of opportunities that arise in the
environment of the ecosystem

Opportunities are represented by patches in
the environment that have feature sets with
20-element vectors and are updated
continuously

[1, 3, 20]

Partners interact amongst each other and
with their digital services to share
information; some partners have more
connections than others

Partners can access each other’s feature sets
to communicate; the number of initial and
maximum partner-partner connections are
defined by respective parameters

[3, 12, 14]

As learning and utility-based agents,
partners execute opportunities by using or
building digital services to receive payoffs
and maximize their utility; they can use their
own or connected partners’ digital services

If there are enough matches between a
digital service and an opportunity, partners
will execute the opportunity and receive the
associated payoff; if no matching service is
available in the network, partners will build
a new digital service if most of their past
opportunities could have been executed with
a service that has the exact features of the
current opportunity

[2, 8, 14, 15]

Building digital services extends the
technological core resources of the digital
platform, reflecting an adaptation to
evolving end-user needs

The initial feature set of the platform owner
is augmented by the first 10 digits of any
newly built digital service

[2, 3, 8]

(continued)
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Table 2. (continued)

Conceptual design Operational design Literature reference

Partners’ survival is contingent on receiving
more payoffs than the accumulated costs
from building and maintaining their digital
services

Partners constantly calculate their
profitability (payoffs – cost); every x time
steps, they check if a participation is
profitable and will leave the ecosystem if it is
not (x is defined by an adjustable parameter)

[14, 15]

New partners enter the ecosystem to account
for low barriers of entry

Every y time steps, a new partner enters the
ecosystem (y is defined by an adjustable
parameter)

[2]

The dynamic environment is defined by four
dimensions of environmental dynamism

Each dimension (velocity, ambiguity,
unpredictability, complexity) is realized as
an adjustable parameter

[14, 20]

1,000 time steps. Figure 1 illustrates exemplary results of varying degrees of openness,
i.e. different manners of handling the control vs. openness tension, on a digital platform’s
generativity and stability in more and less dynamic environments.

Fig. 1. Effect of varying degrees of openness on generativity (left) and stability (right) in
environments with low and high unpredictability

5 Discussion and Outlook

The exemplary illustrations present clear effects of the degree of openness and environ-
ment on generativity and stability, but the simulation model evidently requires further
elaboration to better capture digital platforms as non-linear CAS. This paper’s main
contribution is thus a theory-informed simulation model as an extendible instrument to
enable predictive analyses of the impact of design decisions on a B2B platform’s genera-
tivity and stability in different environments. The immediate next step is to further refine
the model and extend the investigation to other relevant tensions, like standardization
vs. differentiation, or quality vs. variety [9], to analyze the impacts of associated design
decisions on the platform’s generativity and stability. This enables us to derive concrete
design principles that include materiality, action, and boundary conditions [5], for the
effective management of tensions. In the B2B context, platform owners may address the
control vs. openness tension by decreasing the control of partners in their development
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of digital services to optimize generativity in a highly unpredictable environment, for
example. After deriving the design principles, we plan to demonstrate and evaluate them
by employing a case survey method [19]. For researchers, this would enrich both the
extant descriptive knowledge on digital platforms and their governance, as well as CAS
on how to harness the unpredictable evolution of complex systems. For B2B platform
managers, it would yield concrete actionable advice for different environments.
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Abstract. In this paper we reflect on and conceptualize on the development of
design principles in a design process. We use the concept of ba to describe how
design principles can be created when involving users, domain experts, designers
and researchers in the design process. The study applies action design research
(ADR) to design and develop a self-reflective career support tool for persons with
intellectual disabilities (ID). We have applied processes of knowledge creation
and their corresponding ba, the originating ba, the interacting ba, the systemizing
ba and the exercising ba to conceptualize the development of design principles.
Preliminary findings imply that a structured process of knowledge creation and
sharing, applying the concept of ba, can support the development of design prin-
ciples when users, domain experts, designers and researchers work together to
design and develop theory-ingrained artifacts for a class of systems.

Keywords: Knowledge creation · Design principles · Action design research

1 Introduction

Action design research (ADR) has been applied in information systems development
in a number of contexts and is a powerful research method for generating prescriptive
design knowledge, for developing theory-ingrained artifacts. With the aim to solve prac-
tical problems and at the same time generating prescriptive knowledge, ADR involves
users, domain experts, and designers in the design and development of artifacts [1]. As
a part of this, researchers and designers need to share their knowledge but also access
the knowledge of users and domain experts, including their tacit knowledge. Eventually,
the sharing and combination of knowledge is instantiated in the design of artifacts and
in generalizing design principles for a class of systems [1]. The formulation of design
principles is an important form of knowledge abstraction in the design process [2] and
have been used to share research findings [3] and are reported to be consciously incorpo-
rated in the design process by designers [2]. Even if knowledge creation is an important
element in the design process, it is an emerging part of ADR [4].

In defining knowledge, a distinction between data, information and knowledge is
instrumental. On a continuum, data represents facts, information represents processed
data and knowledge represents know-how and understanding of information [5]. Alavi
and Leidner [6] describe the human mind as the key difference when distinguishing
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knowledge from information. Information becomes knowledge when it is processed by
the human mind and knowledge is turned into information when it is presented in for
instance words, text, graphics, images etc. This implies that knowledge is personal and
needs to be shared in ways which makes it useful and interpretable by others [6].

Knowledge is also viewed as tacit or explicit. Tacit knowledge includes cognitive
understandings and is connected to senses,movement, physical experiences and intuition
and know-how of specific contexts [7]. Explicit knowledge includes knowledge that is
communicated in language or symbolic forms [8]. Knowledge conversion is used to
describe the transformation of tacit and explicit knowledge [7]. In order to act, one
needs to make use of explicit and tacit elements of knowledge [8]. Knowledge creation
is described as a creative process, including the individual’s internalization of explicit
knowledge, externalization or codification of tacit knowledge, socialization around tacit
knowledge, and combination of explicit knowledge [7–9].Webelieve that this knowledge
creation process could help to better understand the development of design principles in
a design process.

According to Nonaka and Konno [9], knowledge creation takes place through inter-
action in physical, mental and virtual ba. The Japanese expression ba can be explained
as a space were the involved actors share knowledge and turn knowledge into action.
Knowledge creation has previously been frequently used to study knowledge manage-
ment in firms, while few studies seem to focus on design processes. We believe ba could
form the base for development of design principles and contribute to an understanding of
how tacit knowledge from users, domain experts and designers is made explicit, shared
and turned into action in a design process. In this paper, we apply the concept of ba to
conceptualize the development of design principles in a design process and to contribute
to a better understanding of the development of design principles in ADR [e.g. 2, 4].

2 Research Approach and Context

The case focuses on an ADR project in which we design and develop a self-reflective
career tool for youngsters with ID, a user group with challenges in terms of cognitive
functioning. The overall goal of the project is to improve work inclusion of this group.
The project follows the steps and guidelines of ADR,with problem formulation, building
intervention and evaluation, and reflection and learning [1]. We have collected data from
observations of seven youngsters with ID and a focus group interview with six of the
youngsters. We also arranged focus group interviews with 27 domain experts, and six
individual interviews, one ideation workshop and one concept workshop with both users
and domain experts before starting to develop the actual artifact. The artifact is a self-
reflective career tool, that can support youngsters with ID to identify and reflect on
their preferences, skills and abilities needed for the job they are planning towards. The
project is on-going, and currently in the design and development phases, hence this is a
research-in-progress paper.

3 Background – the Concept of ba

In this section we introduce knowledge creation and the concept of ba as described by
Nonaka et al. [7–9]. Ba is a Japanese concept which Nonaka describes as a contextual
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space and a foundation where knowledge and relationships can be created, shared and
interpreted. The space of ba can be of three different forms: physical, mental and virtual
[9]. Examples of the physical ba can be a conference room or a lunch area, a mental
ba can be shared ideas and experiences and the virtual ba can be different kinds of
information systems such as e-mails and social media. When an individual participates
in the ba, his or her perspective can be extended beyond the individual perspective. Ba is
closely connected to the knowledge creation processes of socialization, externalization,
combination and internalization. These four processes are a representation of knowledge
creation through sharing, use and conversion of knowledge between individuals, in a
group or across organisations. Every process has a corresponding type of ba, a space or
platform, in which knowledge is created. The knowledge creation is described along two
dimensions, type of interaction (individual or collective) and type of media (face-to-face
or virtual media) [9].

The originating ba is where the knowledge creation starts through socialization and
sharing of tacit knowledge between people. Direct contact among people and face-to-
face meetings are crucial to transfer feelings, emotions, experiences and mental models
during this process. The interacting (also called dialoguing) ba entails dialogue and con-
verting mental models and skills into common concepts and terms. During this process,
knowledge is shared with others through dialogue and reflection by making knowledge
more explicit. Dialogue is the key as individuals also reflect their own mental models
and knowledge. This ba is more conscious, in the sense that individuals with the right
knowledge has to be included in the process. The systemizing (also called the cyber) ba,
is a space for sharing and combining existing explicit knowledge with new information
and new knowledge. An important element in this process is the use of ‘virtual worlds’
i.e. information systems to support systematization and interaction among individuals.
The exercising ba focuses on internalization and the use of explicit knowledge in real
life settings or simulated settings to make it tacit. During this process, individuals use
the explicit knowledge and turn it into action and reflect through action [9].

4 Preliminary Findings

The following paragraphs describe the process and the attempt to develop and make
use of design principles together with users, domain experts and designers. We apply
the different types of ba and their role during this process to structure and describe the
lessons learned.

The originating ba is characterized by socialization and direct contact between peo-
ple to share feelings, emotions and experiences [9]. Our knowledge creation process
started as we conducted focus group interviews with domain experts involved in the
problem space. They were employees in the Norwegian Labour and Welfare Adminis-
tration, community-based housing, secondary school and day-care centers, work training
centers, private and public employers and parents of youngsters with ID. They shared
their experiences in both writing (using post-its, paper and pen) and through direct dis-
cussion where they reflected on their emotions and experiences. To learn more about the
end user, persons with ID, we visited a community-based housing to introduce ourselves
and socialize. Two researchers stayed for pizza and soda and had a focus group interview
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around employment. The following day, we carried out participant observations to learn
about their daily activities and the context of their experiences. This gave us an initial
understanding of their tacit and explicit knowledge. The experiences were codified in
field notes and transcribed interview material which were analyzed and summarized
into different problem areas. One of the problem areas focused on mapping of needs and
abilities of persons with ID.

The interacting ba focuses on dialogue, to make knowledge explicit and to establish
common concepts and terms among individuals [9]. To convert the tacit knowledge into
explicit knowledge we arranged ideation and concept workshops to discuss possible
solutions to the identified problems. A heterogenous group of users and domain experts
were invited to share their knowledge through dialogues with each other, designers and
researchers. To facilitate the discussions, we provided prompts and presented previous
findings. The suggestions that emerged from the workshops and knowledge on user
needs were circulated through various dialogues to other users and domain experts such
as practitioner conferences. The knowledge was externalized in the form of a concept
describing the main affordances and requirements of the IT artifact. “An information
space that provides a coherent mapping of the youths’ skills and abilities. The artifact
follows the students and his/her development towards working life. In education it is used
as a support to promote self-perception and self-representation.” Based on the gathered
experiences we explored theory on self-determination [10], consulted domain experts
(i.e. researchers and practitioners in the disability field) and attended conferences on
disability research. This dialogue resulted in the first formulation of the design princi-
ples, including the terms self-assessment based on input from the workshops and goal
setting based on the theory of self-determination. These were presented to the designers
who initiated a workshop to discuss the deeper meaning of the design principles and to
establish a shared understanding of the design principles. As a result, the design princi-
ples were rephrased into what the designers described as ‘human speak’ in their native
language and with a shorter guiding version described as the user activity (one example
of a design principle is presented in Table 1).

Table 1. Example of the first version of one of the design principles and the ‘user activity’.

Design principle User activity

Provide features for self-assessment and goal
setting so that the system supports cognitive
impaired users to make conscious and
autonomous employment decision

Who am I and what would I like to become?

The systemizing ba is a space to systematize, share and combine gathered explicit
knowledge with new information and new knowledge [9]. As the project developed,
we realized that we needed a flexible space to share ideas among the project mem-
bers, regardless of location and time. The insights built from dialogues and face-to-face
meetings needed to be collected and systemized. To enable the combination of both
explicit knowledge and existing information (the cyber ba), one designer suggested the
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use of ‘Miro’. The application supported the use of text, visuals and sound and real-
time interaction between researchers, designers and developers (screenshot provided in
Fig. 1).

Fig. 1. Gathered knowledge, suggestions on inspirations and visualization of design principles.

The exercisingba includes internalization anduse of explicit knowledge that is turned
into action [9]. The gathered and combined explicit knowledge (preliminary design prin-
ciples and user needs) were turned into action and instantiated in a first paper prototype.
Using the prototype, the designers and researchers tested out the knowledge created
together with students with ID in school settings. The ADRmindset of contentious eval-
uation together with users in real settings [1] supported that knowledge was turned into
action and tested.

5 Discussion and Further Work

The artefact will be further developed and documented in later publications, however,
it is outside the scope of this paper. Our focus is on how the concept of ba can con-
tribute to a better understanding of the development of design principles in ADR. From
the perspective of knowledge creation, the originating ba established an environment
of trust between researchers and most importantly participants with ID. Observations,
listening and doing contributed to a better understanding of tacit knowledge and the
experiences and worlds of users with limited cognitive abilities. During the interacting
ba knowledge was made more explicit and a service concept was used to support a
shared mental understanding of the problem space. Findings from this project, indicate
that it is crucial to spend time on dialogues. Theories that could inform the design were
discussed among the researchers early in the process, but this proved to be less useful
as a shared mental understanding of the problem was needed first. A collaborative and
iterative approach with both domain experts, designers and users was important, as it
confirmed the relevance of the theory for a class of systems but also how it could be
combined with other concepts. A dialogue among research and designers on how to
externalize the suggested design principles was fruitful for both parties as they became
more explicit. In the systemizing ba, Miro, supported creative sharing of ideas but also
grouping of knowledge and information between designers and researchers. It allowed
us to work simultaneously in a shared space and systemize the ideas in relation to the
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design principles. Finally, in the exercising ba, a first version of the design principles
could be explicitly presented in the prototype and we observed the use of it in action.
These triggered new cycles of knowledge creation and development of design principles.

Our preliminary findings imply that applying and making use of the concept of ba
can support the development of design principles. The different aspects of originating,
interacting, systemizing and exercising ba can contribute to amore structured knowledge
creation process that can be communicated to users, domain experts, designers and
researchers who work together to design and develop theory-ingrained artifacts for a
class of systems. We are currently interviewing designers and developers to learn how
they view the process of developing design principles together with researcher and their
viewon the knowledge creation process. Thiswill further informour preliminaryfindings
on knowledge creation, the concept of ba and the development of design principles.
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Abstract. A central goal of doing research is to make findings available to the
academic and practitioner community in order to extend the current knowledge
base. The notion of how to generalize, abstract, and codify knowledge gained
in design endeavors is a vital issue in design science, especially in the strand of
design theory.Designprinciples provide amedium tomake suchdesignknowledge
available to others and to make it transferable from a single application onto more
scenarios that are subject to similar boundary conditions. The study proposes a
preliminarymethod for the development of design principles based on a structured
literature review and the inductive derivation of methodological components from
it. The purpose of the method is to give researchers and practitioners executable
steps to generate design principles.

Keywords: Design principles ·Method · Design theory · Taxonomy

1 Introduction

Researchers and practitioners that design are concerned with the creation of meaningful
artifacts that solve an organizational problem [1]. Quintessentially, the act of designing
anything may be understood as the iterative transformation of an undesirable problem-
state (problem space) to a more desirable solution state (solution space) through the
use of artifacts [1–4]. Artifacts, generally, differ from natural objects, as they come into
existence by design, i.e., with intended functionalities, with one or multiple authors,
and, ultimately, to serve some human purpose [5–7]. In that, it is the process of analysis
and understanding of how the constituent components of an artifact come into being
that shapes the act of designing [8]. During that process, the designer generates design
knowledge, which requires codification in a conceptual shell in order to be made useful
for a broader user base and to contribute to the persistent knowledge base [9]. Design
knowledge is knowledge about the artifacts, how they are constituted, and how they come
into existence [10]. A central goal ofDesign Science is to accumulate design knowledge
[11] and to make it available [12] so that it can be reused in multiple instances and to
elevate knowledge gained about a singular solution to a more generally applicable level
[13, 14]. The common purpose of design principles is to codify design knowledge and,
given the consideration of respective boundaries, enable its reuse [15]. Additionally,
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design principles (as a part of design theory) should assist the designer in bringing about
an artifact that has a set of specific functionalities and result in the expected effects
[16]. Research on design principles and, more generally, design theories is beneficial
as they enable the “(…) progression from an abstract level of situated implementation
to a more generic and applicable level” [17 p. 4], and, subsequently, they “(…) would
be a significant enhancement or addition to the existing scientific body of knowledge”
[18 p. 5]. The medium of design principles is useful to codify design knowledge and to
make it available as prescriptive guidelines that support design both as a process and
a product [19]. [20 p. 227] defines prescriptiveness as “(…) if you want to achieve Y
in situation Z, then perform action X.”

As of now, there are a plethora of ways to develop design principles with studies
varying vastly in their development approach. For example, some studies employ Action
Design Research (ADR) and follow the notion of eliciting design principles reflectively
from a design process or finished artifact [4, 13]. Other studies derive design principles
in Qualitative Studies, Case Studies, or using Design Science Research (DSR) meth-
ods (e.g., [21]), with some employing the concept of meta-requirements (requirements
addressing a class of artifacts [22]) and some skipping them. As of now, studies pro-
pose conceptual guidelines and frameworks to develop (nascent) design theory, of which
design principles are an integral component (e.g., see [18, 23, 24]), yet, however, there
is lack of an operationalizable set of steps to develop them. Thus, we see a need for
a standard set of steps summarized in a method to assist design principle development
according to both best practices established in the literature and epistemological founda-
tions provided by the core literature on design theory. The present article proposes, firstly,
a taxonomy of design principle development approaches generated from a structured lit-
erature review and, secondly, derives from it a method with specific steps representing
the key tasks for their design. Because of the above, the research question of the present
article is:

Research Question (RQ): Which steps need to be followed to develop design princi-
ples successfully?

The paper is structured as follows. Firstly, after the introduction, we illustrate the
conceptual foundations of design principles. Section 3 describes the approach to identi-
fying relevant literature and the research design in general. Subsequently, Sect. 4 starts
with taxonomizing the inductively gained insights from the literature review and pro-
ceeds to derive a method from them. Lastly, in Sect. 5, we discuss our findings, explicate
the contributions, and define the limitations of our work.

2 Design Principles

The term “design principles”, as a linguistic composition, consists of two parts, namely
design and principle. First, design (as a verb) can be defined as “(…) the process in which
the designer progresses from a description of requirements to a model of an IS artifact
(…)” [2 p. 2]. A principle, on the other hand, can be defined as “A fundamental rule
or law, derived inductively from extensive experience and/or empirical evidence, which
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provides design process guidance to increase the chance of reaching a successful solu-
tion.” [25 p. 2]. Subsequently, we can establish the understanding of design principles,
linguistically, as fundamental propositions that aid designers in achieving a successful
transfer of requirements to design. That notion is widely supported by authors from the
field, from which Table 1 shows selected definitions.

Table 1. Selected definitions of the term “design principle”.

Definition

“As a definition, consider a design principle as a ‘recommendation or suggestion for a course
of action to help solve a design issue’” [26 p. 357]

“Design Principles (in so far they are considered a form of design knowledge) represent
knowledge that is codified, explicit knowledge, readily accessible as prescriptive statements”
[15 p. 39]

“The design principles capture the knowledge gained about the process of building solutions
for a given domain, and encompass knowledge, about creating instances that belong to this
class (…)” [13 p. 45]

“(…) are design decisions and design knowledge that are intended to be manifested or
encapsulated in an artifact, method, process, or system” [27 p. 17]

Even though it is their purpose, design principles, per se, cannot directly be trans-
ferred onto any given application context, but rather are constrained by boundary condi-
tions set both by the environment that they are supposed to be used in an by the experience
of the user [11, 28].

The objective of design principles is supporting the design of artifacts, design prin-
ciples as such are at a higher, “meta” level. However, design principles themselves often
are the product of aDSR endeavor themselves [29, 30]. Thatmakes them an artifact in the
traditional, philosophical sense, i.e., an artificially designed (conceptual) object, which
is different from natural objects that come into existence to fulfill some human purpose
with specific functionalities [7]. To position design principles in the sphere of artifacts
but at the same time demarcate them from material artifacts (usually, methods, models,
constructs, and instantiations [5]) [30], one might employ, e.g., the termini meta-artifact
[31], or abstract artifact [30].

Following the duality of the term design, as both a verb and a noun, design principles
may both address the process of designing an artifact (i.e., the development process [32]),
as well as its functionalities (i.e., the system features [32]) [22]. The literature provides
various ways to further classify design principles in detail, e.g., through their inclusion
as parts of design theories, as principles of form, principles of function, or principles of
implementation [33].

3 Research Design

Our research approach is a structured literature review, as proposed by [34–36]. As it
is our goal to construct a method for design principle development based on findings
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in the literature, we set the scope of our search strategy to only include those papers
that explicitly deal with the development of design principles, i.e., have, in our view,
identifiable methodological components [37]. Next, the scope of our study delimits the
methodological frame onto design science and the domain of Information Systems (IS).

To construct a nexus of literature that is as relevant as possible to the study, we
search explicitly for the occurrence of the term “design principle” or “design principles”
in the titles and abstracts, respectively, in the AISeL1 database. The literature core is
extended, on the one hand, through backward search [36] and reduced, on the other,
through eliminating doubles and papers that are out of scope. The search was restricted
to AISeL, as, during the search process, it became clear that the theoretical saturation has
been achieved and that, most likely, no new information could be gained by incorporating
additional databases and also extensive backward searches [36, 38]. Subsequently, the
study does not claim completeness but instead builds upon a representative, methodical
subset [37]. We started with 251 papers, of which, after both reduction and extension,
97 remained for more in-depth analysis.

We focused on papers presenting completed research studies on design principles
(in terms of design theory), yet, if the method used to develop design principles was
sufficiently recognizable, we also included Research-in-Progress papers.

4 A Method for Design Principle Development

4.1 Taxonomizing Features of Design Principle Development

Based on the literature review outlined in Sect. 3, we chose an inductive approach, in that
we taxonomize different approaches to design principle development in the literature.
Using a taxonomical approach is especially suitable, as it enables us to give structure
to the field of design principle development and to identify central dimensions and
characteristics [39], which we, later on, transfer into methodological components. We
have identified seven dimensions and corresponding characteristics (see Table 2) that
are suitable to map the development process according to our literature search [39].

Table 2. Taxonomy of development approaches. EX = Exclusivity, ME = Mutually Exclusive,
NE = Not Mutually Exclusive. Unknown or Unspecified characteristics have been omitted.

Dimension (Dn) Characteristics (Cnm) EX
Perspective Supportive Reflective NE
Research Design DSR A(D)R Qualitative Case Study NE
MR Source Literature Theory Interviews Workshops/

Focus groups
None NE

DP Design Derived Extracted Responsive NE
Iterations Single Multiple ME
Evaluation Expert/User

Feedback
Instantiation/
Field Testing

Argumentation NE

Formulation Free Based on Template ME

1 https://aisel.aisnet.org/do/search/.

https://aisel.aisnet.org/do/search/


212 F. Möller et al.

The Perspective (D1) dichotomously classifies the design principles alongside two
characteristics. First, Supportive (C11) design principles assist the design of an artifact
ex-ante, i.e., before the design process has started and thus justify future design decisions
[40, 41]. On the other hand, Reflective (C12) design principles emerge after or during the
design iterations of the artifact. The dimension is not mutually exclusive as, naturally,
the designer may produce design principles before the actual designing of an artifact,
but may, at any point in the design process, refine them or add new ones.

Each design principle has some Research Design (D2), either as the central artifact
(or meta-artifact [31]) to be developed or as part of a more extensive design process.
Most prominently, design principles emerge alongside Design Science Research (e.g.,
[21]), (C21), Action (Design) Research [13] (C22), Qualitative Studies (C23), or Case
Studies (C24).

Next, studies differ in their approach to Meta-Requirement elicitation (D3). Meta-
Requirements are derived fromone ormultiple sources, such asLiteratureReviews (C31),
derived from Kernel Theories (i.e., Service-Dominant Logic) (C32), Interviews (C33),
orWorkshops (C34). However, not all studies employ the concept of meta-requirements
(C35). For example, studies using ADR to derive reflective design principles usually do
not derive meta-requirements before design principle development, as they are extracted
rather than developed a priori.

Our findings show that design principles are generated (D4) in three ways. Firstly,
by deriving (C41) them directly (without meta-requirements) from a suitable knowledge
base (e.g., Literature, Theory, or Case Studies), by extracting them from an on-going or
finished design process (C42), or by formulating them as a response tometa-requirements
(even though, some authors use different terminology, e.g., design requirements [42])
(C43).

Design principle generation can be iterative (D5), which is why we distinguish
between Single (C51), and Multiple (C52) iterations.

We see three evaluation strategies that are usually used in studies developing design
principles (D6). Researchers may employ the assistance of experts (e.g., in interviews
or workshops) (C61), provide illustrative documentation via instantiation or field test-
ing of the corresponding artifact (C62), or, lastly, give argumentative reasons, e.g., by
constructing a scenario, about the quality of the design principles (C63).

Lastly, scholars, either formulate (D7) freely, with the restriction being that the design
principle is formulated prescriptively (C71) or based on a linguistic template (C72).

4.2 Method-Elements

The following section explains the Method Components (MC) derived based on the
taxonomy shown in Table 2 and the findings of the structured literature review. The focus
lies on the strand considering supportive design principles, both because of spacing lim-
itations, as well as the intuitive and self-explanatory nature of the reflective approach.
Furthermore, our literature review shows that the supportive approach is characterized by
methodological heterogeneity rather than the reflective approach, which predominantly
utilizes ADR or methods of DSR. Figure 1 visualizes both approaches as a procedural
model. Additionally, the method represents and overarching framework, which, hope-
fully, spurs creativity in designers by conducting the individual steps necessary for design
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principle development, yet, leaves the instantiation of each activity flexible. Thus, we
provide typical best practices that we have derived from the literature review (e.g., visu-
alizing the relationship between design principles and meta-requirements or using a
template for their formulation).

Formulate Solution 
Objective

Start

I

Revision

III. Select Research 
Approach

Define ProblemR.IV

Design ArtifactR.V

Extract Design 
PrinciplesR.VI

Identify
Knowledge BaseS.IV

Elicit Meta-
RequirementsS.V

Formulate Design 
PrinciplesS.VI

VII. Evaluate

ReflectiveSupportive

End

End, if no
revision necessary

Iterative 
Design Process

Specify Research 
ContextII

Fig. 1. Method for Design Principle Development.

ME I - Formulate the Solution Objective (SO): The first step in developing design
principles is to formulate their purpose. Their purpose, generally, is to support the design
of an artifact successfully. That objective can be called Solution Objective, i.e., the
formulation of the specific task the artifact should, at some point, be able to fulfill [23]
(see Table 3). The goal of ME 1 is to present the purpose of the design principles
concisely and precisely.

Table 3. Exemplary Solution Objectives formulated in design principle development.

Exemplary Solution Objectives

“What are appropriate design principles for tools that allow for reflecting sustainability in
business models?” [43 p. 2]

“Which data-specific design principles can be used to assess business model representations
regarding their applicability for data-driven business models?” [44 p. 2]

ME II - Specify Research Context: Once the general direction of the research
endeavor is set, the researcher must select an adequate research method. Design prin-
ciples may both be the part of a more comprehensive research endeavor and come into
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existence during that process, or they might be the artifact themselves. For example,
if the study includes close interaction with practitioners and collaborative design of an
artifact, the choice could fall on ADR (e.g., see [45]). However, if the design principles
were to be designed ex-ante, e.g., from interviews, one might opt to conduct a qualitative
study to develop them (e.g., see [46]). Table 4 gives three examples of design principles
and their correspondingmethodological research context. Design principle development
may span multiple studies and experience refinements in subsequent research projects.

Table 4. Examples of different research contexts for design principle development.

Design principles Research context

DP to asses business model representations for data-driven business models
[44]

Qualitative Study

Multiple DP for Blended Learning Services [48] ADR [13]

DP for attention aware BI & Analytics dashboards [49] DSR [50]

ME III - Select Research Approach: We propose a dichotomous decision between,
firstly, a Supportive approach and, secondly, a Reflective approach. The primary differ-
ence between both approaches is the point of artifact design and the logic of generating
design principles. In the supportive approach, the goal of design principles is the pro-
vision of design knowledge in advance to support the design of an artifact before the
design process takes place. These design principles are derived in advance from the lit-
erature, kernel theories, case studies, expert interviews, or comparable, suitable sources
for design knowledge. Contrarily, the Reflective approach means that a design action
has been taken, and “(…) reflecting on what has been done is required (…) and design
principles need to be abstracted” [47 p. 7]. Design principles can be reflected in one’s
own design processes or those carried out by others [4, 10, 33]. Thus, we follow the
terminology of [4] and name that approach Reflective. Generally, this distinction is in
alignment with the inductive and deductive understanding in the epistemological loop
of relevance and rigor in DSR outlined in [18].

ME SIV/S.V - Identity Knowledge Base/Elicit Meta-requirements:
Meta-Requirements, as proposed by [22], refer to requirements addressing a class of
artifacts. In that, these requirements need to be abstract and general to be valid for more-
than-one instances [51] (see Table 5). While the origin of meta-requirements lies in
the construction of a design theory and their derivation relied on using kernel theories,
today, multiple studies show various possible backgrounds. These include, exclusively
or in combination, the derivation from theory, literature, interviews, or similar suitable
data sources. Suitable data are all data that assist the researcher in extracting design
knowledge (e.g., [52] argue for using user-review from an online software comparison
portal to derive design principles). No matter their origin, meta-requirements need to be
tied directly to the solution objective to ensure the continuity of the red path throughout
design principle development [23].
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Table 5. Examples of meta-requirements and design principles from the literature corpus.

Exemplified Meta-requirement Source

“Full accessibility to project insight database for all organization members” [53
p. 12]

Interviews

“MR1: Record user’s eye-movement data with an eye-tracking device while
processing visualized information.” [49 p. 5]

Literature

Exemplified Design Principle Template

“Provide the collaboration system with communication medium that have at least
one high and one low level of synchronicity (…) to build consensus for efficient
collaboration among them.” [54 p. 7–8]

[28]

“Frame the ill-structured problem by developing an ontology in which the main
components of the problem and their relationships are modeled.” [55 p. 403]

None

Our literature review has shown that only a few studies employ the concept meta-
requirements while extracting design principles from a designed artifact, e.g., in the
context of an ADR-Study (an example would be [53]). Usually, meta-requirements are
derived from the literature in developing supportive design principles a priori to any
instantiation of an artifact.

Even though not all studies employ meta-requirements, we include this step in
the method (for supportive design principles), as we agree with the concept of Value
Grounding explained by [24], which proposes a close link between design theory and
the corresponding goal that it intends to achieve (i.e., the causa finalis [33]). Correspond-
ingly, supportive design principles mandatorily should address at least one or multiple
meta-requirements (which may be aggregated to key requirements) [18, 23].

ME S.VI - Formulate Design Principles: Design principles are formulated twofold.
Firstly, they must include specific, prescriptive instruction for an artifact design (con-
tent), that addresses meta-requirements [23]. A precise tool to visually illustrate that cor-
relation is the mapping diagram (see Fig. 2) that shows which design principles address
which requirement. Thus, we recommend visualizing the connection and derivation logic
between design principles and meta-requirements as a mapping diagram mandatorily to
giver ready, easy, a visual aid to understand the connections. One step further, some
authors extend another layer and append, e.g., design features that result from design
principles. Second, when formulating design principles, the researcher can draw from
established templates. In [19], the authors identify six formulation templates, namely

Design Requirements Design Principles Design Features

DR1

DP1

DP2

DP3

DF1

DF2
Increase Effectiveness
in Decision-Making

DR1A DSS should learn based on 
collective and artificial intelligence.

DR1A DSS should identify relevant 
contributions in the data set.

DR1A DSS should remove irrelevant 
contributions from the data set

DR1Crowdsourced Contributions

DR1Crowdsource Metadata

Fig. 2. Example of mapping diagrams. The excerpt is taken from [42 p. 2662].
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[20, 22–24, 28, 56], and provide enhanced guidelines themselves. For examples of design
principle formulation, see Table 5.

ME VII - Evaluate: The literature on design theories and design principles offers mul-
tiple underlying conditions that design principles need to fulfill. Our literature review
has shown ways to evaluate design principles (see Table 2), such as Expert Feedback
(Interviews, Workshops), Instantiation, or Argumentation. To support a goal-oriented
evaluation of design principles, we provide two categories of evaluation criteria.

First, design principles should be correct in form. Meaning that there are some
necessary conditions, let us call them the smallest common denominator, that design
principles need to fulfill in order to be called so. Thus, design principles need to prescribe,
precisely, a specific action, a prescription to bringing an artifact into existence through
the codification of design knowledge (Prescriptiveness) [9, 13, 26, 27, 57]. Next, the
design principle should be adequately general in order to address a class of artifacts,
rather than one specific instance (Abstractedness) [13, 28, 32, 33, 58].

Arguably the most crucial purpose of design principles is to make design knowledge
reusable in different application scenarios as if that is not so, their very meaning and
purpose, i.e., their “(…) practical ethos (…)” is lost [59 p. 1]. Thus, we draw from [59],
who propose a framework for light reusability evaluation of design principles, which can
be used as tools for argumentative justification or evaluation. The framework consists
of five criteria, namely Accessibility, Importance, Novelty & Insightfulness, Actability
& Guidance, and Effectiveness.

5 Contributions, Limitations, and Outlook

The present study develops a method for design principle development based on the tax-
onomized results of a structured literature review. Thus, our scientific contributions lie
in assisting researchers in developing design principles in a research setting that is not as
clear cut as, e.g., design principle elicitation inADR.We outline away to generate design
principles in alignment with epistemological underpinnings based on different types of
knowledge bases. Additionally, we collect, contextualize, and synthesize approaches
to design principle evaluation and propose essential properties that design principles
need to have. Thus, our work assists in extending the scientific body of knowledge by
providing a method that makes design principle development more structured, applica-
ble, and goal-oriented. Through generating more design principles, the paper, indirectly,
contributes to extending the body of design knowledge [18 p. 5]. Lastly, while there
have been some studies providing guidelines in generating design principles (e.g., [13,
18, 41]), we argue, that ours contributes merit through its operationalizable nature and,
through the conjoint utilization of the taxonomy, gives advice on possible, underlying
knowledge bases and best practices.

As far asmanagerial contributions are concerned,we argue that through the support
of design principle development, we enable researchers and practitioners to make their
attained design knowledge available and, subsequently, assist their users in implementing
them in their new design endeavors. Ultimately, through providing well-founded design
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principles, our method helps the generation of excellent designs, which “(…) can go far
beyond a single success story.” [11 p. 186].

Lastly, our work is subject to limitations. As the data on design principle devel-
opment stems from AISeL, we restrict our view only on Information Systems, which
leaves the potential for further research in additional databases. Also, using only the
keywords “design principle” and “design principles” excludes, at this point, synonyms,
which need to be investigated further. Thus, it is likely that not all papers developing
design principles were found and that broader inclusion of databases and publications
covering design science, in future work, is necessary. Also, the method only builds on
publications purely developing design principles. Naturally, as they are part of design
theory, the next step could be to extend the literature review and include methods for
developing comprehensive design theories. For example, [60] give a detailed overview
of publications thematizing design science. The method is yet a preliminary version and
thus requires continuous testing and improvement, but is, as of now, an initial approach
to operationalize design principle development and establish a best practice (in con-
junction with the taxonomy given in Table 2. Future evaluation strategies could include
conducting focus groups, checking themethod for applicability (e.g., by using the frame-
work of [61]), or instantiating it in a real-world design project. Currently, we plan to
evaluate further and develop the method in both the academic research setting of uni-
versities, but also in applied research institutes. Additionally, the method could profit
from a more structured underlying design framework, such as Method-Engineering, to
enhance formalization and to zoom in on the activities even further.
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Abstract. The question of whether a particularist or a universalist
stance to Information Systems (IS) research is more important has long
divided the IS research community. Particularism acknowledges the con-
text of research, whereas universalism aims to abstract theories to higher
levels, neglecting the role played by context. This dilemma is especially
relevant to Design Science Research (DSR) because the designed artifact
and its context are inextricably connected. However, do design science
researchers sufficiently consider and adequately specify context and, on
this basis, do they generalize the knowledge generated through designing
artifacts? Using a systematic literature review I analyze the specification
of context and design implications in DSR papers from leading IS jour-
nals. The results show that both are generally underspecified. Although
DSR, by its nature, seems to be particularistic and rarely generalizes
findings, I help researchers conduct more context-aware DSR by pro-
viding guidelines for optimizing the consideration of context. Thus, this
paper seeks to optimize the potential for generalizing findings in DSR
and, thereby, to enhance theory building in the discipline.

Keywords: Design science research · Context · Particularism ·
Universalism · Literature review

1 Introduction

In IS, two research approaches are hotly debated: particularism and universal-
ism. Particularist research draws on theory, or investigates phenomena explic-
itly acknowledging their contexts. It thus takes environmental differences into
account [10]. In contrast, when adopting a universalist design, researchers gen-
eralize contextual details to discover novel theories with universal applicability
[3]. Social science theories and research are inevitably highly context-dependent,
often adopting a particularist research design and struggling with generaliza-
tion. Some research misleadingly claims to be universalist by obfuscating con-
textual details in a particularist research design, because particularism has lim-
ited research relevance. They view particularism as only a small step towards
generalizability which is deemed the ultimate goal of scientific research. This
c© Springer Nature Switzerland AG 2020
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increasingly applies to the IS discipline, as researchers adopt a wide range of
opinions and strategies on this issue [9,10,13,37]. Davison and Martinsons [10],
for example, argue for a pluralistic approach to increase specification of context.
Previous studies confirm the general lack of context specification, on the basis
of which unfounded claims are made for universal generalization [24].

Design science research (DSR) is a design-oriented stream in IS research
which focuses on the development, evaluation, and improvement of IT artifacts
[44]. However, considering context in DSR is particularly important for two rea-
sons. First, context plays an essential part in executing DSR, as the design
requires the interplay between artifact and context to deliver useful solutions.
The context inevitably sets boundaries and requirements for IT artifacts because
the artifact can only be useful when fitting its context. Second, unlike general
knowledge about context in IS [10,24], there is no quantitative research on the
specification and consideration of context in DSR. Lee [23] states that DSR stud-
ies are focusing on technology and on organizational aspects, without combining
either as part of context.

The purpose of this paper is to take a meta-theoretical view on the considera-
tion and specification of context in DSR papers published in leading IS journals.
To answer my research question of how leading IS researchers view context in
their DSR studies, I undertake a systematic literature review [47], reviewing
115 high-quality publications in IS that apply DSR methods in different con-
texts. By critically discussing current considerations of context in DSR, my aim
is to support researchers to optimize future DSR through greater awareness of
the context surrounding the IT artifact they design. It currently is common
practice, however, to leave out contextual characteristics, hoping this might be
viewed more favorably by reviewers. I aim to improve future DSR practice in IS
by analyzing the past and providing guidelines for more effective embedding of
context in research design. The guidelines will help researchers adapt their DSR
processes to improve and investigate contextual influences on the design of their
IT artifacts.

The remainder of his paper is structured as follows. Section 2 present an
overview of the related literature. Section 3 presents and justifies the literature
review as the research method used. In Sect. 4, I display the results from the
literature review, before discussing and proposing guidelines for context-aware
DSR in Sect. 5. Section 6 concludes the paper.

2 Related Work

2.1 Context in Universalism and Particularism

Weighing up universalism and particularism is a hotly debated topic in IS liter-
ature, usually revolving around the role played by context. Context is a multi-
dimensional [37] and obscure construct [1,37], causing discussion in management
and IS literature. Johns [21] defines context in organizational behavior research
as “situational opportunities and constraints that affect the occurrence and
meaning of organizational behavior as well as functional relationships between
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variables” [21, p. 386]. Stressing the importance of context in research, he laments
the lack of attention context is given in existing research, arguing that a change
of context significantly changes the nature of theories that can be derived from
it [21]. In the early years of IS, context in evaluation is separated from content
and process [42]. Whereas context represents the ‘why’ in evaluation, content
represents the ‘what’, and process the ‘how’ of evaluation [42]. Context is said
to be a limiting factor in theories of social sciences, as it restricts the universal
applicability and relevance of research [10].

Concerning IS, theory has long been viewed as the pinnacle of research.
The generation of universal knowledge around IT has been a key focus since
the early days of IS [3]. In the past, authors have—and continue to this day
to experience—difficulties in publishing research that is lacking in theoretical
contribution. To counteract this IS trend, papers call to focus less on theory and
more on other contributions, e.g., arguments, facts, and patterns [4]. Considering
that researchers understand generalization as knowledge claims expected to hold
true outside of the evaluated setting [39], generalization in IS research may be
achieved through successfully applying theories in contexts for which they were
not initially developed. In other words, for theory to be valid it has to hold true in
multiple contexts [22]. This universal approach—also described as universalism—
is common in IS research and often announced as its ultimate goal [9].

Davison and Martinsons [10], however, criticize universalism and specifically
researchers’ lack of awareness when making universalist claims because certain
results cannot be generalized to other contexts. Hence, particularism and univer-
salism are opposed to each other. In particularistic research, researchers explicitly
acknowledge the environment—the context—of their research [10] by consider-
ing characteristics, e.g., race or gender, which universalist research deems to be
functionally irrelevant [25]. Applying a universalistic approach, however, would
ignore these characteristics and generalize the findings.

For theory development, both universalism and particularism are needed. To
balance the application of universalism and particularism, Davison and Martin-
sons [10] recommend that researchers make conscious decisions on the appropri-
ate research context based on the goals of the research. They advise researchers
to explicitly consider context in their research: “The research design is not com-
plete without clear specifications of the context in which the research will be con-
ducted and the contexts for which the findings may reasonably be useful.” [10,
p. 247] Other researchers support this call for a better specification of context in
IS [19,37,43], especially given the interdisciplinary nature of IS [9]. Nevertheless,
they underline the importance of generalizability as the ultimate goal of scien-
tific research [9,43]. Hence, applying a pluralistic approach that considers both
universalism and particularism [35] would allow to avoid limitations inherent in
taking an extreme position.

2.2 Design Science Research in Information Systems

In general, researchers differentiate between natural and artificial things. Human
designers synthesize artifacts to serve specific goals and functions, imitating
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appearances in common natural things [41]. In this sense, artifacts lie at the
interface between their surroundings and their inner environment (the substance
of the artifact itself) [41], and, as such, are boundary objects between the two. In
research, artifacts will contribute to the knowledge base if they prove to be useful
to their users and solve a problem with an approach superior to preexisting arti-
facts [18,26]. IT artifacts discussed in IS are entities, objects, or a combination
of both, designed to benefit people and their goals in a certain context [29,49].
IT artifacts can be constructs, models, methods, or instantiations [26].

Researchers characterize design as the act of creating innovative artifacts for
the purpose of resolving problems. Simon [41, p. 111] acknowledges that “design
is the core of all professional training” and that design is not focused on finding
out how things are, but prescriptively deals with how they ought to be in order
to work properly [41]. The use of design as research to investigate theories for
design and action [15], is called design science. To scientifically create artifacts,
DSR pursues a dual mission [40]: contributing to theoretical knowledge, and
solving current problems. Therefore, DSR aims to both design IT artifacts and
evaluate them with a view to building IS design theories [17].

From a philosophical point of view, the knowledge scope of DSR is both
nomothetic, abstracting general and universal knowledge, and idiographic, focus-
ing on situated artifacts and particular instantiations [6]. The reason for this is
the duality of DSR consisting of design (build and evaluate) and science (justify
and theorize) [6], thus, combining particularism and universalism. DSR contri-
butions can vary in the level of abstraction [34]. Whereas high-level abstractions
(design theories) tend to a more nomothetic knowledge scope, instantiations as
a contribution show a stronger idiographic knowledge scope [16].

2.3 Context in Design Science Research

In pioneering fashion Alexander [1] determines form as the ultimate object of
design, as every design problem begins with trying to achieve a fit between form
and context: “When we speak of design, the real object of discussion is not
form alone, but the ensemble comprising the form and its context.” [1, p. 16].
He defines context as the problem itself, putting demands on the form, whereas
form is the solution to the problem. The form is the only part of the world which
designers have control over and which they can change through design, therefore
reflecting all known facts relevant to the design of an artifact. To measure the
criterion of fit, Alexander recommends putting a designed prototype (form) into
its intended context and checking if it fulfills the requirements [1]. However, as
these requirements are derived from an obscure context, there is a potentially
endless list of them. Therefore, the criterion of fit can only be measured by the
absence of the most obvious misfits [1].

The work of Alexander [1] has influenced the very foundations of DSR [17,31].
In DSR, the IT artifact as a representation of the form is seen as surrounded
by and embedded into its context [27]. Therefore, context in DSR describes the
differences in which DSR studies are executed [20]. From a designer’s perspective,
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context is also obscure and immutable so that changes can only be applied to
the IT artifact and not to the context itself.

Hevner et al. [18], amongst others [13], agree to the dependence of an IT
artifact on its context and further clarify and categorize the different aspects
that define context: people (roles, skills, characteristics), organizations (strate-
gies, structure, culture, processes), and technology (infrastructure, applications,
communications architecture, development skills) [18]. This context view is often
used to frame the context of an IT artifact, e.g., as the organizational (socio-
technical) context [27]. While other researchers may name these categories dif-
ferently or assign different attributes to them [2,11], they, nevertheless, tend to
describe similar aspects. Concerning organizational context in previous research,
Pettigrew [32] distinguishes between inner context, consisting of the structure
of organizations, and outer context, consisting of the social, economic, political
and competitive environment.

IT artifacts—the results of DSR—should not and cannot be built to solve
the corresponding design problem, but have to be evaluated in the context for
which they were designed [2]. As with the abstraction of a design problem to a
class of problems, the IT artifact also has to be regarded in an abstracted view.
Therefore, to generalize the findings of DSR and generate robust theories, an IT
artifact has to be evaluated in different contexts [17].

3 Methodology

Up to now, there is no IS research quantitatively analyzing existing DSR pub-
lications in terms of their consideration of context. Only Schuster et al. [38]
analyze design theories and the context they were evaluated in qualitatively.
To investigate the emphasis placed on context in DSR, I conduct a literature
review synthesizing and extending existing research in design science. I follow
guidelines for literature reviews in IS [47], which offer a rigorous and traceable
way to collect and review the existing literature [45]. I choose a narrow scope of
publications to only include high-quality publications in IS because the aim is to
portray context consideration in leading DSR publications, trading off quality
against quantity. Therefore, the literature search is restricted to the senior schol-
ars’ basket of journals [28], including the eight most influential journals of the
IS discipline. Instead by limiting the review to a specific time frame I analyze
the complete body of literature in IS’ leading journals.

First, I conducted an electronic search for the keywords “design science” and
“design research” in the selected journals. With these keywords, I was able to
identify applications of the different procedures and guidelines of DSR, including,
for example, Action Design Research [40]. This initial search yielded a total of
528 hits across the selected databases, with the same result after using backward
and forward searches. As the analysis focuses on the application of DSR in a
scientific context, all meta-theoretical DSR papers, which do not apply DSR to
design IT artifacts, were excluded, as well as those that only obliquely mention
DSR. Therefore, after checking the research methods used in these 528 papers,
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in a second step over 78% of the initial set of identified papers were excluded,
resulting in 115 papers being considered for further analysis. The detailed results
are displayed in Table 1. In contrast to Prat et al. [33] I only consider studies
explicitly calling their methodology according to my keywords.

Table 1. Journals analyzed and papers included in the review

Journal Initial hits Papers applying DSR

European Journal of Information Systems 94 19

Information Systems Journal 40 7

Information Systems Research 44 9

Journal of AIS 83 21

Journal of Information Technology 37 2

Journal of MIS 71 28

Journal of Strategic Information Systems 22 3

MIS Quarterly 137 26

Total 528 115

In a third step, I categorize the literature based on predefined concepts [47].
As I want to find out if and how existing papers consider and describe the
context that DSR is applied to, I first scan the papers for a description of the
context. I focus on the characteristics of context by Hevner et al. [18]: people
(roles, skills, characteristics), organizations (strategies, structure, culture, pro-
cesses), and technology (infrastructure, applications, communications architec-
ture, development skills). This serves as a set of coherent macro-concepts [36].
Next, I investigate whether the authors explain the implications the context has
had on the designed IT artifact. This allows me to clarify the use of DSR, i.e.
whether it is for solving design problems or solely for representing and com-
municating findings with or without proper context specification [10]. Again, I
consider the three dimensions of context. Next, I look at how the authors gen-
eralize their findings, whether the designed IT artifacts were evaluated in their
original or in other contexts [17], e.g., by presenting a design theory as the high-
est level of contribution abstraction in DSR [16]. This research process is in line
with recommended prescriptions by Davison and Martinsons for ensuring the
appropriate communication of both context and scope of validity [10].

4 Results

The results enable a conclusive answer to the research question. Having analyzed
all 115 papers it shows that 60 papers (52%) describe people-specific aspects
of context, 74 (64%) the organizational context, and 60 (52%) the technologi-
cal context. Many papers focus on minor characteristics mentioned throughout
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the design or evaluation phase of the paper, whereas others extensively discuss
certain dimensions. The papers display a holistic view, which focuses on each
contextual dimension of context in only 20 out of 115 papers (17%). In contrast,
15 (13%) papers did not mention any contextual aspects at all. The combined
results of the context description are portrayed in Table 2.

Table 2. Papers showing design implications of context dimensions (Papers can appear
several times in Table 2. For example, a paper describing people-specific and techno-
logical context characteristics counts for ‘People’, ‘Technology’, and ‘People and Tech-
nology’. Thus, percentages add up to more than 100%.)

Context

dimension

A: Number of

papers describing

context dimension

Percentage (of all

115 analyzed

papers)

B: Number of

papers outlining

design

implications of

context dimension

Percentage (of all

115 analyzed

papers)

Percentage

(B/A)

People 60 52% 41 36% 68%

Organization 74 64% 33 29% 45%

Technology 60 52% 41 36% 68%

People and

Organization

44 38% 18 16% 41%

People and

Technology

31 27% 13 11% 42%

Organization and

Technology

39 34% 16 14% 41%

People,

Organization, and

Technology

20 17% 8 7% 40%

No context

description

15 13% 39 34% –

If authors want to show the design implications of their IT artifact, they have
to justify these design decisions based on contextual or decision-based factors.
Therefore, the context drawn upon has to be at least described beforehand. As
seen in Table 2, the number of papers showing the design implication of their
respective contexts is even lower than the number of papers describing contextual
dimensions. Although possible in theory, there was no paper showing the design
implications of a contextual dimension without also providing a description.

Out of the 115 papers analyzed, 41 (36%) show design implications of people-
specific characteristics of context, 33 (29%) show design implications of the orga-
nizational context, and 41 (36%) show implications of the technological context.
The organizational context dimension is the most often described dimension,
while its design implications are shown the least often. Only about 40% of papers
describing multiple context dimensions also feature resulting design implications.
While only 8 papers describe the context and show the design implications across
all three dimensions, 39 papers fail to mention the influence the context has on
the design of the IT artifact as the focus of their DSR endeavor.

Concerning generalization, 28 out of 115 analyzed papers generalized their
DSR findings by abstracting their results to a class of problems [17] or presenting
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a design theory [16]. Out of 58 papers published before 2015, 7 generalized their
results, in contrast to 21 out of 57 papers from 2015 onwards. Apart from this,
the results do not vary significantly between the years of publication.

5 Discussion

Based on the results derived from the systematic literature review, I propose
three guidelines that researchers ought to consider when conducting DSR studies.
These guidelines serve as recommendations for context-aware DSR studies and
do not invalidate existing DSR guidelines [16,18], but rather complement them.
Furthermore, some DSR studies already apply some of these guidelines, whereas
others could be improved using the following guidelines.

As the results show, there are different approaches to DSR. Some studies are
technology-driven and introduce technological innovation (e.g., [48]) or transfer
technological innovation to other domains, for example, IoT-based sensors being
used to assist diabetes patients in healthcare [8]. Others use a people-focused
approach or base their DSR contribution in an organizational context. This is in
line with different approaches to DSR [23]. Furthermore, some authors refrain
from describing (some) context dimensions as drivers for DSR because the con-
text cannot be specified inherently. For example, Famideh et al. [12] develop a
generic process model for cloud migration, but fail to make explicit roles or agents
as examples of people-specific characteristics of context. The analysis shows that
DSR studies differ in the extent to which they accord any importance to context
dimensions. Nevertheless, context consists of a potentially endless list of require-
ments [1], which researchers cannot describe entirely. Context and IT artifacts
are mutually constitutive. Therefore, I recommend to define the particular char-
acteristics of the DSR-specific context and to include design implications deriving
from contextual characteristics, as their omission can compromise the scientific
validity of findings. As the context dimensions are described similarly frequent,
this applies to the three dimensions of context. Analyzing all DSR papers, the
context description is often placed in an introductory section or a dedicated
problem description, whereas design implications from context characteristics
are integrated into the IT artifact’s design section. Researchers should place the
context description and design implications into these research sections, refrain-
ing from adding new context-specific or even context-dimension-specific sections,
because context and its dimensions are an essential part of DSR. To provide a
positive example, Chatterjee et al. [8] provide excellent context descriptions and
design implications resulting from context characteristics. I therefore propose
the following:

Guideline 1. Authors of DSR should describe the three context dimensions of
their IT artifact designed in the problem description and explain the design impli-
cations resulting from the context dimensions in the IT artifact’s design section.

Another aspect that was discovered by analyzing 115 DSR papers from IS
journals is the effective relationship between the IT artifact and its context.
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IT artifacts are designed within a specific context [18]. Hence, not only does the
context affect the design of the IT artifact, but, vice versa, the IT artifact and its
design affect the context. Few of the papers, however, analyzed the anticipated
shifts in the different context dimensions, which can also be seen in similar
studies [38]. Therefore, I propose the second guideline:

Guideline 2. Authors of DSR should specify the anticipated changes of context
resulting from the IT artifact and its design.

Concerning the generalization of results, the majority of the analyzed DSR
papers lack an abstraction to a class of problems, as advised for plausible DSR
studies by Gregor and Jones [17]. Some papers generalize their results superfi-
cially, refraining from abstracting the essential design insights to a broader class
of problems (e.g., [14]). The overall results show the particularistic approach
that DSR is subject to. Additionally, the time-based analysis shows a change
towards more universalistic DSR because current papers more often generalize
their findings, thus aiming for the ultimate goal of scientific research. In line
with Davison and Martinsons [10], I propose the third guideline:

Guideline 3. Authors of DSR should generalize their findings and their IT arti-
facts to an abstract class of problems.

With these guidelines the aim is to lay the foundation for future DSR in IS
with a pluralistic approach that considers both universalism and particularism,
which is often requested [35]. The guidelines require a further description of
the context in which the researchers initiate their IT artifact, as described in
Guideline 1. Abstracting the findings and the knowledge generated to general
knowledge, as Guideline 3 suggests, meets the challenges of universalism. Thus,
DSR according to these guidelines covers both an idiographic and a nomothetic
knowledge scope [6]. Nevertheless, researchers should follow approved guidelines
and frameworks for DSR, which is common practice. The papers analyzed mostly
focus on Hevner et al. [18], Peffers et al. [31], and Gregor & Jones [17]. This aligns
with findings of another meta-analysis of DSR studies [7].

6 Conclusion

Context is an important construct in IS, especially in DSR. The analysis of the
whole body of DSR studies in leading IS journals shows that context seems
to be much neglected, although DSR studies feature particularistic research
approaches. Despite providing yet another meta-theoretical view on DSR in IS,
my paper contributes and communicates clear guidelines with a view to improv-
ing future DSR or related research in IS and related disciplines. The research
presents the current status of DSR in IS and the consideration of context accord-
ing to its three dimensions (people, organization, technology). I also introduce
guidelines for context-aware DSR, complementing popular DSR frameworks and
models. The guidelines can be used by researchers and practitioners to conduct
DSR studies and extend their focus to the context of their research subjects.
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Limitations include the selection of papers for the literature review, because
I only include influential journals of IS, dismissing related disciplines, other IS
journals and conferences. The potential bias of editorial policies in these leading
IS journals is often discussed [5,30,46] and can lead design science researchers to
submit their research to design-related journals or conferences, fearing rejection
in leading IS journals. Furthermore, I do not analyze the papers based on the
quality of their context consideration, but use a binary approach for their classi-
fication. Both limitations can be avoided in future research, which can sharpen
the proposed guidelines by qualitatively investigating context in DSR studies.

Future research should aim to validate the proposed guidelines by applying
them to DSR studies. Additionally, the research conducted in this paper could
be extended both to other disciplines and to more practice-oriented publications
or applications of specific DSR (e.g., Action Design Research [40]) to test the
validity of the proposed guidelines and merge them with existing DSR guidelines.
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science research. This paper was developed in the research project FLEMING, which
is funded by the German Federal Ministry for Economic Affairs and Energy (BMWi),
promotion sign 03E16012F.

References

1. Alexander, C.: Notes on the Synthesis of Form. Harvard University Press, Cam-
bridge (1964)

2. Alturki, A., Gable, G.G., Bandara, W.: A design science research roadmap. In:
Jain, H., Sinha, A.P., Vitharana, P. (eds.) DESRIST 2011. LNCS, vol. 6629, pp.
107–123. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-20633-
7 8

3. Avgerou, C.: The significance of context in information systems and organizational
change. Inf. Syst. J. 11(1), 43–63 (2001)

4. Avison, D., Malaurent, J.: Is theory king?: questioning the theory fetish in infor-
mation systems. In: Willcocks, L.P., Sauer, C., Lacity, M.C. (eds.) Formulating
Research Methods for Information Systems, pp. 213–237. Palgrave Macmillan, Lon-
don (2015). https://doi.org/10.1057/9781137509857 9

5. Baskerville, R., Lyytinen, K., Sambamurthy, V., Straub, D.: A response to the
design-oriented information systems research memorandum. Eur. J. Inf. Syst.
20(1), 11–15 (2011)

6. Baskerville, R.L., Kaul, M., Storey, V.C.: Genres of inquiry in design-science
research: justification and evaluation of knowledge production. MIS Q. 39(3), 541–
564 (2015)

7. Cater-Steel, A., Toleman, M., Rajaeian, M.M.: Design science research in doctoral
projects: an analysis of Australian theses. J. Assoc. Inf. Syst. 20(12), 3 (2019)

8. Chatterjee, S., Byun, J., Dutta, K., Pedersen, R., Pottathil, A., Xie, H.: Designing
an internet-of-things (IoT) and sensor-based in-home monitoring system for assist-
ing diabetes patients: iterative learning from two case studies. Eur. J. Inf. Syst.
27, 1–16 (2018)

https://doi.org/10.1007/978-3-642-20633-7_8
https://doi.org/10.1007/978-3-642-20633-7_8
https://doi.org/10.1057/9781137509857_9


Considering Context in DSR 233

9. Cheng, Z., Dimoka, A., Pavlou, P.A.: Context may be king, but generalizability is
the emperor!. J. Inf. Technol. 31(3), 257–264 (2016)

10. Davison, R.M., Martinsons, M.G.: Context is king! considering particularism in
research design and reporting. J. Inf. Technol. 31(3), 241–249 (2016)

11. Dresch, A., Lacerda, D.P., Antunes Júnior, J.A.: Design Science Research: A
Method for Science and Technology Advancement. Springer, Cham (2015). https://
doi.org/10.1007/978-3-319-07374-3

12. Fahmideh, M., Daneshgar, F., Rabhi, F., Beydoun, G.: A generic cloud migration
process model. Eur. J. Inf. Syst. 28(3), 233–255 (2019)

13. Fernández, W.D.: Commentary on Davison and Martinsons’ ‘context is king! con-
sidering particularism in research design and reporting’. J. Inf. Technol. 31(3),
265–266 (2016). https://doi.org/10.1057/s41265-016-0004-8

14. Giesbrecht, T., Schwabe, G., Schenk, B.: Service encounter thinklets: how to
empower service agents to put value co-creation into practice. ISJ 27, 171–196
(2016)

15. Gregor, S.: The nature of theory in information systems. MIS Q. 30(3), 611–642
(2006)

16. Gregor, S., Hevner, A.R.: Positioning and presenting design science research for
maximum impact. MIS Q. 37(2), 337–355 (2013)

17. Gregor, S., Jones, D., et al.: The anatomy of a design theory. J. Assoc. Inf. Syst.
8(5), 312–335 (2007)

18. Hevner, A., March, S., Park, J., Ram, S.: Design science in information systems
research. MIS Q. 28(1), 75–105 (2004)

19. Hong, W., Chan, F.K.Y., Thong, J.Y.L., Chasalow, L.C., Dhillon, G.: A framework
and guidelines for context-specific theorizing in information systems research. Inf.
Syst. Res. 25(1), 111–136 (2014)

20. Iivari, J.: Distinguishing and contrasting two strategies for design science research.
Eur. J. Inf. Syst. 24(1), 107–115 (2015)

21. Johns, G.: The essential impact of context on organizational behavior. Acad.
Manag. Rev. 31(2), 386–408 (2006)

22. Lee, B.: Conceptualizing generalizability: new contributions and a reply. MIS Q.
36(3), 749 (2012)

23. Lee, A.S.: Retrospect and prospect: information systems research in the last and
next 25 years. In: Willcocks, L.P., Sauer, C., Lacity, M.C. (eds.) Formulating
Research Methods for Information Systems, vol. 1, pp. 19–47. Palgrave Macmillan
UK, London (2015). https://doi.org/10.1057/9781137509857 2

24. Li, L., Gao, P., Mao, J.Y.: Research on it in China: a call for greater contextual-
ization. J. Inf. Technol. 29(3), 208–222 (2014)

25. Long, J.S., Fox, M.F.: Scientific careers: universalism and particularism. Ann. Rev.
Sociol. 21(1), 45–71 (1995)

26. March, S.T., Smith, G.F.: Design and natural science research on information
technology. Decis. Supp. Syst. 15(4), 251–266 (1995)

27. McKay, J., Marshall, P., Hirschheim, R.: The design construct in information sys-
tems design science. J. Inf. Technol. 27(2), 125–139 (2012). https://doi.org/10.
1057/jit.2012.5

28. Members of the College of Senior Scholars: Senior scholars’ basket of journals
(2011). https://aisnet.org/page/SeniorScholarBasket

29. Orlikowski, W.J., Iacono, S.: Research commentary: desperately seeking the IT in
IT research - a call to theorizing the it artifact. Inf. Syst. Res. 12, 121–134 (2001)
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Abstract. How to increase the chances of overall positive, rather than negative,
impacts from new technology developments is expected to be a key challenge for
the future of design-oriented research. In this context, we argue that a thorough
understanding of the ethical dimension of research and technology is needed so
that researchers can make an informed assessment of the expected impact of
their work and carry it out more effectively. Myers and Venable [1] took a first
step towards investigating the role of ethics in design science research (DSR)
and proposed a tentative set of principles that aim to help researchers achieve
outcomes that are good from an ethical perspective. We extend this stream of
research and present an ethics-awareDSR framework, which describes how values
and ethics are fundamentally related to DSR and howwemeasure its impact. Most
importantly, the framework can act as an actionable guideline for how tomaximize
the expected positive impact of DSR projects. Moreover, the framework can also
be used to discuss the structure, direction and expected positive impact of DSR.

Keywords: Ethics · DSR · Effective altruism · Theoretical framework

1 Introduction

Design science research (DSR) is a research paradigm focused on the creation of useful
knowledge through the development of novel solutions to relevant problems [2, 3]. Thus,
DSR has the implicit goal of having a positive impact on the world, either directly via
solution artifacts or indirectly via useful knowledge [1–3]. This positions DSR well in
times where important stakeholders of research (e.g., government agencies, foundations,
etc.) are starting to evaluate (and fund) research projects based on (expected) outcomes
and societal impact [4, 5].

However, so far, research on DSR has mainly been focused on a means-end oriented
perspective to DSR that neglects a critical questioning of the ends of research [5–7].
This is a problem because our world and technologies are now so complex that it is
increasingly difficult to ensure that even well intentioned ICT projects have an overall
positive impact on the world [5, 8]. How to increase the chances of overall positive,
rather than negative, impacts from new technology developments is expected to be a key
challenge for the future of design-oriented research [5].
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We argue that a thorough understanding of the ethical dimension of research and
technology is needed so that DSR scholars can make an informed assessment of the
expected impact of theirwork and carry it outmore effectively. Pragmatically, researchers
would want to, on the one hand, minimize the negative impact (i.e., outcomes that make
the world worse) and, on the other hand, maximize the positive impact (i.e., outcomes
that make the world better).

Myers and Venable [1] took a first step toward investigating the role of ethics in
DSR and proposed a tentative set of ethical principles that could guide researchers in the
planning and reflection of their ownwork. They argue that it requires careful deliberation
and standards of inquiry to make sure that actions and designed artifacts actually have
a positive impact on the world and do not create unintended harm. Thus, they generally
tackle the question of how to minimize the negative impact of DSR. However, their
tentative principles are not well suited to help with the maximization of the positive
impact of DSR projects. We aim to resolve this gap and focus on the question of: How
can ethical considerations be integrated in the context of DSR to maximize the expected
positive impact of the research done?

Toward this goal, we turn to the effective altruism (EA) movement [9, 10], a key
reference field on the topic of applied ethics and specifically the question of how to
maximize the positive impact of the resources that are available. Informed by a reflection
of the authors multiple-year experience engaging in DSR in IS and EA as well as an
informed review of the literature, we extend Hevner’s et al. [11] seminal framework into
an ethics-aware perspective of DSR. We also demonstrate how to use the framework for
the maximization of the expected positive impact of DSR projects. Next to actionable
advice, our work provides vocabulary that can help the DSR community in discussing
the structure, direction and expected positive impact of its work.

The rest of the paper is structured as follows. First, we present the theoretical back-
ground for our framework development by reviewing the literature on ethics in DSR and
providing a summary of key considerations emanating from the effective altruismmove-
ment. Second, we present and explain our framework. Third, we apply the framework
in a short example. Fourth, we conclude our paper with a discussion of contributions as
well as limitations and outline next steps for future research.

2 Theoretical Background

2.1 Design Science Research and Ethics

The entry point towards recognizing a need for ethical discussions in DSR origins from
identifying a gap within contemporary guidelines and methods of DSR. For example,
Myers and Venable [1] highlight that DSR so far has tended to look at efficiency and
effectiveness as the main values of the field and neglected important ethical consider-
ations regarding whether the developed outcomes actually improved the world for the
public at large. For instance, recent research on the dark side of IT use [8] raises con-
cerns that highly effective and efficient IT solutions can still lead to adverse and often
unforeseen consequences.

As a first attempt to address the gap of ethical discussions in the DSR literature,
Myers and Venable [1] suggest a set of tentative ethical principles for DSR (p. 6):
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1. The public interest. Design science researchers should explicitly identify all stake-
holders who may be affected by the artifacts once placed into use and critically
consider what benefit or harm may result for/to such stakeholders.

2. Informed consent. All design science researchers in IS should obtain informed
consent from any person who is in some way involved with the research project.

3. Privacy. All design science researchers in IS should ensure that there are adequate
safeguards in place to protect privacy.

4. Honesty and accuracy. Design science researchers should not plagiarize ideas but
should acknowledge inspiration from other sources.

5. Property. All design science researchers in IS should ensure that there is an
agreement about ownership of the IP at the beginning of the project.

6. Quality of artifact. Every attempt should be made to ensure the quality of the
artifact(s).

The proposed principles by Myers and Venable [1] addresses ethical issues by high-
lighting critical questions regarding each of the guidelines. They call forDSR researchers
to start taking ethical questions seriously and to explicitly discuss how ethical guide-
lines have been addressed in DSR projects. While Myers’s and Venable’s [1] work is
certainly awelcome step towardmore ethical awareness inDSR, their tentative principles
are generally focused on the minimization of negative impacts through DSR projects.
Considerations for how to maximize the positive impact of DSR projects are barely
discussed and remain an important gap in the DSR literature.

Going beyond Myers and Venable [1] other studies have mentioned the importance
of the ethical dimension in DSR in IS but few have presented ethical considerations in an
actionable way. For instance, in a paradigmatic analysis of DSR, Ivari [7] proposes three
different perspectives on DSR relating to the ethical dimension of DSR (sic., means-
end oriented, interpretative, critical), which, however, remain descriptive in nature. The
framework for evaluation in DSR (FEDS) [12] mentions ethics as a goal to take into
consideration for evaluations but, e.g., does not go into detail what that would entail.
In light of this background, we will advance the discussion around DSR and ethics by
looking at how ethics (and in particular considerations for how to maximize the positive
impact of projects) can be incorporated into the paradigm of DSR.

2.2 Ethics and Effective Altruism

According to Singer [13], “ethics, also called moral philosophy, [is] the discipline con-
cerned with what is morally good and bad and morally right and wrong.” At its core,
ethics aims to address questions such as those outlined by Myers and Venable [1] and
also proposes ways for resolving them. Effective Altruism (EA) is an emerging move-
ment grounded in the discipline of ethics that is deliberately trying to take insights from
ethics and apply them in practice to have the greatest positive impact possible, given the
resources that are available. More specifically, Will MacAskill [9], a leader in the EA
movement, defines EA as two interlinked projects:

1. a research program into how to maximize the good with a given unit of resources,
tentatively understanding ‘the good’ in impartial ‘welfarist’ terms.
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2. the use of insights generated by (1) to try to improve the world.

MacAskill [9] highlights that this definition of EA is:

• Non-normative. Effective altruism consists of two projects, rather than a set of
normative claims.

• Maximizing. The point of these projects is to do as much good as possible with the
resources that are dedicated towards it.

• Science-aligned. The best means to figuring out how to do the most good is the
scientific method, broadly construed to include reliance on careful rigorous argument
and theoretical models as well as data.

• Tentatively impartial and welfarist. As a tentative hypothesis or a first approxima-
tion, doing good is about promoting well-being, with everyone’s well-being counting
equally. [This working hypothesis may change if convincing evidence should become
available that promoting non-welfarist goods is a better way to do good.]

In sum, EA advocates for an open, scientific mindset when considering ethical ques-
tions [14]. As such it is consistent withmanymoral views as it does not imply a normative
claim as to how to act, but rather focuses on informing the broad range of moral views
that are at least partially interested in improving the positive impact of actions by bene-
fiting others well-being from an impartial perspective [9]. In particular, EA empathizes
with a consequentialist perspective [15] (i.e., the results of actions determine their moral
value) but also advocates for moral uncertainty [16] (i.e., we are not certain that any
one moral theory is completely right) such that most religions (e.g., Christianity, Islam,
Buddhism, etc.) and moral theories (e.g., virtue ethics, deontology, utilitarianism) can
be informed by insights from EA. Thus, EA can be considered as a key field of refer-
ence for a scientifically grounded approach to ethics and specifically practical ethical
decision-making with the purpose of maximizing the positive impact of a given set of
resources. In the following, we follow the EA Concepts website [10] and outline key
considerations for practical ethical decision-making.

Practical Ethical Decision-Making. In practical ethical decision-making, decisions in
EA are generally structured in terms of problems, interventions, and focus areas [10].
A problem is something true about the world, which, if it stopped being true, would
improve the world [10]. For example, “people dying from malaria” would be a problem.
Interventions are attempts to solve or make progress on problems [10]. For example,
“distribution of bed nets” would be an intervention aimed at solving “people dying from
malaria”. A focus area is a bundle of (inter)related problems that make up a broad field of
inquiry [10]. For example, “global health” would be a focus area, which would include
the problem “people dying frommalaria” but also other related problems such as “people
suffering from neglected tropical diseases”.

The benefit of distinguishing between problems, interventions, and focus areas is that
it allows for a structured approach to identify the best opportunities for doing good.Given
the vast range of opportunities out there and the limited amount of resources available,
it is necessary to engage in some form of triage or prioritization [17]. Assessing the
relevance of focus areas allows for a roughmapping of the overall problem space in terms
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of likelihood of containing the best opportunities for doing good, which, in turn, allows
for the prioritization of more in-depth investigations and engagement. Importantly, EA
advocates for impartiality and being open to focus on any focus area as long as it is likely
to lead to best ways to improve the world [17, 18].

To facilitate this assessment of focus areas, the importance, tractability, neglected-
ness (ITN) framework [10] has emerged as a useful tool within the EA movement. The
ITN framework holds that a focus area is more likely to contain great opportunities for
doing good the more important (the more important the problem, the higher the payoff),
tractable (the more tractable the problem, the less resources need to be invested), and
neglected (the more neglected the problem, the higher is the expected marginal utility of
additional resources) it is. These factors can then be assessed either qualitatively or quan-
titatively, which allows for a very rough estimation of the expected value of directing
additional resources into a focus area [19].

Given the recognition of marginal utility [20], assessments of focus areas are highly
context specific and may change over time. At the moment, mainstream thinking in EA
generally recognizes three major focus areas that the movement as a whole should focus
on, namely, global poverty and health, animal welfare, and improving the long-term
future [21]. However, personal fit and other contextual considerations may rightfully
push individuals or subgroups to engage in and explore other focus areas [19]. For
example, the Global Priorities Institute at the University of Oxford explicitly focuses on
the identification of relevant focus areas which have yet to be identified [22].

On the level of specific interventions, practical ethical decision-making is generally
built around cost-effectiveness or cost-benefit estimates. When faced with resource con-
straints investing resources cost-effectively is the most responsible thing to do [17]. A
challenging topic in cost-effectiveness analyses is the inherent uncertainty but possibly
overwhelming importance of long-term consequences [23]. Within EA there is cur-
rently no consensus on how to solve this challenge. Thus, informed judgments become
an important factor in choosing the most promising interventions to work on [19].

3 Research Approach

This project follows othermethodological contributions in theDSRfield [3] in applying a
DSR approach to framework development with iterative design and evaluate cycles [11].
To develop our framework, we constantly moved back and forth between the literature
and our personal experience from the field until we converged on a coherent framework.
We assessed the framework by applying it in the context of this research project as well
as discussing it at the 2019 pre-ICIS SIGPrag workshop and at a research seminar at the
University of Cologne. We used the valuable feedback to further refine our work. An
online appendix details this design process in more depth [24].

In terms of the literature search, we conducted an informed narrative literature review
[25] covering the domains of ethics in DSR and EA with the goal of synthesizing
a common perspective that is grounded in both traditions. We argue that this is an
appropriate approach because a systematic literature would have been limiting in terms
of sources that could be considered and identified [26]. This is due to the creative
element of our research question, the pragmatic nature of EA (i.e., sources are strewn
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across several websites and not systematically searchable), and the state of discourse
on ethics in DSR (i.e., ethics is generally only tangentially mentioned). Thus, we had
to build on the in-depth engagement of the researchers in both fields1 to structure and
guide the literature review and conceptual development presented in this paper.

4 An Ethics-Aware Perspective on Design Science Research

We have synthesized an ethics-aware perspective on DSR to provide researchers with
a tool that can help them understand and maximize the positive impact of their work.
Figure 1 presents our framework as an extension of Hevner’s [11] seminal three cycle
view of DSR. More specifically, we build on Hevner’s [11] framework to conceptualize
that DSR projects are:

• initiated by relevance cycles which localize the project in the environment and define
project requirements as well as acceptance criteria,

• carried out through design cycles where design and evaluate activities take place,
• informed by rigor cycles that integrate the project with related knowledge bases.

Design Science ResearchEnvironment Knowledge Base

Evaluate

Build Design Artifacts & 
Processes

Problem Classes

Focus Areas

Theories of Value

Relevance

Relevance

Relevance Grounding

Grounding

Grounding

Design Cycle

Relevance
Cycle

Rigor
Cycle

Axiology

Global Priorities
Research

Domain Specific
Knowledge

Instance Specific
Knowledge

Universal

Global

Domain

Local

Fig. 1. Our ethics-awareDSR framework extendsHevner’s [11] frameworkwith four perspectives
to be considered in the optimization of the positive impact of DSR.

Going beyond Hevner [11], we highlight that it is useful to stratify this basic frame-
work according to the scope of the environment that is considered. The different per-
spectives introduced by the scopes allow for a systematic approach to the optimization
of the expected positive impact of DSR projects. In the following we describe each of
the four scopes that we propose in turn.

Starting from the bottom, the local scope concerns the immediate environment that is
directly investigated and impacted by the activities of the design cycle of a DSR project.

1 The authors have a combined experience of over 15 years in DSR and more than 3 years in the
EA movement.
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Wepropose that activities in the local scope are the ultimate arbiter of the impact of design
artifacts as they ground knowledge, theories as well as moral considerations in actual
experience. Specifically, rigorous observation can lead to the generation of instance
specific knowledge that directly relates to the effects andoutcomesof instantiated artifacts
in a particular local environment. However, as one of themain goals ofDSR is to generate
design artifacts and knowledge that are relevant and projectable across different local
contexts [2, 3], it is also important to look beyond the local scope.

The domain scope concerns a set of local environments and contexts that are aggre-
gated based on shared characteristics. For example, the IS research community is inter-
ested in the domain of information systems and IT artifacts. As such the domain scope
leads to a perspective where multiple design artifacts can be compared and benchmarked
in relation to their problem classes (i.e., generalized problems that exists in multiple
local contexts). These types of activities can lead to the generation of domain specific
knowledge that relates to the effects and outcomes of instantiated artifacts across local
environments. Importantly, on the one hand, the domain scope helps to assess the rel-
evance of the impact of the work done in the local scope (e.g., its novelty or efficacy).
On the other hand, the local scope helps to ground the knowledge in the domain scope.

The global scope transcends particular domain scopes and emphasizes a holistic
perspective on the relationships and trade-offs between global problems or focus areas.
We define a focus area as a cluster of entangled problem classes that are strongly inter-
related without necessarily belonging to the same domain. Because there are not enough
resources to address all focus areas to the full extent, priorities for global action need to be
identified, set, and evaluated [17, 22]. Traditionally, the global scope has been firmly in
the hands of politicians and policy makers without a systematic consideration of ethical
concerns. However, recently the emerging field of “Global Priorities Research” (GPR)
has started to systematically investigate how ethical concerns should influence the global
policy arena [22]. One of the main insights of this research stream is that prioritization
in the global scope is needed to maximize the expected value that is generated by the
resources available [22]. Thus, the global scope is emerging as an important perspective
to consider in the optimization of the positive impact of DSR projects. Specifically, it
helps to assess the relevance of specific domains and problem classes, which, in turn,
provide grounding for work done in the global scope.

The universal scope is concerned with foundational questions around the nature of
the “goodness”, “badness” or “value” of actions and their outcomes. In this perspective,
theories of value [27] articulate the final measures for assessing the impact of all work
done. For example, welfarist theories of value hold that increasing the well-being of
sentient beings is the final yardstick by which to measure the positive impact of actions
but other theories of value exist [15]. Thus, defining a fixed set of evaluative criteria
for design artifacts is challenging as different theories of value may argue for different
criteria. Considerations in this scope are generally studied in axiology (i.e., the study of
values which encompasses the fields of ethics and aesthetics) which provides a contested
but comprehensive body of knowledge. Believes held in the universal scope, on the one
hand, determine the relevance that is ascribed to actions on the lower levels and, on the
other hand, are grounded in the actual experiences from the lower levels.

In summary, our ethics-aware perspective argues that the impact of DSR programs
and projects gains its relevance from supporting or addressing the universal theories
of value that one holds (e.g., increasing the well-being of sentient beings, doing no
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harm, enabling autonomy, etc.). In turn, theories of value are ultimately grounded in the
experiences and outcomes of local actions. Our framework explicates this relationship
via four interdependent scopes and perspectives.

5 Application of the Framework

Table 1 details how to optimize the expected positive impact of a research project using
our framework with a 3-step procedure that considers all of the perspectives of the
framework moving from the universal scope to the local scope. We highlight that this
top-down procedure is not the only way to apply the framework but useful to illustrate
the general utility of the framework. We use a still ongoing research project by one of
the authors as an example [28].

Table 1. Application of the framework

Step 1: Select a theory of value and terminal target metrics (Universal)

One of the main motivations for engaging in a research project is to have the biggest possible positive impact given the
resources that are available to the researchers. However, to optimize for having the biggest positive impact, it is necessary
to clarify what is actually meant by “having a positive impact” in the first place. Thus, a clear theory of value and
associated terminal target metrics (i.e., metrics which measure the final goals one aims to achieve) need to be identified
For the example research project, a welfarist and inclusive theory of value [27] with a pluralist view on values [29] was
settled on:
In the universal scope, they value the well-being of all sentient beings with consideration for average happiness and
equality [29]. Thus, the terminal target metric they optimized for is the number of worthwhile lives under consideration of
average happiness and equality. This theory of value was chosen to be deliberately broad and focused on terminal rather
than instrumental values to allow for the impartial assessment of a broad range of focus areas and not restrict the search
space prematurely

Step 2: Investigate possible focus areas and select a relevant problem class to work on (Global & Domain)

Given a theory of value and terminal target metrics, the rational goal is to find the problem with the highest expected value
to work on. This is a quite challenging endeavor due to the huge size of the problem space. Thus, EA has developed useful
heuristics that can help to break down this complex problem into more manageable chunks. For example, it makes sense
to scan the global problem space for focus areas that are likely to contain the greatest opportunities for having a positive
impact. The main justification for doing this, are the estimated differences in positive impact that focus areas are likely to
have [10, 19]. The goal of this heuristic is to narrow down the problem space to the most relevant opportunities that need
to be considered
The ITN-framework [10, 19] provides a pragmatic lens to identify focus areas, which has been extensively applied in EA.
Thus, there is already a range of focus areas which have been identified as very promising – given one aligns with an
impartial and welfarist theory of value as advocated for in EA, which the researchers in the example project did.
Consequently, the exploration process proceeded by considering established focus areas in combination with the talents,
interests, and resources of the researchers and looking for a good personal fit [30]. This unfolded iteratively by looking at
relevant problem classes within the focus areas and assessing the expected value that the researchers could contribute
towards addressing them. Activities within this step would generally include making resource assessment for the
researchers and rough cost-benefit estimates for working on a specific problem class, etc. [30]. The result for the example
project was the following focus area and problem class:
In the global scope, the research project aims to contribute to the focus area of improving institutional decision making by
investigating and contributing to the problem class of digital platform initiatives that support bottom-up learning from
practitioner initiatives [28] in the domain scope of ICT4D. The focus area has a capacity building function that can help
raise humanities ability to deal with large scale challenges and, thus, potentially affect large numbers of people. The
problem class is relevant to this focus area in that such digital platform initiatives can not only support decision making in
practitioner initiatives directly but also inform policy making on local, national, and global levels [28]. The project
expects to make a meaningful contribution toward solving the problem class because research on the topic is still nascent
and, contrasted with its potential impact, neglected [28]

(continued)
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Table 1. (continued)

Step 3: Contribute toward solving the selected problem class (Local & Domain)

Given a relevant problem class with high expected value, the next step is to fully engage in the more established phases of
the research process. For example, identify concrete research questions and iterate toward design artifacts and evaluated
contributions. For the example research project, this meant:
The research project so far resulted in an exploratory case study of the global learning partnership “PANORAMA
– Solutions for a Healthy Planet” [28]. PANORAMA is a unique and revelatory case because it developed its own
reflection-based method for facilitating knowledge capture in a well-structured format. The research question investigated
was: “How can the developmental potential of digital platforms that facilitate bottom-up learning from practitioner
initiatives (such as PANORAMA) be released?” The work contributes to the theoretical development of the ICT4D
research stream by demonstrating a theoretical framework for the study of such platform initiatives and positioning this as
a relevant problem class. The analysis of PANORAMA illustrates a reference instance of the problem class and can guide
further investigations into related platforms. Moreover, empirical insights into how the developmental potential of such
digital platforms can be leveraged is presented, which can inform their design and future development

6 Concluding Remarks

With this paper, we aim for three major contributions. First, we present a framework
that integrates ethics with DSR into an ethics-aware DSR framework. Our framework
explicates four different scopes of considerations regarding DSR projects that are other-
wise only implicitly addressed. In particular, it describes a holistic perspective of DSR
projects with a coherent link from universal consideration about theories of value and
axiological (i.e., moral and aesthetic) considerations to the implementation of a specific
local project. While most of the scopes have been individually discussed in prior IS
research [1, 2, 4] this framework is the first to structure them into a holistic perspective
that is useful to guide action along all scopes. This work has been influenced by research
in the field of EA [31], which has articulated a related framework to improve coordina-
tion between actors. Similar to our work, the extant framework proposes a chain from
(high-level) values to (lower-level) actions and illustrates a way for optimizing the trans-
lation between those. Our work goes beyond those efforts in that we present a cohesive
integration of core EA concepts into a seminal DSR framework.

Second, we answer our research question and demonstrate the utility of the frame-
work by describing a procedure for the maximization of the positive impact of research
projects. In summary, our procedure advocates for a deliberate and systematic engage-
ment with a) the theories of value that are motivating specific DSR projects and b) the
consideration of focus areas with global relevance, before engaging in the established
DSR process. Although this procedure will likely entail many personal (and maybe
controversial) judgments [19], it provides a clear, ethically grounded and reproducible
way to optimize the positive impact of a project given a theory of value as an entry
point. However, this approach does not alleviate researchers from the general challenge
of defining relevant and impactful research questions and carrying out rigorous work.
Nevertheless, it supports them in finding the best possible starting points for their efforts.

Third, we propose that the framework provides a clear vocabulary to discuss the
prioritization, justification and positioning of research. By introducing the global scope
and the associated concept of focus area, considerations about the global state of affairs
in the world can be explicitly integrated into the DSR discourse. Specifically for a field
that is trying to have an impact, having a vocabulary and associated concepts to discuss,
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assess, and prioritize opportunities for doing so is important [4]. The ITN framework
provides a useful scaffolding for such discussions. In particular, we argue that it supports
useful interdisciplinary discussions of priorities within the DSR community as well as
with external stakeholders, as demonstrated by the EA movement. Importantly, a dis-
cussion about the most promising focus areas for DSR could help to justify engagement
in DSR outside of the traditional business setting (e.g., in the context of ICT4D) and,
thus, help create novel research opportunities with high expected positive impact (e.g.,
IS that help to increase pandemic preparedness or IS that help to improve institutional
decision making [30]).

Considering the prior work by Myers and Venable [1], our work mostly relates to
principle 1 (i.e., the public interest) and presents a procedure to maximize the expected
positive impact of research. Looking at principles 2 to 6 by Myers and Venable (2014),
we would argue that they are different in character to principle 1. Whereas principle 1
has the character of a terminal value (i.e., work derives value from supporting public
interest), principles 2 to 6 seem to be of more instrumental character (i.e., adhering to
the principles generally helps to support public interest). Thus, principles 2 to 6 act as
guideposts that can help with the implementation of ethical behavior. While we believe
that such principles can be useful (especially for inexperienced scholars), we would
argue that they can sometimes stand in conflict (e.g., privacy and quality of the artefact).
Here, our framework can be helpful by highlighting the need to clarify a coherent theory
of value and recommending to turn to research on axiology for guidance (e.g., [29]).

In terms of limitations, we submit that we did not have enough page space to demon-
strate the application of the framework in its entirety. For example, in addition to the
top-down starting point illustrated in the example research project, many researchers
who are engaged in existing projects already might be wondering how to apply the
framework to their case. Given such constraints, the application of the framework could
be similar but have the goal of identifying additional opportunities for contribution or
new projects that might not have been considered before.

Moreover, we acknowledge that our framework has not extensively been tested with
other DSR scholars. While we have presented it on various occasions and iterated based
on the feedback we received [24], we cannot present a summative evaluation at this
point. However, this does not automatically limit the general validity or applicability
of the framework as we have demonstrated in the preceding section. Future research
should, in a first step, evaluate the framework through in-depth application in a variety
of contexts and reflective assessments by the involved researchers. In a second step, more
quantitative assessment of the results of applying the framework would be desirable. To
generate the required data, we encourage future research to, both, critique our work as
well as make deliberate use of the framework and our proposed vocabulary to prioritize
and present their work.
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Abstract. Action Design Research (ADR) is a commonly used methodology for
conducting Design Science Research (DSR). The first activity in ADR is Problem
Formulation, which defines the scope of the research and establishes the working
relationships between the researcher(s) and the client(s). However, while tasks
and principles are defined for Problem Formulation in ADR, specific ways of per-
forming those tasks to achieve ADR’s principle of “theory-ingrained artifact” are
lacking in the methodology description. This paper proposes combining Coloured
Cognitive Mapping for Design Science Research (CCM4DSR) with ADR to sup-
port problem formulation. The combination is demonstrated and evaluated using
the case study of an ADR project aiming to develop a purposeful artefact to sup-
port melanoma survivors in diligently performing effective skin check behaviours.
The paper presents example coloured cognitivemaps (CCMs) drawn from the case
study and discusses how combining CCM4DSR with ADR contributes to ADR’s
problem formulation activities, as well as subsequent ADR activities.

Keywords: Action Design Research (ADR) · Coloured Cognitive Mapping for
Design Science Research (CCM4DSR) · Design Science Research (DSR) ·
Problem formulation · Kernel theory · Design theory

1 Introduction

The research presented in this paper was conducted in the context of a larger Action
Design Research (ADR) research project, which seeks to determine whether and how
a “theory-ingrained artifact” (Sein et al. 2011), in the form of a mobile app, can effect
behaviour change in survivors, in the form of increased vigilance i.e. more frequent skin
self-examination (SSE) or clinical based monitoring.

Within that context, the project sought to formulate the problem and come up with
ideas for such a theory-ingrained artefact. Problem formulation is a key activity/phase
within ADR and other DSR methodologies as well. While a key ADR principle (#2) is
to develop a theory-ingrained artefact, it is not readily apparent how one can go about
doing so. ADR provides principles and activities in its problem formulation phase to
support this, but lacks specifics about how to base an artefact design on extant theory.
This issue raised our research question.

“How can one operationalise ADR principle #2: Theory-Ingrained Artefact?”
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To develop ideas for a theory-ingrained artefact, firmly grounded in extant kernel the-
ories, the project combined Coloured Cognitive Mapping for Design Science Research
(CCM4DSR) (Venable 2019; Venable 2014) with ADR. This paper presents a case study
demonstration and evaluation of how the combination of CCM4DSR and ADRwas able
to assist in (1) distilling the vast amounts of information obtained through a review of
the associated literature and (2) formulating the initial ideas for a viable artefact. Addi-
tionally, it illustrates how CCM4DSR will be used to facilitate the development of a
strong researcher-client relationship in the next phase of the project.

The next section reviews literature relevant to the problem and its solution. Section 3
then presents the research methodology and research design. Sections 4 and 5 present
evidence from theADRproject case study, demonstrating the combination ofCCM4DSR
with ADR and its benefits for problem formulation in ADR. Section 6 then discusses
those findings, their limitations, and potential directions for further research.

2 Theoretical Background/Literature Review

This section gives brief overviews of (1) the overall DSR methodology used in the
project (ADR), (2) the methodology that the research reported in this paper investigated
for injecting (kernel) theory into the problem formulation (CCM4DSR), and (3) the
relationship between kernel theory and design theory.

2.1 Action Design Research (ADR)

ADR is comprised of four stages: 1. Problem Formulation, 2. Building Intervention and
Evaluation, 3. Reflection and Learning and 4. Formalisation of Learning (Sein et al.
2011). Each stage has principles associated with it. The research reported in this paper
is concerned with how to operationalise ADR’s first stage (Problem Formulation) and
its second principle (Theory-Ingrained Artefact). ADR principle 2 ensures that ADR-
developed artefacts are underpinned by a theoretical construct (or kernel theory) and
can be employed at various areas of the research such as “to structure the problem, to
identify solution possibilities and to guide design” (Sein et al. 2011).

There are six tasks in the Problem Formulation stage in ADR. Effective problem
formulation is essential in DSR as it sets the scope and conceptualisation of the research
project for all subsequent activity.

2.2 Coloured Cognitive Mapping for Design Science Research (CCM4DSR)

Venable (2014) proposed that Coloured Cognitive Mapping (CCM) could be used to fill
several gaps in the DSR literature including lack of direction on “how to (1) formulate
and define problems, (2) transform a problem definition into solution requirements, (3)
creatively reason about potential solutions, (4) formulate design theories with constructs
and relationships between them at an appropriate level of detail and precision, and
(5) collaborate and communicate with multiple stakeholders to reach agreement when
conducting the above activities.”
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Since his 2014 paper, Venable has designed CCM4DSR (Venable 2019) as amethod-
ology supporting virtually all stages of DSR, including problem formulation, solution
ideation, evaluation, and design theorising.

Coloured Cognitive Maps (CCMs) are a simple network of nodes and arrows con-
necting them. The arrows represent some degree of causality; the node at the tail of the
arrow causes (contributes to, increases, enables, etc.) the node at the head of the arrow.
Each node contains text giving its meaning. Following Eden and Ackermann (2001), the
text is divided into two parts: the primary pole, which gives the intended meaning, and
the secondary pole, which provides a contrasting opposite and enhances understanding
of the meaning. The use of CCMs is preferable to other concept mapping tools as it
allows the illustration of causality.

The CCM methodology also conceives two forms or emphases in CCMs. (1) A
CCM can be of a “problem as difficulties”, which focuses on the problem “as is” and
in which most of the nodes have something undesirable as their primary pole. (2) A
CCM can be of a “problem as opportunities”, which focuses instead on what “ought to
be”, a vision for a transformation to a desirable future, in which most of the nodes have
a change to something desirable as their primary pole. The CCM methodology further
proposes a straightforward transformation from a “problem as difficulties” to a “problem
as opportunities”, i.e. a vision of a better future state.

CCM4DSR adapts CCM to include a procedure with five activities. (1) Problem
Diagnosis, Formulation, and SharedUnderstanding involvesmapping and agreeing upon
a CCM of the problem as difficulties. (2) General Requirements Derivation converts
the CCM of the problem as difficulties into a CCM of the problem as opportunities,
envisioning the desired (or required) future state. (3) General Design Ideation identifies
candidate purposeful artefacts or components, each of which could cause achieving one
or more parts of the problem as opportunities, adds them to the CCM of the problem
as difficulties. Based on this augmented CCM, the researchers (and clients) decide the
actual scope of the DSR project. (4) Artefact and Design Theory Evaluation uses the
CCM to determinewhich outcomes and/or artefact characteristics to evaluate. (5) Design
Theory Formulation makes use of the nodes representing artefact components and the
nodes representing desired goals (or purpose) to formulate a design theory.

The focus in this paper is primarily on activities 1–3, as these are the CCM4DSR
activities relevant to Problem Formulation in ADR.

3 Research Design: A Case Study Using CCM4DSR in ADR

The research reported in this paper was conducted in the context of a larger Action
Design Research (ADR) (Sein et al 2011) project. The first phase of ADR is Problem
Formulation, a key principle of which is “Theory-ingrained artefact”. This study, poten-
tially like many ADR studies, requires some means to investigate relevant kernel theory
and incorporate it into both the formulation of the problem (What is the problem? What
are its characteristics?), as well as the design for the artefact (What sort of purposeful
artefact might work to solve the problem? What should/could the artefact components
and characteristics be, informed by theory about the problem or its solution?).
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To investigate the suitability of combiningCCM4DSRwithADR, the authors applied
it to problem formulation during anADRproject. TheADRproject serves as a case study
demonstration and evaluation of the combination of CCM4DSR with ADR.

3.1 Case Description

The DSR project that serves as our case study is a PhD-level DSR project investigating
how IT can be used to improve upon the problem that many melanoma (skin cancer)
survivors do not undertake sufficient preventative measures to reduce recurrence of the
cancer and do not undertake frequent enough follow-up checks of their skin health to
identify recurrences in a timely fashion. The research is being conducted in collaboration
with melanoma clinicians and survivors. The initial idea is to develop an app that helps
to increase preventative and monitoring behaviours in melanoma survivors.

Extensive theory exists concerning causes of sub-optimal behaviours as well as
some potential remedies. However, at the start of the research project, it was unclear
how disparate theory could be integrated and inform features in the app design.

The authors integrated CCM4DSR into the ADR problem formulation stage to gain
a rich understanding of the problem and extant (inadequate) solutions, to develop ideas
for what artefact requirements and features could address those problems, and also to
communicate with potential collaborators on the research project, in order to form a
strong agreement for collaboration as well as a rationale for the artefact design.

4 Kernel Theories Informing the Theory-Ingrained Artefact
in the Case Study

4.1 The Health Belief Model

The Health Belief Model (HBM) is the main theoretical underpinning of the artefact.
The Health Belief Model (HBM) is an individually focused model (Glanz et al. 2008)
that originated in America’s Public Health Service during the 1950’s (Rosenstock 1974).
Since its inception it has evolved to include 6 constructs: perceived susceptibility, per-
ceived severity, perceived benefits, perceived barriers, cue to action and self-efficacy
(Glanz et al. 2008).

Indeed, medical practitioners already instruct melanoma survivors about appropriate
health behaviours (self-skin examination (SSE) and clinical-based monitoring), but we
also know that there are still insufficiently high rates of such behaviour. So, the remaining
question is, “How can we inform and teach in a way that increases belief and overcomes
problems in learning and belief?” To address this problem, we need to understand what
causes low belief or other causes of inadequate health behaviours.

4.2 Barriers and Problems with Melanoma Survivor Health Behaviours

Research assessing the HBM has identified perceived barriers and perceived suscepti-
bility as the most predominant constructs (Janz and Becker 1984). The HBM has been
used in research to explore early detection and prevention of skin cancer in various
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age categories from adolescents to aged (Carmel et al. 1994; Lamanna 2004) as well
as gender and occupation (Friedman et al. 1995; Jackson and Aiken 2000). Below is a
summary of some of the research that can be used as kernel theory to develop a refined
understanding and inform the artefact design and further the theory-ingrained result.

Female melanoma patients suffer more adverse psychological effects and report
higher levels of distress, anxiety and depression (Tesio et al. 2017). Research has shown
that women’s anxiety levels nearly double that of men’s (Missiha et al. 2003). Female
survivors, along with youth, suffer the most from fear of cancer recurrence (FCR) (Tesio
et al. 2017).

In general, men have been found to undertake unhealthy behavior that underscores
perceived societal gender expectations (Courtenay 2000), leading to poorer health out-
comes (Courtenay 2000). This behavior is consistent with male melanoma survivors,
leading to significantly higher mortality rates (Australian Institute of Health andWelfare
2018a).

Patients from a lower socio-economic background, ethnic minority, are uneducated
or living with an intellectual or physical disability suffer from poorer health outcomes
(Bernat et al. 2016). They also have a challenging time obtaining, comprehending and
acting on information relevant to their health condition (Bernat et al. 2016).

Health outcomes for regional and remote patients are generally poorer than for the
urban population, due in part to difficulties accessing healthcare services (Kim et al.
2017). For melanoma patients, this translates to a greater frequency of the disease and
higher mortality rates, as the primary lesion is less likely to be picked up, or a healthcare
visit is deferred because it is inconvenient (Inc. 2014). This is most prevalent in males
over the age of 65 (Inc. 2014). Rural melanoma sufferers also have an increased need
for psychological support (Stamataki et al. 2014).

Older cancer patients share many similar characteristics with the previously men-
tioned vulnerable patients, in that their comprehension of information is lower than
average (Passalacqua et al. 2012; Ramanadhan and Viswanath 2006). The aged do not
actively seek information about their condition and treatment options but rely mostly on
clinicians, health professionals, family and friends for guidance (Chaudhuri et al. 2013;
Eheman et al. 2009; Ramanadhan and Viswanath 2006). This may be in part due to some
elderly people having an aversion to technology and reluctance to access the internet
(Hanna et al. 2018).

The melanoma survivors most engaged in information seeking are younger, female,
have a high socio-economic background and are more educated (Bernat et al. 2016).

The next section demonstrates and evaluates the integration of CCM4DSR into ADR
using the problem formulation stage of the larger research project as a case study.

5 Demonstration of Integrating CCM4DSR into ADR for Problem
Formulation in the Case Study

This section describes how CCM4DSR was combined with ADR in the problem
formulation stage of the case study.
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5.1 Problem Diagnosis, Formulation, and Shared Understanding

The first step of CCM4DSR is ProblemDiagnosis, Formulation, and SharedUnderstand-
ing. The step develops a CCM of the problem as difficulties (i.e. the undesirable “as is”)
and seeks agreement among researchers and stakeholders about the nature, structure, and
scope of the problem to be solved. The work reported in this paper presents an initial,
literature-based conceptualisation, which can be used a starting point for discussion and
seeking agreement withADR clients.We divide the outcomes of the analysis of the prob-
lem as difficulties into two figures (Fig. 1 and 2). Figure 1 outlines the consequences of
melanoma survivors failing to adopt good health behaviours, while Fig. 2 shows (some
of) the causes.

Fig. 1. CCM of consequences of the problem as difficulties (as is)

Fig. 2. CCM (partial) of the causes of the problem as difficulties (as is)

In cognitive maps, the elipses (“…”) are read as “as opposed to”. Thus, the main
problemnode (on the left) is read as “Poor, as opposed to good,melanoma survivor health
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behaviours”. This node, which is a statement of the core of the problem, is repeated in
both Figs. 1 and 2 and forms the link between the two parts of the map.

CCM nodes are coloured to indicate desirability or undesirability. The nodes in
Fig. 1 and 2 are all undesirable, so they are coloured red, but also shaped as hexagons
since some people are colourblind or the figure might be displayed in black and white.
The outcomes shown include outcomes both for individual survivors and for society
at large. Further outcomes from death and other aspects, such as prolonged illness and
consequences for friends and relatives, are not shown, but are fairly obvious.

Figure 2 shows the causes of the problem. Figure 2 identifies five primary causes
(e.g. not initiating skin checks), but also shows causes of the causes, causes of the causes
of the causes, etc. Due to space limitations, Fig. 2 excludes some of the causes of three
of the primary causes (delaying, forgetting, and not increasing frequency with age).

5.2 General Requirements Derivation

The second step of CCM4DSR is General Requirements Derivation. In this step, the
CCMs in Fig. 1 and 2 (problem as difficulties) are inverted to focus on opportunities
for solutions (problem as opportunities, including candidates for areas of scope to be
research in the DSR project). To do so, each node in Fig. 1 and 2 was converted from an
undesirable state to an action to reach a desirable state and the nodes recoloured green
(and redundantly shaped as ovals) to indicate desirability. Exceptions are made to that
process for nodes that are not inherently undesirable, outside the scope of the project,
and/or cannot be changed (e.g., a survivor belongs to a minority). Figure 3 and 4 convey
the outcomes of that process, based on Fig. 1 and 2 respectively.

Fig. 3. CCM of the desired outcomes of solving the problem (problem as solutions)

Figure 3 showswhat the benefits would be of solving or improving upon the problem.
Each of the undesirable nodes from Fig. 1 have been reversed to a desirable outcome
and rephrased as an imperative verb phrase indicating action to achieve change.

As shown in Fig. 4, reversing the nodes in Fig. 2 from causes of the problem identifies
potential ways to eliminate or reduce the causes of the problem. As in Fig. 3, the text for
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Fig. 4. CCM of actions to reduce causes of the problem (problem as solutions)

each node is placed in the imperative/action tense to indicate action to achieve change.
Each node is then a candidate requirement for the DSR artefact to be developed. Not all
of the nodes would have to be addressed in a particular DSR project; the researcher(s)
and client(s) instead agree on some subset to pursue.

Importantly, some nodes from Fig. 2 cannot actually be changed (e.g., people mov-
ing, doctors retiring, or belonging to some disadvantaged group). In those cases, we
consider what actions are relevant to overcoming the extant conditions (which are nei-
ther desirable nor undesirable). For example, we could assist survivors to establish and
keep a relationship, despite various circumstances or life events.

5.3 General Design Ideation

The third step of CCM4DSR is General Design Ideation. In this step, ideas for how to
achieve some or all of the actions identified in the previous step, i.e. in Fig. 3 and 4. In
support of ADR, the researcher can derive “theory-ingrained artefact” through design
thinking and ideation together with the client. For each node, we consider the question
“How?” For example, “How can we assist survivors to remember to do skin checks?”
Various means might include sending reminders to individuals, placing advertisements
to remind all survivors, entering the activity into diaries, and so on. Each idea for “how”
is then a candidate feature or aspect of the artefact to be designed in the DSR project.
Importantly, some “how” ideas apply to more than one requirement, leading to serendip-
itous design outcomes. The ideation can be done individually or in a group environment
(e.g. brainstorming). The CCM of the problem as solutions provides a way to guide and
focus discussion, but considering how the different candidate requirements might be
met.

It is beyond the scope of this paper (and the space available) to discuss specifics of
what is being done and what “how” candidates/alternatives are raised for the artefact in
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our ADR project. To summarise though, the project’s main vision is to develop an app
to serve both practitioners and survivors. By integrating CCM4DSR into ADR to model
and synthesise current research into the problem, the improvement of consequences
through meeting a selection of requirements is being driven by the literature and will
grow and evolve to include feedback and input gathered from key stakeholders.

6 Discussion

6.1 Evaluation of Integration of CCM4DSR with ADR Problem Formulation:
Benefits for the Case Study DSR Project

Integrating CCM4DSR into ADR fills a gap in ADR Problem Formulation by taking
behavioural or natural science theories about a problem and transforming them into
design theories of solving/improving a problem.

After reviewing over 200 publications, we confirmed that there are numerous issues
faced by melanoma patients and that survivorship is a point in the disease timeline
requiring some form of support, which isn’t readily available. Moreover, we identified
a large set of problems that were hard to connect and distil into a workable problem
formulation that could be progressed into an ADR research direction.

Undertaking the CCM process aided in narrowing the research focus. It provided
structure to numerous problem parts (see Fig. 1 and 2) and then forced an inversion of
thought from problem structuring to solution ideation and visioning (see Fig. 3 and 4),
forming the beginnings of a solution framework.

The process provided key insights that will lead to a more comprehensive and rel-
evant artefact. Instead of developing an artefact that meets general user requirements,
we determined the need for a solution that can be tailored towards distinctly different
user groups (males, females, disadvantaged, etc.). The necessity for educating survivors
wasn’t an apparent requirement before using CCM. It had been identified that there is
a lack of knowledge around risks (Chen et al. 2016), but until the problem inversion
took place there hadn’t been a solution considered for this issue. Additionally, until the
exercise was conducted, only low and high frequency of skin checks were considered.
The CCM process led us to consider several other possible parameters including; not
initiating skin checks, abandoning skin checks and forgetting to have skin checks.

Addressing the difficulty of ‘men using avoidance and denial as a copingmechanism’
(Tesio et al. 2017) and the ‘higher male melanoma mortality rates’ (Australian Institute
of Health and Welfare 2018b) led to further exploration of men’s health theory. This
uncovered a segment of psychological/health theory centred on the relationship between
masculinity and poor health outcomes in men (Courtenay 2000).

6.2 Discussion of Weaknesses of ADR in the Absence of CCM4DSR

Problem Formulation is the foundation upon which the remainder of an ADR project
is based. Sein et al. (2011) states that “the problem serves as inspiration for research
efforts” (Sein et al. 2011). ADR delivers a framework broken down into stages and
principles (Sein et al. 2011) to guide the process but stops short of providing a way



256 C. Jones and J. R. Venable

to comprehensively explore problem formulation. Without a robust process, there is a
possibility that the problemwill not be fully understood and that aspects of it will remain
hidden to researchers. Failure to perform this step and progress through the ADR stages
could then result in an artefact that, on the extreme end, fails to solve the problem as it
does not address the nuanced complexities. Researchers can be left with an unsuccessful
project and the stakeholders with an artefact that doesn’t meet their needs.

Incorporating CCM4DSR into ADR aids ADR researchers to explore the prob-
lem and possible improvements/solutions in a constructive manner that promotes well-
rounded contemplation of the subject and leads to insights that can be conveyed into
realised features and functionality of the artefacts.

A CCM can also serve as a “socially recognisable” (Sein et al. 2011) construct that
facilitates the “critical element” of “securing long-term commitment from the partici-
pating organization(s) beyond this stage” (Sein et al. 2011). A CCM can be presented to
potential participants, help them understand and comprehend the breadth of the problem
landscape, and show them that the researchers understand details of the problem and its
theoretical and literature context. It also allows space to critique and/or augment existing
theoretical knowledge with knowledge obtained from practitioners.

6.3 Theoretical Significance

In this paper, the authors have proposed ideas that form the core of a design theory.
The purposeful artefact proposed is one that combines the constructs of CCM4DSR
with the ADR methodology, in particular ADR’s Problem Formulation stage. It aug-
ments CCM4DSR by using it to model theory concerning the causes of a problem. The
application of this combination of CCM4DSR with ADR is asserted to have utility for
solving the problem of a lack of guidance for problem formulation in ADR, particu-
larly for achieving the ADR guideline of a “theory-ingrained artefact”. The paper has
provided a demonstration of the artefact as well as evidence (through the power of the
results of the case study) of the utility of the approach for generating a theory-ingrained
artefact.

The paper has further argued that the purposeful artefact combining CCM4DSR and
ADR has utility for securing commitment from clients to participate in an ADR project.

Combining CCM4DSR with ADR yields benefits for the research beyond those
anticipated for CCM4DSR. The exaptation of CCM4DSR into the ADR context results
in a better theory-ingrained artefact and better client recruitment and engagement.

7 Future Research and Conclusion

The authors plan to further empirically evaluate the integration of CCM4DSR into ADR
through the remainder of the main ADR project. The utility of using CCMs to help “se-
cure long-term commitment” (Sein et al. 2011) from stakeholders, including clinicians,
melanoma nurses, psychologists, and support groupswill be evaluate through using them
in dialog with stakeholders. We expect that these interactions will augment, shape, and
change the current CCM to better encapsulate the problem/solution landscape, including
the specific needs and issues raised by clients/decision makers.
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We plan to further demonstrate and evaluate the utility of integration CCM4DSR
into ADR’s Stage 2: Building, Intervention, and Evaluation and Stage 3: Reflection and
Learning (Sein et al. 2011). We anticipate that new knowledge can be integrated into
the CCMs as they grow based on outcomes of the BIE cycles and learning about the
problem(s) as they are encountered.
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Abstract. This paper is based on the interest to see how problems are addressed in
information systems design research. Problems addressed by design research are
often implicit, sometimes open, and sometimes even underdeveloped. Problem-
solving processes, action research and in a broader sense, engaged scholarship
all encompass the explicit addressing of problems and investigation problem sit-
uations. Such a problem-orientation is to a lesser degree part of design research.
In this paper, we will investigate how we can provide a better understanding of
problematizing in design research; and in particular what we may learn from other
approaches with a stronger problem-orientation.

Keywords: Problematization · Problem formulation · Problem analysis · Action
research · Design research · Engaged scholarship

1 Introduction

With this paper, we seek to understand problematization in information systems design
science research and how and why problematization may be improved. There is a
sequence in the argument:

1. Problematization is already known within inquiry and design. In research it is well-
known in engaged scholarship and in action research.

2. Design science research methodologies mention problems, but they do not seem to
play a vital role.

3. Compared to other problem-oriented approaches, what is missing in design science
research is:

a. an explication of problematization,
b. viewing the process as problem-setting rather than problem-solving, and
c. empirical grounding of problematization in addition to theoretical grounding.

We do this by first looking at the role of problematization in inquiry and design
in general through the works by Checkland [1] and Schön [2]. Then we turn attention
towards how problematization is a crucial activity of engaged scholarship as explained
by Van der Ven [3] and key in information systems action research as explained by
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McKay and Marshall [4], in canonical action research by Davidson et al. [5] as well as
collaborative practice research by Iversen et al. [6].

Based on a broad understanding of problematization we analyze its role andmethods
in information systems design science research (DSR) through Hevner et al.’s original
exposition of the ideas [7], and DSR methodologies such as Peffers et al. [8] together
with central examples of published DSR. There are exceptions [e.g., Venable 9, 10], but
problematization does not play a key role in how design science research gets reported.

In summary, we intend to argue that problematization in design science research
can be informed by what is already known about problem-solving and problem-setting.
That is, we should concern ourselves with what we can learn from problem-solving and
research approaches engaging in problem situations. From this, we can discuss how an
empirical process for problem formulation can be understood and supported, and thereby
contribute to the grounding of problematization in DSR studies.

2 Problematizing in Inquiry and Design

A problem is not just given as though it exists objectively. A problem situation may
be open to different ideas or interpretations. This has been referred to as ‘unstructured
problem situation’ by Checkland [1, 11], as ‘problem setting’ by Lanzara [12], and as
‘reflection-in-action’ by Schön [2]. It is key to a modern understanding of inquiry and
design that it takes effort to arrive at an understanding and formulation of what the
problem may be taken to be. We will refer to this effort as ‘problematization.’

2.1 Soft Systems Methodology

Checkland’s Soft Systems Methodology (SSM) is a process for organizational change
and problem-solving [1, 11]. It is suggested in SSM that every problematic situation is
unique. In SSM, the problematization process is based on several techniques including
analysis of problemowners and intervention, analysis of the political system, and analysis
of the system [13]. The problem situation is expressed in rich pictures. The problem
analysis can be elaborate, but in all cases, the reason for performing the problem analysis
is to lead to the solving of problems (or inCheckland’s terms the alleviation of problems).
It prepares the ground for achieving better results, it is an empirical process that links the
more formal thinking to the problem situation at hand, and it is also suggesting which
changes may be feasible in the present problem situation [13]. Following Checkland
on problem analysis, we should take care in analyzing problem situations empirically
to such a degree that it prepares the ground for evaluating and accepting solutions the
better theymatch the understanding of the problem situation. The process ofmoving back
and forth between understanding the problem situation and the solutions is genuinely
iterative.

2.2 Problem Setting in Design

There are many accounts of what problem-solving is or perhaps more rightly, what
problem-setting should be taken to be. For information systems design, Lanzara argues
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that there are three distinctly different ways of looking at it: functional analysis, problem-
solving, and problem setting [12]. Few will take functional analysis to be a design
process, but it nevertheless gets practiced. Problem-solving, on the other hand, is ascribed
to Simon and his work on bounded rationality and satisficing behaviour. A problem is
taken as given and design is the search for a solution. The emphasis is on the search
and not on what the problem is taken to be. Lanzara argues that Simon’s theory of
design processes is limited and that it provides a poor understanding of design practice.
He emphasizes that design is “a process of collective inquiry” “among several actors in
cooperation or competition, or withmixed interests over the problem at hand” [12, p. 33].
He then argues that we need to embrace design processes as problem-setting as done
by Schön. His argument is compelling as it emphasizes how a problem is a particular
framing of a situation and that there are many possible framings that all make sense.

Schön is a key innovator in turning design as problem-solving into design as problem-
setting [2]. Schön’s empirical studies of design processes reveal a critique and a new
theory of design as reflection-in-action. First, in his critique he argues strongly against
what he calls ‘technical rationality’ in which problems, as addressed by professional
practitioners, fall into scientific categories each pointing to solutions through instrumen-
tal problem-solving, and “with this emphasis on problem-solving, we ignore problem
setting” [2, p. 40]. Problem setting, to Schön, is a “process in which, interactively, we
name the things to which we will attend and frame the context in which we will attend to
them” [2, p. 40]. Situations rarely fall into scientific categories as situation are unique,
thus escaping an idealized image of professional knowledge.

Second, Schön’s theory of design as reflection-in-action is an understanding of design
where every situation is unique [2]. Following Schön, we shall need to see problems as
embedded in a unique situation and requiring their own unique problem setting based
on how we frame the situation. Key aspects are [2]:

• Experimental problem setting inwhich situations are complex, uncertain and problem-
atic and means and ends are mutually dependent. Problem setting is seen as a series of
experiments to reframe the situation (p. 132). The understanding of what constitutes
an experiment is broad, and it may be as loose as asking ‘what-if?’, on the spot exper-
iments, and exploratory experiments, and it may be as formal as hypothesis-testing
experiments (pp. 145–147).

• Repertoire is the utilization of past experience in terms of “examples, images, under-
standings, and actions” (p. 138). The designer makes sense of a unique situation by
seeing it “as something already present in [her/]his repertoire” (p. 138) to see the
unfamiliar and potentially transcend it. This is not to succumb to existing theories,
concepts, or rules. Seeing-as is rather an experimentation and thinkingwithmetaphors,
i.e., seeing it as something it is not (p. 184).

• Stance towards inquiry is about how the designer is not an observer or a spectator.
The designer is an agent in “reflective conversation with a situation that [s]he treats
as unique and uncertain” (p. 163). The designer imposes a framing and listens to the
situation’s backtalk and must entertain new confusion in the process of inquiry.

Schön’s theory is concerned with many forms of professional knowledge and work,
but his position on design is a significant part of it. In addition to seeing all situations
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a unique and requiring framing to set the problem, his research has also led to under-
standing design as an activity that is much more complex than search for a solution to a
given problem.

It is also important to understand the implication of Schön’s theory that problem
setting includes problem solving. Problem setting does not preclude problem solving as
there is an intricate not to say intrinsic relationship between the framed problem and the
design outcome.

3 Problematizing in Research

Problematizing is a common aspect of much research. This is particularly the case in
Van de Ven’s approach to engaged scholarship and in all explanations of action research
of which we give a few examples by McKay &Marshall and by Davidson et al.’s model
of canonical action research for IS.

3.1 Engaged Scholarship

Engaged scholarship byVan der Ven is concerned with the relationship between research
and practice, and it covers both action research and design research [3, 14]. One of the
four key activities in engaged scholarship is problem formulation. It is understood as
playing “a key role in grounding the subject or problem in reality” [3, p. 71]. Van de
Ven discusses several challenges and suggests several perspectives that must be applied
to problem formulation. These include [3, pp. 72–84]:

• Understanding the problem situation, its focus and timespan, organisational level, and
scope.

• Gathering information to ground an understanding of the problem in its situational
context is basically asking: who?, where?, what?, when?, why?, and how?

• Diagnosing its symptoms and characteristics, e.g., breakdown, clarifying observa-
tions, using heuristics to match problem and solution.

Van de Ven goes on to provide guidelines for conducting problem formulation and
“situate, ground, diagnose and infer the problem up close and from afar” [3, p. 10]. At a
detailed level the guidelines include problemdiagnosis as an empirical process to classify
phenomena into categories – existing or emergent. Part of the manifestation of problem
formulation is also a research question that singles out the particular knowledge interest
and as such it resembles Schön’s framing through reflection-in-action. At an even more
detailed level, Van de Ven employs two techniques to bring the diagnosis forward and
surface the problems: cognitive mapping and group process technique.
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3.2 Action Research

Fig. 1. Action research cycle [17]

The need to address problems
is clear from the definitions of
action research [15, 16]. Action
research aims to “contribute both
to the practical concerns of the
people in an immediate problem
situation” and to research [16].
McKay and Marshall [4] explain
what they call the dual imperative
of action research, i.e., that is the
problem-solving process and the
research process. They explain
this with a clear emphasis on the differences in the processes, but also with a clear
focus on how, when and why they relate. The problem-solving interest has in particular
two activities ‘problem identification’ and ‘reconnaissance about the problem’, the latter
including “where the action researcher endeavours to find out about the nature of the
problem and the problem context, who the problem owners are, key stakeholders in the
problem-solving process, historical, cultural, and political components of relevance, and
so on” [4, p. 50].

Action research comes in different forms, e.g., canonical action research [17] (Fig. 1)
and collective practice research [6, 18]. Problem analysis is key in both forms. In canon-
ical action research there is an explicit activity in the circular, iterative research process
through which problems are addressed, e.g., diagnosis in canonical action research [5,
17], followed iteratively by a planned intervention to handle these identified problems.
This is supported by two criteria claiming that the action researchers should conduct
an independent diagnosis of the organizational situation and not only take the clients’
problems at face value to understand the nature of the problems and determine their
causes (criteria 2b) and whether the planned intervention was explicitly based on the
diagnosis (criteria 2c). An exemplary use of canonical action research is found in [19].
In their diagnosis “researchers and practitioners jointly formulate a working hypothesis
of the research phenomenon” [19, p. 441] fromwhich they identify several problems and
ended with a problem-solving hypothesis. In their second iteration, the problem-solving
hypothesis focused more on the prototyping results, in which ways the initial problems
had been solved, and in which ways new problems had arisen.

There are several examples of elaborate problem analysis in collaborative practice
research [18, 20]. Further illustration of an empirical problematization in collaborative
practice research is found in [6]. Their appreciation of the problem situationwas based on
months of jointmeetings between the practitioners and researchers, qualitative interviews
with key actors, and process assessments. The collaboration went on for three years, and
when different problems were teased out, they were addressed iteratively and with their
intervention planning. The problem situation was eventually framed as one of poor
understanding of the risks faced by change initiatives and equally poor understanding
of what to do about these risks. This appreciation of the problem situation did not come
immediately and was not easily achieved.
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4 Problematizing in Design Science Research

Design science research has with the account by Hevner et al. [7] gained increasing
momentum in IS research. DSR methodologies are often used, and there is by now a
body of knowledge on DSR [21] as well as very diverse applications of the research
approach.

4.1 IS DSR

Fig. 2. Three cycles of design science research [23]

Design research as it
is outlined by Hevner
et al. is fundamentally
problem-solving [7]. In
their version of design
science research, they
emphasise a problem-
orientation in stating
“design science […]
creates and evaluates
IT artefacts intended to
solve identified orga-
nizational problems” [7]. They also recommend seven guidelines of which one is
‘problem relevance’ as an objective to develop solutions to important and relevant busi-
ness problems. The detailed guidelines are however more concerned with the relevance
of research with little recommendation on how to address what the problem is or should
be taken to be. There is much allegiance to a Simonian theory of problem-solving. This
is emphasised in [22] where the relevance cycle translates the environment (of which
the problem situation is part) to requirements, see Fig. 2.

The design theory of emergent knowledge processes was developed through action
research [23], and that has later been taken as design science research [7]. There seems
to be much consensus that this solid piece of research is exemplary of design science
research. While there is a problem stated [23] there is no problem analysis on which
the research focus has been grounded. From the standpoint of problematizing, there are
two issues missing. First, it would have been very interesting to see what the specific
problems were, how they were experienced by the practitioners, and how ‘wicked’ they
were. Second, the research involved four companies, and we are not informed about how
they saw the problem situation, how the researchers got to know about their problem
situations and their differences.

4.2 IS DSR Methodology

DSRmethodologies emphasise ‘awareness of problem’ [24] and ‘problem identification
and motivation’ [8]. The problem identification in DSRM suggests to define a research
problem, justify the value of a solution to this problem and underpin the researchers’
reasoning about the problem [8]. The recommended activity is not further elaborated,
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cf. [10], and the illustrative cases are sparse on how the problem identification can be
conducted.

Design science research published in a recent special issue of the European Journal
of Information Systems reveals that problem analysis and problem presentation is often
very brief and sometimes even missing completely. For example, one exemplary article
provides a design theory as a response to a theoretically defined research problem [25].
Another exemplar provides a design theory where the research was driven by research
objectives identified from the literature [26].A third exemplar develops a fuller utilization
of DSRM in which they identify and formulate the problem and objectives to which the
response is a set of design principles [27]; yet the problematization is theoretical and
not grounded in an empirical understanding of problem situations.

Not all design science research downplays the importance of problematizing. In [24]
there is a strong emphasis on theory development through DSR, but there is also an
exposition of ‘awareness of the problem’ in which they first elaborate on the research
problem to be addressed and then define it through a research question. The elaboration
though is more theoretical than grounded in an empirical understanding of a wicket
problem situation.

There had been recent interest in the problem-orientation of DSR. In a literature
review of 72 DSR articles of which 41 were empirical they classified the different types
of problems addressed into [28]: business problems, technology problems, and systems
development problems. They do, however, not review how the problematization led to
the types of problems. Current research suggests that despite the importance of problem-
orientation in DSR research that it lacks a conceptualization of what a problem space is
[29]. Their conceptualization of problem space consists of three distinctly different parts:
needs, goals, and requirements; and that these three parts relate to stakeholders. This
conceptualization was derived theoretically and then shown on two examples that needs
and stakeholders are (sometimes or often) missing in the explanation of the problem
space. The conceptualization does not per se suggest how to problematize, but do suggest
that the four concepts should be covered in the results of a problematization process.

Adifferent directionwas taken in a current literature reviewof how researchquestions
get asked in DSR studies [30]. How research questions are formed is as important as
a broader conceptualization of the problem space. They distinguish between a problem
statement and a research question where the problem statement leads to the research
question. The review leads to an elaborated set of options for formulating a research
question in DSR. It does not per se suggest how to problematize.

The limited role of problematization and the differences between exemplars of DSR
may occur because of different article genres [31]. They may also occur because most
are following what Iivari has labelled Strategy 1 where there is no client, no situation,
and no specific problem to be solved [32]. This seems not to the case, and it seems more
likely that problematization in design science research has been downplayed over time.
It is not that design science research is less supportive of problem-orientation [33] it is
more that reporting on the problematization does not play a role.

There are exceptions to the mainstream DSR literature that emphasizes the impor-
tance of problematization [10]. Venable analyses the mainstream literature and reach
the conclusion that there is “little to no guidance on how to understand, represent, and
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define the problem to be solved” [10, p. 347]. From this he suggests techniques to be
used in the problematization process including fishbone diagrams, problematiques, and
in particular coloured cognitive mapping. Coloured cognitive mapping is explained and
evaluated in detail, and the emphasis is on the elaborate understanding and grounding
of the problem situation.

4.3 Action Design Research

Action design research has come about as an attempt to cross-fertilise between action
research and design research [34]. When “defining a problem as an instance of a class of
problems” it places itself with design research in the sense that it purports to deal with
several cases at the same time. The debate on whether action research and design science
research are similar or distinctly different [35] has not been reconciled as they remain
attached to what Iivari has termed Strategy 1 and 2 [32], but action design research is a
serious attempt that creates much interest.

In action design research, there is through three problem-oriented tasks [34, p. 41] a
stronger concern for the problem situation than in design research as suggested above.
It is not clear, however, what is meant by a ‘class of problems’ in action design research
or how these can be investigated, and it does not help much when a task of the learning
stage is to abstract the learning into concepts for a class of field problems. It is then
much easier to follow the exemplary action research because that has already been cast
as action research in [19] in which the problematizing was empirically grounded as we
have discussed above.

It is not only in action design research that we find the notion of ‘class of problems’.
It is also found in much DSR research, e.g., [9, 36–38]. The ‘class of problems’ seems
to be a construct that is more needed for purposes of theorizing, for example, as can be
seen in “the design is incomplete because it describes a class of design problems, not
a single specific design problem” in the exposition of explanatory design theory [38].
It is more connected to a range of designs, i.e., a class of designs rather than a class of
problems.

Designs that cater for a class of problem could perhaps be better understood as
what Alexander refers to as ‘patterns’ [38], where a pattern acts as ‘a partial solution
looking for a problem’ [39]. The patterns known from object-oriented modelling and
programming are fine-tuned to suggest design opportunities to practitioners, and they
encapsulate much knowledge of relationships between problems and solutions.

5 What’s Missing?

In engaged scholarship, there is a clear distinction between action research and design
research, namely that action research is conducted inside an organisation, attached,
and where the researcher examines the problem domain as an internal participant [3].
Design research, on the other hand, is conducted as an external observer, detached from
the organisation. The argument is that design research often requires evaluation across
several cases [3]. This distinction has been utilised in an analysis of Scandinavian infor-
mation systems research [14], but for information systems, in general, this distinction
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is not clear from the main bulk of design science research methodologies. Design sci-
ence research does not take a clear stance on the inside-outside issue. For action design
research, it is not clear whether it is based on an insider view of the problem situation,
or it is an outsider view of a class of problems. The case in action design research [19,
34] stem clearly from action research and is viewed from the inside.

The outside view may be inherent in design research. It may be inherited from the
origins of design research, from Simon, from walls et al. [36], or from Markus et al.
[23]. In the case of [23], there is no grounding in problems inside an organization but
across four organisations. With a design theory as the contribution, it is easy to see
the design science research in it – also with the distinction from engaged scholarship.
In early design research, there is the idea of ‘meta-requirements’ “rather than simply
requirements because a design theory does not address a single problem but a class of
problems” [36]. This initial understanding of what a problem is (or may be taken to be)
is then transformed into requirements for the solution. It seems that while the problems
are present in the research, they are not necessarily based on an empirical understanding.
There is little reporting of empirical data being gathered and analysed.

While design science research at one level seems to be based on problem-solving,
we can now see that much problematizing in design research is searching for research
gaps in the literature and with less concern for an empirical grounding. We suggest that
problematizing should not merely be gap-closing theory, and it should not take problems
as given.

If we want to maintain that design research is genuinely problem-solving, we must
pay attention to what the problem is taken to be. We may as much design research stay
with a Simonian view of problem-solving and take problems as given, or we can take the
view of pragmatism on problem-setting as Schön. The latter view on problematizing is
so far underrepresented in information systems design research, and it is underdeveloped
conceptually and methodologically. This raises the question: How can we improve on
problematizing?

We need three things. First, wewill need to take the consequences for problematizing
of a modern stance towards problem-solving and problem-setting. This should include
what we can learn from Schön, Checkland, and others on problem analysis as presented
above. It should also include what we can learn from action research regarding problem
diagnosis and fromengaged scholarship regardingproblem formulation.Borrowing from
action research will not take care of the issue of whether we are inside an organisation
solving problems for a client or we are outside working across cases. The problem
formulation in engaged scholarship does not choose a side on this issue and can be
applied irrespective of the inside-outside issue.

Second, we will need to figure out how the problematizing can become an empir-
ical activity. The reported experiences are scattered, Nielsen & Persson [40] reports
from a problem formulation activity inspired by engaged scholarship. From this expe-
rience they suggest three principles: (1) problem dialogue between practitioners and
researchers including assessing assumptions underlying the problem situation; (2) prob-
lem deliberation involving practitioners in assessing relevance and priorities; and (3)
problem flexibility to allow for an open problem space and re-visit the problem formu-
lation. In their problem formulation, they employed qualitative interviewing in several
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organisations, a survey of all relevant organisations, and joint workshops with selected
organisations. They also show one way to transition from a solution that worked for
one organisation (as in Van de Ven’s inside view) to evaluating how well it worked for
several organisations (as in the outside view). They pursue empirical problematization
further in [41].

Table 1 summarises a few techniques which can likely be transferred from problem-
solving and design and from action research. Two concerns exist:

Table 1. A repertoire of problem analysis techniques

Problem analysis technique References, e.g.,

Drawing rich pictures [13, 49]

Grounded action research [50]

Problem diagnosis based on qualitative interviewing [20]

Coloured cognitive mapping [10]

Analysis of the intervention, the social systems, and the political system [13]

Problem formulation including cognitive mapping and group process
technique

[3]

Engaged problematizing: survey, qualitative interviewing, and
workshops

[40]

Qualitative interviewing [42]

Participant observation [42]

Prototyping [51]

Research diaries and reflection [43, 44]

Diagnostic mapping [52]

• What is the stance towards collecting data as an observer or as an involved actor?
The observer and the participant-observer are the more common, but the engaged
scholar and the action researcher are usually much more involved and sometimes
even proactive. The former calls for data collection techniques such as observation
and interviewing, e.g., [42], while the latter utilises more reflective techniques, e.g.,
[43, 44], and requires researchers with problem-solving competences.

• What is the stance towards the analysis of the data? The information systems literature
is already filled with much background and discussion of this issue from a positivist
stance, over an interpretive stance, to a critical, or a pragmatist stance, e.g., [45–48].

Third, we need criteria by which we can evaluate the problematizing. It is interesting
to observe a historical difference between action research and design research. Action
research struggled early on with clarifying how theory comes into action, and all criteria
now emphasise the need for a theory or framework in the research design. This came into
action research through [53] and into information systems action research with the MIS
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Quarterly special issue and some key exemplars in which the criteria were elaborated
[6, 19, 54, 55]. IS design science research has, from the very beginning been driven
towards theory and design theory [7, 23, 36]. There has from the beginning been a focus
on evaluating the design theories through empirical evaluation of the designed artefacts.
What is now missing is a stronger empirical grounding of problems against which the
artefacts (hence design theories) can be evaluated. It may be too early to suggest what
the criteria should be, but with a starting point in criteria from action research, we can
transfer and extend these. As an ending note:

• The problematizing should be empirically grounded and include transparent data
collection and analysis

• The problematizing should be summarised and presented as an analysis of the
empirical data and justify when the analysis is based on a theoretical framework.

6 Conclusion

In this paper, we started with the simple observation that information systems design
research was lacking a clear and strong component covering problem analysis. This is
somewhat surprising as the design research literature claims a strong allegiance to a
problem-solving paradigm. We have therefore investigated this by first outlining how it
has been done in problem-solving processes based on Schön andCheckland thenwe have
outlined it as it occurs in action research and the broader social research thinking behind
engaged scholarship. From this, we have suggested that design research is missing this
very important component of problematizing.

We can do better. The three things that can contribute to this are: (1) the stance
towards problematizing should be based on problem-setting; (2) problematizing needs
to become an empirical activity; and (3) problematizing requires new and elaborated
criteria to be evaluated properly.
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Abstract. Research in design science has always acknowledged the need for
evaluating its knowledge outcomes, with particular emphasis on assessing the
efficacy and utility of the artifacts produced. However, the need to demonstrate the
validity of the research process and outcomes has not received as much attention.
This research examines scientific approaches to validity and their applicability to,
and use in, design science. To do so, we assembled an extensive data set of research
validities articles from various disciplines, as well as design science articles. We
then examined the use of validity concepts in these articles and how these concepts
could be employed to describe what validity means for design science research.
The result is a design science research validity framework to guide how validity
can become an integral aspect of design science research.

Keywords: Design science research · Research validity · Design science
research validity framework · Artifact · Evaluation · Design validity framework ·
Senior scholar’s basket of eight

1 Introduction

Design science research (DSR) has become an important part of the information systems
(IS) community over the past decade, as evidenced by the special issue ofMIS Quarterly
in 2008, the annual DESRIST conference, the CAIS department on “Digital Design,”
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and editorials in leading journals on the scope and importance of DSR (e.g., [1–3]). As
the range of published examples of DSR has increased, scholars have focused attention
on the nature of DSR contributions and the DSR process [3–5]. The development of DSR
as a research approach has led to increased attention on articulating and systematizing
what DSR is and how it can and should be conducted. However, an important aspect of
research conduct, research validity, has not received much attention in DSR. Research
validity focuses on the quality of scientific research and the dependability of the research
findings [6], and is a fundamental part of systematization efforts in the social sciences.
Research validity is important inDSR because it provides procedural templates to collect
and analyze evidence, as well as to justify the arguments and conclusions of a research
study [7].

IS research in general looks to validity measures to strengthen research claims [8].
Many of these validities (e.g., concepts such as internal validity, external validity, and
construct validity) have been used primarily in psychometric behavioral studies (e.g.,
[8, 9, 31]) and apply procedures for establishing validity from fields such as sociology,
psychology, marketing, and statistics.

This paper seeks to answer the following questions: How does the concept of validity
support the claims of DSR? What are DSR validities? Which validities among existing
ones can be considered DSR validities? Which of the DSR validities have been used
in published articles in IS? What research opportunities exist for further developing the
validity tradition in DSR?

The contribution of this research is to identify and define validities in design science
research. To carry out our research, we extract a set of validities from the information
systems literature, which we use to describe what constitutes a design science validity.
We then group these validities into higher-level categories and survey their use in research
published in the AIS Senior Scholars Basket of journals. This analysis yields insights
into the nature and gaps of design validities. From this, we propose a design science
research validity framework, the purpose of which is to organize these validities so that
researchers can identify the types that will be appropriate for their projects. By reporting
these types of validity, researchers can better and more easily communicate the rigor of
their research design and research outcomes.

2 Literature Review

An implicit form of validity is part of nearly every DSR study, in that research work is
expected to justify its use of the method to build the artifact and evaluate the results.
Well-known and well-cited examples of this include [10–12].

In recent years, a method-oriented stream of work has developed within the DSR
literature, proposing approaches for how to perform DSR with greater rigor and rel-
evance. Work in this area includes efforts to help DSR researchers build and design
artifacts [13, 14], design appropriate evaluations [15–17], and communicate results and
help researchers outside the DSR community read and interpret DSR studies [5].

Interestingly, in a study of DSR publication trends and their implications, Tremblay
et al. [18] found that these method-oriented studies represent roughly 50% of DSR
publications in the AIS Senior Scholars’ Basket of Eight journals. This finding was
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replicated and confirmed by Engel et al. [19]. This clearly indicates a strong desire in the
DSR community for developing a more formal sense for how to do “good” DSR work,
as well as the difficulty in doing such work. While this is a robust marker of interest in
DSR, these studies do not specifically consider the issue of research validity.

Taking the term validity in a narrower sense, there is a smaller set of work explic-
itly addressing research validities in DSR. Evaluation of validity in DSR is much less
common than evaluation of efficacy or usefulness [16, p. 252]. Evaluation has tradition-
ally focused on the utility and quality of the artifacts and design knowledge produced.
Hevner et al. [4] argued that an artifact should be evaluated by considering “functional-
ity, completeness, consistency, accuracy, performance, reliability, usability, fit with the
organization and other relevant quality attributes” (p. 85). Baskerville et al. [7] focus on
different forms of reliability in design science research.

However, prior work has recognized and argued that validity is both important and
applicable to DSR [3], including arguing that some existing behavioral validities (e.g.,
internal, ecological) apply to DSR as well [7]. Additionally, one type of validity specific
to DSR has been proposed; instantiation validity [20, 21] has been defined as the extent
to which an artifact faithfully instantiates a theoretical construct or design principle. This
validity has been used in multiple DSR studies (e.g., [22–24]), attesting to the potential
value of DSR-specific validities.

However, there has been no systematic analysis of the nature of design science
validities. Nor has there been a concerted and focused attempt to identify which design
science validities exist, or to systematically track the use of different validity concepts in
design science scholarship. Thus, there is clearly a need to demonstrate the importance
of validity for DSR, understand the how and why it should be carried out, and propose
systematic ways of showing validity in DSR studies.

3 Identifying and Classifying Design Science Validities

Design science validities apply to research involving the design, implementation or
evaluation of artifacts, and to the contribution of research to a design knowledge base.
To better understand the nature of design science validities, we begin by describing what
they are and then positioning them within the broader space of research validities.

First, we assembled a data set of research validities. Next, we defined what it means
to be a design science validity. This definition made it possible to categorize a subset
of the validities from the general validity dataset as those applicable to DSR. We fur-
ther abstracted the design validities into higher-order categories. This analysis yielded
insights into the nature and use of design science validities.

3.1 Phase 1: Assembly of the Dataset of General Validities

First, we collected all validities we could find and their definitions. This was done over
a three-year period by two of the authors. We started by identifying the initial sources.
Thesewere documents containing a generalizable sample of validities, such as theAmer-
ican Psychological Association, the American Educational Research Association, and
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the National Council on Measurement in Education’s standards for educational and
psychological testing [25].

The second step was to find definitions for the identified validities. For this, we relied
primarily on scientific books and articles. For every source found, the section containing
the validity was further examined to find more candidate validities. A candidate validity
was some concept claimed by the author to be a validity or concepts not claimed as such,
but listed with validities (e.g., mundane realism – a concept closely related to ecological
validity). We did not question the authors’ claims. On average, we examined at least 15
sources to find five definitions of each validity, and in each case, we also recorded new
candidate validities. At the end of this step, 2,418 candidate validities emerged from
approximately 7,500 manually examined sources. At this point, if a validity was not in
common use and we failed to locate five definitions, a candidate validity was disqualified
from further evaluation. During this step, 158 candidate validities were disqualified.

In the third step, two of the authors independently read the five definitions for each
validity and selected one or two definitions that represented the full aspects of the validi-
ties expressed by the other definitions. During a meeting, the decisions were discussed;
when disagreement existed, we resolved them by reaching agreement on one or two def-
initions to represent the validity. Because there were many cases where highly similar
or even identical validities existed, inter-rater reliability evaluations did not make sense.
During this step, candidate validities were eliminated from consideration if they met any
of the following conditions:

• A candidate validity was somewhat common, but no clear agreement existed about
its definition, leading to the individual cases failing due to our inability to find five
definitions for each new validity candidate (6 candidates dropped);

• A candidate validity was a poorly defined version of an existing validity (1 candidate
dropped);

• British-English vs. U.S.-English spelling of same validity candidate (1 candidate
dropped);

• Validity candidates not about research, such as validities specific to the discipline of
law (2 candidates dropped);

• Focus on construct rather than justification of research claims. In this case, temporal
stability, seen by some as a validity, was found to address the stability of a construct
over time (1 candidate dropped).

In the fourth step, we extracted validities from the information systems discipline.
All articles published in the AIS Senior Scholars’ Basket of Eight journals [26] from
1994 through 2017 were examined. While it is likely impossible to find all proposed
validities, an extensivemanual reviewprocess of 6,083 articles yielded only 23 additional
validities for a total of 441 candidate validities, suggesting the original process had been
quite thorough. Any new validity name discovered was put through the process starting
at the second step above, which supported the validity detection process.
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3.2 Phase 2: Identifying and Classifying Design Science Validities

Next, we used the general validities dataset constructed from the steps described above
to extract those that can be classified as design science validities. To accomplish this, we
first defined design science validity, starting with seminal definitions of design science
[3, 4, 15, 27, 28]. For example, Hevner et al. define it [4, p. 77] as research that “creates
and evaluates IT artifacts intended to solve identified organizational problems.” This
definition highlights the central and essential role of IT artifacts, aswell as the recognized
need for their evaluation. However, not all DSR is organizationally focused, we thus
adopt a broader perspective, not insisting on organizational DSR only. Following the
accumulated thinking on the nature of DSR, we define design science validities as:
formalized procedures for justifying arguments and conclusions of a research study
involving the design, development and/or evaluation of IT artifacts to solve identified
problems.

Based on this definition, we coded the remaining validity concepts from the dataset.
The task was carried out independently by two of the authors, with combined research
experience in design science and research validities of 35 years. Each researcher has
also published DSR in top journals. The task was to code each concept as either a
design science validity concept or not. The coders reached an agreement of 90.4%,
with a Cohen’s Kappa of 0.79 [17]. The coders discussed the cases on which they
initially disagreed and reached consensus on all cases. Almost all disagreements came
for criterion validities (See Table 1) where one researcher employed a more inclusive
definition than the other. In total, 79 validity concepts were coded as design science
validities.

To better understand the nature and prevalence of different kinds of design validities,
the researchers coded each as belonging to a larger group or cluster. The definitions
were scrutinized and categorized into nine design validity groups. These were labeled:
congruence validities, criterion validities (with its subtype criterion measures), data
input validities, internal design validities, linguistic validities, relative improvement
validities, representational validities, requirements validities, and theoretical validities.
Table 1 defines each validity group based on the original validity definitions and insights
from the coding exercise.

The validity types suggest a set of entities involved in validity evaluation: the require-
ments or expectations for the IT artifact, the IT artifact itself and its internal components,
the artifact’s inputs and outputs (the latter often evaluated against an external criterion),
external referent IT artifacts against which an IT artifact is judged, the reality in which an
IT artifact is expected to function, andfinally, the language anddesign theory surrounding
the IT artifact.

To understand how validities contribute to DSR knowledge, we assigned each to
one or more prescriptive DSR knowledge types. March and Smith [28] define four
types of design knowledge: constructs (which provide the vocabulary and symbols used
to define and understand problems and solutions), models (designed representations
of the problem and possible solutions), methods (algorithms, practices, and recipes for
performing a task), and instantiations (physical realizations that act on the naturalworld).
These, together with design theories (theories that prescribe design and action) [29, 30],
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Table 1. Design validity types

Validity group Definitions Example validities

Congruence validities The extent to which an IT artifact
faithfully instantiates design
principles or design theory

Instantiation validity

Criterion validities The extent to which an output of
an IT artifact agrees with a target
referent

Criterion validity, predictive
validity

Criterion measures A specific way to measure the
extent to which an output of an
IT artifact agrees with a target
referent

F1-score, true positive rate,
recall

Data input validities The extent to which the data used
as input to an IT artifact are
suitable for a particular use

Data validity, functional validity

Internal design validities The extent to which the internal
components of an IT artifact are
consistent, transparent, and
explainable

Algorithmic validity,
Consistency

Linguistic validities The extent to which language
used in descriptions and
components of IT artifacts is
appropriate (e.g., accessible to
target users)

Semantic validity, Consistency

Relative improvement
validities

The extent to which an IT artifact
outperforms a referent IT artifact

Procedural validity

Representational
validities

The extent to which an artifact
faithfully represents relevant
aspects of reality

Pragmatical validity, contextual
validity, structural validity

Requirements validities The extent to which a particular
IT artifact satisfies physical or
functional needs

Application validity, model
validity

Theoretical validities The extent to which a design
theory is well justified,
theoretically grounded and
formed

Theoretical validity

have been widely accepted in the DSR community as constituting the core types of DSR
knowledge contributions [3, 5].

Because some validity definitions claimed to addressmultiple areas, theywere coded
as members of more than one class, resulting in 101 validity-class combinations. There
was one construct validity, 83 model validities (validities and measures are counted
separately), four method validities, 12 instantiation validities, and one design theory
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validity. Table 2 reports the results of this analysis. Inter-rater agreement was 100% for
this exercise.

Table 2. Design validity clusters and knowledge categories

In Table 2, empty cells indicate that a given validity cluster is not applicable for a
given knowledge type whereas a zero indicates that a validity cluster is applicable for a
given knowledge type, but no validitieswere found. Specifically, as congruence, criterion
and data input validities deal with instantiated IT artifacts and their usage, they do not
(directly) apply to construct or design theory knowledge categories, as validities related
to these latter categories deal with form, justification and consistency of constructs and
theories. Likewise, theoretical validities only apply to construct and design theory, as
they explicitly deal with properties of design theories.

4 Tracking the Use of Design Validities

We performed two different analyses to track the usage of design validity efforts. We
examined the number of validities used for each of the five knowledge categories. While
not all validity types are appropriate for each knowledge category, the frequency of
validities addressing a given knowledge category suggests where gaps exist in our ability
to appropriately evaluate IT artifacts.

Then,we examined the extent towhich the 79validities have been used inDSRpapers
in the “basket-of-eight” in a 14-year window from April 2004 to December 2017. To
identify these DSR papers, we used two sources. The first was a manual analysis of all
1,233 papers of theAIS basket-of-eight from the years 2014 to 2017. Eighty-eight papers
were coded as DSR. Our coding followed the DSR inclusion schema of Prat et al. [14].
Wemanually analyzed the 1,233 papers from the years 2014 to 2017 by title, abstract and
(if necessary) full text. We excluded editorials, book reviews, and comments. The first
sufficient inclusion criterion was the explicit mentioning of DSR as the main research
paradigm of the paper.

We used three exclusion criteria, any of which was sufficient to exclude a paper [14,
p. 234]: (1) the main research paradigm is not DSR; (2) the main objective is descriptive
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or explanatory (e.g., economic models aiming to understand a phenomenon); and (3) the
central contribution is not an IS artifact.

The second (implicit) inclusion criterion was that the IS artifact had to be the cen-
tral contribution of the paper. For each paper, the inclusion or exclusion criteria were
recorded.A second researcher cross-checked the resulting88papersmanually and agreed
that all the papers were to be classified as DSR (100% precision).

As the second source, we referred to the list from Prat et al. [14] of DSR papers
in the AIS basket of eight from April 2004 to April 2014. Their list consisted of 121
DSR papers [14]. Two papers of their list were from 2014 and were also classified by our
manual process as DSR papers. The remaining 119 papers fromApril 2004 to December
2013 were added to our final list. This resulted in a total of 207 DSR papers from April
2004 to December 2017.

Every sentence in these 207 papers was examined against our list of validities, and
regular expressions at the word-level were combined to find instances of these validities
in sentences. Table 3 lists the number of times a validity was used at least once within a
paper, aggregated by year and validity type.

Table 3. DSR articles using specific validities aggregated by validity type

Table 3 shows that criterion validities, or more specifically its subset of criterion
measures are indicative of criterion validities being the most frequently used validity
types. The most commonly used validities included accuracy and recall. Internal design
validities were the second most common type of validities, potentially reflecting the
desire of authors to attest to the internal qualities of the artifact. The most common
internal validity was consistency. The rest of the validities might as easily not have been
in use at all with the maximum number of articles identified at four.

5 Discussion

This paper has examined how the concept of validity applies in design science research
by identifying different forms of validity in a large body of research literature. From
the analysis, we conclude that the use of validity concepts is narrow in DSR, largely
focusing on criterion measures and internal design validities. Our analysis shows that
validity has been underutilized to strengthen the claims of design science research. The
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most frequently occurring terms in our dataset involved accuracy and a range of terms
around concepts such as precision, recall, specificity, true positive and false positive,
as they relate to evaluating machine learning models. Although relevant and important,
validities that measure the performance of a machine learning model do not reflect the
full scope of DSR research.

Furthermore, the validities used in DSR have been adopted or adapted primarily
from approaches used in other disciplines. Criterion measures originate in computer
science. There was little evidence of proposed validities intended to meet the specific
needs of DSR to support claims about the “utility” of artifacts and other DSR contribu-
tions. One exception is the notion of instantiation validity discussed earlier. Historically,
the four major areas in which knowledge claims have been made in DSR have been
justified through formalized validation procedures, resulting in specialized validities
(Table 1). However, the construct, method, and, design theory knowledge types are
woefully underrepresented.

An important direction for future research is to examine and propose, as needed,
validities that apply specifically to DSR. To guide this thinking, Fig. 1 proposes a Design
ScienceResearchValidity Framework based on design antecedents, the development and
use context of artifact, and design outcomes, each of which emerged from the analysis
of the validity literature.

Fig. 1. Design science research validity framework

In theDesignScienceResearchValidity Framework, validities for issues dealingwith
the quality and justification of the input to the design process are Design Antecedents
and include theoretical congruence validities and requirements validities. The internal
causal working of IT Artifacts (i.e., construct relations, functional models, methods,
etc.), are the main focus of Internal Artifact Validity. Validities related to the artifact
support claims about the internal composition of the artifact (e.g., internal design validi-
ties), as well as the relationship between the artifact’s components and a referent in the
broader environment (e.g., representational validities). The importance of situating the
artifact is captured by its Development and Use Context (e.g., data input validities). The
utility of the innovative design solution has always been a major focus of research in
DSR, as evidenced by the number of related Design Outcome validities, (e.g. criterion
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validities (Tables 1 and 2) and their frequent occurrence (Table 3). The framework pro-
vides guidance to researchers in selecting and applying validities at various stages of the
research process (as appropriate) to strengthen their arguments, designs, and evaluations.
Depending on the project, some validities might be more germane than others.. Future
work will develop detailed guidelines on how to determine when a particular validity
is applicable to a project. We hope the framework could be used by reviewers/editors
in evaluating the validity of knowledge claims, and by readers in evaluating published
work.

6 Conclusions

This research has identified the need to study validity in design science research. An
extensive literature review was conducted to identify concepts of validity from all
branches of science and those that relate specifically to design science research. From
the list of all validities, 79 were identified as design science validities and grouped
into higher-level categories. We then conducted an extensive review of DSR to track
usage of these validities and assign them to five types of knowledge contributions in
DSR (i.e., constructs, models, methods, instantiations, and design theories). These cat-
egories can be useful to researchers as they position and present their research results to
strengthen claims about evaluation and research rigor. ADesign Science ResearchValid-
ity Framework was proposed to guide the use of validities Future work will compare the
validity classes to design science evaluation approaches in an expanded literature base
and develop and provide templates and guidelines for applying the associated validity
procedures. In addition, the framework will be expanded to capture the full range.
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Abstract. The design of digital value co-creation (VCC) platforms is an increas-
ingly prominent research topic. The creation and introduction of these platforms
are transforming the cooperation of entire company networks and ecosystems and
is a challenging endeavor. In this paper, a multi-year action design research (ADR)
study in a small and medium-sized enterprise (SME) network in the German tex-
tile industry is presented. As with many SME networks, the creation of value and
innovation is hindered by discontinuous digitalization. This leads to major prob-
lems in the knowledge-intensive and complex development of technical textiles. A
digital VCC platform mitigates production delays, interruptions, and errors under
the competitive pressure of the textile industry, which is critical for the survival
of such networks. For a lack of suitable solutions, a VCC platform is cyclically
designed and evaluated in our network. Design principles and features are derived
to address resource integration challenges in service innovation in SME networks.

Keywords: Value co-creation · Digital platform · Action design research

1 Introduction

The co-generating of value in company networks is being transformed by digital tech-
nologies, which can reshape business models and provide opportunities for growth and
innovation in ecosystems [1]. The joint process of resource integration between differ-
ent actors in these digitally enabled value networks is called value co-creation (VCC)
[2, 3]. Ways are being sought to use digital technologies in the VCC to facilitate and
transform this complex process of resource exchange between actors to create value [2].
In the design-oriented VCC discourse, the spectrum of studies ranges from the design
of digital-enabled ecosystems [4], digital-enabled service and business models [5] to
methods for designing service systems as a configuration of resources [6]. Lusch and
Nambisan formulated a more technically oriented open research question in the context
of VCC [3]: “How should the digital infrastructure be architected so as to facilitate the
easy incorporation of a dynamic set of rules of service exchange among actors (e.g., busi-
ness processes and standards)?”. Regarding the digital enablement for VCC, it emerged
that digital platform infrastructures represent an essential design paradigm [4, 5, 7, 8].
However, it turns out that design-oriented research on digital platforms, especially in
connection with the surrounding ecosystem, is still scarcely conducted and many con-
nections remain unexplored [8]. Furthermore, it is noticeable throughout the debate on
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digitalization efforts of VCC and platform strategies, that especially small and medium-
sized enterprises (SMEs) are often overlooked [9]. SMEs are defined as enterprises with
fewer than 250 employees and less than 50 million turnover or 43 million balance sheet
total, which applies to 99.8% of European (non-financial sector) companies [10]. SMEs
are characterized by being highly networked, limited in resources and being overpow-
ered by bigger partners in the platform ecosystem [9, 10]. The resulting SME networks
are not only the backbone of our economy, but also represent an enormous innovation
potential, especially if the joint creation of value in those networks is enabled by digital
technologies.

In this paper,we address the issue of digitally supporting theVCC in an SMEnetwork
in our action design research (ADR) study [11] and focus on the design of a digital cross-
company solution to support VCC and service innovation in the German textile industry.
Our SMEnetwork focuses on new technical textiles development (i.e. service innovation)
but faces problems with coordination, efficiency and information loss attributed to a lack
of IT support across companies. The envisioned artifact is a network platform as a cross-
organizational infrastructure consisting of processes and digital technologies owned
by the network. We thus address the following class of problems: (inhibited) resource
integration in service innovation (in our case textile development) in (SME) networks.
For digital platforms, design-oriented research is an under-exploredfield [8] and previous
solutions of VCC platforms focus on large powerful actors in the network [e.g. 4, 5]
and are therefore inadequate for our case. However, we draw on the same formative
influences for our research as a theoretical foundation that can be found in other designs
of digital platforms for VCC: The service-dominant logic (SDL) [12] and the service
innovation framework by Lusch and Nambisan [3]. Based on these foundations, we are
designing a new artifact that specifically addresses the practical problems of our textile
SMEnetwork. This leads to our research question:what design principles are appropriate
for VCC platforms in SME networks to enable cross-organizational service innovation?
We derive design principles for such platforms in our ADR study, addressing a highly
relevant class of problems and approach a still open research gap on digital platforms
for VCC in SME networks, which is of considerable importance for the economy.

The rest of this paper is organized as follows: after the foundations, the research
method is presented before theADR studywith two building, intervention and evaluation
(BIE) cycles, is presented. This is followed by a discussion and conclusion.

2 Foundations

Weuse SDL frommarketing research as a theoretical foundation. This theoretical frame-
work allows us to abstract from the tangibility or intangibility of exchanged resources
in value creation (VC) [12]. The focus lies on the process of VC, not on the output of it,
by defining all applications of competencies for the benefit of another as service [13].
In particular, we refer to the tripartite framework for service innovation of Lusch and
Nambisan, which itself is based on the SDL. This framework is composed of a service
ecosystem, a service platform, and VCC [3]. To emphasize the multilateral nature of
the underlying process and activities of resource integration through the inclusion of
different actors in the service ecosystem, this process is referred to as VCC [14]. While
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service is the use of resources for the benefit of another, service systems are dynamic
configurations of resources that create value and can occur at various levels of actors such
as people, organizations, cities or even countries [13]. The term actors in SDL abstracts
from traditional roles such as producer and consumer [3] and imply equality of these
[15]. Loose coupling of these service systems by common institutional logics creates a
self-adapting system inwhich the VCC can take place, or in SDL terms, an actor-to-actor
network (including the resource configurations that evolve around the actors) [3, 14].
According to Lusch and Nambisan, service platforms are defined as modular structures
consisting of tangible and intangible components, for example, skills, knowledge and
technological assets [3]. Such modular structure means that service platforms promote
the interaction of actors and resources and provide the venue for VCC. IT can take on two
important roles in this context, either as support for the service platform, e.g. by locating
resources, or as digital components of the service platform itself and thus creating novel
opportunities for resource integration [3].

Interpreting our case through this lens, the technical textile industry in Saxony,
Germany can be seen as a local service ecosystem. In addition to textile companies,
the ecosystem also includes e.g. business customers from other sectors (like airlines,
hotel chains, hospitals, car manufacturers, etc.). The development of technical textiles
as an industrial product is knowledge-intensive, which makes the knowledge about the
production of textiles the most precious and operant resource in our case. These textiles
must guarantee specific functions (e.g. fire orwater protection for home textiles or cut and
stab protection for protective clothing [16]) according to the customer’s requirements.
To achieve this, the requirements, but also the knowledge of all involved actors on how to
produce this textile must be exchanged efficiently and effectively, demanding resource
liquefaction and density to enable actors to integrate them [3].

In our case, we do not focus on the service ecosystem level but zoom in on a net-
work of textile companies. The production networks for these technical textiles typically
include yarn manufacturers, fabric manufacturers (such as weavers or knitters), finish-
ers or coaters, and the production process typically results in ropes, cords, nets, threads,
technical fabrics or wadding, but not tailored products [16]. Correspondingly, some part-
ners in the network provide tangible (e.g. knitter) and others intangible (e.g. finisher)
service. Each of the companies represents a service system as a configuration of skills,
specialized knowledge, production machinery, and equipment. The VCC takes place in
this loosely coupled actor-network by exchanging the service to create the new textile.
Because the textile industry is a process industry (as opposed to discrete manufacturing),
the modular service platform is in our case characterized by VC process steps as com-
ponents (e.g. fabric inspection). Due to the joint knowledge-intensive cooperation in the
network, we consider the development of the textile in our network as VCC. The lack
of digitization of the cross-company innovation in our network is an impediment to net-
work performance, and a digital VCC platform to support the network service platform
is being sought as an artifact. This reflects the first role of IT, as it is not an integral part
of the service platform. Previous design approaches address how digital VCC platforms
should be designed around one or more focal providers [cf. 4, 5], which is guaranteed
by the dominance of this actor in the network. This approach is not suitable for our case
with textile SMEs. Those platforms strongly focus on digital service or components (e.g.
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software) or discrete products [4], while we focus on the digital representation of VC
steps and secondly, in those approaches SMEs are supposed to transfer their data and
services to third-party platforms [9], which in our case is often contractually prohibited
by customers.

3 Research Method

The findings presented here originate from an ongoing ADR study of several years, with
four technical textile manufacturers from the German textile industry. The sampling
was done in such a way that the case is a typical example for the technical textile chain
(one weaver, one knitter, one finisher and one coater). These companies develop tech-
nical textiles together and have encountered resource integration challenges in service
innovation due to a lack of digitalization. The companies all classify as SMEs. During
the course of the study, both in the problem formulation and in the BIE cycles, various
data collection activities were carried out (the exemplary quotes in this paper have been
translated from German and the companies have been anonymized). We proceeded in
an IT-dominant manner according to the four-stage model of ADR [11]: 1) problem
formulation, 2) building, intervention and evaluation (BIE), 3) reflection and learning,
and 4) formalization of learning. The targeted instance artifact is a digital VCC platform
to improve the resource integration in the SME network and the formalized knowledge
shall be captured in DPs. We decided to formulate the DPs in the form recommended by
Chandra et al. and presented in the typical sequence from causa finales to causa materi-
alis [17]. Our ADR team consists of researchers from three universities (including the
author), representatives from a textile research institute and the four owners/leaders of
the participating companies. The first ADR cycle took place mid-2017 to end-2018, the
second started subsequently and is still ongoing (final evaluation). As this is a multi-
year project, some results of the two ADR cycles have already been published (as ADR
intends [18]), so we refer to three of our previous articles, but a paper about the platform
has not yet been published. The presentation of this ADR study follows the example of
Westin and Sein [19].

4 The PROFUND Project

4.1 Problem Formulation

Our research started in May 2017, inspired by practice, when the four company repre-
sentatives in the first meeting told us that they had alignment problems, and coordination
challenges in their collaboration on the new textile development. In questionnaires, the
companies described their challenges as follows. Company A stated “inconsistencies in
the network with necessary technical clarifications” as a current challenge. Company B
saw“problemsdue to insufficient requirements communication” as the greatest challenge
and Company D stated the general “coordination with network partners when develop-
ing new products” as the main challenge. Company C said the challenges lay in “new
development and product optimization” and these challenges could be addressed with
“electronic data exchange and automated data provision”. During the problem analysis,
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it became clear that the issues were due to a lack of digitalization in the cross-company
process and that IT support needed to be introduced. In the PROFUNDproject, amanage-
rial procedure for the introduction of this IT solution in the network (based on classical
strategy processes) was proposed and applied. The steps of the procedure are [20]: (I)
define goal and formulate network vision, (II) record VCC process in the network, (III)
define digitalization demand, (IV) identify digitalization potential, (V) synthesis and
prioritization, and (VI) agile (IT) implementation and adaptation of network VCC. The
following vision statement was agreed upon in the network: “IT support in the operative
VCC process in the network. The IT support should be able to record the requirements of
the network partners digitally, correctly, in detail and prioritized. The order requirements
are to be bundled and passed on in the network […]. The IT support should enable a
network-internal collaboration by shared access and customizable access management
of the information with appropriate technical vocabulary”. The process of developing
textiles in the network was recorded in interviews and then modeled, and phases with
high communication complexity were identified.

Our practice-oriented problem definition is, therefore: loss of information, incorrect
specifications, inefficient communication aswell as coordination during the development
of new technical textiles in our network of textile companies. As a class of problems, we
see: (inhibited) resource integration in service innovation in (SME) networks. Against
the background of this class of problems, we can recognize that in the field of service
innovation in actor networks it is agreed on that insufficient IT support in knowledge-
intensive VCC processes leads to impediments, but that the design of IT support for
such networks is still a research gap [3]. Current design proposals, such as [4], offer
a significant contribution to closing this research gap, but, as mentioned above, are
aimed at single big, focal actors. We position our desired solution diametrically in the
same solution space on the side of smaller networked partners with (often) physical
output and knowledge-intense work. In response to the question “What adaptations do
actors need to make in their internal processes to facilitate value cocreation, and how
do these processes/mechanisms interact with the digital infrastructure?” [3], we have
previously developed four propositions to facilitate the VCC in SME networks drawing
on the service innovation framework. These were incorporated as kernel theory into our
artifact to ingrain it in theory.

4.2 BIE Cycle 1: Designing a Shared Platform for Network VCC

Weuse the four propositions to facilitate the networkVCC (P1–4) as theoretical input for
the first BIE cycle [15]: (P1) internal modular VC processes with clear interfaces, (P2)
efficient standardized communication between the actors in the network, (P3) equaliza-
tion of the actors in the network, and (P4)Cross-organizational IT support for themodular
VCprocesses and the efficient communication between equal actors. The combination of
the propositions with our digitalization demand analysis in our textile network resulted
in the design requirements (DR) for the artifact.

Company B stated that: “We record specific configurations [of requirements] with
machine settings and versioning [datasheet or sample order] so far with Excel or Word.
Yes, a configuration tool would help us”. In the evaluation of questionnaires, where the
companies could weight desired functionalities for their IT solution, all four companies
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weighted functions to find and view process step information in the network and (re-
)configuration of the network process as ‘very relevant functions’. These insights in
combinationwith (P1) led to (DR1): The system should enable the actor to (re-) configure
internal VC processes with standardized interfaces.

Already in the firstmeeting inmid-2017, the companies articulated that ‘data analysis
in the network’ would be helpful to improve the data and information supply. Thus, the
research team also gathered the requirements for possible data analysis. With regard to
challenges where data analysis might be helpful, company D stated the “selection of the
most suitable materials/machines and network partners”. Furthermore, all four compa-
nies stated that recommendations in theVCCprocess are important in the questionnaires.
On average, data-driven optimizations in production, VCC process, and network were
rated highest. Having (P2) in mind, this leads to (DR2): The system should provide the
actor with decision-support when dealing with complex tasks.

In addition to the previously mentioned requests for more efficient information
exchange, company C adds: “[…] Okay, the [order] is now with [company A], and
an e-mail is sent out: It’s now at [company A] […] This is then passed on to the end
customer”. And further: “Yes, but a login is also good […] And then [the customer] can
see: Ah okay, that’s now with the application technician or it’s in the laboratory […]”.
This also makes the desired efficient flow of information and transparency across the
core network boundaries apparent and along with (P2) we obtain (DR3): The system
should enable the actor to efficiently exchange information and knowledge.

The close cooperation of the partners, which should be considered in the IT support
of the VCC, is shown by the statement of company A: “What I also do […], if the article
was with us and is then with [company C], I visit them and see how things are going.
Especially when the articles are very complex. Not only does [company C] see how
things are going here, […]. but I can also see where the challenges are at [company C].
[…] or other customers - saying: Okay, when we process it, join us. […] That is thinking
for others in the network”. With our (P3) this leads to (DR4): The system should enable
the actor to equally participate in network VCC.

In the digitalization demand analysis, we realized that the companies are already
using various IT systems. We had the companies rate their digitization and standard-
ization of the communication within the company, with customers and with partners.
We saw that internal communication was satisfactory, but that the communication with
customers and partners was hardly digitized or standardized [15]. This not only leads to
discontinuous information flows but also causes re-digitization efforts if the non-digital
information has to be digitally processed internally. Company A proposes a solution:
“In the end, the system […] can quickly exchange information during new [product]
development and also during the ongoing production process in case there are changes,
so that we can always make adjustments during production […] with the knowledge of
the other partners”. (P4) and this leads to (DR5): The system should enable the actors
and systems to interact with several IT solutions in an easy way.

These requirements were the basis for our artifact. The ADR team decided to build
an online platform based on the JavaEE standard, with classic three-tier architecture and
a simple SQL database in the persistence layer. Four design features (DF) as essential
components could be identified, which are able to map the requirements and support the
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actor engagement in the VCC. These are [7]: (DF1) service configuration component,
(DF2) analytics component, (DF3) centralized knowledge base, and finally (DF4) shared
IT platform, as the host for all prior components. The ADR team developed and refined
the first prototype with a lot of feedback and input from the company representatives in
the team. Towards the end of 2018, a mature version of the prototype was evaluated in
a workshop with all companies. The evaluation confirmed that an overarching system
in the network, despite certain tradeoffs, is the desired goal. Company C: “You have to
answer: what is the same for everyone […] because otherwise everyone will have their
own configurator, and we won’t have anything [shared] along the chain”. The general
design with a multi-user platform with the possibility of jointly configuring new textile
developments and then storing them in a central location was positively evaluated. The
analysis function to find similar solutions was considered useful, but at this time it
was realized in a separate tool. There were however some inconsistencies, e.g. what a
‘maximum temperature’ actually means (characteristic of the finished product or setting
of the machine in production). In this context company C clarifies: “Hmm, first of all, the
requirements together with the customer and secondly I have to say what requirements I
have for the network or in my company”. As company D explains: “That must actually
dictate what we all do together. If the requirements for the product are there, he, she
and I [pointing to network partners] know what we can or cannot do”. Additionally, it
was criticized that the production process of another company could be changed via the
platform.

4.3 Reflection and Formalization from BIE Cycle 1

During the development and feedback loops with the company representatives, we were
able to derive design principles (DP) that link the DR to the DF. Figure 1 shows both the
theoretical input (P1–4) and the stronger practice related input (DR 1–5) that formed our
artifact. We believe that the (DP 1–5) are valid for our class of problems. The anchoring
in a theoretical world view of service innovation in conjunction with SDL abstracts from
the generated company output and makes the solution valid for products and services
of different industries. First, the shaping and evaluation of the artifact over time showed
that the companies initially tried to design the platform from their perspective. But little
by little this changed and a unified solution and the we-idea became predominant. This
seems tobepartly due to the usedprocedure,where a sharedvisionwas formulated,which
was then repeatedly used as a reference in the prioritization and agile implementation in
the BIE. As a further formalization step beside the DPs, the managerial procedure was
described as a method. Here, the procedural steps were embedded in a framework with
several levels of initiatives and a three-phased usage cycle was described [cf. 7, 20].

4.4 Problem (Re-)Definition

Now that we had developed a basic version of our platform, we used the identified
inconsistencies (cf. Sect. 4.2) as a starting point for the problem re-definition for the
second BIE cycle. Problem A is called: Inappropriate access policy. The companies
were dissatisfied that another company could change its input forms. Closing the input
forms counteracts (P3/4) and associated DRs, but inter-organizational trust must be
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Fig. 1. Derivation of the design principles

high for such an open design. Problem B is called: Mixing of configuration levels.
Customer requirements for the textile and requirements for the production process should
be separated. This in turn supports (P1) and related DRs.

4.5 BIE Cycle 2: Designing for More Effectiveness and Efficiency

With these new problems, a new version of the platform was built. The most important
change is that the configuration is now shared on three levels in the system (requirement,
network, internal process configuration, see Fig. 2).

The platform was now thoroughly tested with employees during the intervention
phases and real customer orders were processed with it. With regard to access rights
that were too loose, the evaluation rounds revealed that the now disabled input forms of
partners were inconvenient and inefficient after all. However, in order to keep control
in the own process, changes are now marked, a notification is triggered and changes
must be accepted. In this evaluation round of our platform, the focus was placed on
whether the platform actually facilitates service innovation and the VCC in the textile
network. Company B stated about error prevention: “If this has been clarified in advance,
I think it’ll save time.And reduce errors […],whichwould not have been noticed before”.
CompanyA stresses the increased efficiency: “Well, I think it will definitely help us… [it]
will never completely replace the phone, it’s not supposed to. […] I think a lot of things:
confirmations and maybe a follow-up question, […] we should put that in [the system]
[…] and then I can forget about it”. And company D highlights how simple analyses
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Fig. 2. Composition view of real platform - multi-layer configuration and tracking feature

help: “[…] Mostly saving time, that’s the most important thing. You can simply react
better and be more present”. And in addition: “[…] It definitely broadens the spectrum.
Because you are limited, for various reasons, you just don’t think about something. The
system doesn’t do that [thinking] either, it just points you into a direction that you might
not have thought about”.

4.6 Reflection and Formalization from BIE Cycle 2

In this second BIE cycle, we have addressed two issues from the first cycle and shifted
the focus from building the platform as a new artifact to actually designing a more
efficient VCC for the network. We changed (changes in italics) (DP1) to: Provide the
system with a service configuration component in order for network actors to multi-
layered (re-)configure VC processes with standardized interfaces in network service
innovation. As well as (DP4): Provide the system with a single point of engagement
and communication for all actors in order for network actors to equally, efficiently
and transparently participate in network service innovation. (DF1) and (DF4) have been
modified accordingly. Themethodwas likewise improved based on the case observations
by the free choice of step order, the parallelism of method cycles and the role of external
facilitators. During this BIE, it became clear that joint management, operation, and
ownership of the platform in the network was desired.

5 Discussion

In our study, we developed a VCC platform for a textile network along the seven ADR
principles [11]. Our work was inspired by our case but also influenced by service inno-
vation and SDL theories [3, 21]. We were able to adhere to the principle of generalized
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output through our method to build and introduce a VCC platform in an SME network
and our DPs. This generalization allowed us to address a class of problems, namely
resource integration problems in service innovation in (SME) networks. As implica-
tions for practice, there are general propositions, DPs, and a method, but also for the
concrete case a functioning VCC platform that positively influences their service inno-
vation. Analogous to previous research, we transfer the mainly theoretical discourse
on SDL and VCC into the real world by providing prescriptive knowledge and in our
case designing and implementing a digital VCC platform. Recent related studies define
design principles that position digital platforms as an essential operant IT resource for
the VCC, for example as technology-oriented design element [4] or as an orchestrator
hub [5]. Our work thus complements the prescriptive knowledge base on SDL and VCC
with design principles for such digital VCC platforms as a class of solutions.

Looking at an instance of service innovation in the form of a textile development
on our platform, the implications of the design decisions for the VCC in our network
of service systems become evident (cf. Fig. 3). Via the shared IT platform arbitrary
actors/service systems in the role of a customer can participate in the VCC process.
A customized value proposition, which connects the service systems [13], for a textile
development by the customer service system is requested via the requirement configu-
ration. The service system acting as network architect [14] configures the other service
systems to a network service system which is designed to match the formulated value
proposition. This addresses the structural flexibility, free configuration of the network
service system, but also structural integrity in that the actors are closely connected
through the platform [3]. The interaction in the service system network is determined
by the institutional logic [22] and our platform implements it to promote a common
world view between different service systems. The implemented pattern is that new
requests are compared with known solutions in the network, the most similar resource
configurations are examined for optimization potentials and new (re-)configurations are
learned. This pattern, previously practiced between the actors, has nowmanifested itself
in the platform via the various components and thus also defines the architecture of
participation [3]. In our example, the service platform of the service system network
is characterized by defined modular VC process steps, which are digitally described in
previously learned configurations and stored on the platform. The central knowledge
base provides the modules in a liquified and dense way during the third configuration
level. Through this liquefaction and density, the resource integration process of the VCC
can be improved [3, 14] and thus the class of problems of resource integration in SME
networks is addressed by the proposed platform design. As a contribution to the ADR
method, we were able to demonstrate that in ADR projects DPs and a method for cre-
ating the artifact can be successfully developed simultaneously. By combining the real
artifact (ingrained in theory for a clear purpose), the design method, and the DPs, a
design theory is gradually emerging [23]. Our research contribution can be seen as an
exaptation [23] since we transfer the known artifact type of VCC platforms into the still
under-researched context of SME networks.

Nevertheless, our study has some limitations. We have considered a single case,
which may entail problems of transferability of results. The platform is a stable version,
but ongoing development by the companies is planned. This means that DRs, DPs, and
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Fig. 3. Relationship of platform design and VCC in network service system [cf. Fig. 1 in 13]

DFs can evolve over time. There are also no long-term tests with the platform to monitor
the impact on VCC and service innovation in the network over time.

6 Conclusion

In this paper, we presented a multi-year ADR study during which we designed a shared
IT platform for a network of four textile SMEs. Our theoretical grounding lies in service
innovation and SDL. We provided DPs and a method to help create a VCC platform
in SME networks. Our work and related research open up new exciting future research
opportunities. The generalized outcomes can be validated in other industries or devel-
oping countries as an interesting comparison to investigate whether the emerging design
theory also holds in other socio-economic contexts. In the long-term, it is planned to
investigate the impact on VCC and service innovation in our network. Likewise, shared
ownership with a joint operating model and change management could be examined.We
think we have laid a first foundation for the design of VCC platforms for SME networks
and hope to have contributed to the knowledge base in this area.
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Abstract. The digitally enabled sharing economy, also called the ‘digital shar-
ing economy’ (DSE), has changed patterns of consumption by introducing new
choices and channels for provision and receipt of services. The DSE encompasses
sharing systems whose business models may vary distinctly from platform to plat-
form. Although business models in the context of the sharing economy have been
studied so far, we have observed that the current literature does not provide an
approach that covers all the business models – in the broadest sense of the term
– that potentially exist within the scope of the DSE. The present paper, therefore,
aims to propose a typology of business models in the DSE that covers a wide
space of models – even those which may not involve business in the commercial
sense. This is achieved through an iterative process based on a design science
research approach. The typology can assist in positioning the current and future
sharing systems in the DSE by systematically classifying their business models. It
is intended to serve as a guiding tool for the sustainability assessment of platforms
from both resource and socio-economic perspectives. The present study can also
enable researchers and practitioners to capture and systematically analyse digital
sharing business models based on a structured, actionable approach.

Keywords: Digital sharing economy · Business models · Typology · Sharing
platforms · Sharing systems · Design science research · Sustainability

1 Introduction

Since Lessig [1] has mentioned the term ‘sharing economy’ in his work, there has been
a proliferation of studies proposing definitions for it (e.g. [2–5]). Several studies have
reviewed these definitions (e.g. [6–8]). The present work is based on the approach taken
by the authors in [9] inwhich the digitally enabled sharing economy, or the digital sharing
economy (DSE), is conceptualized as a manifestation of the digital transition of society
and defined as: “A class of resource allocation systems based on sharing practices
which are coordinated by digital online platforms and performed by individuals and
possibly (non-) commercial organi-zations with the aim to provide access to material or
immaterial resources. Digital sharing systems operate in the space between traditional
sharing and the formal economy” [9].
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The DSE has created a “new culture of sharing” [10, 11] whereby individuals collab-
orate in resource distribution in their peer networks rather than being purely dependent
on services from the formal market [12]. Moreover, even in business-to-consumer mod-
els, it appears that sharing is becoming increasingly popular and even preferred to their
conventional (non-sharing) counterparts.

Typically, sharing platforms offer a wide variety of services which are often more
affordable, efficient, convenient, and accessible than their counterparts in the conven-
tional market; hence more attractive in the eyes of consumers. Themove towards sharing
modes of consumption can be viewed as a shift of consumers’ mindsets [13], expecta-
tions and values [14] on which sharing business models are based [15]. Business models
support the provision of value to customers [16, 17]. From a business model perspective,
it is therefore important to see how sharing platforms create value, and how this value
is perceived and distributed across the sharing system [15].

Given that theDSE is an umbrella term for different sharing systems [18], its business
models (BMs) can vary from platform to platform, targeting different mechanisms for
value (co-)creation. Therefore, BMs in theDSE can substantially differ fromone another.

We aim to design a typology for digital sharing BMs that can encompass the broad
spectrum of sharing systems. In other words, our objective is to design a typology that
looks at the BMs of sharing systems from a perspective that is open for various ways
of practicing sharing and creating value. We think that such a typology can be useful
to conceptualize and visualize the fundamental, common attributes of sharing systems
and to systematically classify them by showing how they differ in the attribute values
of their BM components. The result can particularly help platform providers to position
themselves in the spectrum of market and non-market-based sharing models, and to tap
into (new) practicable BM opportunities [19] in the area of the DSE. Another use case
of our typology can be to apply it as a first step in systematic sustainability assessments
of sharing platforms.

This paper proceeds as follows: Sect. 2 provides an overview of related work on the
concept of BM in general, and on the study of sharing BMs in particular. Subsequent to
Sect. 3, where we explain our research methodology, we describe the development of
our proposed typology of sharing business models in Sect. 4. In Sect. 5, we discuss how
the typology could be used to describe value in sharing and to direct the assessment of
sustainability impacts of sharing from a structured BM approach. The paper closes with
concluding remarks and an outlook for future work.

2 Related Work

Although mentions of the term ‘business model’ in scientific work dates back to late 50s
(e.g. in [20] cited in [21]), it was during themid-90swhen the term turned into a buzzword
in the business area, and in the late 90s when it particularly came to attention with the
commercialization of the Internet [21]. As the literature on BMs is heterogeneous, there
is no generally accepted definition of the BM concept yet [22–24]. Nevertheless, BM is
a concept often used to describe how a firm works [25].

The BM concept is of practical and economic importance [21] and is considered an
integral part of economic behaviors [26]. Although BMs have been usually studied in the
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context of commercial enterprises and conceived as a commercial logic of value capture
and proposition [27], their concept can be applied also to non-commercial enterprises,
governance models, and initiatives such as social innovation [15, 28] – wherein the DSE
is known to have roots [29] – or in the context of actions for sustainability [30].

BMs have been discussed also in the context of the DSE (e.g. [31–34]). Some studies
have researched the BM of one particular sharing platform (e.g. [35] for Airbnb and [36]
for Uber), of a set of various platforms (e.g. [37]), or the BMs within a particular domain
such as mobility (e.g. [31]). Others have come up with classifications for platforms in
the DSE. For example, Barbu et al. [38] classify sharing business models into three main
types: access-based, marketplace/platform economy, and on-demand service provider.
Building on different configurations of initiatives (or platforms), contributors, peers,
and users, Acquier et al. [15] propose a typology of four different BM configurations of
sharing platforms. Their typology classifies platforms as commoners, mission-driven,
shared infrastructure, and matchmakers. In the present paper, by including other BM
components (such as basic types of sharable resources and sharing practices) and by
differentiating between categories of participants, we intend to extend the typologies
that already exist in the literature. For each component, we will identify its possible
attribute values. The result is a typology of digital sharing BMs.

3 Method

3.1 Exploratory Study

For the present study, we used a list of platforms that are currently operating under the
‘sharing economy’ label. Due to space constraints, we cannot provide this full list which
we have been using for other research purposes as well. Nevertheless, in Appendix A,
we show a sample of platforms in the DSE taken from this list to illustrate the spectrum
of encountered business models.

For the sake of completeness and transparency,we briefly explain the exploratory part
of our research methodology. To prepare the initial comprehensive list of platforms, we
followed a systematic search and collected anyplatformbrand that is knownas part of – or
claimed to belong to – the sharing economy by searching for the term ‘sharing economy’
and related terms (e.g., ‘collaborative consumption’ [39], ‘peer economy’ [40], ‘platform
economy’ [41], ‘access-based consumption’ [42], ‘crowd-based capitalism’ [43], ‘gig
economy’ [44]). At this stage, our aim was to include as many platforms as possible
in order to reach the most inclusive sample of platforms that are known to represent
the phenomenon from literature or practice. This process of aggregating platforms was
stopped when no further new types of sharing systems or patterns were found. At a
second stage, we modified the list by eliminating the platforms that did not follow the
principles of the DSE as conceptualized by the authors in [9]. For example, platforms
whose services involve change of ownership, redistribution, or gifting/donating were
removed. Appendix A shows an excerpt from this reduced list.

3.2 Design Science Research Approach

After the exploratory step described above, we followed a design science research (DSR)
method to develop the artifact, i.e. the typology for sharing business models. DSR aims
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to add to knowledge of how things can be designed [45]. It is particularly useful and
applicable for designing artifacts relevant to digital innovation [45, 46]. In addition,
considering that the DSE could be primarily viewed as an innovation that leverages
digitally enabled solutions [47] to develop innovative businesses [37], we found the
DSR method most compatible and applicable to the focus of our study. Previous work
has adopted this approach for developing business models as the targeted artifact in the
context of digital innovation, e.g. for designing Internet of things (IoT) business models
[19].

Throughout the design stage, we adhered to the DSR approach and guidelines as
defined by Hevner [48] and followed his three-cycle view: the relevance cycle, the rigor
cycle, and the design cycle. The relevance cycle ofDSR initiates the research in a relevant
application context in which the research problem takes place. The rigor cycle ensures a
meaningful connection between the new research and past knowledge (i.e. the existing
experiences, expertise, artifacts, processes, theories, etc.) and justifies the innovation
and contribution of the research. The design cycle iterates between building the artifact
and its evaluation – together with the subsequent feedbacks to refine the design – and
keeps dependencies on the relevance and rigor cycles. In the following section, we will
elaborate on how we implemented these cycles.

4 Artifact Development

4.1 Business Model Elements of the DSE

Here, we explain the results of the exploratory study of sharing platforms (as described
in Sect. 3.1) by presenting a conceptualization of the DSE based on the classification of
the following properties in the platforms under study:

• resource providers (who shares);
• resource receivers (with whom to share);
• sharable resources (what is shared);
• the socio-economicmechanism that allows the act of sharing to happen (how to share).

Resource providers can be: individuals, businesses (i.e. commercial enterprises),
non-profit enterprises, and the public sector; the same applies for resource receivers.

We classify sharable resources in four broad categories: durable material goods
(e.g., a car, tool), consumable material goods (e.g., food, fuel), durable immaterial
goods (competence and durable information goods), and consumable immaterial goods
(time and consumable information goods). Important sub-categories are durable infor-
mation goods such as software [49] or timeless content that we distinguish (albeit not
sharply) from consumable information goods, which lose their value over time. The lat-
ter is true for news or the information shared in community-based participatory sensing
environments [50].

To differentiate between sharing practices, we use the concepts of reciprocity and
compensation as the practical mechanisms for sharing [9]. All possible sharing practices
in the DSE seem to belong to one of the following four classes:
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1. Practices without reciprocity or compensation.
2. Practices with informal reciprocity or compensation: The receiver of a service is

recommended (not enforced) to offer an equivalent service or a compensation to the
provider or to the community at some point.

3. Practices with formal reciprocity or compensation: The receiver of a service is
enforced to offer an equivalent service or a compensation to the provider or to the
community at some point.

4. Practices with formal monetary compensation to the provider per service received.

This conceptualization addresses the basic elements required for designing a BM;
the what, who, with whom, and how of sharing. These elements of sharing platforms
could be mapped to the general archetypal business model approach by Gassmann et al.
[51], in which the following elements are taken into consideration: targeted consumers
(resource providers and receivers in the case of sharing platforms), what is offered to
them (sharable resources), and practices that distribute the value (sharing practices).

4.2 Building the Typology

The rationale for pursuing the present research lies in the importance of the DSE from
a sustainability perspective. Although it is often viewed or expected to be an enabler of
positive changes towards mitigating the currently unsustainable consumption patterns,
the DSE keeps raising concerns about the sustainability of the consumption modes as
well as the socio-economic activities it promotes [3, 52–54]1. Therefore, we seek to
address the problem of assessing sustainability impacts of the DSE. This indicates that
the intended application context of our artifact is the sustainability assessment of digital
sharing systems (initiating relevance) [12].

Solutions produced by DSR should be generalizable, i.e. to be applicable to a same
class of problems [60]. It is possible that both the problem (which here is assessing the
sustainability impacts of theDSE) and the solution (here tomodel theDSE in away that is
helpful for the assessment of the sustainability impacts of itsmultifacetedmanifestations)
are general [61]. This is compatible with our partially inductive process of defining
sharing types. The result, which is a general typology, would be then applicable to all
manifestations of the DSE because it allows to classify sharing platforms in general.

To keep rigor, we have mainly depended on literature. An ample number of studies
on the sharing economy were reviewed by the authors (to name a few [2–8, 55, 62–66]).
Additionally, we are aware of the conceptual dissent and the theoretical disputes about
the sharing economy (e.g. [67, 68]). The authors developed a conceptual framework for
the DSE in [9], which was chosen here as a theoretical reference due to its inclusive
DSE concept which integrates many of the existing categorizations of digital sharing
systems.

Regarding the evaluation cycle, we examined each iteration of the design based
on the criteria for the purpose of BMs ([69] cited in [21]) by checking if the types of
platforms were still understandable as meaningful BMs. As a classification scheme, the
primary function of a typology is to construct classes about which we make inductive

1 For more studies on the relevance of the DSE for sustainability, see [12, 55–59].
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generalizations [70]. We evaluated our proposed typology with Lambert’s criteria for
useful classification schemes [70, 71]: The typology reduced the complexity of the het-
erogeneity of digital sharing BMs by identifying the similarities and differences among
them. It also created the possibility to compare different BMs through the presentation of
the BM dimensions (or components) and their range of attribute values. Since it makes
explicit the various aspects of DSE in a BM context, the typology demonstrates multi-
functionality to suit multiple needs, in particular to help structuring the sustainability
assessment of digital sharing BMs.

Each cycle of the artifact design iterated “between the core activities of building and
evaluating the design artifacts and processes of the research.” [48, p. 2], as foreseen in
the DSR paradigm. Our design cycle was an iterative inductive and deductive process:
inductive because we started from studying individual sharing systems, and deductive
because we conceptualized sharing platforms based on a theoretical approach that we
present in [9].

The results of the conceptualization of platforms in theDSE (as described inSect. 4.1)
were arranged, i.e. designed [45], through the DSR method in a 4-dimensional visual
representation of the resource provider (from), resource receiver (to), shared resource
(what) and sharing practice (how) aspects of sharing BMs in the DSE, as shown in Fig. 1.

Fig. 1. A proposed typology for digital sharing business models.

We expect that any instance of the DSE can be represented in this 4D space and thus
denoted by its “BM code”, which is a vector in the “FTWH space”. For example, the
typical Uber riding service can be represented as follows:

BM Code of Uber: (F1, T1, W1, H4)

Appendix A includes the BM codes of additional examples of sharing platforms.



A Typology of Digital Sharing Business Models 303

5 Discussion

The typology introduced above was built based on the required BM elements of sharing
platforms from a holistic perspective of the DSE. The four dimensions do not include
a why dimension because the reasons why participation in sharing takes place can be
inferred from the other dimensions plus some assumptions about the value perceived
by the participants that motivates them to use services [72, 73] offered by a sharing
platform. Thus, the why question is located at a higher level of description. Recalling
that BMs support the provision of value to customers [16, 17], we can describe with our
typology what resource and what sharing practice combine to create a perceived value in
the interaction between providers and receivers. What the perceived value actually is can
then be inferred. To illustrate this, we resume the Uber example. In the case of Uber’s
typical riding service, a durable material resource (a car) is shared between an individual
resource owner (the driver) and an individual resource receiver (the rider) for a certain
fare for the riding service received (a formal monetary compensation). This can tell us
about the motivation for users’ participation, or the main value offered by the platform,
which is normally to receive a less expensive riding service (compared to conventional
taxi services) for the rider2 and to earn an extra income for the driver. Therefore, the
prime value for using this platform, and the similar ones, could be to benefit from the
economic value of sharing [75]. It is notable that platforms do not necessarily create
only one type of value for their consumers. Sharing via digital platforms may hold a
combination of various value propositions, such as efficiency, convenience, enjoyment,
reputation, a sense of community [76, 77] and others as well.

From a sustainability perspective, it is important to bear two aspects in mind [78]: 1)
The implications of shared consumption of resources: For example, if the economic value
of sharing decreases the unit price of the service for the user, this can trigger additional
demand for the same service (direct rebound effect) or for other services (indirect rebound
effect). Thus, the rebound effect may partially or completely balance out the favorable
effects of shared consumption, which are usually referred to as optimization effects of
sharing [79]. Such effects of digitalization can better be capturedwith dynamicmodelling
– as done in [80], an early study which however did not consider the DSE yet. 2) The
implications of the specific sharing practices for the participants: For example, whether
resource providers and receivers in the DSE are in a social position that is better or
worse than before (e.g., regarding fair access to resources and markets, participation in
cultural life, labor conditions) [12]. Sharing BMs can create issues related to consumer
and labor protection [44, 52] and the promotion of tax avoidance [52]. With regard
to underpayment and low wages, the DSE has been labeled as the “share-the-scraps
economy” where most of the profits goes to the platform owners and the scraps go to the
workers [81]. Apparently, the depth of the assessment in this aspect should go further
in detail based on a particular sharing platform and the social and economic practices it
promotes.

2 Exceptions may be observed when dynamic pricing models become effective especially in peer-
to-peer services. Dynamic pricing is already practiced in Uber’s “Surge pricing” or in Lyft’s
“Prime Time”, where a consumer faces prices ranging from a base price to multiples of that
price [74], which in principle can exceed a conventional taxi fare.
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This way, our typology of digital sharing BMs can work as an interface to tap into the
possible opportunities for value creation in sharing systems and to direct the assessment
of sustainability impacts of them.

6 Conclusion and Outlook

In the present work, we proposed a typology for classifying digital sharing platforms
froma businessmodel perspective. To develop this typology,we adopted a design science
research approach.The artifactwedesigned– i.e. the typology for digital sharingbusiness
models – demonstrates descriptive power by creating a simple yet expressive language
for differentiating 44 = 256 theoretical types of digital sharing systems.

The relevance of this artifact comes from the insight that digital sharing systems
operate in the space between traditional sharing and the formal economyand can generate
non-monetary or monetary value for their participants. This not only opens a wide space
for potential business models in the DSE, but also creates opportunities as well as risks
when viewed from a sustainability perspective.

Our typology can provide guidance for entrepreneurs and also for established busi-
nesses that aim to implement potential business models in the DSE realm. It can also
assist policymakers and public actors in regulating and supporting the implementation of
digital sharing schemes that can envision sustainability scenarios in which organizations
are able to operate in an environmentally compatible way that promotes life-enhancing
social and economic activities. Future work may refine the proposed typology to make
even finer-grained differentiations. We hope that this research will inspire the design of
innovative business models that promote responsible, sustainable activities in the digital
sharing economy.

Appendix A

A sample of digital sharing platforms and their business model codes based on the
proposed typology of digital sharing platforms. Platforms may offer several types of
service. In these cases, the table refers to themost resonating service type of the platform.

Platform URL Area of service Business model code

Airbnb https://www.airbnb.com Lodging, hospitality (F1, T1, W1, H4)

CouchSurfing https://www.couchsurfing.
com

Lodging, homestay (F1, T1, W1, H2)

Fon https://fon.com Wi-Fi network (F1, T1, W1, H3)

Too Good To Go https://toogoodtogo.org Avoiding food waste (F2, T1, W2, H4)

TaskRabbit https://www.taskrabbit.
com

Personal service (F1, T1, W3, H4)

hOurworld https://hourworld.org Time bank (F1, T1, W3, H3)

Cohealo https://cohealo.com Healthcare (F4, T4, W1, H4)

Zipcar https://www.zipcar.com Mobility- car sharing (F2, T1, W1, H4)

https://www.airbnb.com
https://www.couchsurfing.com
https://fon.com
https://toogoodtogo.org
https://www.taskrabbit.com
https://hourworld.org
https://cohealo.com
https://www.zipcar.com
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Abstract. The blockchain technology faces many challenges before
experiencing widespread adoption. One major challenge for many appli-
cations is the lack of scalability of the underlying architecture. While var-
ious technologies exist, that provide solutions to this issue, they are often
overlooked when new applications are developed. To solve this problem
we used a design science research approach to develop a decision pro-
cess, that enables developers to choose the right technologies and ensure
the scalability of their blockchain applications. The result is a four-step
process, that helps to find the appropriate scalability solutions while still
taking the business and technology environment into account. In addi-
tion the developed framework provides an overview of existing solutions
and highlights gaps, where no solutions exist yet, providing a starting
point for further research.

Keywords: Blockchain · Scalability · Decision process

1 The Need for Scalable Blockchain Applications

The blockchain technology is seen as one of the leading drivers of digitaliza-
tion and decentralization. One of the fundamental limitations of blockchains
for a variety of use-cases is scalability. Cryptocurrencies, the most well-known
application for blockchains, suffer from several scalability issues that are often
criticized. A popular example is the low transaction rate of 7 transactions per
second for Bitcoin compared to centralized solutions like VISATMreaching up
47,000 transactions per second [25]. Another point for criticism is high transac-
tion latency of up to 41 hours, that occurred at especially high network loads
in January 2018 [2]. Even though some experts state, that technical issues such
as scalability and security are not an issue for the adaption and diffusion of
blockchain technology [21], we argue that for some possible applications scala-
bility is an essential factor. For example, blockchain is often seen as a device
for trustless machine-to-machine transactions. CISCOTMpredicts, that by 2020
about 50 billion devices will be connected to the internet [11] and even if only a
fraction of these devices would communicate via a blockchain, the network load
would be orders of magnitude higher than with current cryptocurrencies. While it
is assumed by some researchers, that blockchain provides a scalable peer-to-peer
c© Springer Nature Switzerland AG 2020
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communication protocol, this is not yet the case [16]. In contrast to peer-to-peer
transactions in a trusted environment, the process of verifying transactions on
a trustless distributed ledger is inherently inefficient. With the introduction of
programmable smart contracts and distributed applications (DApps), that are
executed and verified in the same manner, the problem of scalability became
even more complex [5,27].

There have been many contributions that developed solutions to those prob-
lems, however, it is hard for developers to find suitable solutions for their appli-
cation. The goal of this paper is therefore to provide a standardized process for
developing scalable blockchain applications, that developers can use as guidance.
To do so, we propose the following research questions:

RQ1: Which technologies exist, that solve scalability issues in blockchain appli-
cations?
RQ2: What decisions have to be made to include these solutions in blockchain
applications?

To answer these questions, we analyze the scalability problems that
blockchains bring with them, accumulate existing solutions and develop a deci-
sion process that helps building scalable blockchain applications.

The following section gives an overview of the state of the art in scalability
research, followed by the research process of this article. In Sect. 4 we provide
an overview of existing solutions and introduce the decision process as the core
of this article. The resulting artifact consists of a four-step process that guides
developers while developing their applications. Section 5 explains our evaluation
process, followed by the final section, that concludes this article by discussing
the results.

2 Foundations and Related Work

Distributed ledger technology has a variety of scalability issues. The literature
can be classified into five categories: transaction throughput, transaction latency,
number of nodes, storage and computational complexity.

The majority of research focused on the transaction rate. This comes from
the fact, that the most popular blockchain applications are cryptocurrencies
(especially Bitcoin), whose transaction rate is often compared to the transaction
rate of centralized transaction systems [17].

In addition to the overall throughput, the latency of the transactions was crit-
icized by a majority of researchers. On the one hand, this problem was linked to
the low throughput, by stating that a long transaction queue will delay trans-
actions [8]. On the other hand, transactions are not considered secure until a
few additional blocks have been mined. Therefore blockchains like Bitcoin with
block times of approximately ten minutes do not enable instant transactions [8].

Four authors acknowledged, that some blockchains, in contrast to classical
peer-to-peer systems, do not scale well with an increasing number of nodes. The
reason for this is, that the scaling properties with the number of nodes in the
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network are heavily dependent on the consensus mechanism that is implemented.
This is further discussed in Sect. 4.1. Independent from consensus mechanisms,
the additional number of nodes are likely to contribute to a higher transac-
tion count. This fact makes some blockchains, without special scaling solutions
unsuitable for networks with many nodes, such as Internet-of-Things (IoT) appli-
cations.

For storage and I/O one common remark was, that the whole blockchain has
to be stored on every node. This makes it hard to use especially for cheap devices
with limited storage, like IoT devices. Another aspect is the manner in which
storage is accessed in smart contracts. Blockchains like Ethereum or Hyperledger
only support key-value based storage. This makes it difficult to efficiently store
unstructured data such as images or database-like structures, that can easily be
queried. Additionally, large data sets cannot be stored in single blocks due to
limitations of the block size. While it has been shown, that arbitrary data can
be stored and accessed in blockchains, it is often unfeasible to do so [24].

The computational complexity that comes with the decentralized calculation
of smart contracts was directly acknowledged by only four authors. The problem
of computational complexity and the cost of it have been shown to be two
orders of magnitude higher for some applications, than in centralized systems
[22]. Not only the global limitations of executing smart contracts but also the
limits of single executions play a role when developing applications. Since smart
contracts are executed on every mining node, the number of operations has to
be limited [8]. This means, that some applications are not only impractical but
also impossible to implement on certain blockchain architectures.

3 Research Design

To construct the decision framework we use a design science research process
and follow the guidelines for design science research proposed by Hevner et al.
[14]. It is stated, that IS research has to cater to business needs defined by
the environment to assure the research relevance. We do not consider a specific
business case, but the general need for scalability of blockchain applications.
Additionally to achieve rigor, existing foundations from a broad knowledge base
are to be applied to the research. With these side conditions, the actual research
can be conducted through building and evaluating an artifact.

3.1 Ensuring Rigor

To get a better understanding of the current landscape of the most relevant
scalability issues in IS research a literature review is conducted [26]. We con-
ducted a literature review on articles from IS journals and conferences as well
as literature from the fields of computer science and engineering. This allowed
access to novel ideas and solutions, which is crucial in such a fast-evolving field
as blockchain research. However, the literature was still focused on scholarly
research and excluded white papers, blog entries or news stories, even though
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we acknowledge that they have been influential in the blockchain industry as
well as in academia. The searched databases were: AIS Library, EBSCOHost,
SpringerLink as well as Google Scholar. We limited the Google Scholar search
to the first 200 articles, since there were overall over 14,000 results.

The search terms were dependent on the scalability issue they are supposed
to solve. The search term was “blockchain AND scalability AND ((transaction
AND rate) OR (transaction AND throughput) OR latency OR bandwidth OR
storage OR computation)”. We filtered the papers by outlet, title and abstract,
conducted a forward and backward search resulting in a set of 90 papers. The
remaining literature was read and papers sorted for a final set of 48 papers.

3.2 Development and Evaluation

With the overview of existing solutions, we have a solid base to develop an arti-
fact. In this step, the decision process is built on the foundation of the available
solutions and evaluated with respect to the utility provided in solving scalability
issues as well as the usability of the process. We examined all available solutions
and in a first step categorized them. Since some solutions work in a very simi-
lar way and have the same advantages and disadvantages, we grouped them to
avoid redundancies. We then examined further similarities, differences, depen-
dencies and contradictions between the solutions to build the decision process.
The development of the final process included multiple adjustments due to the
dependencies and contradictions of some solutions.

The decision process falls in the category of methods, since it provides “guid-
ance on how to solve problems” [14]. The evaluation of the artifact is carried
out in a descriptive manner by testing it against multiple distinct scenarios to
demonstrate its utility.

4 Building Scalable Blockchain Applications

In this section, we present the designed artifact in the form of a decision process
that recommends suitable scalability solutions. In the first part, we give a short
overview over the literature and the available solutions. In the second part, the
final process is described.

4.1 Available Solutions

The solutions presented in the existing literature can be split into two main
categories, depending on which aspect of the blockchain they target.

The first type of solution targets the blockchain layer, the second type the
application layer [29]. In mainstream blockchain literature solutions targeting the
blockchain layer, are referred to as layer 1 solutions, while solutions targeting the
application layer are called layer 2 solutions [3] For the sake of brevity, we adhere
to this naming convention. This distinction between the layers is important for
building blockchain applications, since changing the blockchain infrastructure to
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implement layer 1 solutions is not trivial and requires a consensus among the
network participants. Layer 2 solutions mostly provide scalability by interacting
with the blockchain as little as possible and only using it as a final source of
truth or as a settlement layer. Finally, all articles were grouped by the way the
presented solutions work. We grouped the solutions further into six categories.
Layer 1 solutions include the consensus mechanism, architecture, sharding and
parameters, while layer 2 solutions can be categorized as off-chain protocols and
decentralized storage solutions.

The effect of different consensus mechanisms especially on transaction
throughput and latency has been discussed in 16 of the analyzed articles. Mostly
Proof-of-Work (PoW), Proof-of-Stake (PoS), practical byzantine fault tolerance
(PBFT) and Proof of Elapsed Time (PoET) were evaluated as mechanisms for
the decision process. While we acknowledge, that there is a wider variety of
consensus mechanisms, we focused on the most widespread to keep the decision
process manageable.

This category architectures fits all solutions that do not use traditional
blockchains to store the distributed ledger. Among those are articles proposing
data structures other than a blockchain such as directed acyclic graphs (DAG),
eg. a hashgraph or tangle [10]. Since these are not blockchains and have often
had entirely different properties incompatible with other solutions we describe,
they are excluded from the decision process. Other solutions such as sidechains
and multichain architectures are too complex to fit into the scope of this paper
but should be evaluated in future research.

Sharding is a process first introduced to distribute databases. The idea is
to split the data into smaller data sets (shards) and spread them among mul-
tiple servers. For blockchains the principle is similar. The blockchain network
is divided into smaller communities, that validate transactions with classical
consensus mechanisms [12].

Adjusting the blockchains parameters is the most straightforward solution to
increase the transaction rate or improve latency. However, it is only mentioned
in six articles. It is stated, that latency, as well as transaction throughput, can
be improved by decreasing the average time that is needed to confirm a block [6].
Additionally, an increased block size can improve the transaction throughput as
well as the latency that comes from waiting queues at high network loads. This
solution can also enable smart contracts, that rely on storing many variables.

The most discussed scalability solution is moving transactions to secure off-
chain communication channels. Payment channels describe a class of techniques
that enable users to conduct multiple transactions without committing single
transactions to the blockchain. In the case of purely bidirectional transactions,
state channels constitute bilateral agreements between two parties. Against this
backdrop, multiple users can build networks, which allow unconnected users to
conduct transactions by routing them over intermediaries [18]. A similar tech-
nique to offloading transactions from the blockchain, complex computations can
also be done with minimal interaction with the blockchain itself. While in the
current literature presented protocols do secure off-chain computation [19], they
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still impose some limitations. Newer solutions support efficient on-chain verifi-
cation of off-chain computation results, which can solve some shortcomings. A
downside of this procedure is that the verification contract has to be set up by
every party that relies on the computation to be correct. However other less
efficient solutions do not rely on a trusted setup process [13].

The means of data storage for blockchains is often limited to storing key-
value pairs. While this is a good solution for a wide range of applications, it may
be useful for the means to have the availability of mass storage for media files or
to have a database structure that can be queried. Against this backdrop, several
solutions have been introduced like the interplanetary file system (IPFS) [7] for
decentralized trustless storage or decentralized cloud solutions based on smart
contracts [30]. The choice of database solutions range to the scale of Hadoop
based Big Data databases [23].

4.2 Decision Process

Before the decision process is started, it should be decided, whether a blockchain
is needed to solve the problem at hand. The requirements to decide whether a
decentralized trustless ledger is suitable for an application has already been
researched [28], as well as whether a different architecture such as hashgraphs
or tangles is suitable for an application [15].

To choose the right solutions for the desired applications, we derived a four-
step process with an additional evaluation step.

In the first step, it should be decided whether to implement an own blockchain
or to build the application on an existing one. While it is much easier to use
an existing blockchain that is stable and trusted, it must be considered, that all
applications running on this blockchain compete for the same limited resources
of the blockchain. The second step is choosing the right consensus mechanism for
the blockchain. Then the parametrization and layer 1 solutions for the blockchain
have to be defined. If an existing blockchain is chosen, it should fit the desired
parameters and layer 1 solutions as close as possible. In the fourth step, layer 2
solutions will be considered and chosen according to the scalability needs. Addi-
tionally, we recommend an evaluation as a final step. Here it should be checked,
whether the chosen solutions are compatible with each other and if needed,
adjust the decisions. Figure 1 provides an overview of the complete process.

Fig. 1. Overview of the decision process
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Choosing a Consensus Mechanism. The choice of the consensus mechanism
is independent from the choice of other layer 1 solutions and the choice of the
consensus mechanism alone can result in a scalable solution for some use-cases.
The decision tree to follow in order to choose the right mechanism is depicted
in Fig. 2.

Choose Consensus
Mechanism

NoHigh
Transaction
Throughput

PoS

Yes
No

Less than 20
Participants

PBFT PoET PoW

NoParticipants
known?

NoYes

Scalability >
Security?

Fig. 2. Flowchart for choosing a suitable consensus mechanism

If the transaction throughput of the application is limited, the Proof-of-Work
consensus is the most tested and stable consensus mechanism available. Typical
PoW blockchains can handle around 25 transactions per second. If this limit is
strongly exceeded by the application, another mechanism should be chosen.

If the participants of the blockchains (i.e. users of the application) are known,
a permissioned blockchain can be utilized. Permissioned blockchains can utilize
consensus mechanisms, that are more efficient, since they are resistant to Sybil
attacks. If no permissioned blockchain can be utilized the PoS consensus mecha-
nism should be considered, if the scalability is worth a security trade-off. If not,
the PoW consensus should be chosen. Scalability can still be achieved with other
solutions.

If a permissioned blockchain is suitable, it should be checked if the number of
nodes is not too high for the PBFT. Studies showed, that in practical applications
the protocol does not work efficiently if the number of nodes exceeds 20. If it
does, the PoET consensus is recommended.

Choosing Layer 1 Solutions. After the consensus mechanism was consid-
ered, the parameters block-time and block-size have to be assigned, as well as if
sharding and other architectural decisions are suitable and needed. In this step,
multiple, or even all solutions can be chosen.
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Often used functions of smart contracts or those that are expensive to execute
such as cryptographic functions should be precompiled into machine language,
so that they do not have to be executed with blockchain bytecode. Precompiling
elliptic curve parings is a prerequisite for using efficient zkSNARK verification
on blockchains (Fig. 3).
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Fig. 3. Flowchart for choosing suitable layer 1 solutions

If a high transaction throughput is necessary, it should be checked whether
the number of nodes is big enough to allow sharding. The transaction through-
put scales linearly with sharding nodes, but too many nodes make the partial
networks too small and in consequence not secure [4].

Therefore if the number of nodes does not allow this solution or a low latency
is required, the block time should be minimized and the block size maximized.
However, this is only possible, if the overall blockchain size is not of concern.

Choosing Layer 2 Solutions. The last step is to choose layer 2 solutions
(Fig. 4).
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Fig. 4. Flowchart for choosing suitable layer 2 solutions
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If the application is computationally expensive, off-chain computation with
on-chain verification should be considered. Off-Chain computations that can
be proven to be correct on-chain are only useful, if the verification of the
proof is cheaper than the actual computation [13]. Verifying a zkSNARK on
the Ethereum blockchain costs around 1.8 million gas [9]. Every function that
requires less gas should not be considered for a off-chain computation. Addi-
tionally, the setup of the verification contract is not trivial and should include
all parties that need to trust the verification process. If such a trusted setup is
not possible, zkSTARKs should be considered for on-chain verification. However
verification is computationally orders of magnitude more complex and therefore
not the preferred option [1].

If either a high transaction throughput, low latency or a small blockchain
size are required, it is recommended to offload most of the transactions off the
blockchain into payment channels. Once a payment channel has been created, it
offers instant payments as well as a high throughput. Since the transaction to
open and close the channel underlies the same limitations as regular blockchain
transactions these channels should only be used if it is likely that the parties
involved will perform multiple bidirectional transactions. It should also be noted
that, for security reasons, transactions with a high transaction value or with
important data should be handled directly on the blockchain. The extension to
a network of channels is only useful if the network is dense enough to provide a
path between the parties involved.

If the application is reliant on data which is too big to fit into single
blockchain blocks, the data must be stored in a different way. Here we have
to differentiate between structured data that can be stored in a database and
unstructured data, such as image or movie files, that requires mass storage. The
usage of distributed databases is recommended, when the underlying blockchain
architecture is insufficient for storing or querying the needed data sets. We do
not differentiate between SQL-like databases or databases capable of processing
big data, since the differences are well researched and discussed in other fields
[25]. For unstructured data, solutions such as IPFS ensure data integrity as well
as data availability among all participants.

5 Evaluation

To evaluate the framework designed here we utilized a scenario based evaluation
[20]. We evaluated the process for its ease-of-use, reproducibility of the results
and if it serves its purpose. We therefore supplied three fellow researchers with
the decision process as well as the use-cases and let them chose the appropriate
scalability solutions. They all chose the same scalability solutions and claimed,
that the usage was straight forward. To test, whether the process served its
purpose, we implemented the use-cases and tested them against implementations
without scalability solutions. We hence tested it by implementing three use-cases,
each with different challenges for scalability. The first scenario was a distributed
voting process, that needs to handle a large burst of transactions in a short voting
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period. The second use-case was tracing of goods in a supply network. Here a few
parties track a large number of items. The final use-case was a blockchain-based
chess game. There have been several attempts to implement such a game without
a trusted third party, most of which failed, because it is too computationally
expensive to check whether moves are legal.

This example showed, that it was straightforward to chose the scalability
options needed to implement the application. While the implementation itself
was complex, the decision process in each scenario was simple and led to the
desired results.

6 Conclusion and Future Work

Blockchain applications widely suffer from scalability issues that prevent them
from reaching widespread popularity. While many solutions to those problems
exist, there was no structured process to decide on how and when to apply them.
We managed to extract those solutions for scalability limitations by reviewing
state-of-the-art literature from IS, computer science and engineering, structured
them and provided an overview, which answered our first research question. By
building on this knowledge we answered our second research question and con-
structed a decision process, that helps developers, businesses and researchers
to build scalable blockchain applications. The provided process is short enough
to be executed before each development project and comprehensive enough to
give developers an idea on which solutions to focus. The provided process is not
without limitations. There is still a wide variety of scalability solutions, that
had to be excluded from this work for complexity reasons. In future research,
the process can be extended to give a more granular decision process. Addition-
ally, the process can be evaluated in more practical scenarios. An evaluation and
extension with domain experts are also possible. Another important considera-
tion for every type of application is maturity and ease of use of the underlying
technology. Many of the technologies presented here are new and not sufficiently
tested in productive use. The quality of the documentation as well as the exis-
tence of a community, that can help develop the technology is also essential,
especially if the developers of an application lack the resources needed to fix or
improve immature software to use it in their projects. These issues became very
clear when implementing some of the evaluation scenarios and the impact. We
encourage, that the maturity of the presented technologies should be researched.
The methodology used in this paper is also suitable to develop decision processes
for objectives other than scalability such as privacy. Overall this paper opens up
new ways for further research on decision processes and the development of
blockchain applications.
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Abstract. This paper reports on the design and evaluation of an app that was
designed using the newly created elaborated action design research method and
critical realism to overcome the social and economic structural challenges that
SMEs in Nigeria face. The results show that even though the app took into account
the full range of SME dynamic capabilities and proved valuable, SMEs remained
dependent on the affordances of the existing global digital platforms. The findings
point to the lock-in effect of ‘freely’ available digital platforms and that SMEs
tend to default to their path dependency (and therefore the existing global digital
platforms) rather than explore local digital innovations. The paper suggests that
intentional efforts from powerful actors such as government might be necessary
to overcome the path dependency and lock-in effect of ‘freely’ available global
digital platforms. The paper identifies the extra efforts required to sustain local
digital innovation in the face of well-resourced global digital platforms. The paper
further reveals the utility of the new elaborated action design research method
for designing for context. Six (6) design principles for designing for SMEs in
resource-constrained contexts were also elicited.

Keywords: Small and medium-sized enterprises (SMEs) · Digital platforms ·
Mobile app · Dynamic capabilities (DC) · Particularism · Context

1 Introduction

Digital technologies play an integral role in enhancing the dynamic capabilities (DCs)
of Small and medium sized enterprises (SMEs) to make effective decisions and take
planned and strategic decisions. DCs represent ways in which organisations reorganise
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their internal resources and competences in response to evolving business environments
[1]. For example, digital technologies influence product quality and services, resulting
in the improvement of SME DCs [2]. SMEs also use mobile apps, particularly social
media and e-commerce platforms [3–6], to serve their customers,maximize newbusiness
opportunities and achieve market advantage [5].

SMEs inNigeria face structural challenges including lack of skilled human resources,
limited training opportunities, poor policy implementation, inadequate infrastructure,
lack of funding support and access to credit facilities, multiple tariffs and regulatory
challenges (i.e. tax regulatory problems, delays in organisation and product registrations)
compared to their counterparts in high-income countries [6–9].

This paper therefore sought to develop a context-suitable mobile app artefact that
integrates the DCs of SMEs in Nigeria [7–9]. The paper posited the necessity of under-
standing the structural issues that influence SMEs in developing country contexts (Nige-
ria) from the critical realist philosophy. Critical Realism (CR) is a meta-theoretical
philosophy by Bhaskar [11] that illustrates the significance of distinguishing knowledge
from existence. CR allowed this study to identify the social and economic structural pat-
terns that influence SMEs, and subsequently design a contextual mobile app for Nigeria
SMEs [12–13]. Specifically, the study sought to: design amobile app artefact that allows
SMEs in Nigeria to identify opportunity from a critical realist viewpoint.

The remainder of the paper is structured as follows: The next section presents the
related work. It is followed by the research approach and a section on the design of the
digital artefact. The final section presents the conclusion and inferences.

2 Related Work

2.1 SMEs and Dynamic Capabilities (DCs)

SMEs in Nigeria are classified as businesses with a total cost of less than five hundred
million (500,000,000) Naira ($1,383,040), excluding land, and fewer than two hundred
(200) employees. Ninety six per cent of businesses in Nigeria are categorised as SMEs
according to the Central Bank of Nigeria [14]. SMEs are valuable to Nigeria’s economic
growth. They provide entrepreneurial and leadership development of talents, the lack of
which is often an impediment to economic development. The continuous development
of these highly skilled entrepreneurial resources and competences drawing on DCs and
digital technologies is important to the sensing and seizing of newbusiness opportunities.

DCs are organisational and strategic routines that enable organisations to reorganise
their internal resources and competencies continuously to create new sources of com-
petitive advantage [1]. DCs involve the renewal of business processes, allocations of
human resources, knowledge development and transfer, and decision-making in direct
response to new business needs [15]. DCs are fundamental to SMEs as they reflect the
ability to create, modify and renew business processes [16].

2.2 Mobile Apps and SMEs

Mobile apps are software programs that run on mobile devices and integrate specific
digital platforms to accomplish specific tasks for individuals and organisations [17].
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Mobile apps enable SMEs to take effective decisions and planned and strategic risks
while carrying out their business processes seamlessly [18].

Owing to dynamic market needs, SMEs continually seek new approaches to dif-
ferentiate their businesses using mobile apps [19]. The use of mobile apps is integral
to SMEs as these apps assist SME owners in enhancing their ability to make effective
decisions while developing, analysing, processing and transforming information. The
adoption of mobile apps can also enable SMEs to increase their revenue growth and
create more jobs faster than their competitors [20].

This paper reports on the design of a contextual mobile app from an ensembled
viewpoint that sees ICTs as part of dynamic social networks that include people, their
DCs and relationships, and artefacts [21].

2.3 Designing for Context

Context can be defined as the situation within which a phenomenon of study occurs in
an organisation [22]. It also refers to the circumstances that produce the setting for an
event that is well understood to capture clear constructs and specific implications [23,
24]. Context enables an in-depth understanding of the structural challenges and events
that affect a phenomenon of interest. Takavarasha et al. [25] articulated the relevance
of context to determine where and when ICTs are designed and used to conform with
diverse cultures, capabilities, and social settings.

In theNigerian context, SMEs are looking at newapproaches to uniquely differentiate
the products and services they offer because of dynamic market needs [5]. An approach
largely considered bySMEs is the use of ICTs, such asmobile apps. ICTs are key enablers
of SMEs in the development of products, market research and access to information [26,
27]. ICTs enhance the growth and development of SMEs in dynamic socio-economic
environments, thereby enabling them to compete favourably in a fast-paced environment
[20, 28]. The research reported here focused on creating and evaluating a digital artefact
(mobile app) designed around contextual constructs developed from the DCs of SMEs
in Nigeria using the elaborated action design research (EADR) [9].

2.4 Elaborated Action Design Research

EADR is a problem-driven approach that closely links activities that are specific to the
design of an artefact while simultaneously evaluating it [29]. The EADR cycle follows
the stages: diagnosis, design, implementation and evolution (Fig. 1).

Each stage of EADR includes the following activities: problem articulation, creation
of artefact, artefact evaluation, new knowledge creation through reflection and learning
formalisation [30]. These activities are carried out iteratively, as a sequence of specific
tasks, based on certain principles to create new knowledge through learning formalisa-
tion. The EADR approach was further guided by the CR philosophy in the diagnosis
phase to identify the underlying contextual mechanisms that exist in SMEs. This ensured
that the design of the mobile app was based on rigorous theoretical and empirical evi-
dence, and at the same time the relevance of the contextual mechanisms [31]. This study
will use the EADR method to discuss the development and evaluation of the proposed
ICT artefact.
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Fig. 1. Stages of EADR (Adapted from Mullarkey and Hevner [29])

3 Research Approach

The EADRmethodwas adopted in the study to design and evaluate the artefact following
the procedures depicted in Fig. 2.

Fig. 2. Research process flow diagram

In this study, the researcher took the following steps as illustrated in the research
process flow diagram:

1. Identifying underlyingmechanisms to reveal social and structural issues experienced
by SMEs in Nigeria.

2. Generating solution possibilities and design principles to address the issues experi-
enced by SMEs.
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3. Designing the artefact (including functionality requirements, a data flow diagram,
the system architecture and user interfaces).

4. Evaluating the artefact to assess its efficacy in SMEs.

3.1 Identification of Underlying Mechanisms in Nigerian SMEs

Critical Realism Domains of SMEs in Nigeria
CR served as the philosophical lens to uncover the underlyingmechanisms that influence
SMEs, and served as the basis for the design and development of the mobile app artefact
for SMEs in Nigeria. CR maintains a strong focus on ontology to illustrate that reality
exists and that it is possible to create new knowledge about it [33]. According to Bhaskar
[11], objective reality is identified and described in three hierarchical strata of reality:
the real, the actual and the empirical.

The real includes social structures and mechanisms that exist independently of our
perception of them; some of these are observable and others are not. Causal generative
mechanisms emerge from the social structures in the real domain of CR [34]. These
causal mechanisms describe the structural issues in Nigeria context [35], which this
research sought to reveal. The actual domain consists of observable events that occur
as a result of the interactions of causal mechanisms (i.e. the real) [35]. The empirical
domain comprises events that occur through observations of experiences [33]; in this
study these are the noticeable observations of the subjects being examined.

Previous research by Tolani et al. [36] identified the underlying mechanisms in the
CR domain of SMEs, namely productivity, access to local market information, training
and access to SME programmes that generate events (SME business processes andDCs).
(See supplementary material). The identified mechanisms allowed this study to uncover
the structural elements (i.e. problems) in SMEs. These structural elements or problems
are discussed below.

SMEs use different freely available ICTs (i.e. digital platforms) with unique features
that lack interoperability as a result of the loosely structured nature of their business.
Also, the existing ICTs used bySMEs are globally oriented and lack the provision of local
information services, which result in logistics, finance, human resources, taxation and
regulatory issues. This problem affects SMEs’ ability to access local market information
and trends inNigeria. In addition, SMEs lack continuous skills development owing to the
inability of government agencies to convey information to SMEs or to deliver training via
digital platforms. Finally, funds and capacity-building programmes set up by government
agencies are inaccessible to SMEs as a result of inadequate dissemination of information
and an ineffective organisational system.

The contextual mechanisms discussed above are the structural issues that exist
in SMEs and provide an entry point to articulating the possible solutions and design
principles to create the artefact.

Design Principles for Context
The paper adopted the contextual mechanisms as the requirements for the artefact to be
developed [30]. The following are the five design principles that were identified: Digital
artefacts for SMEs in resource constrained low-income countries should:
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1. Incorporate the dynamic capability to identify local business opportunities.
2. Demonstrate the ability to do business in unstructured environments.
3. Gain easy access to SME government programmes and funding.
4. Provide access to entrepreneurship learning content.
5. Consider the local dialect and language.

3.2 Design of the Contextual Artefact

The mobile app artefact included the design principles based on the ensemble view-
point to group SME owners, their relationships, existing ICTs, DCs and SME business
processes in an organized way [37].

The design of the app, “MyBizAssistant” included features and functionalities, a
data flow diagram, system architecture and user interface designs of the artefact (see
supplementary material). The functionalities of the app and the DCs of SMEs in Nigeria
are illustrated in Table 1.

Table 1. Functionalities of MyBizAssistant artefact and related DCs

Functionality DCs of SMEs Description

Productivity Sales and marketing The mobile app enables SMEs to
carry out sales, marketing and
branding activities, to manage
expenditure, to interact and
participate (i.e. communicate),
and to do market research using
existing digital platforms

Market research

Interaction and participation

Product marketing and
research

Review operations

Create new product ideas

Product branding

Expenditure management

Access to local market
information

Marketing strategy The mobile app enables SMEs to
overcome the organisational
constraints and to get easy access
to information tailored to the local
market

Access government SME
programmes in Nigerian
languages

Market research

Training Training and capacity
development

This mobile app enables SMEs to
access training easily for
continuous skills development

Access to SME
programmes

Marketing strategy The mobile app enables the digital
dissemination of information on
SME programmes and funding

Access government SME
programmes
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3.3 Evaluation of the Artefact

The evaluation of the app was carried out with 20 SMEs using observational design eval-
uation methods through field studies [32]. The respondents provided five-point Likert-
scale responses ranging from (1) “Not At All” to (5) “A Great Deal” to ten (10) ques-
tions as feedback on the app DC constructs (i.e. sales and marketing, strategic planning,
expenditure management, trainings, communications, access to local market informa-
tion, access to government programmes, market research and generate new product
ideas) and app usage preference construct (i.e. preference to use MyBizAssistant over
the freely available apps). The study conducted only one evaluation cycle due to time
and logistical constraints.

Using descriptive statistics, the data fulfilled validity and normal distribution require-
ments: data points are within ±3 standard deviation from the mean, and had kurtosis
and skewness within an acceptable range of ±2 and close variances [38]. Minitab 18
statistical software was used for the statistical tests.

4 Results

4.1 Evaluation: MyBizAssistant Mobile App Artefact

The SMEs in this study included 20 businesses that cut across 8 industries in Nigeria:
agriculture, manufacturing, food, event planning, medical, information technology, gifts
packaging, clothing. SMEowners rated the app as an “effective tool” as follows: commu-
nication with customers (4.20); generating new product ideas (4.15); access to local mar-
ket information (3.95); market research (3.90); attending entrepreneurial and leadership
training (3.90); sales and marketing (3.85); expenditure management (3.75); strategic
planning (3.65); access to government programmes (3.60); and prefer MyBizAssistant
over existing global digital platforms (3.30). (See supplementary material). The app uses
smartphone features (e.g. phone contacts and push notifications) and integrates exist-
ing digital platforms and government APIs to allow SME owners to maximize business
opportunities. It gives SMEs easy access to information on the local market and SME
programmes. The app also allows SMEs to interact in a Nigerian language (Yoruba, Ibo
or Hausa), and to facilitate participation in training and collaboration. A comparison
between MyBizAssistant and other digital platforms is described in Table 2.

The results suggest that the app has the potential to enhance SMEs’ sales, marketing
and strategic planning activities. In addition, the app can help SMEs to gain improved
access to government programmes. However, a few SME owners indicated the need
for deeper integration into government and market research content platforms to create
seamless interaction with SME owners and to improve business insight. The evaluation
confirms the usefulness of the app as a suitable tool for SME owners to enhance their
DCs to identify opportunities. It also reveals functional issues and changes that could
be made (as indicated by the respondents).

The functionalities of MyBizAssistant compared to the top 3 digital platforms used
by Nigerian SMEs (Facebook, Instagram, WhatsApp) illustrated in Table 2 shows that
the digital platforms only used by SMEs for sales and marketing, interaction and partic-
ipation, product branding, and market research purposes; and are not suitable for access
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Table 2. Functionalities and Related DCs ofMyBizAssistant artefact compared with other digital
platforms

Functionality DCs of SMEs MyBizAssistant Facebook Instagram WhatsApp

Productivity Sales and
marketing

Yes Yes Yes Yes

Market research Yes Yes Yes No

Interaction and
participation

Yes Yes Yes Yes

Product marketing
and research

Yes No Yes No

Review operations Yes No No No

Create new
product ideas

Yes Yes Yes No

Product branding Yes Yes Yes Yes

Expenditure
management

Yes No No No

Access to local
market
information

Marketing
strategy

Yes Yes Yes No

Access
government SME
programmesin
Nigerian
languages

Yes No No No

Market research Yes Yes Yes No

Training Training and
capacity
development

Yes No No No

Access to SME
programmes

Marketing
strategy

Yes No No No

Access
government SME
programmes

Yes No No No

to localised information on market trends, government programs, funding, and training.
Despite the availability of a better alternative “MyBizAssistant” that is based on the
Nigerian context, SMEs still preferred the digital platforms because they are free, easily
accessible, familiar and readily available to use; thus, creating a lock-in effect.

4.2 Discussion: Lock-in Effect of Digital Platforms on SMEs in Nigeria

The findings in this study showed that SMEs only moderately preferred the MyBizAs-
sistant over ‘freely’ available global digital platforms. This is a symptom of what is
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labelled a “path dependency” syndrome, which is seen not only in SMEs, but also in
larger organisations. Path dependency refers to established organisational routines that
endure despite evidence that the routines no longer provide any value [39, 40]. This
result to the lock-in of SMEs as it pertains to the use of these digital platforms. This can
be detrimental to the business as it often results in a reluctance to adapt to ICT evolution
and/or reverse past decisions regarding ICT use.

The study therefore included one more design principle: Contextually designed apps
for SMEs should engage with powerful actors especially government agencies in order
to encourage adoption. MyBizAssistant app was integrated to government platforms to
create a seamless interaction with SMEs and push contents that inform SMEs about
product registration, tariffs, waivers, and funding opportunities.

5 Conclusions

The research focused on the design and evaluation of a contextual mobile app for SMEs
in the resource constrained Nigerian context based on requirements that were elicited
from critical realist mindset. The theoretical underpinnings of the business requirements
were guided by the DC framework. The DC considers the dynamic nature of organisa-
tions and has at its centre innovativeness and resourcefulness of existing organisational
resources. The research adopted the EADR to allow for the continuous diagnosis, design,
implementation and evolution of the app.

Using CR the research the structural needs that affect SMEs’ DCs were elicited, and
these provided perspective which inform how SMEs use mobile apps in Nigeria. Sub-
sequently, an app was created using EADR approach which enabled SMEs to improve
their ability to maximize business opportunities. The app was evaluated to determine its
relevance. The resultant design artefact was shown to be relevant for SMEs in allowing
access to information and data about their business and operations, government SME
programmes and cost-effective vendors. Particularly, the app could enhance sales, mar-
keting, strategic planning, easy access to localmarket information andSMEprogrammes.
However, SMEs appears to be locked in to the freely available global platforms such as
Facebook, Instagram and WhatsApp, revealing a strong path-dependency effect.

For SMEs to maximize the benefits of contextual-suitable apps, and improve DCs,
the effects of path dependency, and the lock-in effect of these powerful, freely available
global digital platforms [41],would require inputs fromexternal andpowerful actors such
as government [42] to raise adoption among SMEs [43]. The awareness could begin with
incremental steps in advocacy and incentivising usage of local digital platforms [44].

The paper was limited in the requirements space, the number of SMEs that evaluated
the app and the time provided to test the app. Further research could be conducted on a
longitudinal basis in a different context and country as adoption of digital technologies
in society is often a gradual process.
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Abstract. The selection and implementation of suitable cloud services that best
fit customer requirements can be a complex, time-consuming and cost-intensive
process, especially for small and medium-sized enterprises. In this paper, we
propose a cloud brokering system that simplifies this process by implementing
the (semi-)automated selection and recommendation of cloud services utilizing
matchmaking and ranking technologies. The prototype includes the functional-
ity to discover, rank and recommend cloud services from one or more decision
components, which will allow consumers faster and easier selection guidance
while considering individual sourcing preferences. Furthermore, the system pro-
vides interfaces for mutual interaction among other parties (e.g., cloud service
providers, cloud integrators, etc.). The tool can be used to support in the selection
and adoption phase of implementing cloud services and/or as part of a multicloud
strategy.

Keywords: Cloud computing · Cloud brokering · Guidance support system ·
Multi-sided platform ·Matchmaking platform

1 Introduction

Due to the recent proliferation of Cloud Computing (CC), the number of cloud services
on the market is increasing rapidly. This makes it difficult to compare cloud services and
select the option that best fits the requirements of a given company. Since there is no
“one-fits-all” cloud service provider (CSP), companies face the challenge of selecting
and combining services from different vendors tomeet all their requirements. As a result,
the selection process is a complex, time-consuming and cost-intensive ordeal that can
prevent the adoption of CC, especially in small and medium-sized enterprises (SME)
[1]. The reasons for this are manifold: a lack of universal definitions and standards for
cloud services [2], the challenge of comparing the characteristics and performance met-
rics of cloud services over different maturity levels and quality standards, and different
naming conventions for the same services. An understanding of which requires domain-
specific knowledge [3]. To face these challenges, companies can engage consultants or
brokers to assist them in selecting and implementing cloud services, but SMEs encounter
several obstacles in this process. First, the in-house technical expertise is often limited
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within flatter organizational structures (e.g. a director may also be the owner/manager
responsible for the IT investment), and in many cases, those who control the IT-sourcing
projects do not have a strong IT background or the skills to assess the potential of CC [4].
Second, the process is performed manually, i.e. without the support of an information
system (IS). It is important to note that an IS could be a cloud brokering system designed
as a guidance support system [5], that is not only designed for large cloud implemen-
tation projects but is also better aligned with the nature of cloud services (e.g. flexible,
automated) in terms of type and cost and, more importantly, as designed for SMEs. Since
the selection and integration of new services is a very dynamic process, especially in the
CC field, such an IS should be better integrated into daily business operations.

So far, multiple approaches have been suggested to support selection decisions for
cloud services, but the majority are generic approaches that are not limited to a specific
service model (IaaS, PaaS, etc.) [6]. Some effort has been made to generate decision-
support for SaaS services [7], but the utility of these approaches is problematic for com-
panies facing a concrete selection challenge. Therefore, we developed a prototype as part
of a design science approach proposed by [8] and [9], that enables the (semi-)automated
selection of cloud services as part of a recommendation system. The prototype allows
consumers to query cloud services using an intuitive user interface that is easily under-
stood even by consumers who have little technical understanding. It enables the user to
discover, filter and recommend potential cloud service configurations in an intuitive way
without requiring in-depth knowledge of specific cloud services.

The remainder of this paper is structured as follows. Next, we describe the design of
the broker web application. Then, the applications’ significance to research and practice
is outlined. Finally, we present an evaluation of the new cloud broker application.

2 Design of the Artifact

In this section we will detail the design, potential uses, intended user groups and fea-
tures of our prototype. In order to do so, different user stories were collected before
the implementation of the application. User stories [10] were popularized by the agile
software method Scrum [11]. In this case, there are four different stakeholders related
to this platform: (1) cloud service consumers (CSC), (2) cloud service providers (CSP),
(3) experts and (4) the cloud platform owner (CPO). The CSC is an enterprise searching
for suitable cloud services. This includes information discovery, comparison and rec-
ommendation of the available SaaS services that best fulfill the needs of one or multiple
use cases. The CSP can add service descriptions for existing cloud services using the
backend access or a REST API. Since not every CSC is willing or able to sign a contract
with a CSP immediately, the CSC can also evaluate cloud service options proposed by
a neutral expert (i.e., consultants, integrators, etc.). Finally, the CPO is responsible for
the management of the platform itself and undertakes the tasks of a cloud broker. In
order to enable a two-sided perspective on the problem and ensure the practical rele-
vance of the identified gap, we conducted a total of 27 exploratory interviews in previous
studies with business experts from cloud service providers [12] and German SMEs that
have already implemented cloud solutions [13]. As a whole, the interviews delivered a
detailed overview of the problems that companies face when trying to adopt and imple-
ment cloud services. Supplemented by an extensive review of the academic literature,



Making Cloud Service Selection Easy for SMEs 335

we identified design requirements (DR) from different stakeholder groups, representing
the problem space, and derived design principles (DP) as solution spaces for the artifact
development. Example: Users should be able to get concrete advice on how to use certain
cloud services despite the lack of technological competence and/or IT experience often
present with SMEs [13]. Therefore, we formulate the following design requirement: The
service discovery process should be supported by the framework to reduce requirements
for intensive knowledge and cognitive efforts during service selection. These DPs were
applied in designing theVirtual Broker as a Service Framework [14], calledViBROS (see
Fig. 1) as part of our design-oriented approach. The framework consists of the following
main components, which are briefly described.

Feature 
Requirements

Priorities

Textual Descript ion

Cloud Service 
Recommendation (Output)

Recommendation 1
Recommendation n

Re
qu

ire
m

en
t 

Co
m

po
ne

nt
s 

(In
pu

t)

D
ec

is
io

n 
Co

m
po

ne
nt

s

SaaS Catalogue

...

Technical 
Components

Organizat ional 
Components

Environmental
Components

Reputation 
Systems

...

Semantic
analysis (KI)

...

Cl
ou

d 
Se

rv
ic

e 
Pr

ov
id

er
 (C

SP
)

Cl
ou

d 
 S

er
vi

ce
 C

on
su

m
er

 (C
SC

)

Cloud Service
Request

ViBROS Cloud 
Matchmaker

Generate Options

Filtering

Ranking

Generate Opt ions

Use

Use
Cloud Service
Description

Provided to

Web Applica on (front-end) Matchmaker Components (back-end)

Consultant AggregatorIntegrator

Expert Evalua on

Th ird-Par ty Actors

Contract signing

Contract Evaluation

1 2

3

Cloud Platform Owner (CPO)4

Fig. 1. Virtual Broker as a Service Framework (ViBROS) [14].

(1) Requirement input component—The CSC can enter requirements for the cloud
service on the front-end using a multi-level input form. Since complex technologies
can be hiding within the services, the query is conducted made in the form of
questions about the desired use cases in order to simplify handling. Afterwards the
requirements can be weighted to identify the CSC’s priority requirements.

(2) Decision components—The decision components are defined by the CPO and can
be dynamically added and/or removed. Each component can be addressed and
enriched with information provided by CSPs. In our prototype, we implemented a
SaaS catalog with features of cloud storage services (e.g. Encryption, Replication)
and used feature service models [15] in order to discover and represent the com-
monalities of the services. This catalog is also available via API (RESTful Web
services) for automated processing.

(3) Matchmaker component—Finally, the matchmaking component generates options
determined by users’ preferences through a pairwise comparison using the AHP
[16]methodwith the previously definedweightings of every available cloud service
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option. Then, the options are filtered, and those most suitable for the consumer
are recommended. The result is a selection of suitable cloud services ordered and
displayed according to the degree of fulfilment (see Fig. 2).

When implementing the prototype as an artifact of the ViBROS framework, we
mapped the identified DRs to concrete design features that represent specific artifact
capabilities addressing each of the DPs. Therefore, we created a web application1 in
Angular (https://angular.io/) with a state-of-the-art user experience. This application
consists of a graphic user interface (GUI) that allows for interaction with and visualiza-
tion of the platform among the different stakeholders. Furthermore, a multi-role authen-
tication with JSON web tokens was implemented according to common best practices
for implementing role-based permissions.

Fig. 2. Screenshots of the ViBROS web application with the landing page for cloud consumers
(left) and results of an example service query (right).

3 Significance to Research and Practice

The ViBROS web application in this paper makes the following main contributions to
research and practice. From the practice perspective, the implemented prototype pro-
vides a more reliable and cost-efficient (having no upfront investment costs) option for
SMEs to discover and select appropriate cloud services. The application also allows non-
technical business users to handle this complex selection process by filtering and ranking
possible cloud service configurations. CSCs can use the web application in their daily
work situations and benefit from its better aligned selection support for cloud services
(e.g. flexible, automated) in terms of type and cost. Beyond the consumers’ scope of
application, CSPs can use the broker platform to increase visibility on the market and to
establish relationships with potential customers. Additionally, vendors can better under-
stand what type of service users are requesting for a particular use case and thus improve
their own service profile. For researchers, the ViBROS framework and the implemented
prototype represents a starting point for developing new broker platforms that simplify
the traditional broker approaches by establishing it “as a service”. Also, this approach

1 A demo of the web application can be tested at https://vibros.isih.wiwi.tu-dresden.de.

https://angular.io/
https://vibros.isih.wiwi.tu-dresden.de
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makes it possible to extend the backend components according to individual preferences
and thus continually improve the ranking algorithm. The prototypical implementation
will be provided to the scientific community as an open source via GitHub2. In this way,
we provides an opportunity to make artifacts more accessible for practical and scholarly
use [17].

4 Evaluation

The evaluation of artifacts in design-oriented research can be performed in several ways
[8]. As a first step, the proposed frameworkViBROSwas applied to develop the prototype
artifact. Therefore, evaluated design requirements from this framework, which have been
identified by a group of experts (cloud service consumers and cloud service providers),
were chosen and mapped to concrete design features to build the innovative artifact
and thus demonstrate a proof-of-concept [18], i.e. a piece of showing the feasibility of
implementing the ideas into software.

As a second step, the Framework for Evaluation of Design Science Research (FEDS)
[19] was applied to the created artifact using the ‘Quick & Simple’ evaluation strategy.
Therefore, the properties of the prototype (e.g. usability, time-saving and comprehensi-
bility) were evaluated by a group of four experts from IT service providers who have
already assisted companies in cloud-sourcing decisions. The participants had to evaluate
the selection process for cloud storage based on given criteria in contrast to a typical
(manual) cloud service selection process. All participants expressed positive qualitative
feedback and recognized the properties as being useful. One participant also remarked
that the application should show more details about the ranking algorithm during the
selection process. As a last step, we plan to conduct a focus group with users from SMEs
where we will specifically assess the effectiveness of the ViBROS prototype. The results
of the evaluation from the focus group will be used to further improve the usability and
comprehensibility of the platform.

5 Conclusion and Outlook

In this paper, we instantiated a prototypical artifact from our proposed ViBROS frame-
work that supports the discovery, selection and recommendation of cloud services with
a service broker IS acting as a mediator. The broker web application simplifies the
decision-making process for SMEs when selecting cloud services by recommending
appropriate services through a matchmaking concept. Currently, our prototype supports
only one cloud service category. In our further research, we plan to extend its support
for additional cloud service categories such as online collaboration tools or customer
relationship management software.

2 Client: https://github.com/SebLeich/broker-client Backend: https://github.com/SebLeich/bro
ker-backend-codefirst.

https://github.com/SebLeich/broker-client
https://github.com/SebLeich/broker-backend-codefirst
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Abstract. As the digital transformation of society accelerates, sophisticated
Information Technologies (IT) emerge and are introduced into organizations and
institutions of society. An example of such technologies is the Virtual Reality
(VR) technology that has re-emerged and become a frequently used solution for
supporting collaboration and workplace learning in immersive spaces. The deep
sense of immersion in VR enables users to learn and develop working skills in
an authentic virtual space, which facilitates an increased feeling of user presence
and mapping with real world working scenarios. However, due to the emerging
nature of using VR for collaboration and workplace learning, there are wide pos-
sibilities for Information Systems (IS) scholars to explore the prescriptive knowl-
edge space of how to design and theorize VR technologies through Design Sci-
ence Research (DSR). In this research in progress paper, we scrutinize the ques-
tion of how to design immersive collaborative spaces for industrial workplace
learning, and subsequently perform a preliminary round of literature review to
address the question. Consequently, the findings of the review are reported as
three meta-requirements, which we target as the contribution and input for further
development of an information systems design theory.

Keywords: Meta-requirements · Virtual reality · Industrial workplace learning ·
Design science research · Presence

1 Introduction

Thedigital transformation of society is amulti-faceted phenomenon that provides people,
social institutions, and organizations, access to the use of Information Technologies (IT)
for success in various areas of everyday life (e.g. education, industry). In the field of
Information Systems (IS), major initiatives have been undertaken and reported by IS
scholars to study the challenges of digital transformation. The initiatives range from
case to case and include a number of societal challenges such as: the effects of micro-
work on crowd-workers and digital platform use training [1], infant mortality in rural
areas and health information kiosks training [2], or social inclusion of refugees through
access to online training via desktop computers and Internet access [3].
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As a consequence of the accelerated pace of digital transformation in general, the
immense progress of immersive technologies has, within the last few years, manifested
in the form of the release of high-end consumer-grade Virtual Reality (VR) hardware
products such as the Oculus Rift and HTC Vive [4]. Organizations and workplaces in
particular, have due to the re-emergence of VR technology use and needs of training
organizational staff, been keen to adopt and employ VR for collaboration and workplace
learning in the manufacturing industry [5]. In this paper, we address this phenomenon as
‘industrial workplace learning’ (IWPL), a phenomenon which emphasizes aspects such
as: simulation of work processes through VR [6], the design of VR learning spaces for
engineering [7], virtual prototyping during product development processes [8], or the
design space of VR applications for assistive environments in manufacturing [9].

As the development of VR technologies have now reached a point where both hard-
ware and software is powerful enough to allow sophisticated forms of collaboration and
learning to take place in the industry [10, 11], scholars such as Cuendet et al. [12] point
out that contemporary design research in AR and VR in general, still struggles to formal-
ize and provide ‘prescriptive design knowledge’ [13] such as design principles [14] or
design theories [15]. As a consequence, the design of VR applications for learning pur-
poses become highly situated and less generalizable [16]. Subsequently, as a response
to address this issue and to advance Design Science Research (DSR) in IS [17–19]
around the topics of VR, collaboration, and learning in the manufacturing industry, we
explore the following research question: how to design immersive collaborative spaces
for industrial workplace learning?

We are fully aware of the fact that we cannot answer the research question in its
entirety through a research in progress work. Instead, in order to address the research
question, we will initiate the research process by identifying initial meta-requirements
(MR) that we can use towards producing a design theory [15]. More specifically, our
work emphasizes two main objectives: [i] reviewing literature on design of VR appli-
cations for collaboration and learning that are relevant for IWPL; and [ii] use early
learning outcomes from related work and incorporate the knowledge into a set of meta-
requirements. Consequently, we will follow Walls et al.’s process model [15, p. 44]
for producing design theories, where meta-requirements are an essential component of
informing the meta-design and producing a design theory. Additionally, proposing early
DSR outputs that serve for further research, are justified as ‘nascent’ [20] outputs, mean-
ing that the meta-requirements are proposed in a very early stage of our research to guide
future DSR cycles.

The rest of the paperwill be structured according to the identifiedmeta-requirements:
firstly, we propose an overview of the meta-requirements. After that, we go through
the reviewed literature and show how and where we identified the proposed meta-
requirements. Finally, we conclude the paper and shortly propose further research
opportunities

2 Meta-requirements for Designing Immersive Collaborative
Spaces for Industrial Workplace Learning

In this section, we identify and propose three meta-requirements for designing immer-
sive collaborative spaces in IWPL. We do so in a narrative way by: (i) presenting and
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discussing a cross-section of a literature review relevant to VR, collaboration, and learn-
ing for IWPL, (ii) using the gathered knowledge from literature to identify and propose
three meta-requirements. More specifically we condense our narrative and review as
follows.

Firstly, we discuss relevant literature that describes and clarifies the meaning of
presence in immersive spaces that are dedicated to collaboration; here, we demarcate
our interest toward the concept of presence in VR because it is considered to be an
essential element of an immersive space, which plays a vital role in design of new VR
applications in general, and for collaboration and learning in particular [10, 11, 21–23].

Secondly, we discuss literature around the application of VR for IWPL in the manu-
facturing industry; more specifically, we emphasize helpful literature [5, 9, 24, 25] that
report critical outcomes (e.g. challenges, lessons learned) of using VR applications for
IWPL.

2.1 Presence in Immersive VR Spaces

VR is a technology that typically provides interaction and immerses the user’s senses
[26], which sets VR apart from other information technologies (e.g. traditional desk-
top computers, web applications). Research on VR [21–23] shows that a central phe-
nomenon that is crucial to understand in order to design successful VR applications for
collaboration and learning, is the phenomenon of presence.

As a concept, ‘presence’ is related to a wide field of research with a cluster of differ-
ent applications that have been used in a wide range of literature including: computer-
mediated presence [27], ontologies of presence [28], embodied presence in virtual envi-
ronments [29], presence and cyber-sickness [30], presence and attitude change in VR
[31], and more [32–34]. However, ‘presence’ as discussed in literature related to immer-
siveVR in particular, is characterized by the concept of presence as transportation: people
are usually considered ‘present’ in an immersive space when they report a sensation of
being-in-the-virtual-world (‘you are there’) [30]. Moreover, the terms ‘co-presence’ and
‘social presence’ are reserved for the sense of being together in a VR space (‘we are

Table 1. Type of presence in VR

Type Definition

Personal presence Refers to a measure of the extent to which the person feels like
he or she is part of the VR space [32]

Social presence Refers to the extent to which other beings (living or synthetic)
also exist in the VR space [32–34]

Environmental presence Refers to the extent to which the environment itself
acknowledges and reacts to the person in the VR space [35]

Subjective presence Refers to the likelihood that the person judges himself to be
physically present in the remote or virtual space [29, 32]

Objective presence Refers to the likelihood of successfully completing a task [32]
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together’). Table 1 summarizes five essential types of presence that are frequently used
in the VR literature [23], together with their definitions.

For the concept of presence to be useful and applicable to practical situations in
a VR space, it is important to understand the implications of presence [29]. Here, we
have reviewed the implications of presence for collaborative purposes in a VR space
and identified four main implications that need to be taken into consideration in order to
reinforce presence, and support collaboration successfully in an immersive collaborative
VR space. The implications, their feature for supporting collaboration, and example
references, are depicted in Table 2.

Table 2. Implications of presence for collaboration in VR

Implication Feature

Embodiment Features the mental representation of the immersive VR space in
terms of patterns of possible actions, based on experienced presence
(e.g. when actions include the perceived possibility to navigate and
move the own body) [5, 29, 35]

Task performance Features how successful a given set of tasks are performed through
collaboration between multiple users of an immersive VR space. The
degree of presence needs to be flexible for variation depending on the
nature of tasks (e.g. easy tasks, abstract tasks) [23]

Social interaction Features the possible forms of social interaction between multiple
users in real time in the immersive VR space. A high degree of realism
occurs when users are enabled to exercise their professional roles and
behaviors through communicative and collaborative interactions [11].
Exchange of information and input responsiveness (e.g. tactile, audio
immersion) are important factors that affect users’ sense of presence

Technology awareness Features Heidegger’s [36] notion of technology awareness; when the
user of an artifact (e.g. tool) moves his/her awareness from possessing
a ‘present-at-hand’ awareness of his/her interaction with the artifact
(e.g. a forced effort or representation), to a ‘ready-to-hand’ awareness
where the user no longer is aware of the artifact itself but only the
immediate presence and usefulness the artifact has in whatever task is
performed [4, 31]

As a result of reviewing literature about presence, and its implications, for immersive
collaborative spaces in VR, we identify and propose two meta-requirements as follows.

MR1: presence in VR is related to transportation and the feeling of being-in-the-virtual-
world together with multiple users or alone in an immersive space. The immersive space
and its constituting elements (e.g. environment, virtual objects, affordances) greatly
influence users’ feeling of presence. Hence, in order to mediate collaboration in an
immersive VR space, the design needs to incorporate all five types of presence (shown
in Table 1).
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MR2: implications of incorporating all five types of presence in an immersive VR space,
shall enable an embodied awareness of the immersive space,which provide users features
for collaboration through social interaction and instant feedback on actions (e.g. task
performance, communication) that are undertaken in the immersive space.

2.2 Virtual Reality for Industrial Workplace Learning

A prominent application domain of VR is connected to training of staff members and
workplace learning in the manufacturing industry [4, 11], where sophisticated Head-
Mounted Devices (HMD) are used by practitioners, such as engineers and operators,
to collaborate with each other, execute common or individual goals, and develop new

Table 3. Positive characteristics

Characteristic Description

Authentic interactivity Authentic workplace learning experiences (e.g.
training, collaboration) are possible to recreate in
VR spaces; for example, a trainee mechanic
assembling virtual car parts can hear squeaks if a
mistake is made or the parts can push back, or
even guide the trainee’s hand to the correct
assembly and offer audio feedback as an
explanation [6, 10]

Flexibility An immersive VR space is flexible, self-paced,
and can be easily modified to suit the needs of
individual learner situations; for example, an
engineer might need VR features that engage
his/her attention to assemble parts of a machine
[5], whereas an operator needs other features that
help him/her with maintenance issues

Wider availability As VR widens the availability for workplace
training in an organization, a great number of
learners can take part in one and the same VR
space; for example, the Cybersphere application
[24] for manufacturing industries

Safe, customizable, low cost environments VR applications for IWPL provide features for a
controlled, simulated environment where the
learner can accomplish tasks safely; for example,
improved safety awareness within a workforce,
multilingual functions, diverse range of training
scenarios, safely simulate hazardous situations,
and administrative functions for instructors so that
they can easily identify problem areas for the
learner and adjust the training program
accordingly [24, 25]
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working skills [9, 24, 25]. The pedagogical relevance of using VR for industrial work-
place learning lies essentially in the valuable learning platform that constitutes a number
of positive characteristics, shown in Table 3.

Despite all the positive features and characteristics, there are still a number of chal-
lenges that designers need to consider when designing VR applications for IWPL [24,
25]. Examples of such challenges vary in their complexity and include a number of
different aspects: assessment validation (e.g. whether the knowledge gained in a VR
space is transferable to comparable situations in other training tasks), fear of technology
(e.g. fear of making mistakes in VR, fear of confusion or identity loss), pre-training
requirements (e.g. training strategies that teach learners when to do what), and trainer
readiness (e.g. technophobic instructors or instructors that are IT-illiterate).

Finally, to our knowledge, we could not find any research in the literature that pro-
poses design principles or design theories for guidance of designing VR applications for
IWPL. As a consequence, this gap makes it challenging for designers that want to re-use
prescriptive knowledge and solve a class of problems and solutions [17], forcing them
to design and implement solutions that are on a specific level of DSR outputs [15].

In light of the identified gap, and the gathered knowledge from this section’s review,
we identify and propose the third and final meta-requirement (MR3), as the domain
which integratesMR1 andMR2, as following: the immersive collaborative space needs
to provide interactive freedom as the visualization of pedagogical means (e.g. instructor,
module) becomemore detailed depending on the nature of learning purpose (e.g. instruc-
tions, training procedure). Moreover, for the immersive space to become sufficiently
supportive for IWPL, the representation of tasks, training procedures, instructions, and
modules, needs to be flexible for assessment validation and different levels of expertise
(e.g. novice user, advanced user).

3 Concluding Remarks

In this research in progress paper, we have explored, identified, and proposed threemeta-
requirements for designing immersive collaborative spaces in VR for IWPL. The meta-
requirements were identified and extracted from relevant literature onVR, collaboration,
and learning, with a particular focus on the elements of presence and characteristics of
supportive VR for IWPL. The contribution of this work is thus nascent and in progress,
representing an initial understanding about how to proceed towards a future design theory
for immersive collaborative spaces for IWPL.
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Abstract. Trends and future concepts like Smart Factory contribute
to the competitiveness of manufacturing companies by more flexi-
ble, automated and efficient processes. Smart Factories are defined by
a complete integration of machines, processes and information flows
based on advanced information and communication technology with
a database containing information about capacities, delivery times or
future demand. Essential for a complete integration is an automated
machine data exchange. To achieve this goal and contribute to the com-
petitiveness of producers, we seek to elaborate the technically necessary
core components required for a Smart Factory. By using the Design Sci-
ence Research approach, we aim to build a blueprint for implementing an
integrated Smart Factory system by defining requirements for machine
data exchange. Our results suggest that manufacturing environments
must address various requirements, which can be grouped under the cat-
egories data acquisition, data storage and data transmission. A success-
ful integration of these components provides the basis for Smart Factory
scenarios.

Keywords: Smart factory · Manufacturing · Production machines ·
Machine data · Integrated data exchange

1 Introduction

In an environment shaped by the digital transformation with increasing cus-
tomer demands, cost pressure and market dynamics, manufacturers are increas-
ingly faced with trends like Smart Factory, Internet of Things (IoT) or Sharing
Economy. Within challenging targets, the success of manufacturing companies is
defined by factors like capacity load, delivery performance and time, flexibility
during peaks as well as transparency of order processes while minimizing costs
and capital expenditure. In particular, meeting delivery times and deadlines
significantly affects overall customer satisfaction. A further challenge is to iden-
tify the optimum number of manufacturing machines to meet varying capacity
demands, a high number of product variants and quantities.
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Smart Factory enables companies to optimize their production which con-
tributes to their competitiveness. While manufacturing processes are usually
supported and controlled by information and planning systems, most Industry
4.0 scenarios require a complete integration of machines, processes and informa-
tion flows based on advanced information and communication technology. An
integrated database contains information about manufacturing capacities, deliv-
ery times, and future demand [4]. Automated machine data exchange is essential
for a complete integration ranging from shopfloor/machine level to the manage-
ment and planning level. This includes the acquisition of relevant data in order
to optimize production, e.g. by reducing down-times or achieving a higher degree
of automation. Therefore, communication between machines and systems as well
as data transfer between machines must be considered.

Against this backdrop, this study seeks to elaborate the technically necessary
core components required for a transformation from a conventional to a Smart
Factory, specifically for the exchange of machine data. Many approaches and
sub-concepts of Smart Factory are already implemented in industry. We aim to
take a holistic view on the concept and investigate how individual factors known
and implemented in the industry should be linked and integrated. Thereby, dif-
ferences on machine level as well as information system level are investigated,
although there are many similarities. Finally, this catalog of requirements can
be used to classify and compare different information systems regarding their
ability to exchange machine data. Building on this, our research is guided by the
following research questions (RQ):

1. How can we design machine data exchange as one dimension of an integrated
Smart Factory system?

2. What are the requirements for machine data exchange within a Smart Fac-
tory?

To answer these RQ, we structure this study as follows: We present the applied
Design Science Research (DSR) methodology in the subsequent section. Theoret-
ical foundations on Smart Factory and Machine Data are summarized in Sect. 3.
Afterwards, we identify design possibilities of machine data exchange and define
requirements subdivided in different categories. Subsequently, we integrate our
findings in Sect. 5. An evaluation is performed in Sect. 6. Ultimately, Sect. 7 con-
cludes this work with a summary, limitations and possible future research.

2 Research Methodology

The structure of this work follows the process and guidelines of DSR. Design
Science, as one area of research in the field of business information systems,
pursues the goal of creating new and innovative artifacts and thus solving real
human and organizational problems [8]. Artifacts are objects created by humans
for a practical purpose [26]. We develop an innovative artifact by means of design
requirements and principles for an integrated Smart Factory system regarding
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machine communication. For this reason, the paradigm of DSR is chosen as
method and design concept for this paper.

Peffers et al. [19] describe the process of DSR in six steps. The first step
is Problem Identification and Motivation, which we already discussed. The sec-
ond step includes the Objectives of a Solution, which we define in Sect. 3. We
identify design possibilities of machine data exchange and define correspond-
ing requirements as one basis for the design of a Smart Factory for the third
step Development and Design as core of this paper. We demonstrate the arti-
fact in Sect. 5 by building an integrated machine data exchange concept as one
dimension of Smart Factory. To evaluate our artifact, we chose a scenario-based
Evaluation by analyzing companies fulfillment of requirements and their matu-
rity for Smart Factory as the last step of this paper to verify the applicability
and feasibility of our solution. If there is a need for improvements, we return
to the step Design and repeat the process. If the artifact fulfills the require-
ments, Peffers et al. [19] propose the Communication of the results in scholarly
or professional publications, which is the target of this work.

In order to ensure that the artifacts developed are of high value, seven guide-
lines for the application of the DSR have been established [8]. The conception
of artifacts for already solved problems is not part of the DSR, therefore, we
particularly consider the guideline of problem relevance [8]. The present work
constructs an artifact that addresses problems in the context of Smart Factory.
The evaluation of the artifact was an accompanying task during the development.
An in-depth analysis of the result is a future task of research.

3 Theoretical Foundations

The ongoing trend of Smart Factory describes a multi-faceted and wide-ranging
topic, which may be interpreted slightly differently depending on the particu-
lar point of view of industrial practitioners as well as of researchers. Therefore,
there is no consistent definition [21,24]. Terms such as Ubiquitous Factory [27],
Factory-of-Things [15] or Real-time Factory [31] are used as synonyms for Smart
Factory. Summarizing several definitions, a Smart Factory combines two perspec-
tives to provide flexible, accurate and visualized production processes within a
dynamic and rapidly changing manufacturing environment. Automation, as first
perspective, combines software and hardware to optimize the use of resources.
The second facet targets a dynamic organization through easy collaboration
between actors within the production network [21]. In essence, a Smart Factory
contains a preferably wireless networking of all components of the operative and
managerial level in manufacturing. A continuous flow of information in real time
conduces the support of all manufacturing processes [24,28–30]. Developing a
Smart Factory requires profound knowledge about machine data, data storage,
exchange and integration.

The term Machine Data is subordinate to the term operational data. Oper-
ational data are primarily those data which arise or are obtained during pro-
duction, such as lead times, material consumption or output in terms of pro-
duction quantities [17]. These data are generated directly at the manufacturing
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machines [16]. Examples for machine data include the quantity of units pro-
duced by a particular machine, available capacities, temperature of components
or downtimes. Furthermore, manufacturing factories generate so-called process
data as well as quality data, which highlight the ability to be directly assigned
to a process and by serving quality assurance [11,17]. In this study, we define
machine data as a subset of the operational data which logically correspond to
process data. All data generated at machines during the manufacturing process
are to be considered.

4 Requirements for Exchanging Machine Data

To develop our artifact, we describe design possibilities of machine data exchange
for implementing a Smart Factory and define resulting requirements. As core
of this paper, this section answers RQ1 and RQ2. Our findings are divided in
the sections Machine Data Acquisition, Machine Data Storage and Management
and Machine Data Transmission as relevant elements of machine data exchange.
When analyzing data acquisition, we focus on the operational data, instead of
data concerning the business and management level.

4.1 Machine Data Acquisition

In order to exchange machine data and develop a Smart Factory, it is essential to
ensure and automate data collection. Sensors are of central importance for the
automated acquisition of machine data [11]. They can measure various variables,
e.g. physical or chemical properties, and convert them into an electronic signal.
Afterwards, they are transferred into a digital signal using appropriate software.
The digital signal can be converted into a standardized format and used for
further applications. Smart sensors are able to perform the measurement and
conversion in the sensor itself. Examples of characteristics are shapes, surfaces,
fabrics, or positions of objects [7]. In addition, information about the status
and condition of the machine as well as environmental effects are relevant [11].
The machines, as first instance in the process, generate data, which are possibly
used in many more instances. Therefore, a plausibility check and the assurance
of data correctness are important during data acquisition [17]. Following these
descriptions, we can define the first requirement.

Requirement 1. For autonomous data acquisition, sensors are essential to pro-
vide comprehensive information on the characteristics, features and status of the
machine and products to be manufactured.

4.2 Machine Data Storage and Management

If data cannot be transferred directly, a possibility for storage is necessary. Cloud
systems, which can be accessed from anywhere, serve as a solution for a modern
data basis. Data storage can be achieved directly at machine level or by using
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separate information systems. Additionally, information systems serve to analyze
and manage the data.

First, we analyze how the data is determined and stored directly at machine
level when, at this level, there is no direct interaction with a separate system. A
central role for developing Smart Factory concepts are Cyber-Physical Systems
(CPS). They are characterized by the combination of physical and computer-
aided capabilities [2]. While the physical capability is represented by the ability
to connect to the physical world for data acquisition, e.g. by using sensors, the
internal data management represents the contact point to the computer-based
level [14]. CPS are based on micro-computers, the so-called embedded systems,
which operate independently, provide high performance and finally turn into CPS
by additional interconnection [10]. By extending the sensor technology, machine
data can be acquired directly from the machines control system [11]. One exam-
ple is the Programmable Logic Controller (PLC). A PLC consists of an own pro-
cessor, a short-term main memory, a long-term data memory, input and output
channels for interaction with actuators and sensors as well as the software pro-
grammed for the specific system. Thereby, it maintains relevant data in the own
memory, which can be transferred from there. Another type of machine control,
especially in the environment of Manufacturing Execution Systems (MES) or
Enterprise Resource Planning (ERP) systems, is Computerized Numerical Con-
trol or Direct Numerical Control (CNC/DNC). Although CNC/DNC is a more
complex control system with higher precision, it is more flexible and adaptable.
It is usually equipped with a user interface and doesn’t need a complete change
and re-installation of the software [5]. Accordingly, there is an option to store it
in the object’s internal memory. In addition, the objects can also be equipped
with other external storage media, for example Radio-Frequency Identification
(RFID) chips.

In a next step, planning and control of information systems, which are rele-
vant for production will be considered. The manufacturing process is influenced
by many factors, such as batch size, sequence of production orders or lead times.
These business-related data are maintained, analyzed and managed in informa-
tion systems. In the past, manufacturing processes were usually supported by
separate Production Planning and Control Systems (PPS). Today, production
is supported by MES or ERP systems [30]. ERP systems integrate all data and
information of a company for supporting and automating everyday business pro-
cesses. One interface between machines and information systems are MES [11].
Vertical integration describes the complete connection of ERP systems with an
underlying MES to machines [11]. A central database ensures data storage for
the information systems. Figure 1 summarizes the described relationship between
different systems and levels.

The trend-driven term Digital Twin summarizes the outlined requirements
for a Smart Factory. A Digital Twin is a virtual image of physical, intangible
objects and processes [18]. In this way, machines, products and corresponding
processes can be virtually reproduced. By using sensors, it is possible to provide
the Digital Twin with the same data as the actual twin in real-time. The concept
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of real-time data is particularly suitable for predicting the life cycle of objects
as well as improving the planning and control of production [18]. The Digital
Twin enriches the sensor data with object-specific information, such as existing
service contracts, performance data or technical design data. Accordingly, the
entire Digital Twins in one system provide a central overview of all relevant
manufacturing information in real-time, which is why we defined this as part of
our second requirement.
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Fig. 1. Conceptual integration of data storage systems (based on [11,16])

Requirement 2. Data stored in machines’ internal memories and data recorded
by information systems should be integrated in a dynamic, scalable and cloud-
based database to enable a Digital Twin.

4.3 Machine Data Transmission

The success of Smart Factory as one Industry 4.0 scenario depends on an inte-
grated IT infrastructure as well as standardized interfaces. Once the data has
been successfully captured and stored, it is necessary to be able to transmit and
share the information between different systems. In this context, interfaces rep-
resent the standardized data transport method and data structure [11]. Hence,
established eBusiness standards (short: standards) and the future IT architecture
are examined in the following.

eBusiness standards define detailed guidelines for data exchange between sys-
tems. Uniform and precise formats are needed to be interpreted by machines and
systems, as machines are not able to supplement missing information [23]. There-
fore, standards should be used for internal data processing between machines and
systems, but also for communication between several companies. We can classify
standards into categories. Technical standards, such as Extensible Markup Lan-
guage (XML) or Electronic Data Interchange, form the basis for more advanced
technical standards by defining the structure of data records to be transmitted
clearly [23]. These standards can be further divided into identification, classifi-
cation, catalog exchange, transaction and process standards. Catalog exchange
and transaction standards are suitable for supporting cross-company communi-
cation. Process standards are appropriate for the technical modeling of individual
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company processes in a machine-readable format by using software tools. Identi-
fication standards are initially used for the cross-company unique recognition of
business objects. Classification standards are useful for classifying products on
the basis of the available product information [23]. Besides technical standards,
functional standards define the common language between individual systems.
It also opens up cross-factory or cross-company cooperation potential.

Of great importance for Industry 4.0 and Smart Factory is the Open Platform
Communications Unified Architecture (OPC UA) as it improves the usability in
industrial environments [11]. OPC UA is a standardized, technical interface for
platform-neutral data transmission, which is being developed by the OPC Foun-
dation [3]. Some authors [10] explicitly refer to OPC UA in the implementation
recommendations for Industry 4.0, as it is able to not only transfer data, but also
display the data in a machine-readable form. For this purpose, all information
is represented in the OPC UA Nodes, which are divided into eight predefined
classes. In this way, a common semantic vocabulary of the language is defined.
While data exchange is based on standard protocols such as Transmission Con-
trol Protocol (TCP) or Hypertext Transfer Protocol Secure (HTTPS), XML or
JavaScript Object Notation (JSON) can be used for representation [3].

Standards can be integrated into the overall framework of Industry 4.0 by
using the Reference Architecture Model Industry 4.0 (RAMI4.0), which sup-
ports companies during the step by step transformation from a traditional fac-
tory system into a Smart Factory system. The three-dimensional model includes
the integration of layers, value streams and hierarchy levels. The vertical layer
represents the different perspectives within the company. The entire life cycle
of objects is covered in the horizontal layer and the third dimension visualizes
functional levels. As a result, the model pursues two different goals. On the one
hand, missing standard solutions are identified and, on the other hand, equiva-
lent standards are unified in order to reduce the total number of standards [1].
Following these design options, we can define requirements 3 and 4.

Requirement 3. When using different information systems in manufacturing,
technical standards need to define uniform data structures to ensure standard
transmission channels.

Requirement 4. Functional standards should be used to define a common lan-
guage between individual systems and to classify the information to be processed,
especially when connecting different factories.

A further element of machine data transmission is the companies’ IT architec-
ture. The basis for data transmission is provided by common bus systems. These
are characterized by a uniform transmission path for several participants which
are identified by the Media Access Control (MAC) [9]. Examples for popular bus
systems are Ethernet, Controller Area Network (CAN) or the Universal Series
Bus (USB) [9]. In some cases, the digitally stored signal must be converted into
a physical signal for transmission [9]. The different bus systems are appropri-
ate for various hierarchical levels of the IT architecture. Ethernet, for example,
is not designed for real-time or small data volumes and therefore not suitable
for sensors [7]. CAN, on the other hand, are optimized for small data packets
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for sensor information [7]. An established concept for IT architectures is the
Service-Oriented Architecture (SOA). It consists of modular, task-specific sys-
tems. Based on their data and program logic, they are able to share information
with other systems through standardized interfaces [16]. Web services are one
option for implementing this loose connection. By using standards, they provide
program functionalities online [16]. The basis for future architectures is the pack-
aging of the individual services into one object. In this way, each micro-system
preserves its own information and is able to exchange data directly with other
objects or systems if required. The levels of automation become unclear or sus-
pended. This results in flat, very flexible architectures. These are supplemented
by clouds, which in turn can be used as a basis for cross-company collabora-
tions. To become more scalable, e.g. control functionalities can be offered in the
cloud [22]. In this context, the Representational State Transfer (REST) describes
an architectural style for using existing web technologies for shared systems [6].
On the basis of design potentials available for IT architecture, the following two
additional requirements could be identified.

Requirement 5. A wireless or cable-connected network (e.g. bus systems) must
be set up in order to transmit data, should be selected considering stability as
well as speed and should accomplish the task of connecting all machines and
information systems used.

Requirement 6. To facilitate direct data exchange between machines, network
capability, a dedicated storage solution and appropriate sensor technology should
be integrated, e.g. within a CPS.

Table 1 summarizes all requirements as a basis for Smart Factories.

Table 1. Summary of requirements

No Name Definition

Req. 1 Sensors For autonomous data acquisition, sensors are essential
to provide comprehensive information on the
characteristics, features and status of the machine and
products to be manufactured

Req. 2 Data
storage

Data stored in machines’ internal memories and data
recorded by information systems should be integrated
in a dynamic, scalable and cloud-based database to
enable a Digital Twin

Req. 3 Technical
standards

When using different information systems in
manufacturing, technical standards need to define
uniform data structures to ensure standard
transmission channels

(continued)
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Table 1. (continued)

No Name Definition

Req. 4 Functional
standards

Functional standards should be used to define a
common language between individual systems and to
classify the information to be processed, especially
when connecting different factories

Req. 5 Technical
connection

A wireless or cable-connected network (e.g. bus
systems) must be set up in order to transmit data,
should be selected considering stability as well as
speed and should accomplish the task of connecting
all machines and information systems used

Req. 6 Integration To facilitate direct data exchange between machines,
network capability, a dedicated storage solution and
appropriate sensor technology should be integrated,
e.g. within a CPS

5 Demonstration

According to Peffers et al. [19], the methodological approach of a DSR process
requires the demonstration of the problem to be solved. This could involve the
use of experiments, simulations, case studies or other activities. Furthermore,
it is important to describe how to solve the identified problem through the
development of an artifact. For the present study we demonstrate the artifact
by building and demonstrating an integrated machine data exchange concept
model as one dimension of Smart Factory. Figure 2 demonstrates the interaction
and integration of the identified requirements within one scenario.
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Fig. 2. Requirements for exchanging machine data

The figure illustrates three machines as CPS which are connected to the MES
and ERP system via a stable bus system, which complies with requirement 5.
All data acquired are stored in the cloud as dynamic database according to
requirement 2. Object 2 in Fig. 2, which is described by a functional business
standard conforming requirement 4, is being processed. The sensor of the CPS in
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the right side of Fig. 2 retrieves e.g. the status that the manufacturing process is
completed as well as the status, that the machine is requesting maintenance.
Therefore, the system conducted data acquisition by different sensors which
meets requirement 1. These information are stored on machine level by using
the short-term main memory of the PLC as one dimension of requirement 2.
The CPS transmits this information to another CPS in the middle of Fig. 2.
At this instance, XML was defined as the common technical standard language
according to requirement 3. This document is also transferred to the MES and
ERP system, which in turn initiates a further process of the third CPS. In this
case, the first two CPS communicate directly with each other, whereas the third
CPS received information via the MES. The last and most decisive step is the
integration of all the individual components defined in requirement 6 to set a
basis for an efficient Smart Factory environment.

6 Evaluation

As the evaluation is very important in the DSR process, we decided to conduct a
scenario-based evaluation based on the developed requirements. By considering
the current state of art in companies’ factories, we show practical relevance for
exchanging machine data as a basis for Smart Factory.

Studies demonstrate that over 90% of industries support their business pro-
cesses with IT systems and almost 80% use a standard ERP solution [13]. This
can be regarded as a basic condition for being able to store and use the acquired
data. Although particularly small and medium-sized enterprises often do not
possess the prerequisites or resources for such systems, we define IT architecture
as a key requirement in our conceptual scenario. In addition, we identified, that
standards are relevant for an efficient communication between the systems and
machines, but 71% of ERP companies do not know RAMI4.0 [12]. In contrast,
it appears that companies have an interest in a common uniform standard, even
though standards are not mandatory. There is still a need for commitment to one
standard like OPC UA, especially for a seamless communications between ERP
systems and machines [12]. Standards like eCl@ss Advanced represent a starting
point for integration [20]. Companies are also pursuing platform approaches by
bundling all IoT activities, enabling them to be introduced quickly. Even though
the cost of sensors has been the bottleneck for their usage in the past, they are
now be used as the starting point for a wide range of data acquisition. Based
on the actual situation in companies concerning machine data exchange, we can
define requirements 1 (sensors), 2 (data storage) and 5 (technical connection)
as basic, requirements 3 (technical standards) and 4 (functional standards) as
advanced and requirement 6 (integration) as expert. Out of this categorization,
we can define the state of progress towards machine data exchange as basis for a
Smart Factory. If the companies’ factory doesn’t fulfil one of the basic require-
ments, implementing a Smart Factory is currently not possible. When meeting
basic requirements as well as advanced requirements, we define the companies’
factory as future-oriented. If all requirements are achieved, the machine data
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exchange complies with the requirements of a Smart Factory, which can now be
further extended with additional smart functions.

7 Conclusion

Smart Factory can significantly contribute to the competitiveness of manufac-
turers within supply networks. Due to the increasing amount of data in combi-
nation with new information technologies such as Cloud Computing, Blockchain
and Artificial Intelligence (AI), the implementation of a Smart Factory is possi-
ble today. Nevertheless, it is not implemented overall by most factories due to
key problems during the integration process [25]. Attaching sensors to machines
and products is not seen as a challenge today, because these objects are able to
record, collect and even store all data. Through standards, intelligent machines
and systems can communicate with each other and exchange data in a structured
way. Based on the large amount of data, analyses can be performed to optimize
system and production performance or predictive maintenance.

This work set out to build an artifact in the form of a conceptual foundation
for Smart Factory as one Industry 4.0 scenario. Therefore, we sought to develop,
demonstrate and evaluate a catalog of requirements for machine data exchange.
The catalog should help companies to implement sustainable integrated pro-
duction environments and new business models. By addressing a white spot in
the current IS research, we represent a suitable starting point for future research
endeavors that aim to examine requirements for other elements of Smart Factory,
such as IoT, AI or Blockchain.

This research is not without limitations. It is exploratory by nature and builds
upon perceptions and conclusions of the researchers. Other researchers may have
derived different implications and requirements. In the future, we will continue
to evaluate our theoretical requirements by practical research in different ERP
systems and focus on the key enabling technologies for a Smart Factory for
Industry 4.0. Therefore, a larger evaluation study with qualitative interviews
could be performed to extend this initial conceptualization.
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Abstract. The newspaper industry is challenged with its business models. To sta-
bilize revenues, publishers opted for digital subscriptions for generating additional
revenue streams. However, digital subscriptions showcase limited success. News
aggregator platforms may promise publishers a pool of paying readers. But plat-
form fees and the loss of customer relationships enact barriers among publishers to
join. This study proposes a software prototype based on design science research to
address the aforementioned shortcomings by deriving design principles for a col-
laborative subscription service. Building on the strategic alliance, digital platform
and business model literature, this research aims to identify design principles that
create conducive conditions towards a collaborative subscription service among
newspaper publishers.

Keywords: Digital platform · Business model · Collaboration · Prototype ·
Design science · Newspaper industry

1 Introduction

Newspapers are important institutional artifacts in societies as they inform and create
public discourse to hold stakeholders accountable. To fulfill their tasks in the digital age,
publishers expanded their distribution channels to the digital realm to serve current and
future readers. In so doing, many publishers, however, are challenged to identify sustain-
able business models. The traditional print business continues to be a reliable revenue
generator, though, many publishers exhibit early signs of decline in their growth trajec-
tory. Thanks to the availability of ubiquitous mobile computing, online channels gained
importance inmonetizing news content due to revenues from online advertisements. The
importance was also reflected by the publisher’s investments into digital business units
to leverage on these growth opportunities.

That being said, revenues from online channels have become unpredictable in the last
years.With the rise of ad blockers and competitionwith global platforms (e.g., Facebook,
Google), newspaper publishers started to compete for the same online advertisement
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spendings. To becomemore independent from online advertisement, publishers chose to
adopt the traditional print business model in the form of digital subscriptions. Although
digital subscriptions present a promising avenue for stable revenues, and resourceful
publishers with broad global coverage have indeed benefited from it, smaller publishers
continue to be challenged in increasing their subscriber base. To illustrate, publishers
have difficulties in convincing readers to pay for digital subscriptions in the first place, as
users have a limited budget for media, while similar content is freely available. Secondly,
even if readers start to pay for digital subscriptions, the churn rate, which is the rate of
cancelation, is considerably high. Based on these observations, existing digital news-
paper subscription services portray a value mismatch between readers and publishers.
Thus, presenting an avenue for improvement.

Global platformorganizations (e.g., Apple) recognized the dilemma in the newspaper
industry and started to offer news aggregator platforms (Apple News+), which pool
content by different publishers into one service. Most publishers, however, are skeptical
of this kind of services due to fears of being a commoditized and losing control over
content distribution and monetization. If we consider the prevailing trend of aggregated
services in different media industries, such as music (e.g., Spotify), books (e.g., Amazon
Kindle) movies (e.g., Netflix), and now recently newspapers (e.g., Apple+), the question
arises how to design a newspaper subscription service that addresses the concerns among
publishers that reflects the needs to join a news aggregator service. This line of thinking
is relevant to explore to identify sustainable subscription business models. Accordingly,
this research in progress is proposing a solution (i.e., software prototype) that explores to
identify business and technology aspects that facilitates positive conditions for creating a
collaborative newspaper subscription service opposed to monopolistic ones (e.g., Apple
News +). As such, we propose the following research question: What are the design
principles of a collaborative subscription service for the online newspaper industry?

To answer the research question, we developed a software prototype based on the
strategic alliance, digital platform, business model theories, and aiming to conduct a
design science study to derive design principles that exhibit positive conditions for estab-
lishing collaborative subscription services [1–3]. These interrelated research streams are
considered to be suitable to identify positive conditions for collaboration from a strate-
gic, technical and commercial viewpoint, as well as develop test scenarios to evaluate
the effectiveness of different design principles. This study contributes to the aforemen-
tioned research streams, as well as presenting a response to a call for more design science
studies related to digital platforms [4]. From a practitioner viewpoint, this study could
have major implications for a Nordic newspaper industry in providing insights and a
strategic template for the creation of a collaborative subscription service.

2 Theoretical Background

Strategic Alliance. Organizations often team up to pool their complementary resources
to achieve synergy effects such as co-creating competitive products and services. These
types of organizational arrangements are synonymous with joint ventures, strategic part-
nerships, strategic alliances or coopetitions [1, 5], when rival organizations combine
their resources to achieve shared economic benefits (e.g., efficiency) or strategic goals
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(e.g., market entry). Strategic alliances are difficult to create as they are subject to com-
plex managerial processes that require compromises. This is especially a challenging
endeavor for once vertically integrated organizations like newspaper publishers, which
are used to control the entire value creation and capture process [5]. Likewise, the abil-
ity to join an alliance is subject to extensive scrutiny among existing alliance members,
as certain resources offered by the alliance seeker could be perceived to be tradeable,
potentially undermining the negotiation position [1, 5]. If we consider competitiveness
in digital industries (e.g., social media, streaming services), organizations are considered
to be competitive, if they possess highmarket reach and are able to create network effects
in the form of user growth or exclusive partnerships to co-create services (e.g., attractive
selection of media content) [6]. Similarly, if digital organizations lack valuable industry-
specific resources (e.g.,market reach, content), literature suggests the formation of digital
alliances to compensate shortcomings [1]. As more digital industries embrace the logic
of platform markets, strategic alliances can be considered as inter-organizational digital
platforms.

Inter-organizational Digital Platforms.Digital platforms are business network promot-
ing technology architectures [3], which orchestrate services and technology components
to co-create modularized services with platform stakeholders. A common theme across
platform studies is the governance and control of such platforms [7]. Like in strategic
alliances, owners of digital platforms face challenges to balance the needs of differ-
ent stakeholders to ensure platform attractiveness and competitiveness, while avoiding
fragmentation which may cause deteriorating consequences for the entire platform [8].
Considering strategic alliances through the platform lens, inter-organizational digital
platforms conduct their platform operations in a collaborative fashion to achieve con-
joint benefits such as network effects (e.g., user growth). At the same time, members of
collaborative digital platform face challenges. Similar to the notion of too many chefs
in the kitchen, a shared digital platform comes along with reduced control or increased
coordination costs, potentially causing drawbacks like slowing down the performance
individual members and hence, the overall performance of a collaborative digital plat-
form. As such, joining an inter-organizational digital platform requires the considera-
tion of risks and opportunities. One way to weigh risks and opportunities for a business
endeavor is through the lens of business models.

Digital Business Models. In general, digital business models can be understood through
four conceptual elements: 1) value proposition (e.g., service offer), (2) value capture
(e.g., pricing), (3) value architecture (e.g., platform), and lastly (4) value network (e.g.,
strategic alliance) [2].

Successful digital businessmodels require the alignment of value propositions, value
capture, value architecture and value network to be effective in the end. Therefore, we
deem strategic alliances, digital platforms and digital businessmodels as suitable theoret-
ical foundations, and analytical lenses (see Fig. 1) to enquire and derive design principles
for a collaborative subscription service in the newspaper industry. If we contextualize
the presented literature with the logic of an online newspaper subscription services (see
Table 1), the digital business model concept serves as our guiding design lens to iden-
tify avenues for innovations, determining evaluation criteria, and hence, deriving design
principles for newspaper subscriptions business models.
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Fig. 1. Design analytical lens

Table 1. Business model dimensions of a digital subscription service

Dimension Newspaper subscription Value principles

Value creation Online news articles Valued content

Value capture Payment plan Attractive pricing

Value architecture Digital platform An effective platform architecture for delivering
valued content

Value network Publishers A select network of strategic alliance members

3 Methodology

Our research design needs to reflect close involvement with the practice and delivery of
a particular solution. Hence, we follow a design science research methodology (DSRM)
that is well developed and has a decades-old tradition in Information Systems research
(seeFig. 2).DSRM[9] builds on theseDSRprocessmodels and suggests away to conduct
design science research in information systems. It is comprised of six phases: (1) identify
the problem and motivation; (2) define the objectives; (3) design; (4) demonstrate; (5)
evaluate; and (6) communicate [9].

Fig. 2. DSR Methodology

TheDSRMstartswith the identificationof the researchproblem(s) and themotivation
for the research. Based on the evidence, reasoning, and inference, the process continues
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towards defining the objectives of a solution to solve the research problem. This process
should be based upon prior knowledge or literature in the given field of research. In so
doing, we utilize developed artifact (software prototype) and business model dimensions
to identify areas for improvement to develop quantitative and qualitative test scenarios
(see Fig. 3).

Quantitative Study: Circa 200–250 Finnish users will be invited to test the software
prototype with content provided by newspaper publishers, which will assist us to collect
empirical data on their 1) news consumption behavior and 2) selection of payment plans.
Before testing, we will conduct a pre-study survey to investigate participants’ current
news media consumption patterns and their volume. In the end, the quantitative study
will allow us to test different user scenarios and measure the performance of different
payment plans that informs us of the second study.

Qualitative Study: The insights gathered from the quantitative study will be utilized to
prompt newspaper stakeholders during a workshop. During the workshop, representa-
tives from leading Nordic newspaper publishers (e.g., chief digital officers, business
development mangers) and members from the media industry will be confronted with
results from the first study and to initiate and facilitate interactive discussions. The
discussions will be structured and moderated towards identifying positive conditions
related to value architectures (e.g., the technical feasibility and governance of a shared
architecture). Lastly, the workshop aims to identify positive conditions towards value
network creation in the pre-stage (i.e., founding members) and during operation (i.e.,
new members).

Fig. 3. Evaluation criteria

4 Prototype: Collaborative Subscription Service

Front-End Prototype (End User Facing). The first prototype is a web-based interface
throughwhich users register and access a pool of online articles based on different topics,
popularity or newness. To begin with, users select a suitable payment plan to their liking
or budget to access content until the end of their subscription period. Alternatively, the
service supports micropayments and packages for accessing paywalled online content
without a monthly digital subscription. Overall, the end-user facing prototype allows us
test different payment plans to evaluate their performance (see Fig. 4).
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Fig. 4. Software prototype

Back-End Prototype (Publisher Facing). The second prototype presents a database
to track and record user purchases, spending and access to different newspaper articles.
In so doing, the proposed system track browser activities to bill the user based on the
selected payment plan. In this sense, the browser serves as a bridge between publishers
and the proposed subscription service. Specifically, news articles are not hosted on the
artifact itself, but the artifact sends paying readers to publishers’ websites to access
their content. This is different compared to existing commercial solutions (e.g., Apple
News +), where content is centrally stored and accessed. At the end of the month, the
content providers’ monthly balance will be calculated based on various parameters (e.g.,
attention, time, read lines, visits) and generated revenues.

5 Conclusion

This research in progress has the goal to derive and test design principles for collaborative
subscription service for the online newspaper industry. In so doing, we conceptualized
and developed a software prototype that is theoretically rooted in the strategic alliance,
digital platform, and business model literature [1–3]. Based on these theoretical founda-
tions, we use the business model as our guiding design lens to derive test and evaluation
scenarios for our proposed prototype. The next steps of this on-going study are tests with
Amazon Turk users to identify areas of improvement in preparation for the quantitative
study with Finnish readers, which allows us to collect data on usage and payment plan
performance. Subsequently, the insights gained from the first study will provide insights
for the second qualitative study, which involves publishers to identify positive condi-
tions related to technical and strategic collaborations. From a practitioner viewpoint,
this study could be a major contribution to Nordic newspaper industries in providing a
strategic template towards collaborative subscription services.
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Abstract. The term “digital twin” refers to an emerging technology
that utilizes the internet of things, software simulation, and data analyt-
ics to create a digital replica of a physical object or system. Digital twins
have the potential to significantly transform condition monitoring and
maintenance operations. In this research, a prototype is developed con-
sisting of hardware and software components to enable the creation of a
digital twin for an industrial application. High-pressure hydrogen vessels
are industrial equipment with a high safety requirement for the storage
and transfer of highly flammable hydrogen. Our prototype illustrates the
effectiveness of utilizing a real-time digital twin of the hydrogen high-
pressure vessel for failure risk management. The Action Design Research
(ADR) is used to describe the process that led to the development of the
prototype.

Keywords: Digital twin · Action design research · Risk management

1 Design of the Artifact

The prototype we present in this paper is the result of a rapid design and devel-
opment effort, taking place within the context of a hackathon. Although not
yet implemented, our prototype and the design process leading to it offer both
practical and theoretical insights from the perspective of design science [1,2].
The practical relevance of our prototype is that it has the potential to improve
the safety of an environmentally friendly energy source—saving lives in both the
short and long term. By searching for a solution to our practical design prob-
lem [1]—how to improve the safety of hydrogen high-pressure vessels—we also
probe the theoretically interesting problem of how to close the feedback loop
between the real and the digital world. Our prototype can be described as an
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ensemble artifact [2], and in this paper we elaborate upon its emergence and its
significance. As the prototype was developed over the course of a hackathon, the
design process represents a high-paced pragmatic balancing act between tech-
nical rigor and relevance for the industry problem. In terms of Design Science
methodology, we argue that the hackathon encompassed much of what can be
expected from an ADR project [2]. What follows is a description of our proto-
type, combined with a retrospective account of the key considerations emerging
throughout the design process, mapped against the ADR method stages [2].

1.1 Problem Formulation

In terms of problem formulation, industry hackathons encompass the principles
of ADR. The event is initiated different companies presenting problems for which
they would like to explore solutions, representing an opportunity for practice-
inspired research [2]. The hackathon participants then form teams around one of
the presented problems, depending on personal preferences and interests. When
researchers participate in hackathons, they are bound to choose problems, which
resonate with their theoretical understanding and background, ultimately result-
ing in a theory-ingrained artifact [2]. In our case, the interesting problem was
how to improve the safety of hydrogen storage, distribution, and transportation
(in accordance with applicable codes and standards (AIAA G-095-2004)).

Hydrogen is a potential energy carrier for the future [3]. After its production
in plants, hydrogen is stored and then transported to the demand points. The use
of high-pressure vessels is generally prevalent for the storage and transportation
of hydrogen (liquid and gas); therefore, there is always a risk of explosion along
its supply chain. In recent years, several incidents related to hydrogen explo-
sions have occurred. In particular, the hydrogen explosion at the Fukushima
nuclear power plant [4] caused the most severe nuclear accident since the Cher-
nobyl disaster. Considering the financial and life losses resulting from a hydrogen
explosion, it is imperative to fully understand and investigate the safety issues
related to this chemical element.

1.2 Building, Intervention and Evaluation

Throughout the hackathon, the company representatives (problem owners),
actively spar with the participating teams, providing instant reflection and feed-
back on the emerging ideas. Here the problem owner represents the organiza-
tional context, and the sparring leads to reciprocal shaping of the artifact with
built-in authentic and concurrent evaluation [2]. Further, companies participate
in industry hackathons to get insight in novel (often technological) solutions
approaches, whereas participating teams get insight into the industry and its
inherent challenges, leading to mutual learning between solution owners and par-
ticipating teams [2]. In our case, throughout the hackathon, there was several
such in-depth exchanges, resulting in several cycles of iterative artifact develop-
ment. We set out to build a solution based on the concept of a digital twin.
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Digital twins will “facilitate the means to monitor, understand, and opti-
mize the functions of all physical assets by enabling the seamless transmission
of data between the physical and virtual world [5].” In the case of hydrogen
storage, distribution, and transportation, our proposed design involves applying
a digital twin, whose process is illustrated in Fig. 1. The digital twin’s real-time
connection to hydrogen vessels provides condition monitoring. Therefore, the
operator (in the control center and tanker truck) can receive more intelligent
and actionable messages in the appropriate time to reduce the risk and prevent
an explosion.

Storages Distribution 
Centers

Tanker 
Trucks

Physical assets

Real time operational/ big dataWireless Sensor Network 
(WSN)

Cloud based Data 
Integration and 

Analytics

Digital Twins

Control 
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Cellular Network

Actionable
messages and commands

Intelligent actionable 
messages and commands

Analyzed and 
summarized data integrate with 

required details of vessels (such as 
3D model and location) 

Continuous cycle

Fig. 1. Deployment of digital twin in hydrogen storage and transportation.

To monitor the status of hydrogen and to create a digital twin of a hydrogen
vessel, a number of measurements are required, such as hydrogen concentration,
pressure, and temperature. Moreover, the operator must track all hydrogen ves-
sels during transportation for better decision-making. Remote systems based on
sensors need to transform data to cloud by using networks; in this regard, 5G
will transfer a substantial amount of data 10 times faster than 4G networks. To
create the WSN considering the required measurements and 5G deployment, the
proposed prototype utilizes a number of sensors and micro controllers as follows:
BME680, MQ-8, Arduino MKR NB 1500, ESP8266.

The various sensors present in the hydrogen vessel send real-time measure-
ments to an online database, which enables other devices to retrieve both the
most recent measurements and historical data. A program written in Python is
responsible for retrieving the latest data from the REST API, processing it using
the data analytics algorithm, and making the results accessible to the operator
by pushing it to the MindSphere platform. Moreover, for the data analytics, the
Jaribion et al. method [6] is used to simplify the big data for the operator. By
utilizing this method, the system is constantly calculating the similarity of the
data collected from sensors (hydrogen concentration, pressure, and temperature)
to the ideal reference point, which is set in accordance with applicable codes and
standards for hydrogen maintenance. According to [6], the sensor measurements
are represented by Ã, while the ideal reference point is represented by B̃, and
the similarity to ideal reference point is calculated by S

(
Ã, B̃

)
in (1).
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The analyzed data is integrated with the required details of the vessels, such

as the 3D model and location, in order to create the digital twin of the hydrogen
vessel. Although we used the Unity engine for this integration in the proposed
prototype, the use of specialized digital twin software is recommended. By visu-
alizing the digital twin at the control center, through an easy-to-use responsive
front-end interface, the operator can monitor the hydrogen status, diagnose the
fault, identify the fault location, and send actionable messages and commands
to the storage unit or tanker trucks. Furthermore, the digital twin can directly
and intelligently send actionable messages and commands to the storage unit,
or tanker trucks without interference from the control center.

1.3 Reflection and Learning

As elaborated above, the hackathon creates an environment for mutual learn-
ing. On one hand, during the hackathon, the problem owner learns of several
approaches to tackling the problem at hand. During the hackathon the differ-
ent emerging artifacts are subtly shaped by the solution owner through the
advice and opinions he presents to the participating teams, while the solu-
tion owner’s insight into the potential of the technological or theory-ingrained
approach evolves. Conversely, researchers participating in the hackathon expose
themselves to a new context, which widens their perspective of the potential of
their underlying theoretical and technological understanding to solve problems.

1.4 Formalization of Learning

In the fourth stage of ADR, we reflect upon the hackathon, and ask what we as
researchers learned from it. Considering our solution, we note that the imple-
mentation of a WSN does not require or highly rely on existing asset instru-
mentation, thus allowing for fast rollout, through retrofitting with hardware and
software improvements, and adjustments in currently in-use vessels. Moreover,
using 4G/5G cellular networks, which leverage existing wireless communications
infrastructure, allows for usage on stationary and mobile assets. In addition,
cloud-based data integration and analytics bring scalability and flexibility with-
out the need for a significant initial investment in data storage and processing.
When the digital twin is created, this real-time intuitive digital representation
of the asset will create situational awareness and produce actionable insight for
dependent users, and the operator can then act accordingly. Overall, having
a digital twin monitoring the location and status of all the vessels will provide
real-time information regarding impending problems; enhance control and safety
from the level of no automation to full automation; and mature digital transfor-
mation from simple control toward analytics supporting decision-making, deep
learning, and predictive analytics (see Fig. 2).



A Digital Twin for Safety and Risk Management 373

Fig. 2. The digital twin of the hydrogen vessel in action.

In terms of the three levels for generalizing learnings from ADR-projects [2],
we formalize as follows: (a) The problem instance can be generalized to creating
real-time situational awareness of a heterogeneous (both in terms of type and age
of assets), dispersed and potentially mobile asset base. (b) The solution instance
can be generalized as a digital twin of an engineering asset. Finally, we can,
based on our hackathon experience—where a working prototype of the solution
was produced in 48 h—state the following (c) design principles (DP):

DP1: A digital twin enables a scalability in creating situational awareness of an
engineering asset base, as it accommodates asset base heterogeneity.
DP2: A digital twin enables a quick development of situational awareness of an
engineering asset base, through enabling the use of existing infrastructure for
data acquisition, communication, data processing and data visualization.

2 Significance to Research

The manifestation of renewable energy, such as hydrogen, requires safe storage
and transportation from the production site to users. Conducting research and
harnessing new technologies in this field are hence necessary [7]. Digital twin
technology is among the top strategic technologies in recent years, and accord-
ing to research’s future predictions, “the digital twin market will reach 15 billion
dollars by 2023” [5]. In the context of hydrogen storage, some articles present
new mathematical methods to improve and optimize the design of high-pressure
vessels [8]. However, they do not describe any procedure regarding the later use
of these sensors for monitoring and fault diagnosis. Abdalla et al. [7] review
and point out the safety, reliability, and cost-efficiency of materials for hydro-
gen storage. On the other hand, although [8] introduces the implementation of
sensors during the production of vessels, and [9] discusses primary explosion pro-
tection by detecting the unintentional escape of gas in due time, neither presents
any solution for improving the safety of existing vessels. Furthermore, while [10]
explores the current state of the art in safety and reliability analysis for hydro-
gen storage and delivery technologies, the mentioned recommendations focus on
encouraging companies to reduce future risks and support safe operation.

3 Significance to Practice

Hydrogen gas is highly flammable and has the highest rating of 4 on the NFPA
704, which is a standard system for the identification of the hazards of mate-
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rials for emergency response [11]. Therefore, hydrogen safety, which covers the
production, storage, transportation, and utilization of this element, is of great
importance. Moreover, the emergence of fuel cell technology as a green alterna-
tive to internal combustion engines powered by fossil fuels signifies the timing
of this research. “It is estimated that about 15–20% of all European refueling
stations need to be equipped with hydrogen supply” [12]. As the global produc-
tion volume of hydrogen is projected to increase over the next five years [12], the
risks related to its production and handling may grow if new solutions are not
adopted. Since the occurrence of large incidents creates a negative public view
towards the safety and practicality of fuel cell technology, risk management of
hydrogen high-pressure vessels using a digital twin can reduce the adaptation
vulnerability of this fragile green technology in today’s competitive market.

4 Evaluation of the Artifact

While the prototype has not been tested in the field and thus requires further
development, the equipment and software successfully passed initial lab testing
and functioned according to the design specification. The presented prototype
was developed for a European conglomerate company during a hackathon and
one of the company’s managers commented on the proposed prototype as follows:

“The presented design points out to an actual topic, since our company is
currently working on assuring the safety of hydrogen vessels. A group of our
company experts evaluated the presented prototype as an innovative design for
utilizing 5G in creation of digital twins and improving its performance. Moreover,
the presented design is adoptable and scalable within the market.”
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Abstract. In today’s homes, terminals such as televisions, refrigerators, washing
machines, lamps, or heaters are operated separately and locally. Typically, the res-
ident initiates actions on the terminal device manually and controls their runtime.
Digitisation of the previously manual and time-consuming activities hold great
potential for the ease of living. Nonetheless, so called smart home technologies
have a lag of adoption. Several challenges are responsible for this, such as the
fear of losing control. Current Internet of Things architectures do not overcome
these challenges and are therefore identified as barriers to innovation for mass dis-
semination. We propose a new architectural paradigm, which will be evaluated in
technical aswell as social aspects to achieve a commanding coexistence ofman and
machine. Our approach will be equated to several well-suited publish-subscribe
and request-response paradigms of the IoT spectrum to show its comparability.

Keywords: Smart home · Ambient intelligence ·M2M · H2M · IoT architecture

1 Introduction

Research on smart homes has so far mainly focused on the technical exploitation of the
potentials with the greatest possible degree of automation through machine-to-machine
(M2M) communication [1]. However, the acceptance and adaptation by end users (here:
residents), in particular in their own houses, seems much more problematic. Investiga-
tions primarily show major concerns regarding the loss of user control and a related
demand for limiting the intelligent system [2]. The desired automation should offer sup-
port for better decisions [1, 2] and thus implies suitable human-to-machine (H2M) com-
munication. Although this would achieve a better acceptance of innovation [1], it limits
the potential for automation [2]. The challenge therefore lies between the discrepancies
of pure M2M communication as the automation optimum and H2M communication as
the ability of residents to keep control.

The findings of Russell und Norvig [3] indicate that this does not have to be amanda-
tory trade-off. Computers outperform people in most tasks with a focus on timeliness
and data processing. Others, supposedly easy tasks for humans, pose problems [3]. A
symbiosis between man and machine therefore offers optimization potential for smart
homes and can offer a possible solution for users’ fears. To achieve this symbiosis, there
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is a need for a suitable architectural paradigm. It should have a technical module for
M2M automation that can be influenced by residents. We use a design approach to find
out, which architectural model will fit with user problems and technical concerns to
overcome the adaptation gap. Finally, we present an architecture based on the MQTT
protocol which enables H2M and M2M real-time communication and simultaneously
places the user at the center of the smart home, assisted by an integratedmachine learning
component.

2 Research Methodology

We use the design science research (DSR) paradigm for information systems research
of Peffers et al. [4] to develop and evaluate our research approach of a user-oriented
coexistence architectural model betweenman andmachine in smart homes. Based on the
recommended steps (using a combined Demonstration & Evaluation step), our research
process is as follows (Fig. 1):

Problem 
Identification & 

Motivation

Objectives 
Definition of 

Solution

Design & 
Development

Demonstration & 
Evaluation Communication

More suitable smart 
home architectural 
model needed, due 
to low adaption rate 

based on fears

Find a sustainable 
architecture to 
overcome the 

discrepancy between 
M2M & H2M, in 

regard of user needs

Identify fears & 
desires of users to 
address them by 

initiated prototype 
with suitable 
architectural 
approaches

Evaluate these 
prototypes by 

indicators for M2M fit 
& an acceptance 

survey of users for 
H2M fit

Publish results in 
scholarly articles & 
share findings with 

others on 
conferences or 

workshops 

Fig. 1. Design science research steps for bridging the architectural gap

After identifying the challenges of the residents as the key factor for the low adoption
rate, we defined the project’s objectives in multiple iterations. Afterwards, we searched
for suitable architectures to potentially overcome these problems.Within this,wedecided
to create an own architectural paradigm. All relevant architectural solutions will be
transferred into prototypes, which we evaluate technologically regarding an M2M fit
and socially regarding a H2M fit.

3 User Challenges and Architectural Approach

User Challenges. There have already been surveys on the challenges faced by residents
about avoiding the adoption of smart home technologies. The most common problems
seem to be compatibility with other devices [5–7], poor manageability [5, 7, 8], delivery
of information to the user [7, 9, 10], willingness of the users to hand over control [9,
11–13], and security issues/reliability [5–7, 13].

Design Needs. To address these concerns a suitable architecture must consider these
needs in its design. The compatibility with other devices (CD) requires a flexible and
reactive middleware with a wide range of application interfaces. The poor manageability
(PM) and delivery of information to the usermostly rely on an intuitive user interface and
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design. The backend system must always offer the power to control any smart object in
the network in a way that is intuitive and free of programming. With the power to always
interrupt or change machine operations, this will also solve the willingness of the users
to hand over control (WU). The security issues/reliability (SIR) should be addressed via
cryptographic protocols, secure transmission protocols, and different types of quality of
services.

State-of-the-Art of Architectural Approaches. We have collected suitable architec-
tural solutions in all three paradigm types of publish-subscribe (ps), request-response
(rr) and hybrid (h). This led to the following approaches, which we will evaluate for
smart home usability (Table 1):

Table 1. Architectural approaches for smart home usability evaluation

Name Source Type Field of use Specific features Solving
design
needs

Message Queuing
Telemetry
Transport for
Sensor Networks
(MQTT-SN)

[14–17] ps Wireless sensor
networks

Supports QoS,
SSL, TCP and
focuses on
restricted
networks

CD, SIR

Event-driven
Service-oriented
Architecture
(EDSOA)

[18–21] ps Internet of Things Loose link
between IoT
device and IoT
service

CD, SIR

Advanced Message
Queuing Protocol
(AMQP)

[22–24] ps Message-oriented
middleware

Message
queueing/store
and forward also
different security
aspects

CD, SIR

Service-oriented
Architecture
(SOA)

[25, 26] rr Enterprise
application
integration

Client has control
over task; manual
data pulling

PM,
WU, SIR

Extensible
Messaging and
Presence Protocol
(XMPP)

[24, 27, 28] h Instant messaging Communication
via XML

PM, SIR

Service-driven
Message Queuing
Telemetry
Transport
(SDMQTT)

own h Smart home
networks

Benefits from
MQTT(-SN) and
integrated user
interaction

CD, PM,
WU, SIR
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Publish-subscribe architectures do not have a user-friendly interface (WU) and do
not offer the user a H2M communication (CD). Request-response architectures are not
able to provide a flexible real-time middleware through manual querying of data (CD).
The hybrid architecture XMPP also lacks in the capability of user-oriented integration
as well as real-time and flexible H2M communication (CD, WU). Only our architecture
is able to fulfil all of these criteria.

SQMTT. The SQMQTT is our own architectural solution and consists of four compo-
nents. All (1) smart home objects must be registered to topics in a (2) stream processing
broker. The broker itself routes all data equal to the MQTT-network protocol (CD, SIR),
despite a bidirectional forwarding of events or command requests instead of an unidirec-
tional forwarding in its origin. This provides the user with the ability to control integrated
smart home devices directly (WU). This is implemented through a management module
(Fig. 2).

Complex Event Processing

MQTT-based Broker with Stream Processing (2)

ML Algorithm
Machine Learning System (3)

Knowledge Transfer

Smart
Home
Users

(4)

Smart Home Objects 
with Situa onal 

Awareness
(1)

Broker and Cluster Management

ML Interface for User 
Interac on 

Fig. 2. Architecture of SDMQTT

The stream processing is done through complex event processing (CEP) and enables
a readable rules base approach for filtering relevant events and therefore minimize the
traffic load for data computation and learning. The latter is needed within a (3) machine
learning system (MLS). On the one hand, the MLS is used to be able to adapt and thus
continuously improve the filters in the CEP of the broker through machine learning
procedures. This approach is based on similar frameworks from the IIoT sector [29]. On
the other hand, it is used to evaluate service requests of smart home users or residents of
the smart home more efficiently/correctly (WU). It can communicate with the (4) smart
home user through an interface to process and route human requests or inform the user
on any events that occur (PM). Therefore, a smart home user will retain controllability
(H2M) with a parallel ability of an M2M-learning system. Thus, our approach can help
to approach the trade-off problem mentioned by Russell und Norvig [3] in the field of
smart home.

4 Evaluation and Prospects

Evaluation. In future research, we will do a technical study using applicable indicators
of IoT solutions with focus on M2M fit concerning the automation potential to eval-
uate the architectural approaches of relevance. In addition, there will be a qualitative
user acceptance survey, where we build demonstration rooms with each architectural
approach to identify their acceptance with a focus on H2M fit concerning the lag of
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innovation diffusion. As we use a DSR approach, we plan to use the survey to identify
further barriers for adoption and integrate them into our approach.

Prospects.We expect that our approaches will gather the best results in our technical and
social evaluation. We assume this due to their readiness to request specific smart objects
by users (request-response), while allowing a M2M-communication in parallel and thus
an optimization for automation, combined with a robust controllability interruptible by
users.
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Abstract. Palletizing in air cargo faces a large number of constraints, e.g. aviation
safety and cargo handling regulations. In addition, operational, economical, and
ecological goals further need to be considered. The challenge to find practicable
if not optimal palletizing solutions is known as the Pallet Loading Problem (PLP)
or Container Loading Problem (CLP). It defines a np-hard and highly complex
problem space. In air cargo operations, there is hardly any digital support to opti-
mize the palletizing process. As a result, desired objectives are often only met by
chance, e.g. the optimal utilization of the possible loading weight, the maximum
use of the available loading space, or both. The goal of this research is to report on
the design and learnings from a state-of-the-art information systemwe built to sup-
port the manual palletizing process by considering substantially more constraints
than any other system we know of. The artifact generates via heuristics optimized
and practicable palletizing solutions and supports the human palletizer prior to
and during the physical assembly by visualizing, monitoring and validating the
generated palletizing solutions.

1 Introduction

The air cargomarket is a growing sector and cargo volumes have increased by about 20%
from 2014 to 2019 [1]. Looking ahead, world trade is expected to double within the next
20 years, with air cargo traffic growing at 3.6% per year, resulting in about 55% more
cargo aircrafts needed for the cargo transport [2]. At the same time, the air cargo industry
is facing a number of challenges. The global air transport with about 918 million metric
tons of CO2 in 2018 is responsible for roughly 2.4% of global CO2 emissions from
fossil fuel [3], putting pressure on the industry to reduce cost and optimize resources.
Also, a lack of qualified personnel in air cargo operations as well as the imminent loss of
expertise due to an age-related increase of leaving employees of the air cargo companies
in the near future are current issues [4].

In the operational field, in particular the palletizing of air cargo, air cargo companies
have to manage huge cost and time pressure. Especially, there is hardly any digital
support to optimize the palletizing process and to reduce the loading time of cargo on
so-called Unit Loading Devices (ULD). ULDs are standardized pallets or containers
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on or in which the cargo is positioned. The quality of a palletizing solution depends
heavily on the experience and creativity of the human palletizer. If the complexity of the
palletizing process increases, inexperienced palletizers mostly follow a trial-and-error
approach. As a result, desired objectives are often only met by chance, e.g. the optimal
utilization of the possible loading in combination with the maximum use of the available
loading space within a strict time window.

In Operations Research (OR), this np-hard problem [5] is known as the Pallet Load-
ing Problem (PLP) or Container Loading Problem (CLP). Research in this area usually
seeks to find solution approaches by means of exact algorithms (e.g. integer program-
ming [6]) or heuristics (e.g. genetic algorithms [7]). The resulting research artifacts are
theoretically well understood, but often miss out constraints from reality in order to cope
with the complexity. This includes in particular constraints that refer to the process of
pallet and container loading. These constraints are covered in literature but not fully
applied in research approaches [6–9]. One reason for the lack of practical relevance of
current PLP and CLP approaches is that research approaches do not consider all relevant
constraints [6]. Also, depending on the industrial characteristics, specific constraintsmay
arise [10]. Within the context of air cargo, the complexity of the overall problem rises
considerably due to the simultaneous consideration of strong heterogeneous cargo items,
complex shapes of the ULDs and constraints based on strict aviation safety regulations.
Current solutions do not reflect the entire complexity as expressed in research and prac-
tice. Consequently, a representation of reality is only inadequately achieved and there is
a shortage of practicable and feasible solutions.

The goal of this research is to report on the design and learnings from a state-of-the-
art information systemwe built to support the manual palletizing process by considering
substantially more constraints than any other system we know of. The artifact generates
via heuristics optimized and practicable palletizing solutions and supports the human
palletizer prior to and during the physical assembly by visualizing, monitoring and
validating the generated palletizing solutions.

2 Design of the Artifact

To achieve our research goal, a design-oriented approach is applied following the Design
Science Research methodology introduced by Peffers et al. [11] and Hevner et al. [12].
Prior to the development of the prototype, we determined which quantitative and qualita-
tive criteria need to be fulfilled to solve the defined problem. In collaborationwith amajor
German air cargo company we carried out joint workshops with experts, observed the
operations on-site in the cargo hub and conducted interviews with palletizers iteratively
for several months.

The loading of ULDs with cargo items is started within defined time slots before the
planned flight, such that, if possible, all items fit the quantity of the flight’s ULDs and
all safety-relevant constraints for a built-up ULD are fulfilled. The physical assembly is
triggered by the supervisor’s order to the palletizers and is carried out. Afterwards, the
built-up ULDs are verified against the aviation safety regulations and, if met, released
by the supervisor for the aircraft loading. The general process of cargo handling within
an air cargo hub is described by Brandt & Nickel [8].
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The palletizing process is supported by the artifact proposed here at various points.
The main functions are the generation of optimized and practicable palletizing solu-
tions and the monitoring, validation and support of physical palletizing through a user
interface (UI). On a high level, the palletizing solution is calculated by a server backend
(Solution Generator), while a web frontend, which is connected to the backend via REST
and WebSocket APIs, guides the user through the process using multiple screens. The
intended users of the artifact are the supervisor, who is responsible for themonitoring and
the validation of the palletizing solutions, and the palletizer, who conducts the physical
assembly. The design overview is shown in Fig. 1.

Fig. 1. Design overview of the artifact

The digitalized palletizing process starts after the information about ULDs and cargo
items for a scheduled flight are present in an external cargo’s booking and planning sys-
tem. The consolidated information results in an input job for our artifact, composed of,
e.g. flight information, cargo items and ULD characteristics. The job is sent to the Solu-
tion Generator responsible for the calculation of a palletizing solution. The practicability
is achieved through the considerations of the identified constraints, including six avia-
tion safety-relevant constraints which a ULDmust fulfil to be transported by an aircraft.
These are stability, floor load, maximum weight, contour, balance, and incompatibility
of cargo items [10]. An optimized solution is obtained by the consideration of additional
constraints, for example item orientation, stacking, no-overlap, load priorities, grouping,
positioning, complete shipment [6, 8, 9], loading sequence or loading direction.

The Solution Generator calculates heuristically on the basis of an artificial intel-
ligence a practicable solution, which in our case takes substantially more constraints
into account than any other system we know of. More precisely, a genetic algorithm
(GA) is applied as heuristic. GA belong, beneath neural networks and fuzzy logic, to the
research field of classic computational intelligence and are chosen due to their ability
of moving freely through the solution space without any contextual information except
the assessment function [13]. Researchers utilize GA in this problem context [7], since
they perform well if the solution space is constrained, noisy or a large number of local
optima exist [14]. The goodness-of-fit of a single solution is assessed using self-defined
fitness functions that can be formulated in a variable degree of complexity and sophisti-
cation. The constraints mentioned above are modeled in the heuristic as solution fitness.
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Weighted and combined linearly, they form the total fitness score of a single solution.
The constraints vary in the degree of satisfaction from simply modelled geometric and
mechanical relationships (e.g. balance, contour) to a simulation using a real-time physics
engine (e.g. stability). Mapping the constraints in the assessment function allows a flex-
ible and expandable utilization of the heuristic. In the event of changing or tightening
constraints, the modular design makes it easy to replace or add assessment functions. By
considering strongly heterogeneous shapes of cargo items and ULDs as well as a wide
range of relevant constraints, our design offers a comprehensive attempt in contrast to
other approaches discussed in the literature.

The special features of air cargo require that a calculation canbe executed for different
lengths of time, since the items arrive at different intervals until shortly before departure.
Since the heuristic provides better results the longer it runs, monitoring of the current
solution quality is provided during the runtime of the Solution Generator. This is done
by the supervisor, who can see the solution quality at the current point in time on the UI
and evaluate whether it meets expected operational, economical, and ecological goals
need to be considered.

The UI shows the supervisor diagrams with an overview of all constraints and the
overall assessment score of the current iteration. The dynamically updated diagrams are
connected to the Solution Generator by a WebSocket connection.

After termination of the Solution Generator, the palletizing solutions are released
for validation by the supervisor. This validation is intended to ensure that the palletizing
solutions comply with all aviation safety regulations and additional constraints and can
be released to the physical assembly. The validation of the palletizing solution is based
on a realistic 3D visualization. At this point, a recalculation can be initiated by the
supervisor if the solution quality is insufficient.

Finally, the generated and validated palletizing solution is assigned to a palletizer for
physical assembly where he/she can use the visualization as a step by step guide. The
following task consists of identifying the item to be loaded next and locating the target
position and rotation on the ULD. To simplify the identification of the loading items,
the ID is projected onto the item as a texture within the 3D visualization.

The core of the UI is the interactive 3DWebGL-based visualization of the palletizing
solution, which displays a realistic picture of the items, their loading sequence and
the ULD type contour. The visualization can be explored interactively using camera
operations such as rotations, zoom and panning. Interpolated color modes allow variable
level of information to be displayed. On request, additional information about an item,
animations of rotations and the required loading directions can be shown. The loading
sequence can be fast-forwarded and rewound completely or step by step at any time.

3 Significance for Research and Practice

Oneof themost significant contributions to research is the implementation and evaluation
of the artifact’s design in order to understand and address the complexity of this research
topic. Through the application and confirmation of scientifically well-founded solution
approaches, found usually in OR, the artifact extends existing knowledge of research
with new insights. It also facilitates the research and enables the measurement of the
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artifact’s ability to generate innovative or creative solutions that are close to or correspond
to human capabilities. This will tackle the known problems and achieve a high impact in
research and practice. The results can be transferred to similar problems in other areas
of cargo transport, e.g. loading of ship containers.

With an increasing number of applied constraints, the number of possible interac-
tions between them also grows. As all relevant constraints are considered, the artifact
provides the opportunity to examine the emerging dependencies between them more
accurately. This goes beyond a simple cause-and-effect analysis towards the observation
of a crosslinked interaction evaluation.

The artifact can also be used in the training of palletizers to increase their level of
experience in palettizing within a virtual environment. By extending the artifact with a
feedback component for the palletizers, e.g. in case of inconsistencies or for alternative
external suggestions, the artifact can learn so that hidden, indirect knowledge is acquired
and persisted.

In addition, there are also economic advantages for air cargo. The use of the artifact
leads to an optimized utilization of the given space and weight capacities, which can
lead to cost reduction, better calculability and a higher throughput. A better utilization
of the ULDs leads to better utilization of flights or even to a reduction of flights needed,
which saves fuel. In turn, fewer flights and fuel savings reduce CO2 emissions, which is
urgently needed to comply with a sustainable air cargo management.

4 Evaluation of the Artifact

For the planned evaluation, we apply the FEDS Framework for Evaluation of Design
Science Research following Venable, Pries-Heje & Baskerville [15] in three consecutive
setups. Thefirst setup is performedunder laboratory conditions and consists of two exper-
iments. For this purpose, a manual palletizing with and without support of the artifact is
performed in parallel. In the first experiment, palletizers without any work experience
are assigned. Skilled palletizers are involved in the second experiment. Afterwards, the
collected data is analyzed and compared.

The second setup includes the analysis of ULDs during the real day-to-day busi-
ness. During the breakdown of ULDs on site of our collaborating air cargo company, a
backward analysis of the palletizing structure is conducted and data is collected semi-
automatically. The data obtained from the analysis serves as input parameters for the
artifact, through which a virtual palletization is carried out. The generated palletiz-
ing solutions are compared with the original palletizing solutions from the day-to-day
business and both are evaluated by experts.

The final setup includes the application of the artifact in daily operations parallel to
the current palletizing process. However, there are some issues that need to be addressed
in advance. For example, ensuring the required data quality for the needed input param-
eters, conducting necessary training and conceptualizing the artifact’s measurability
regarding the manual and digitalized processes and the human element.

With our research, we hope to contribute not only to design theory for PLP and CLP,
but also to practically feasible solutions for palettizing processes. With the artifact we
open a first big picture.
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Abstract. When using digital technologies, various data traces are left behind for
collection, storage and analysis. Innovative solutions for information systems are
needed that mitigate privacy risks and foster information privacy. One mechanism
to achieve this is using privacy nudges. Nudges are a concept from behavioral eco-
nomics to influence individual’s decisions. However, many nudges show low or at
least less effects than choice architects hope for and expect. Therefore, this design
science research (DSR) project focusses on developing evidence-based design
principles for privacy nudges to improve their effectiveness and pave the way
for more privacy sensitive IT systems. In this context, we adopt a DSR approach
from Vaishnavi & Kuechler. From a theoretical perspective, we are contributing
to the discussion of what drives privacy sensitive behavior. We extend generic
nudge design models, making them applicable in the context of data disclosure.
For practitioners, we provide guidance on how to design and implement effective
privacy nudges in the user interface of digital work systems.

Keywords: Privacy nudging · Information privacy · Design science research

1 Introduction

Digital work environments are ubiquitous nowadays and the possibility to electronically
acquire information about work activities as well as personal sensitive data has dramat-
ically increased. Companies use more forms of digital work systems and implement
advanced instruments such as big data analytics or artificial intelligence. With this, data
can be collected, aggregated, and analyzed at a faster pace and in larger volume than ever
before. This can lead to a systemic disadvantage, as an information asymmetry between
the individual and the data processor exists [6]. The vulnerability to discrimination,
commercial exploitation and unwanted monitoring is ubiquitous. Thus, the acceptance
and adoption of modern IT systems is hindered.

The issue arising is that people value their privacywhile they do not always protect it;
this phenomenon is known as the Privacy Paradox [2]. As privacy is a critical antecedent

© Springer Nature Switzerland AG 2020
S. Hofmann et al. (Eds.): DESRIST 2020, LNCS 12388, pp. 388–393, 2020.
https://doi.org/10.1007/978-3-030-64823-7_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64823-7_37&domain=pdf
https://doi.org/10.1007/978-3-030-64823-7_37


Designing Effective Privacy Nudges in Digital Environments 389

for the acceptance of future work systems [5, 7] innovative solutions for information
systems (IS) are needed that mitigate privacy risks and foster information privacy. A
possible solutionwould embody privacy-by-design systemswhich are privacy enhancing
technology components [10].

One mechanism to achieve this is the implementation of privacy nudges. Nudges
are described as “any aspect of the choice architecture that alters people’s behavior in a
predictablewaywithout forbidding any options, or significantly changing their economic
incentives” [12]. Thus, privacy nudges should help users tomake better privacy decisions
[1]. However, some nudges emerge to have little or no impact on actual behavior [11].
Hence, in our design science research (DSR) project we are deriving evidence-based
design principles that support decision architects to design effective privacy nudges.
Our developed artifact should then answer the following research question:What are key
design principles for privacy nudges leading users to a more privacy friendly behavior?
To achieve our research goal, we selected an established and eminent DSPR approach
that fits our purpose exactly. We follow the design science approach following Vaishnavi
& Kuechler [14] (see Fig. 1).

Awareness of Problem

General Design Science 
Cycle

Design Cycle One Design Cycle Two Design Cycle Three

Suggestion

Development

Evaluation

Conclusion

Explorative interviews, literature
review

Synthesis of design patterns on
empirical findings

Instantiation of design patterns as
a protoype

Quantitative evaluation of the
artifact (experiments)

Focus groups analysis

Further reading of privacy related
decision making

Adaption of design patterns with
additional theory

Instantiating of adapted design 
patterns as updated protoype

Qualitative evaluation of the
artifact (focus groups)

Experiment analysis and
hypothesis supported

Adaption of research model

Implementation of design patterns

Quantitative evaluation of the
artifact (longitudinal field study)

Evaluation analysis, hypothesis
supported & nascent design theory

Process
and goal
knowledge

Fig. 1. Three consecutive design cycle and research activities.

In line with our research approach (Fig. 1), we have addressed the problem identi-
fication and motivation phase of the design science approach in this introduction. The
remainder of the paper is organized to address the theoretical background of privacy
nudging, the development of our design principles and evaluation. The paper closes by
presenting a conclusion and contribution regarding the expected results [3, 4].

2 Related Work

2.1 Privacy Nudging

Particularly in the context of information-privacy-related decisions, human decision-
making is often imperfect. Nudging is a promising approach, to enable individual users
of digital systems to make decisions in line with their objectives pursued for their own
data protection [5]. In digital environments, nudging typically uses design elements in
the user interface to influence behavior [17]. Privacy nudges are a sub-form, describing
a targeted influence on the decision-making process in order to lead people to privacy
friendly decisions and guide individuals to informational self-determination [1, 9, 17].
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2.2 Related Methods for Designing Nudges

To influence decisions and change behavior with nudges, various researchers proposed
models of how to craft nudges [5, 8, 17]. Weinmann et al. [17] highlight for exam-
ple how designers can create digital nudges and the authors developed a design cycle
[17]. Another approach to provide an easier access to digital nudging is proposed by
Meske and Potthoff [8] named the Digital Nudging Process Model (DINU Model). In
this model the creation of digital nudging is divided into the three generic phases (1)
Analyzing, (2) Designing, and (3) Evaluating including a feedback loop [11]. Linking
to this, Mirsch et al. [5] proposed the Digital Nudge Design Method (DND-method)
presenting a universal four-step approach of how to systematically design digital nudges
[5]. These approaches tend to give mainly generic guidance of how to systematically
craft digital nudges. Hence, as nudge effectiveness is highly context-dependent, these
models can only serve as a scaffold. For the design and implementation of effective
nudges they should be enhanced by specific characteristics of the decision environment
and adapted to the privacy nudge context. On the same note, the presented models do
not ensure that ethical and moral directives are thoroughly taken into account, making
it prone for practitioners to design societally reprehensible nudges [18].

3 Deriving Evidence-Based Design Principles

3.1 Research Objective and Artifact

Our DSR project takes an interdisciplinary approach to develop an artifact represent-
ing a set of evidence-based design principles that support decision architects to design
and implement effective privacy nudges. Privacy nudges are effective when ensuring
individual’s informational self-determination and lead users to a more privacy sensitive
behavior. Our approach focuses on working out components of effective privacy nudges,
which are assembled by the below presented design requirements. In the next step, to
provide concrete guidance for nudge architects, we deduct specific design principles.
Evaluating these principles in lab and real-world contexts, we generate fine granular
evidence-based design principles for privacy nudges.

3.2 Design Requirements

To craft design requirements for designing effective privacy nudges, we conducted a
systematic literature review and semi-structured explorative interviews with German
industry representatives (n= 23).More than 50 design requirements have been collected,
tested for redundancy and encapsulated to 9 tentative design requirements (Table 1). We
did this in collaboration with an interdisciplinary expert group, ensuring that various
perspectives are brought together. Information System (IS) knowledge, public law and
IS law is brought in by two departments of a German Institute of IS Design. Ethical
and philosophical knowledge is represented by an international center for ethics. Cur-
rent industry knowledge for engineering future work systems is represented by two
experts from a German institute for industrial engineering. After carving out the design
requirements and consequential design principles, these components were condensed
and simplified for easier understandability ensuring utility for choice architects.
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Table 1. Design requirements for privacy nudges in digital work systems.

Design Issue Derived requirement

Usability DR1) Avoid slowing down work processes
DR2) Ensure quick and easy decision making

Transparency DR3) Avoid manipulation and ensure ethical standards
DR4) Provide transparent information about the decision’s consequences

Interaction DR5) Avoid cognitive overload by difficult to process nudges
DR6) Avoid nudges that foster distraction and stress for users

Adaptability DR7) Consider target group’s characteristics and needs

Economy DR8) Do not endanger the company’s business model
DR9) implementation of privacy nudges should be cost-effective

3.3 Tentative Design Principles for Privacy Nudges

From the developed design requirements, we are now able to craft design principles for
the design of privacy nudges. We conducted a systematic literature review following a
methodology proposed by vomBrocke et al., as well asWebster andWatson [13, 16] and
identified 38 relevant paper. To extent and validate our results we conducted an expert
workshopwith the same consortium as described above. The preliminary results propose
design requirements that effective privacy nudges in modern work system should meet.
An extract of the design principles is listed below (Table 2):

Table 2. Tentative design principles for privacy nudges.

Design requirement Design principles

Usability DP1) Ensuring ergonomic and simplified design
DP2) Smoothly integrate Nudges into work processes
DP3) Focus on relevant information for privacy friendly decision

Transparency DP4) Give information of why and what the nudge is designed for
DP5) Balance privacy and economic interest information

Interaction DP6) Use default and framing nudges preferentially
DP7) Make privacy and privacy risks tangible

Adaptability DP8) Personalize nudges

Economy DP9) Allow company’s business model to function
DP10) Ensure design and implementation costs for feasibility

Using these design principles, an exemplary privacy nudge is presented below. Here,
the nudge focuses on presenting relevant information for privacy friendly decision. The
nudge is personalized, framed and uses a default. It can be smoothly integrated in the
user interface of a digital work system (Fig. 2).
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Fig. 2. Exemplary privacy nudge developed by deploying the design principles.

For further development, we break down the developed design principles into fine
granular design theory. For illustration, DP8 can be further broken down in its compo-
nents of e.g. personality traits, competencies or even emotions. These components will
then be empirically evaluated resulting in evidence-based design principles.

4 Evaluation and Future Outlook

We will evaluate our artifact ex post in the fourth phase of each design cycle [15] fol-
lowing the Framework for Evaluation in Design Science (FEDS) proposed by Venable
et al. [15]. The FEDS evaluation design process consists of four steps: (1) By taking
a formative evaluation approach we use empirically based interpretations to rigorously
demonstrate and improve utility, quality and efficacy of our design artifact. We test how
well the artifact serves its main purpose of supporting choice architects to design and
implement effective privacy nudges. (2) In a first step, we take an artificial evaluation
approach by introducing and educating our design principles to students with a back-
ground in IS. Having our artifact at hand, the students are required to design privacy
nudges. Afterwards, we assess the effectiveness of the crafted privacy nudges. We adopt
a human risk and effectiveness evaluation strategy to rigorously determine whether the
benefits of the artifact will remain in real-world digital work systems over the long run
or not. (3) In order to determine the properties to evaluate we adapt levels of granular-
ity proposed by Sun and Kantor [19]. We evaluate whether the task of crafting privacy
nudges was completed andwhether the designed nudges have an impact on user’s behav-
ior of disclosing personal data. (4) In total, two evaluation episodes are planned with the
student group. The evaluation is complemented by a naturalistic field experiment and,
in the end, a summative evaluation of the artifact.

5 Contribution and Conclusion

With the artifact representing evidence-based design principles for privacy nudges, our
contribution is twofold. From a theoretical perspective, our nascent design theory con-
tributes to the discussion of what drives privacy sensitive behavior. We extend existing
generic models, making them applicable in the context of data disclosure. For practition-
ers, we offer evaluated and specific design-directives-crafting privacy nudges. Impor-
tantly, our artifact is abstracted ensuring the adoption of our design principles to all
types of privacy nudges. Even though some design principles seem promising to adapt
in different applications, we can only offer evidence-based design knowledge in the
environment of privacy decision making and data disclosure behavior. However, trans-
ferring and testing them in a different application environment may represent a fruitful
endeavor in the future.
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Abstract. Business Model Innovation is a complex task, which requires cre-
ativity and is often performed in interdisciplinary workshop settings. To support
this, practical techniques have been developed, e.g. the Business Model Canvas
(BMC). It has been found that assessing financial and non-financial effects of the
current business model (BM) design likely influences design decisions. However,
such an assessment is difficult to integrate into the design process. Business model
development tools (BMDT) are an emerging category of software, which supports
business model innovation. While they have the potential to shorten the feedback
cycles between the design and assessment of BMs, there is little design knowledge
available on this integration. In this paper, we introduce the factor refinement app-
roach, which establishes a link between models for the canvas-based BM design
and information for their assessment on factor level. The concept is made action-
able in a tool prototype, which has been found to be practically applicable in a
demonstration. With that, we contribute to the design knowledge for BMDTs par-
ticularly regarding the design-integrated assessment of BMs. While our tool uses
the service business model canvas, the factor refinement concept is transferable to
extend other canvas-based BMDTs with assessment functionality as well.

Keywords: Service business models · Business model assessment · Business
model design tools · Prototyping

1 Introduction

Smart products can sense their condition and surroundings, allow for real-time data
collection, communication and feedback, and thereby enable the provision of smart
services [1, 2]. Providers of such services can utilize business models to describe “the
value logic of an organization in terms of creating and capturing customer value” [3].
Fostered by a service-based change in value creation [4], business models are also
discussed in service research [3, 5]. Because of their characteristics, representations
for service business models (SBM) differ from representations for traditional business
models [5, 6]. A service-specific representation is the Service Business Model Canvas
(SBMC) [5]. It is based on the well-known Business Model Canvas (BMC) [7] but
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highlights the integration of different actors within an SBM and thus, allows focusing
on the co-creation in the business logic.

One of the key characteristics of component-based business model representations is
their qualitative nature, which is suitable for developing and refining the business logic of
an idea [5, 8]. However, to justify internal funding of innovation projects, an assessment
of the planned service is required [9]. To this end, various cost items for service provi-
sion must be considered as well as savings through process improvements and revenues
through additional offers to customers. Other aspects of a BM are qualitative, such as
strategic relevance or non-financial benefits, especially for innovative offers. Assessing
these factors in the early stages is valuable for deciding on which SBM idea should be
pursued further [9]. Furthermore, it was found that determining cost and benefits has
a high potential to influence BM design decisions and should, therefore, be part of an
iterative BM design process [10]. To support this task, the software category “business
model development tool” (BMDT) has emerged. Their functionality was recently sys-
tematized in a taxonomy by Szopinski et al. [11]. Out of the 30 tools covered, only four
support both financial and non-financial assessment [11].

Nowadays, many business decisions including financial planning are performedwith
the help of spreadsheets like MS Excel [12]. Spreadsheets work well if the structure of
the model is known and stable. However, in BM design, model elements are frequently
added, removed or modified [11]. Thus, the content and structure of the spreadsheet, e.g.
cell values, references, and formulas, would have to be adapted whenever changes occur,
e.g. new decisions on prices, offers, cost, and quantities are made. Such a spreadsheet
model evolution is an erroneous task, as the manageability of spreadsheets has found to
be limited [13]. Consequently, if spreadsheets are used, the assessmentwill not take place
before the business model is relatively stable. This delays important insights, which in
turn could influence the BM design [10]. Further-more, users must develop spreadsheet
models on their own and manually transfer all financially relevant information from the
business model into the spreadsheet.

Therefore, the goal of this research (problem statement) is to design a solution, which
allows shortening the feedback cycle between design and assessment of service business
models, as well as reducing the manual effort and sources of error associated with it.
To address this problem, we envision a web-based collaborative tool, which supports
BMI for smart services by interactively capturing the design and assessment of relevant
information and instantly shows the impact of changes made by the users.

2 Related Work

There are two streams of related research: (1) approaches and tools for the assessment of
BMs and (2) the mapping of BMC structures to other models. Kayaoglu [14] found that
there is little previous work on the assessment of BMs. He proposes a hierarchical eval-
uation logic, which was implemented in a software tool. It provides recommendations
on how to reach a defined business state but does not support canvas-based modeling
[14]. Daas et al. [15] present a system that supports BM design decisions through market
analysis, success factors, and comparison of design alternatives. However, it is based
on Excel and due to its high complexity, it is unlikely to be suitable for collaborative
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business model design. Software tools for BM stress tests are proposed by Bouwman
et al. [16]. They state that “[w]hen it comes to making informed management decisions
with regard to financial aspects of alternative business models, there are hardly any tools
available, specifically when multiple stakeholders and financial objectives are involved”
[16, p. 19]. Turetken et al. propose a “Service-dominant business model radar” as part
of a BM engineering framework [10]. Although it captures cost and benefits, it is a
paper-based approach for workshops, which prevents instant calculations. Jesus and da
Silva advocate the combination of financial projections with the BMC to support the
design of viable BMs [17]. Their canvas-based tool provides profit and loss data as well
as financial indicators such as break-even point. However, it is not disclosed how the
BM and calculation schemes are linked, i.e. there is no meta-model.

The second research stream deals with the mapping of (S)BMC structures to other
models. This includes budget planning [18], for which some of the BMC factors are
mapped to positions of a financial budget. Another purpose is the mapping of the BMC
to ArchiMate [19]. The authors argue that linking the BM with the enterprise model
enables better migration from as-is to to-be architectures and a more realistic cost-
benefit analysis. Also, the evaluation of business models using the business case method
is proposed [20]. The authors do not provide ameta-model but suggest a process inwhich
BMC alternatives are evaluated based on data gathered before, including financial and
non-financial criteria [20]. Brussee and deGroot present an online toolwhich uses refined
basic blocks of a BMC [21]. They do provide substructures to the BMCmodel, but their
goal is to simplify experimentation rather than to support BM assessment. The use of
attributes for financial calculation in a BMC was analyzed in [22], however without
details on how these were implemented. Our own work includes a meta-model that
links SBMC structures to models for the assessment of SBMs [23], which is empirically
grounded in 28 cases of data-driven BMs. However, this meta-model does not support
non-financial assessment and has not yet been demonstrated [23]. The approach of
design-integrated assessment in the area of smart services has been proposed [24], but
it is also limited to financial aspects and does not provide a representation of SBMs.

In summary, we can state that BM assessment and its tool-support has been identified
as a relevant problem. Only a few of the existing tools in practice [11] provide support
for financial and non-financial assessment. Some academic works deal with the mapping
of the BMC to other models for various purposes. To the best of our knowledge, there is
no research on how to apply a meta-model in a BMDT for design-integrated assessment
of service business models.

3 Research Goal and Method

Our research goal is to explore the applicability of the factor refinement concept for
design-integrated assessment of service business models in BMDTs. For that, we apply
the design science research (DSR) process according to Peffers et al. [25], which contains
the following steps: First, the requirements for the envisioned tool are derived from
the problem statement and the key concepts are defined. Second, we present the input
knowledge for the solution to be designed, including an existing meta-model for a cost-
benefit analysis of SBMs [23]. Third,wedescribe the software prototype and the rationale
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behind its design decisions. For its demonstration, we asked test users to complete a set of
tasks using the tool prototype. Afterward, they rate a set of statements in a questionnaire
to assess their experience. The discussion of results is used to derive changes for the
next iteration of the tool. This paper is structured along the six core dimensions of DSR
[26]. Table 1 provides an overview of these dimensions along with their use in the study
at hand and the respective paper section.

Table 1. Structure of the DSR project according to [26]

Dimension Usage in our study Sect.

Problem Lack of integration between the design and assessment of BM
prevents short feedback cycles in the business model innovation
process

1

Input knowledge SBMC [5], tool-based financial projections of a BMC [17],
meta-model for SBMC assessment [23], design-integrated
assessment [24]

2

Research process Derive Requirements from problem statement; extend existing
meta-model; design and build tool prototype, demonstrate the
prototype

3

Key concepts SBMC; factor refinement; cost-benefit analysis; impact-effort
matrix

4

Solution description A web-based tool BMDT allowing the refinement of SBMC
factors with assessment information based on a meta-model

5

Output knowledge Applicability of factor refinement as an approach for
design-integrated assessment of SBMs in BMDTs

6

4 Solution Design

Requirements. From the problem statement given in Sect. 1, we can derive functional
requirements (FR) and quality requirements (QR) for the envisioned tool (Table 2).
To enable short feedback cycles between business model design and assessment, the
tool needs to capture information on both aspects (FR1, FR2). Similarly, while the
relevance of financial assessment has been stated [9], some aspects cannot be quantified
in monetary terms and therefore require a strategic assessment (FR3). The target groups
for the use of our tool are individuals or teams (FR4), which are given the task to
develop or improve service business models. This is a highly creative task [27], which
calls for easily comprehensible tools (QR1-3). Similar to process modeling tools [28],
high usability is expected to drive acceptance, especially for interdisciplinary teams.
KeyConcepts.AnSBMCis divided into threeperspectives, namelyCustomer,Company

and Partner [5]. In each perspective, there are the seven dimensions (building blocks)
of the BMC as defined by Osterwalder [7]: cost structure, key activities, key resources,



398 J. Anke

Table 2. Requirements for the SBM assessment tool

ID Requirement Source

FR1 The tool must allow the capture of BM design decisions [10]

FR2 The tool must allow the capture of BM assessment-relevant information [10]

FR3 The tool must support financial and strategic assessment [9, 11]

FR4 The tool should support collaborative work [11, 27]

QR1 The capture of design information must be usable intuitively [28]

QR2 The capture of assessment information must be usable intuitively [28]

QR3 The presentation of the assessment results must be easily comprehensible [28]

value proposition, customer segment, channel, and revenue streams.Whenworking with
an SMBC, the users adds, removes or shifts sticky notes (“Post-Its”) to design the new
SBM. These items are called factors [23]. For the assessment, this structure must be
augmented with additional information. We propose the name factor refinement for the
concept of adding assessment information to factors.

In general, qualitative and quantitative assessment criteria for BMs can be distin-
guished. Based on empirical data, three different types of quantitative criteria were
identified in [23]: costs, revenues, and savings. In general, cost refers to the financial
effort required to build and operate a service system that enables an SBM. For all effects
created by the investment project at hand, monetary values must be assigned. Benefits
can be either revenue or savings, e.g. through improved process efficiency. To support
decision making on whether a service provider should proceed with the engineering and
implementation of a new SBM or not, a simplified cost-benefit analysis (CBA) can be
performed to assess the economic value of an investment project [29].

Several effects, especially in the relationship and channels dimensions, are qualita-
tive, i.e. they cannot be translated directly to a countable metric. However, they could
still be important for the assessment of the SBMC at hand. For example, a key activ-
ity might be real-time data analytics. If it has a high impact on a new business model
and the service provider requires little effort to provide it, it is apparently beneficial. A
simple instrument for a non-financial assessment is the impact-effort matrix (IEM) [30].
It allows prioritizing items based on a qualitative ranking of effort and impact using a
qualitative rank of low,medium and high for each factor. Afterward, a consolidated score
can be calculated for each dimension to allow for an overall non-financial assessment
of an SBM.
Meta-model for SBMC Factor Refinements. To facilitate BM assessment through
factor refinement in a BMDT, we adapt a meta-model [23] that links SBMC factors
to CBA and IEM. The meta-model used for the prototype is provided as a UML class
diagram (Fig. 1). Classes represent domain concepts and their attributes. Relations are
expressed using associations, which can be qualified with multiplicities to show how
many instances of one class can be related to another class. Compared to the original
model [23], theNon-Financial classwas added. It uses theQualRank enumeration
to express different levels of impact and effort. Additionally, the modeling of Costwas
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slightly simplified by focusing only on manually added cost items. The overall results
for the assessments are stored in attributes of a Project. They are calculated from a
series of payments (represented by a set of Project-Years), which in turn contain
derived attributes for revenue, cost, and savings.

Fig. 1. Subset of the adapted meta-model from [23] (new elements are highlighted in gray)

Development of a Prototype. To demonstrate the concept of factor refinement, a work-
ing web-based proto-type1 was implemented using Axure RP 8. Here, we present design
decisions, their rationale, and reference to requirements (Table 2). For simplicity, the
tool has only two main views: editor and report. Users can switch between them at any
time using the two buttons at the bottom of the screen. The screen layout of the edi-
tor is identical to the SBMC, to make it easily comprehensible for those familiar with
the SBMC (QR1). New factors can be added using “+”-sign, as it established in most
web applications nowadays (FR1). Factors are displayed as boxes to resemble post-it
notes as known from paper-based canvases (QR1). Clicking on a factor opens a dia-
log where users can refine the factor into either cost, revenue, savings or non-financial
(FR2). Selecting one of the options allows entering further information to describe the
refinement according to the meta-model (Fig. 2).

All inputs are aggregated in a reporting sheet (Fig. 3) for the focal company, i.e. the
service provider. The report view contains both financial and non-financial assessment
(FR2). All calculations are performed based on the data entered by the user. Financial
data are shown in the categories cost, savings and revenues; and separated into one-time
invest and recurring cash-flows. For each category, the total amount is shown. The factors
contributing to the total amount can be shown/hidden using a plus/minus sign next to the
sum (Fig. 3). The result of the non-financial assessment is displayed in a color-coded
matrix, with all contributing factors listed below. We assume that this representation is
familiar to users who know both the IEM and financial cases (QR3).

1 Accessible at https://yc8uyf.axshare.com/sbmc_editor.html, tested with Firefox and MS Edge.

https://yc8uyf.axshare.com/sbmc_editor.html
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Fig. 2. The prototype showing the usage-based insurance BM and a refinement

Fig. 3. Reporting view of the prototype

Being a prototype, the tool does have limited functionality. First, it does not persist
any data between sessions yet. Second, there are currently no measures for collaborative
work (FR4), such as users, permissions, and workspaces [11]. Finally, the reporting does
not distinguish between customer, company, and partner perspectives, as the prototype is
focused on the perspective of the (focal) company, i.e. the service provider. While these
features are required for real-world applicability, their absence does not impede the goal
of demonstrating the concept of factor refinement. Whether the approach of collecting
assessment information by refining factors is intuitively usable (QR2) was not known
during the design and had to be considered in the demonstration.
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5 Demonstration

Case. The focus of the demonstration is to assess the feasibility and efficacy of the
artifact in one case and can be seen as a “weak form of evaluation” [31]. We chose a real,
anonymized case, as real cases provide higher external validity [31]. The case deals with
usage-based insurance (UBI), which extends the traditional car insurance businessmodel
through data-based elements. These are gathered through sensors in the car [32]. The
insurer can process data about the driving behavior to assess the risk of a specific driver
and to adjust the premium. If the driver is driving carefully, the insurer offers discounts
up to 25% of the monthly premium. The more aggressively the insurant drives, the less
discount he or she will get. Hence, from a customer perspective, this SBM provides an
opportunity to reduce the premium of the car insurance. The insurer provides a vehicle
tracking device that must be installed into the car. This device is connected via Bluetooth
to the customer’s smartphone. All necessary data are transmitted to the insurer using a
dedicated application. We consider this case as suitable, as it represents an innovative
SBM to which many people can relate.
Setup. To gain an understanding of how the factor refinement approach is perceived by
real users, we used the “thinking aloud” test for formative feedback. This is a method
for usability testing and has successfully been applied for evaluating the work with the
SBMC [33]. For the test, individual users are given a list of ten tasks, which are to
be completed using the tool as proposed by [31]. Nine tasks require the refinement of
factors and one refers to the interpretation of the report. As preparation, we showed the
participants a short video, which introduces the SBMC, the exemplary case and the basic
functions of the tool. The actual test was conducted using an online application sharing
platform, which allowed us to see and hear what participants did while they processed
the tasks. All sessions were recorded for further analysis. After completion of the tasks,
participants were asked to fill out an online questionnaire to rate their experience. It
contained a list of statements (see Table 4), to which the participants could express their
opinion on a Likert scale from 1 (strongly disagree) to 5 (strongly agree).

The demonstration was conducted with 11 participants, consisting of seasoned busi-
ness modeling experts and newcomers to the field, who are equally potential users. The
sample included four researchers in the area of digital transformation, two practitioners
with considerable experience in IT-driven BMI, and fivemaster’s students in information
systems with first work experience in the IT and telco industries.
Results. To analyze the test results, a “degree of completion” indicator was defined with
five levels: (1) correct perspective found, (2) correct dimension found, (3) correct factor
found, (4) correct refinement type chosen, and (5) data for refinement entered correctly.
The result of this analysis is provided in Table 3, along with the refinement type, which
is either cost, revenue (Rev), savings (Sav) or non-financial (NF).

The results of the survey are shown in Table 4. Although the number of participants
is low, we still can derive some initial findings from it. First, there is a strong indication
that the tool was not only helpful for the tasks assigned to them (S2) but they also prefer
it over Excel (S3) which is typically used for such tasks. Furthermore, participants
indicated almost unanimously that assessment of BMs models should be tool supported
(S4). Therefore, we can conclude that the efficacy and utility of the tool are considered
as positive within this sample of users. This is supported by statement S5, in which
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Table 3. Average degree of completion for tasks (N = 11, SD: Standard Deviation)

Task T1 T2 T3 T4 T5 T6 T7 T8 T9

Refinement type Cost Cost Rev Rev Cost Cost Sav NF NF

Mean 3.4 4.0 2.4 1.6 5.0 4.8 3.4 4.1 5.0

SD 1.6 1.3 2.3 2.0 0.0 0.6 1.2 1.9 0.0

respondents expressed that they understood the concept of refinement (fulfills QR2). As
for the model, the results indicate that the refinement possibilities are not considered as
too complex (S6). However, the results also show that at least for some users important
input possibilities for the assessment were missing. Further research is required on
whether this is due to a deficit of the model or usability deficits in the tool prototype.
The reporting (S8-S10) is generally understood, however, there is considerable variance
in the replies, which also requires further analysis.

Table 4. Statements and rating results (N = 11, SD: Standard Deviation)

General statements regarding the task Mean SD

S1 I understand the example case of
Usage-Based Insurance (UBI)

4.6 0.6

S2 The tool helped me evaluate the UBI
case

4.3 0.7

S3 I would have preferred to evaluate the
business model using Excel

1.8 0.7

S4 The assessment of business models
generally requires tool support

4.2 0.6

Suitability of the assessment approach Mean SD

S5 I have understood the concept of refining
factors

4.6 0.5

S6 The possibilities for refining factors are
too complex

1.7 0.4

S7 I missed important input possibilities for
the assessment

2.5 1.2

Assessment results/reporting view in the tool prototype Mean SD

S8 I have understood the results of the
financial assessment

3.9 0.8

S9 I have understood the results of the
non-financial assessment

4.4 1.0

S10 I find the possibility of a non-financial
assessment useful

4.5 1.2
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6 Discussion

Interpretation of Results. As the results show, the highest degree of completion was
achieved for tasks that referred to cost or non-financial refinements. Savings andRevenue
refinements were less well understood. Some of the participants had difficulties in find-
ing the correct factor for refinement. Misjudgments were mostly caused by insufficient
knowledge on insurance terminology or problems to fully comprehend the structure of
the case but also by minor bugs in the tool. Future tests should also contain tasks for the
design of the SBM, not just the refinement of factors for assessment.With that, we expect
users to understand the structure of the business model better than with a predefined one.
Limitations.The results of our study are limited by several factors. First, the tool was not
designed with the help of UI/UX specialists. An optimized experience would probably
have helped someof the users in our sample in completing their tasks. Second, the number
of participants in the demonstrationwas relatively low,which reduces the generalizability
of results. Also choosing UBI as the case for the evaluation could have influenced the
results as some of the participants might be impaired by insufficient knowledge on
insurance terminology.
Next Iteration. In the next iteration of the tool, we plan to include the modeling of
offers with devices, data points, data transmission, and external services (as provided in
the original meta-model [23]) to support the specifics of smart services. Furthermore,
we plan to assess each perspective separately, which makes value co-creation between
customer and provider as well as provider and partner transparent.
Approach for Evaluation. The initially stated objective of shorter feedback cycles will
be subject to an artifact evaluation. Employing the tool aims to improve effectiveness in
the BMI process and to obtain better results. An approach, similar to [24], is to measure
this in an experiment, where two groups in a workshop are given the same BMI task.
The experimental group is given the tool prototype, and the control group uses Excel.
After a specified time, the results are compared. Potential measures include the number
of iterations, a subjective rating of utility by the participants, or a comparison of the
designed business models regarding their viability by external experts.

7 Conclusion

The high complexity and qualitative nature of SBMs make their assessment difficult
during design. While instruments for financial decision making, like NPV, are well
established, their link to the structures of BMs is barely discussed in the literature.
Furthermore, they are typically conducted using spreadsheets. These are not suitable for
design-integrated BM assessment, where the level of detail is low and design changes
are frequent. The integration of BM assessment into BMDTs appears to be a much more
promising strategy as recognized by a taxonomy on BMDT functionality [11].

Our proposed tool targets BMI for smart services. It builds on the SBMC and thus
follows a canvas-based approach, which is popular in practice [11]. It uses a meta-
model that links the qualitative dimensions of the SBMC and established methods for
assessing BMs. Tomake this link usable for BMDTs, we introduced the concept of factor
refinement. It allows adding assessment-related information to each factor placed on an
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SBMC. The demonstration of the tool prototype that implements this concept showed
that particularly tasks regarding the refinement of factors with cost and non-financial
aspects were successfully completed. The factor refinement concept has been found to
be generally understood by the participants, which is the key prerequisite for ultimately
achieving feedback cycle reduction between BM design and assessment.

The integrated meta-model in our approach provides a theoretical contribution as
it helps researchers by promoting the understanding of assessment dependencies in
SBM innovation processes. Specifically, it contributes to the body of knowledge as fol-
lows: (1) We extend the canvas-based modeling [17, 22] through an explicit meta-model
of the connection between BMC elements and assessment instruments. Our approach
furthermore adds non-financial assessment and support for SBMs. (2) The concept of
factor refinement shows, how a meta-model can be made usable for BM assessment in
BMDTs [11]. It combines canvas-based design, refinement, and instant assessment feed-
back and therefore transfers the idea of design-integrated assessment [24] to SBMs. (3)
Our proposed solution complements the process of data collection with the business case
approach for BM assessment [20]. Providing data from SBMs directly might streamline
the process of comparing BM alternatives. This work provides a practical contribution
for BMDT developers by demonstrating how ameta-model enables the mapping of BMs
factors and assessment models can be integrated into a software tool.

Future research should focus on the interplay of meta-model and tool: First, a good
balancemust be found between simplicity to facilitate quick adaptations of themodel and
expressiveness of the result to make informed decisions on whether to pursue the service
idea further. Second, themeta-model should bemodularized to integrate other assessment
schemes and reuse existing pricing models for external services (e.g. cloud providers)
more easily. Third, it can be observed that in SBMs, factors are related to each other,
e.g. the revenue of the service provider is the cost borne by the customer. By including
such relations in the meta-model, designing new SBMs would be simplified. Finally, the
integration and utility of an SBMC assessment tool in the overall engineering process
for service business model innovation is an open question. Hence, further research is
needed to understand their effectiveness for designing and managing different types of
service business models [34].
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Abstract. Driven through ever increasing cost pressure, service
providers rely on complex information and optimization systems to
increase their operational efficiency. Those systems, however, typically
optimize from a provider perspective and, thus, neglect potential for
cost reduction on the customer side. Therefore, current approaches to
increase operational efficiency result in an inefficient resource allocation
from a system’s perspective. We address this issue by designing and
evaluating a novel method—system-oriented service delivery (SOSD).
We follow a stringent Design Science Research approach and ground our
work in an analysis of current practice as well as draw upon the kernel
theories of service system engineering and mechanism design. In addition
to evaluations for effectiveness and illustration, we perform a naturalistic
evaluation capturing expert feedback on the proposed method. Thus, we
contribute a new method with high practical potential to the service sys-
tem engineering discipline as well as the industrial maintenance domain.
In addition, we explore reception in industry and further improvement
areas for future design cycles to improve SOSD’s implementability.

Keywords: System-oriented service delivery · Industrial
maintenance · Service system engineering.

1 Introduction

Driven by outsourcing and the ongoing servitization (i.e. the provision of ser-
vices instead of products) of the manufacturing business [1], many industrial
manufacturers have outsourced their maintenance activities to third-party main-
tenance providers. To realize economics of scale, those maintenance providers
offer similar—if not identical—services to multiple customers and share delivery
resources (e.g. technicians) among their customers [5]. Therefore, service delivery
of customers is not independent of each other. Instead, all system participants
influence each other, resulting in a dynamic service system setting [29,42].
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Since efficient use of resources has been identified as a competitive advan-
tage in industrial maintenance [22], maintenance providers heavily rely on com-
plex information and optimization systems to increase their operational effi-
ciency [12,27]. As this work shows, current optimization models typically focus
on provider-oriented metrics, thus, implement provider-oriented service deliv-
ery (POSD). Whilst POSD minimizes provider costs, it neglects potential for
system-wide cost optimization by considering the customer side. In detail, main-
tenance customers face delivery-dependent costs due to the unavailability of
their production equipment [39,49]. Even though this work at hand focuses on
industrial maintenance as application domain, this phenomena is also present
in other domains, as, for example, Software-, Infrastructure-, or Platform-as-
a-Service offerings—thus, making this a domain-independent phenomena that
needs to be addressed.

Following the Design Science Research (DSR) paradigm and building on the
kernel theories of mechanism design and service system engineering, this work
proposes system-oriented service delivery (SOSD) [48] as a resource allocation
and service delivery approach aiming at optimizing total system costs, i.e. the
sum of the provider’s as well as customers’ delivery-dependent costs. In addition,
we evaluate the newly proposed approach and present findings from its evaluation
episodes that lay the foundation for future work to build upon.

The structure of the remainder of this work follows common practice of DSR
projects: Whereas we introduce our research design in Sect. 2, Sects. 3 and 4
highlight our findings from the relevance and rigor phase. The identified design
requirements are summarized in Sect. 5 before the tentative design is introduced
in Sect. 6. Finally, activities and findings from the evaluation phase are described
in Sect. 7 and Sect. 8 concludes this work.

2 Research Design

As overall research design, we follow the DSR paradigm and conduct a first
DSR cycle—which can further be build upon in future work. As suggested by

Fig. 1. Design science research approach of the first iteration
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Hevner and Chaterjee [21], this cycle is characterized by three inherent phases,
namely the rigor, relevance, and design phase. Within the design phase, we
perform three evaluation episodes according to the Framework for Evaluation
in Design Science (FEDS) [43]. Each of those evaluation episodes pursues an
evaluation from a different perspective such that additional knowledge is derived.
The overall research design is summarized in Fig. 1. The developed artifact of
SOSD is best described as a method, since it consists of “actionable instructions
that are conceptual” [36]. Furthermore—using the categorization of Gregor and
Hevner [18]—the artifact is an improvement, as it is a new solution to the known
problem of increased efficiency in field services.

3 Relevance Phase

To address the ever increasing cost pressure and to remain competitive, mainte-
nance providers try to reduce their operational costs. Today, most maintenance
providers pursue this through the introduction of complex information and opti-
mization systems aimed at increasing operational efficiency [12,27]. From an
academic perspective, those systems implement technician dispatching, which
is the domain-specific resource allocation problem of industrial maintenance. In
detail, technician dispatching is characterized by the timely assignment of spa-
tially distributed technicians to spatially distributed maintenance tasks [46].

Optimization Objectives in Technician Dispatching: To better under-
stand the objective functions in technician dispatching, we performed a struc-
tured literature review according to the guidelines provided by Webster and
Watson [47] as well as Levy and Ellis [28]. After an initial pre-study, we decided
to limit the search to the 39 peer-reviewed high quality operations research
journals included in the three top categories (A+, A, B) of the JOURQUAL3
rating [44] by querying the following search term: (“technician” or “field ser-
vice”) and (“scheduling” or “dispatching”). This query yielded 40 papers that
were subsequently screened for relevance based on their abstract, reducing the
set of relevant papers to 20. The remaining papers were then fully read and
furthermore only considered relevant, if they contained a clear description of
the optimization model and objective function deployed to perform technician
dispatching. Through this step, three papers were removed, resulting in a set of
17 papers relevant for analysis.

Table 1 categorizes components considered relevant according to the objec-
tive functions of the identified technician dispatching optimization models. It
shows that all optimization objectives are focused on provider metrics, hence, the
conceptualization provider-oriented service delivery (POSD). Out of the 17 opti-
mization models presented in the papers, only two consider failure/opportunity
costs of broken production equipment during resource allocation, i.e. costs occur-
ring on the customer side. Those models were used in cases in which maintenance
and technician dispatching was performed by an internal service organization,
and, thus, considered relevant. Therefore, the main output of this literature
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Table 1. Components of the objective function in technician dispatching
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Blakeley et al. (2010) [2] x x x

Camci (2015) [6] x x

Castillo-Salazar et al. (2016) [7] x x

Cordeau et al. (2010) [9] x

Cortés et al. (2014) [10] x x

Damm et al. (2016) [11] x x

Froger et al. (2017) [14] x x

Froger et al. (2018) [15] x x

Hashimoto et al. (2011) [20] x

Iravan et al. (2017) [24] x x x

Iravan et al. (2019) [23] x x x

Kovacs et al. (2012) [26] x x

Parragh and Doerner (2018) [35] x x

Petrakis et al. (2012) [37] x x x

Xie et al. (2017) [50] x x

Xu (2001) [51] x x

Zamorano and Stolletz (2017) [52] x x x

review is that we did not find a single optimization model considering failure
costs of the maintenance provider’s customers—with the exception of contrac-
tually negotiated penalty payments if a service level is not met.

Identified Service Delivery Dilemma: The literature review has shown that
maintenance providers implement POSD to address the ever increasing cost
pressure. This approach, however, neglects delivery-dependent costs faced by
customers [39,49]. Especially in reactive maintenance upon an unexpected fail-
ure, those costs are highly sensitive to the downtime duration [13,25]. Given that
industrial maintenance is performed in a service system, POSD results in ineffi-
cient resource allocation from a system perspective and results in lost potential
for cost savings on the customer side. Therefore, by systematically leveraging
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the potential for cost savings on the customer side, total costs can be reduced,
thus, addressing the ever increasing cost pressure of maintenance providers.

4 Rigor Phase

In this section, we briefly introduce the kernel theories of service system engi-
neering and mechanism design.

Service system engineering [3,4] builds on the basic understanding of ser-
vice systems being complex socio-technical systems with multiple participants
that enable value co-creation [29,42] and calls for “actionable knowledge for sys-
tematically designing, developing and piloting service systems” [3]. The authors
further specify this by highlighting the importance of systematically engineering
service architectures, service system interaction, as well as resource mobilization.
Within such service systems, Satzger and Kieninger [40] argue that “partners
in these systems are supposed to jointly manage the resources [...] that allow
for maximization of their individual values”. The implications are evident: Since
industrial maintenance is performed in a service system, all system participants
could benefit from jointly maximizing the system’s overall value.

Mechanism design, on the other hand, is a sub-field of economic theory that
is interested in engineering market mechanisms such that participants behave as
desired to achieve an overall objective [31]. According to Parkes [34], such desired
objectives are individual rationality (i.e. no participant is worse-off through par-
ticipating), incentive compatibility (i.e. participants have an incentive to behave
truthfully) and allocation efficiency (i.e. resource allocation is system-optimal).
Furthermore, for a mechanism to be sustainable in the long run, it needs to be
budget balanced [30]. In other words, the in- and outgoing payments of the mech-
anisms cancel each other out. Ideally, one designs a mechanism that fulfills all
above mentioned properties, however, it has been shown that this is impossible
in the presence of quasi-linear utilization functions [17]. Hence, when designing
a mechanism, one must trade-off between the different objectives. The well cele-
brated Vickrey-Clarke-Grove mechanism [8,19,45], for example, is efficient and
incentive compatible, but not budget balanced. Since technician dispatching and
its generalization of resource allocation are mechanisms, mechanism design pro-
vides the theoretical background for this work. Furthermore, it gives guidelines
for important properties that should be incorporated by a mechanism.

Thus, whilst the basic idea of optimizing resource allocation from a system
perspective follows service system engineering, mechanism design provides con-
crete characteristics and requirements for an allocation mechanism.

5 Derived Design Requirements

Service delivery is based on resource allocation, which is an allocation mecha-
nism. Thus, we aim at incorporating the desired mechanism properties, as defined
by mechanism design. Since we must trade-off different mechanism properties,
we argue that system efficiency, individual rationality, and budget balance are
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more important than incentive compatibility. Whilst system efficiency corre-
sponds to the objective of this work, budget balance and individual rationality
are mandatory for the adoption of any solution in practice. In detail, without
budget balance, a mechanism cannot sustain in the long run and without indi-
vidual rationality, participants would not participate in the mechanism in the
first place. Whilst we acknowledge that incentive compatibility is an important
property as well, we argue that it is less important than the others. To that
end, however, the impact of this decision should be researched further. Thus, we
derive the following design requirements (DRs) that need to be fulfilled by the
tentative design:

– DR1: The developed mechanism should be system efficient
– DR2: The developed mechanism should be individually rational
– DR3: The developed mechanism should be budget balanced

6 Tentative Design

Driven by the understanding of a single holistic service system, we propose
system-oriented service delivery (SOSD) as an overarching mechanism and novel
approach for service delivery in service systems [48]. In detail, SOSD differs from
POSD through two core modifications that correspond to two design principles,
as shown in Table 2: system cost optimization (DP1) and a monetary compensa-
tion and benefit distribution mechanism (DP2). Whilst system efficiency (DR1)
and individual rationality (DR2) are solely addressed by system cost optimiza-
tion (DP1) and the monetary compensation and benefit distribution mechanism
(DP2), respectively, budget balance (DR3) is jointly addressed by DP1 and DP2.

Table 2. Design principles

DP Description Addressed DRs

DP1 System cost optimization DR1 & DR3

DP2 Monetary compensation and
benefit distribution mechanism

DR2 & DR3

Fig. 2. System-oriented service delivery
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Overall, the functioning of SOSD is depicted in Fig. 2. Given a well-defined
resource allocation problem, the central planner performs resource allocation
twice, once following the current allocation objective (e.g. minimize provider
costs) and once following system cost optimization, i.e. minimize system costs.
Whilst service is delivered according to the system-optimal resource allocation,
the provider-optimal resource allocation is only required as input for the compen-
sation and benefit distribution mechanism. In detail, to account for additional
delivery-dependent costs for participants through the shift in service delivery, the
compensation and benefit distribution mechanism computes payments received
or made by individual participants through a three-step process: First, the mone-
tary benefit or loss through system cost optimization is calculated for each partic-
ipant (i.e. the cost difference between the provider- and system-optimal resource
allocation). Second, based on those calculations, the cumulative benefits are re-
allocated among participants to compensate any individual losses, and, third,
the remaining monetary benefit is distributed among all system participants. In
other words, it ensures that no system participant has higher costs through the
proposed changes, and, if the remaining monetary benefit is distributed equally,
that all system participants have the same net advantage. Therefore, SOSD
allows for cost reduction compared to POSD.

7 Design Evaluation

To evaluate the tentative design and gain additional knowledge on how to address
the identified research objective, we conduct three evaluation episodes according
to FEDS [43], as displayed in Fig. 3. Evaluation episodes one and two are dashed
in the figure, since we refer to previous work by Wolff et al. [48] for them.
The first evaluation episode focuses on demonstrating SOSD’s superiority over
POSD and the fulfillment of the derived DRs. Thus, it aims at evaluating the
effectiveness of SOSD. The objective of the second evaluation episode is the
illustration of SOSD. Thus, using an industrial maintenance illustrative scenario,
we apply SOSD. Finally, in evaluation episode three, we evaluate SOSD from a
practical perspective with regard to its usability and challenges associated to its
introduction in industrial maintenance.

Fig. 3. Evaluation Episodes according to FEDS
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7.1 Evaluation Episodes 1 and 2: Effectiveness and Illustration
of SOSD

For the first and second evaluation episodes, we rely on previous work by Wolff
et al. [48]. In detail, through an analytical logic argumentation [36], the authors
demonstrate that SOSD is a Pareto improvement over POSD, since the costs
of the entire system as well as of any individual participant in SOSD cannot
exceed their costs in POSD. Therefore, SOSD is also budget balanced. Thus, the
design requirements are addressed through the design principles. Furthermore,
Wolff et al. [48] demonstrate the utility and applicability of SOSD in industrial
maintenance using an illustrative scenario [36].

7.2 Evaluation Episode 3: Usability of SOSD

After demonstrating that SOSD is superior to POSD from a theoretical per-
spective, we now evaluate the usability of SOSD in industrial maintenance. To
that end, we perform an interview study with experts from industry as expert
evaluation [36]. In the following, we explain the applied methodology and discuss
the derived findings.

Methodology: To evaluate SOSD from an industry perspective, we conducted
several semi-structured expert interviews followed by a qualitative analysis [38].
To capture the perspectives of different roles within the sphere of industrial
maintenance, we followed a mixed sampling approach combining the criterion-i
and maximum variation sampling approaches [33]. In detail, whilst criterion-i
emphasizes a common criterion among interviewed experts (domain expertise
in this case), maximum variation emphasizes variation among experts (roles
within industrial maintenance in this case). Furthermore, we also included one
case of an IT software provider that offers an optimization engine for technician
dispatching. Overall, the selection of cases and their respective role within the
industrial maintenance ecosystem are displayed in Table 3. Note that for case
Epsilon a group interview with two experts was conducted. The interviews were
either conducted in person or via telephone. Following common practice, the
interviews were summarized and categorized before the analysis [41].

Findings: Whilst all experts expressed their interest and did perceive the idea
of SOSD as meaning- and useful, they also provided helpful comments as to
the implementation of SOSD in practice as well as areas for further research. In
the following, we highlight the most important findings, which can be divided
into three main groups: delivery-dependent costs, transparency and trust among
system participants, as well as computational complexity of SOSD.

First, all experts expressed their concern whether manufacturers are able to
determine their costs of downtime (i.e. delivery-dependent costs in reactive main-
tenance) accurately. Indeed, both experts from a manufacturing case (Gamma,
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Delta) acknowledged that they currently are not able to provide such infor-
mation. Both stated that their companies do have cost of downtime estimates,
which, however, are not incident-specific. Instead, those estimates are based on
the average cost of downtime independent of the actual incident. Incident-specific
costs, however, are necessary to leverage the full potential of SOSD. In addition,
even if customers knew those costs accurately, in four out of five cases (Alpha,
Beta, Gamma, Epsilon) the experts expressed concerns whether customers would
share such sensitive data. The second group of remarks centers around trust
in such service system. Whilst the experts acknowledged that value is created
through collaboration and sharing benefits and losses with other participants in
SOSD, they also mentioned that they would not simply trust such a system.
In three out of five cases (Alpha, Delta, Epsilon), the experts explicitly men-
tioned the lack of trust as a reason for the failure of SOSD. That said, there also
seemed to be a common understanding that transparent communication with
regard to the compensation and benefit distribution mechanism is crucial. The
experts stated that extensive information on whether a customer is delayed or
prioritized in SOSD compared to a POSD solution would greatly increase the
acceptance probability of SOSD in practice. In addition, experts of some cases
(Alpha, Gamma, Epsilon) fear that some participants may behave strategically
to increase their own payoff at the expense of others (e.g. through intention-
ally falsely providing their delivery-dependent costs). Finally, the remarks in the
third group are more of a mathematical nature and were purely made by the
expert of case Beta. This is no surprise, given their background in providing an
optimization platform for routing in technician dispatching. In detail, the expert
mentioned his concerns with regard to the mathematical complexity of SOSD.
Technician dispatching is one of the most complex optimization problems to solve
and for SOSD it needs to be solved twice in order to compute the compensa-
tion and benefit distribution payments, once provider- and once system-optimal.
Furthermore, the expert also expressed concerns with regard to computing the
hypothetical provider-optimal solution in such a highly dynamic and uncertain
environment. He fears that the computed, real world system-optimal solution
may not be comparable with a hypothetical provider-optimal solution.

Table 3. Overview of interviewed experts

Case Company Role System role

Alpha Component
manufacturer

Head of service Maintenance provider

Beta Software provider Senior consultant Platform provider

Gamma Manufacturer Head of maintenance Maintenance customer

Delta Manufacturer Process engineer Maintenance customer

Epsilon Equipment
manufacturer

Service process manager
& Team lead: IoT services

Maintenance provider
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Overall, the interview study reveals that industry experts see great merit
in SOSD, however, do not feel that it is yet ready to be implemented in prac-
tice. Thus, additional research is required. Furthermore, in order to support and
justify continuous effort in the development of SOSD, estimates about possible
cost savings through SOSD are necessary. Following the idea of DSR, the gained
knowledge through this evaluation episode will guide further development of the
tentative design in future iterations. This research has shown that it is of utmost
importance to enable manufacturers to determine their delivery-dependent costs
to enable the application of SOSD in industrial maintenance. In addition, this
research also shows that participants fear untruthful behavior in SOSD. Thus,
this should be further investigated. By investigating strategic behavior in SOSD,
we also address and contribute to the challenge of lack in trust and transparency
within SOSD. Finally, some algorithmic concerns should also be addressed.

8 Conclusion

In this work, we conceptualized current service delivery approaches in service
systems as provider-oriented service delivery (POSD) and found that they are
inefficient from a holistic service system perspective. Grounded in service system
engineering and mechanism design, we propose system-oriented service delivery
(SOSD) to address the previously highlighted allocation inefficiency in POSD.
Our evaluation shows that the combination of system-cost optimization and
the introduction of a monetary compensation and benefit distribution mecha-
nism makes SOSD a Pareto improvement over POSD. Furthermore, based on an
interview-based expert evaluation, we find that whilst experts see great merit
in the idea of SOSD, they also identified challenges hindering the usability and
introduction of SOSD in industrial maintenance.

With the development of SOSD, this work contributes concrete methods to its
kernel theories of service system engineering and mechanism design. In addition,
by outlining areas for future research associated to SOSD, this work contributes
to the ongoing development of SOSD itself, to industrial maintenance—the most
prominent example of the under-researched discipline of industrial services [16]—
as well as to the top research priority of service delivery [32]. Even though
SOSD is in an early stage, there is already one imminent managerial implication
arising from it. Additional welfare can be created by overcoming organizational
boundaries and by optimizing from a holistic perspective.

Evidently, this work does not come without limitations that open avenues
for further research. In addition to common limitations associated to literature
reviews and interview studies, we see the following main limitations of this work:
First, we have demonstrated the relevance of this research through a literature-
based argumentation. Whilst this is a valid approach, we believe that an inter-
view study with experts from industry greatly improve the consideration of the
application domain and yield additional design requirements grounded in prac-
tice. Second, with regard to the current evaluation episodes, we note that SOSD
has not yet been evaluated from a summative perspective. Thus, this should be
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addressed in future work. Third, SOSD is still in a conceptual state and cannot
yet be applied in practice. Therefore, additional DSR cycles gradually developing
SOSD itself and increasing our understanding of the design space are necessary.
For that endeavour, the findings of the expert evaluation serve as a starting point
and guide future research. In addition, we should research the implications of the
decision to discard incentive compatibility as a mechanism property of SOSD.
Therefore, this work lays the foundation for future work to build upon in further
developing SOSD.
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Abstract. The transition into work is challenging for people with intellectual
disabilities (ID) and there are few digital services that support this process. The
transition involves several organizations and professionals that need to collaborate
and coordinate their documentation and their initiatives. This prototype paper
describes a self-reflective career tool designed to support young adults with ID
towards self-determination and transitions into work. The users are supported
through features such as mapping of interests, skills and abilities, goal setting
and progress overview. The prototype of the self-reflective career tool has been
evaluated formatively and is continuously redesigned and further developed. User
tests have shown the importance of enabling an understanding of concepts such
as skills, preferences and goals in regard to working life. The tool transfers the
ownership of the information to the young adults and enables the users to identify,
articulate and present their abilities in a visual and customizable manner.

Keywords: Career support · Self-determination · Intellectual disability

1 Introduction

Research confirms that in recent years there have been fewer - not more - people with ID
included inNorwegianworking life [1]. This sits in contrast to broad political and general
public consensus in Norway that society should facilitate such work participation. Based
on an Action Design Research (ADR) project [2], with the expressed aim to involve
users in each stage of the innovation work, we have found that the transition from upper
secondary school toworking life is part of a complex context that involvesmany different
actors with mutual dependencies. In this prototype paper, we describe the design of a
self-reflective career tool for persons with ID working as a supportive vehicle to enable
ownership and agency in the transition from secondary school and their next steps in
life.
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2 Design of a Self-reflective Career Tool

Today people with ID are mapped and categorized in their early life - by schools, by
municipalities and by careers according to their skills and abilities. However, the infor-
mation is not owned nor formulated by the person him- or herself and there is a need to
not only collate information, but to develop the ability to articulate preferences and per-
spectives particular to each person. A focus group sessionwith a day-care center revealed
the importance of individual mapping of needs. “So, after all, there are so many things
that need to be mapped out before they are suddenly put into a job. Is it a job that suits
them? Is there anything he can master? Is it getting too much, is it getting too little?”
Focus group sessions with parents revealed the need to initiate work preparation earlier
than today’s’ practice. “I think that the last year in high school should have been bet-
ter planned, that it was not so unpredictable what we went to …” Thus, our aim is to
innovate beyond the problem situation of today, and to enable a set of actors to become
proactive in their relationship to their environment [3]. Therefore, we are designing a
self-reflective career tool that supports young adults with ID in self-determination and
transitions into work.

The prototype comprises six main parts: (1) login and user details, (2) mapping of
skills and abilities, (3) mapping of interests, (4) goal setting, (5) progress evaluation
and (6) generating a CV. Most of our prototyping and testing so far have been based on
number 2, 3 and 5. The aim is to find a way to enable and inspire the user to map their
skills, abilities, interests and needs. Aspects of gamification and positive feedback have
been tested. For example, by using a leveling system inspired by RPG games, and by
giving achievement badges. The design and concept work are also based on mood words
like “progress”, “fun” and “inspirational” (Fig. 1).

Fig. 1. Two early sketches on finding ways to visualize progress in the artifact. The white space
will gradually be filled with images and icons based on the user’s interests and preferences.
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It is central to visualize progress to communicate what the user has achieved, what
the next step is and how to reach that step. Inspired by TV and mobile games, we have
been prototyping a “road” where the user has to solve different tasks to get to the next
level. Bymapping interests and defining goals, the “road” will be personalized by adding
images and icons that are user-dependent and that the user can relate to. The user tests
have shown that smiley faces combined with colors are the preferred grading of personal
skills and abilities. Mapping of interests have been tested in two versions. The image
in the middle shows a version where the user chooses what he/she likes or dislikes by
sliding the icon to the left or the right. The image to the right shows a version where the
user actively selects what he/she like or dislike (Fig. 2).

Fig. 2. Mapping of skills and abilities and two versions of mapping of interests.

3 Significance to Research

Drawing on previous research on intellectual disability and self-determination, we
formulated a number of design principles to support the design of the artifact. The
background for these design principles is briefly described in the following section.

ID is characterized by a limitation of cognitive functions that can be associated with
learning, adaptive functioning and skills [4]. The classification of ID is by four main
categories;mild,moderate, severe and profound ID.Research in disability studies reports
difficulties connected to different areas depending on individual needs and abilities.
However, limitations can be identified in communication skills, memory, cognitive load,
reasoning, understanding andmanaging behavior and emotions as well as understanding
of abstract concepts [5]. Thus, all these areas have to be accounted for in the design
process and in the design and development of the prototype.

The design and development were influenced by theory on self-determination and
the ‘functional model of self-determination’ which constitutes a philosophical approach
that suggests that all actions are in some sense ‘caused’. The term can be described as a
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characteristic within a person which determines the action of that person [6]. Based on
literature in psychology and special education, Wehmeyer suggested an initial definition
of self-determination that refers to “the attitudes and abilities required to act as the
primary causal agent in one’s life and to make choices regarding one’s actions free from
undue external influence or interference” [7, p. 305]. People who are causal agents are
therefore able to cause things to happen in their life rather than other things causing
them to act in certain ways [6]. Within disability research, self-determination has been
defined within the context of Causal Agency Theory as a “dispositional characteristic
manifested as acting as the causal agent in one’s life. Self -determined people (i.e., causal
agents) act in service to freely chosen goals. Self -determined actions function to enable
a person to be the causal agent in his or her life” [6]. Causal Agency Theory gave us
some overall aspects that are of importance for the artifact to support: volitional action
(to make a conscious choice based on one’s preferences), agentic action (to direct action
to achieve an outcome) and action-control beliefs (to believe that one has what it takes
to achieve a goal).

Our work makes two main contributions to research. Firstly, it extends previous
research on self-determination [6, 7] to the design of digital artifacts. The insights from
this work will be presented as design principles to share the knowledge with other
researchers and designers. Secondly, the insights from the design sessions and field
evaluations will support research on user involvement of persons with ID [8].

4 Significance to Practice

The self-reflective career tool supports self-determination for young person with ID,
something which is essential for supporting conscious life-decisions such as self-
reflection and work ambitions. The described prototype enables users to map skills and
abilities, work on goal setting and view their progress towards employment. It will also
support teachers, parents, potential employers and other support services in mapping
the needs and abilities of the individual person. The described prototype also trans-
fers the ownership of the information and a such the story to the individual, compared
to current practice were both the information and the story is documented and owned
by different institutions such as municipalities, healthcare units and work agencies. The
self-reflective career tool will support transitions into work.Work participation is impor-
tant for social inclusion and do not only provide an income but also impacts self-esteem,
social networks, daily structure and well-being [9, 10]. The self-reflective career tool
will therefore be important for young adults with ID, next-of-kin, coordinators, teachers
and employers.

5 Evaluation of the Artifact

To evaluate the prototype, we have currently performed three user tests together with
students with ID attending secondary school. One group (3 students) has participated in
two user tests and one group (5 students) has participated in one user test. In the first
test, we introduced the project during a lunch to ensure an understanding of the research
and to establish trust between the students, the designer and the researchers. A paper
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prototype (Fig. 3) was used to carry out user tests with each student. During the test,
the students were asked to complete five main tasks. They accessed the service, added
information about a school they had attended and three favorite subjects, a previous
internship and work tasks, and characteristics that described them as persons. As a
final task, they selected among a number of predefined interests. After the user test, the
students took part in an individual interview focusing on future employment, skills and
abilities, personal development and decision-making. The test confirmed the relevance
of the first prototype and revealed the need to clarify and support the understanding of
different abstract concepts such as contact person, needs and work reference.

Fig. 3. The first user test and the paper prototype

In the second test we introduced the project during a coffee break to a new group of
students and talked about future employment. As a group, we then drew out sketches of
how we could visualize our individual skills and abilities. A first version of the digital
prototype was then used to carry out a user test on an iPad with each student. During
the test, the students were asked to complete four main tasks. They accessed the service,
added their contact information, information about a school they had attended and three
favorite subjects and a goal that they would like to achieve. The test gave us insights on
the involvement of persons with ID in a design process. For instance, the importance of
getting to know the users, stressing that the intention is not to evaluate the students but
the prototype and providing continuous positive feedback.

In the third test, we visited the same group of students who participated in the first
test. We started with a user test, one task was carried out on paper and one task was
carried out using the first version of the digital prototype. The paper prototype focused
on visualization and grading of skills and abilities and the digital prototype on mapping
of interests. After the test, we discussed three different areas: leisure activities, skills
and abilities and prerequisites for job satisfaction. The test revealed that smileys are
the preferred way to grade skills and abilities, that students are aware of their need for
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adjustments in future work situations and that the artifact needs to guide users to identify
and formulate individual skills and abilities.

6 Future Work

Students will be able to use the artifact on smartphones, tablets and computers. It is
intended to be used both individually and together with teachers and other significant
persons depending on the student’s cognitive ability.We plan to further evolve the design
and evaluate the artifact and the design principles through continuous user involvement,
both in real settings and in a usability lab. We plan to also develop social interaction
– such as teachers, parents or a career may partake in adjusting the use of the tool. A
link to a screencast of the latest version of the prototype can be provided by contacting
the authors.
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Abstract. The digital transformation has led to the rise of data-rich service sys-
tems, in which organizations engage in data collection and analytics activities.
Analytics-based services (ABS) are offered, enabling customers to make better
decisions and providing assistance in solving more complex problems – thereby
creating new customer value. The successful application of ABS requires the con-
figuration of data and analytical models. These are usually spread across different
organizational entities within the service system. Therefore, the orchestration of
collaborative activities is key in creating customer value. This brings a new level of
complexity for service design teams to develop new and innovativeABS solutions.
This paper presents generic design knowledge that enables researchers to develop
methodological assistance for these teams in the field of ABS in the future. Fur-
thermore, it illustrates this design knowledge by presenting a canvas-based tool
that offers a systematic view on the system-wide key activities required in ABS.

Keywords: Analytics-based services · Key activity orchestration · Data-rich
service systems · Service design · Design science research

1 Introduction

Organizations continuously strive to harness newdigital technologies in service offerings
as it is an effective way to secure market position or to open up newmarket opportunities
[1, 2]. In the wake of the ongoing digital transformation, new ways of collecting and
transmitting large volumes of data are established and advances in information systems
technology provide the means to analyze them [3, 4]. As a result, service systems have
turned into data-rich environments that yield opportunities to create new customer value
in novel service offerings [5, 6]. However, systematic approaches to leverage data and
create new value propositions for customers have not been sufficiently explored and,
as a consequence, organizations still experience difficulties in finding new, innovative
ways to exploit these technological trends [7, 8].

The need for better guidance during service design becomes evident in the context
of analytics-based services (ABS). ABS are a new type of services that builds upon
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data and applies analytical methods (“analytics”) assisting customers in making better
decisions and solving more complex problems [9]. The data that is used for this purpose
is often distributed throughout the entire service system [10]. For instance, customers
may generate data on their own mobile devices through tracking functions, which can
provide a valuable basis for fitness applications [11]. Likewise, business partners may
provide vital data sources, e.g. machinery data they operate in the field [12]. Similarly,
analytical skills and capabilities are usually distributed across different organizational
entities of the service system that have specialized in analysis and the configuration of
analytical models [13]. In essence, a proper orchestration of these activities – reaching
from data collection to the execution based on analytical outcomes – is necessary for
creating the desired customer value and harness the benefits of digital technologies.

Service design has the potential to provide assistance in this regard. Described as a
multidisciplinary approach that brings to life new service ideas, it is key to the creation
of new service offerings. It provides organizations with the mindset, processes and
methodological tools that enable iterative and holistic guidance to create new services
[14]. Despite the rich set of methods and tools that exists for service design in general
[15], dedicated support for the design of ABS remains scarce. This is particularly evident
regarding the orchestration of key activities within service systems – arguably due to the
fact that the field at the intersection of data, analytics and service design is still relatively
new [16, 17].

Against this backdrop, the objective of this research is to provide methodological
guidance for service design teams in developing new ABS; especially with regard to
a guided orchestration of key activities within a service system. For that purpose, we
propose a design science research (DSR) project that seeks to address this crucial gap
in the service design literature raising the following research question: How can we
design methodological tool assistance that facilitates the orchestration of key activities
in analytics-based services?

This research should contribute to the ongoing discourse on harnessing digital tech-
nologies. First, we are able to provide insights on the design of methodological tools
assisting in the service design process. We suggest a comprehensive conceptualization
in form of design principles that are demonstrated and evaluated using the presented
artifact. Second, we introduce a canvas-based artifact, the Key Activity Canvas. As our
evaluation results suggest, the artifact provides practitioners with a viable means in
purposefully orchestrating the key activities during service design.

Below, we first present the foundations of our research and review related work. This
is followed by our research methodology in Sect. 3. Next, we present our findings in
form of generic design knowledge, the artifact instantiation, and its evaluation. We then
discuss our findings and close with a conclusion.

2 Foundations and Related Work

2.1 Using Analytics-Based Services for Creating Customer Value

Advances in information technology have led to the fact that almost every action in mod-
ern service systemsgenerates data [18]. Sensors, for instance, allow to continuously sense
machines’ surroundings, condition and state in real-time [19]. Coupled with, e.g., new
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cloud technologies providing scalable processing power and user-friendly applications,
organizations are increasingly empowered to benefit from the availability of that data
through the use of analytics in providing new service offerings [4].

An early distinction of novel service offerings that occur from the proliferation of
data and advances in analytics technology is made between data-as-a-service (DaaS) and
analytics-as-a-service (AaaS) [13]. The former focuses on providing raw and aggregated
content. The latter refers to services that utilize a variety of common analytical methods
and infrastructures, which can be adapted to industry- and company-specific require-
ments. While this notion focuses on business-to-business applications, Huang and Rust
[20], amongst others, add that data containing information about customers allow to bet-
ter understand why customers make decisions and behave in a certain way; thus, creating
new opportunities to providemeaningful value in new customer-facing services. Similar,
smart services allow organizations to leverage sensor-equipped, connected products in
the field for additional service offerings [3, 19]. Using the provided data, organizations
are able to offer contextual and preemptive services to their customers [6, 21], leading
to a closer relationship throughout the entire life cycle of their products.

Regardless of different concepts or terms, current research in this area consistently
describes the use of data and analytics as the basis for new value propositions; either
in stand-alone offerings or bundled with an existing product or service. In the scope
of this research, we will not further differentiate between services that build upon data
from specific sources (e.g. smart, connected objects), or a specific type of analytics
(e.g. descriptive, predictive, or prescriptive). Instead, we take a broader perspective and
generally refer to services, in which analytics applied to data significantly contribute to
value creation as analytics-based services.

2.2 Service Design and the Role of Tool Assistance

Service design is described as a formalized approach that serves to develop new and
innovative service offerings [14]. Referring to ABS, service design can thus serve as a
means to develop new ABS. Various researchers (e.g., [22]) have developed conceptual
frameworks inwhich they define the necessary steps for the development of new services.
In essence, these processes consist of five fundamental activities [22]: 1) opportunity
identification, 2) customer understanding, 3) concept development, 4) process design,
and 5) refinement and implementation.

Methodological tools play a crucial role in assisting service design teams during
these dedicated activities. Service design teams typically consist of multidisciplinary
teammembers [14]. In the context of ABS, this means that members may originate from
the 1) service marketing and operations, 2) information technology, or 3) data science
discipline to contribute with their different backgrounds and competencies. In order to
manage and channel this diversity for successful service design, various models have
been proposed that are commonly referred to as visual inquiry tools [23]. These tools
methodologically support service design by determining how team members (visually)
frame a problem. This enables the team to refer to the same structure of the problem,
thus creating a joint basis for collaboration. Often visualized in canvas-based, one-page
frameworks, these artifacts also provide the opportunity to easily communicate service
ideas [24].
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In sum, visual inquiry tools play a crucial role in the service design process. Yet,
despite their crucial role during service design, tools supporting the design of ABS
still remain limited. Recent research introduces visual inquiry tools to better identify
different sources that may provide data for ABS [25] or to better link data resources
to value propositions [26]. Nevertheless, our review of literature unveiled a surprising
lack of methodological assistance guiding the actual conceptualization of necessary
activities in ABS; i.e. the orchestration of the key activities reaching from collecting
data to delivering value based on analytical outcomes. Considering the complexity to
configure these activities in modern, data-rich service systems, this is a crucial gap that
needs to be addressed.

3 Overview of the Design Science Research Project

The objective of this research is to explore design knowledge for tools capable of sup-
porting service design teams by guiding the orchestration of relevant key activities in
ABS. We follow a design science approach as DSR can be particularly useful in the
context of service design by contributing to the development of new constructs and
methods [27]. Following the approach proposed by Kuechler and Vaishnavi [28], we
structured our research iteratively along the five phases problem awareness, suggestion,
development, and evaluation in two consecutive iterations (cf. Fig. 1).

Awareness of
Problem

Literature review
Interview series (n=19)

Further reading on knowledge
discovery

Suggestion Synthesis findings in MR Refinement of MR

Development Deduction of DP
and instantiation of artifact

Deduction of DP and
instant. of improved artifact

Evaluation
Expert evaluation in exploratory 

focus group interviews (n=21)
Illustrative application 
and logic argumentation

Conclusion Focus group analysis
Evaluation analysis and 
planning further research

General Design 
Science Cycle Design Cycle 1 Design Cycle 2

Fig. 1. Overview of our consecutive design cycles and their research activities.

For the first cycle, we started with a literature review of relevant research in order to
gain a deeper understanding of the academic discourse. Despite the focus the topic has
received in research and practice [17], our review of the literature revealed a surprising
lack of support for ABS design (cf. Sect. 2.2). We also conducted a series of interviews
with practitioners, who are involved in the development of ABS in their organizations
to obtain an understanding of the actual circumstances and issues in practice. Inter-
view participants were purposefully sampled from an innovation management, product
management, engineering, and IT background. In total, we collected 19 semi-structured
interviews in which we asked the participants about current service design activities,
involved actors, required competencies, and challenges they had experienced so far. The
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interviews were transcribed and analyzed following an abductive coding approach [29].
A detailed description of the diverse findings we revealed from this series of interviews
is reported in [30]. Based on these findings, we identified a set of meta-requirements
(MR) describing generic requirements that must be fulfilled by any artifact [31]. On this
basis, we derived design principles (DP) that encompass generic functions and capabil-
ities of designed artifacts [32]. We instantiated the DP in the form of an initial artifact
and subsequently evaluated it in an exploratory focus group setting with practitioners
[33]. The positive results of the workshop showed us that the proposed and instantiated
functionalities described in the DP had a certain validity.

We started the second cycle with further reading on knowledge discovery in
databased and data mining projects to enrich our design’s conceptual foundations. Since
identifying insights in data plays a central role in ABS, this appeared to be a suitable
theoretical lens. We refined the existing MR and DP accordingly and instantiated a new
artifact. For evaluation purposes, we illustratively applied it to a typical case of ABS
within the author team [34] and used logic argumentation to better understand why the
artifact works and to identify possible pitfalls during its application [35]. The results of
both design cycles are presented below. An overview of the different methods conducted
in each design cycle is shown in Fig. 1.

4 The “Key Activity Canvas” for Guiding Key Activity
Orchestration in Data-Rich Service Systems

4.1 Meta Requirements and Design Principles

Based on two consecutive design cycles outlined in Sect. 3, we identified four MR and
three associated DP to contribute to design knowledge for methodological guidance
of service design teams to facilitate the orchestration of key activities in ABS. In the
following, we provide a more detailed description of the MR and DP.

Located in the field of service design research, the field of application for our intended
artifact is highly multidisciplinary [14]. As we had learnt from our interviews with
domain experts, service design teams are usually composed of different disciplines such
as 1) service marketing and operations, 2) information technology, or 3) data science.
Tools must therefore be designed in such a way that all steps necessary for application
can be identified even without discipline-specific knowledge. Thus, we form our first
MR as: Tools in ABS design are required to be applicable in multidisciplinary service
design teams (MR1).

Interaction plays a key role in the service system concept. As literature points out,
service systems are understood as networks, in which services are co-created for mutual
benefit through interaction between individuals, technology and organizations [36]. In
order to take this conceptual foundation into account, tools for designingnewABSshould
consider all participants of a service system and be able to reflect different perspectives
on the ABS under consideration. This notion forms our secondMR: Tools in ABS design
are required to provide a system-based view on the ABS (MR2).

Related application areas such as business modelling have recently seen a rapid
increase inmethodological tools such as the businessmodel canvas, the value proposition



Please Tell Me What to Do – Towards a Guided Orchestration 431

canvas or the strategy alignment map [37]. Similarly, these tools also aim at improving
the collaboration of (business strategy) teams. Avdiji et al. [23] emphasize that the
popularity and success of these tools is due to their ability to visually frame the underlying
problem by using an ontology to abstractly represent the business world to eliminate
conceptual and terminological ambiguities between team members. Additionally, such
an abstraction reduces complexity. Thus, our thirdMR becomes: Tools in ABS design are
required to use a basic abstraction that structures and visually represents the underlying
problem (MR3).

Service design projects are characterized by creative and iterative working practices.
Service ideas are developed, adapted, rejected, archived and sometimes even reactivated.
In order to meet these working habits, effective documentation of outcomes is critical.
Ebel et al. [38] suggest providing a repository of shared material with guidelines and
tutorials offering assistance on how to use it. They stress the importance for creating a
shared understanding, especially among heterogenous teams. The authors propose the
use of standardized templates to create, compare, and communicate ideas. This advice
forms our fourth MR: Tools in ABS design are required to use a standardized format
throughout the service design project (MR4).

We aim to design a methodological tool that facilitates service design teams to
properly orchestrate the key activities within the service system of the intended ABS.
ABS focus on providing meaningful value to customers by applying analytics to data.
Building on seminal contributions on processes to systematically extract actionable
knowledge from databases [e.g. 39], we combine MR1, MR3, and MR4 into our first
DP: Provide a basic abstraction of the required activities in the ABS according to the
underlying data mining process (DP1).

ABS require different interactions in the service system. Predominantly, organiza-
tions offering ABS interact with business partners, e.g. to share analytical capabilities,
and with customers, e.g., to use customer-specific data. Thus, we combine MR2 and
MR3 to form our second DP: Provide a system-based view on the ABS by representing
the organization’s, customers’, and business partners’ perspective (DP2).

To prevent DP1 from contradicting MR1, extra guidance should be provided to
service design team members that are not familiar with data mining terminology. Thus,
addressing MR1, we formulate our third DP: Provide guidance and explanations for
usage to allow an easy understanding of data mining related activities (DP3).

4.2 Instantiation

To instantiate the DP, we decided on a canvas-based format that allows for easy evalua-
tion of the artifact with practitioners (cf. Fig. 2). We used the activities described for data
mining [39] as phases to structure the conceptual key activities of the ABS horizontally
from the initial data collection to the application of the findings (cf. DP1). Secondly, we
vertically subdivided each activity phase into a customer, company and partner perspec-
tive (cf. DP2). Key activities are now identified by first collecting for each phase whether
and in what form these three entities can contribute to the fulfilment of the activity using
post-its. This collection allows the development of alternative activity configurations in
a second step. To illustrate the preferred interactions, an interaction can be illustrated in
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each phase by filling in the dotted arrows. To ensure that the phases remain explanatory,
we added guiding questions for each subdivided phase (cf. DP3).

Fig. 2. Instantiation of the proposed MR and DP – the key activity canvas.

5 Demonstration and Evaluation

In order to evaluate the Key Activity Canvas and the functionality of its underlying
DP, we consulted the framework for evaluation in design science (FEDS) to develop
an overall strategy [35]. We decided to follow the human risk & effectiveness strategy,
which should be selected “if a critical goal of the evaluation is to rigorously establish
that the utility/benefit will continue in real situations” [35, p. 82]. The authors suggest
starting with artificial and formative evaluations early in the project, but then progressing
quickly towards naturalistic settings in summative evaluations (Fig. 3).

For that purpose, we evaluated our initial prototype at the end of design cycle 1 in a
focus group workshop. We purposefully sampled the workshop participants recruiting
them in their capacity as service design experts currently engaging in ABS initiatives.
In total, 21 practitioners from 10 different companies across multiple industries partic-
ipated in our workshop (cf. Table 1). We provided a brief introduction to our research
topic and our prototype. Afterwards, we formed three groups and each group applied
the prototype to a real-world case that was provided by one of the group members.
Subsequently, we interviewed each group in a focus group interview according to the
guidelines of Tremblay et al. [33] focusing on the demand for such a tool in their ser-
vice design practices, the understandability of the instantiated design principles, and the
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Fig. 3. Overview of the evaluation strategy and the individual evaluation episodes [35].

functionality a canvas-based prototype provides to them. In sum, we received positive
feedback regarding the applicability of such a tool in service design. Regarding the func-
tionality and understandability, we received valuable feedback, e.g., to refine the guiding
questions included in the artifact.

Table 1. Overview of the workshop participants during evaluation episode one.

# Industry Revenue Firm size (employees) Participants

1 Consumer goods <e20M <50 2

2 Education 2

3 Fashion industry 1

4 Manufacturing e20M–e250M 50–1.000 4

5 Public sector 3

6 Manufacturing 3

7 Education 3

8 Metal processing 1

9 Financial services e250M–e600M >1.000 1

10 Manufacturing 1

For the second evaluation episode, we decided to apply the refined artifact ex-post to
a ‘typical case’ [31] of a real-world ABS use case described in [6]. The objective in this
episode was to demonstrate the prototype’s ability to orchestrate the activities of ABS
in service systems and we used logic argumentation to evaluate the outcome’s validity
[40]. We plotted the canvas and filled it out with sticky notes and markers and discussed
possible alternative activities the ABS could (theoretically) build upon. Particularly the
opportunity to conceptualize the involvement of customers in the provision of services
became evident and was accounted as an asset for service design attempts.
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6 Discussion

6.1 Implications for Research and Practice

This ongoing research presents a canvas-based tool that provides service design teams
with methodological guidance on how to orchestrate the relevant key activities of ABS
in practice. We consider the artifact presented as an improvement, as it represents a new
solution to a common problem [41], and as a type method, as it provides conceptual
yet actionable instructions for practice [40]. In this section, we aim to highlight the
implications that the introduction of the Key Activity Canvas raises for research and
practice.

Service systems are commonly referred to as networks composed of individuals,
technology, and organizations, in which services are based upon the interaction between
different entities to co-create value [36]. While this basic abstraction has received wide
acceptance among researchers and practitioners as a paradigm to reflect a service-
dominant view on modern economies [17, 18], it provides little guidance for organiza-
tions to actually design newvalue propositions for its customers [5].With the liquefaction
of data throughout the service system [42] and easier access to analytics capabilities [4],
service design teams are more than ever challenged to orchestrate the required system-
wide ABS interactions to achieve meaningful value for its customers. The insights into
our design and development process might advise researchers how to develop method-
ological tools guiding ABS-related design in general. Zooming in on visual inquiry tools
and considering them in the field of ABS-design, our findings are in line with Avdiji
et al. [23]. Building on their conceptual notions, our artifact (1) distinctively frames the
problem of service design teams, (2) develops a shared visualization, and (3) guides the
joint inquiry of service design teams. We instantiate these higher-level principles in the
context of ‘orchestrating key activities in data-rich service systems’ and thus extend them
to the specific field of ABS design. Zooming out, we can also refer to recent research
indicating that DSR can be useful for service design research by supporting the develop-
ment of new artifacts such as service design methods and tools [27]. Our work provides
an illustrative example how this can be achieved and thus might advise researchers with
actionable insights.

Furthermore, the introducedKeyActivity Canvas illustrates the, so far, missing guid-
ance to orchestrate key activities in data-rich service systems systematically. Reflecting
the system-, analytics-, and interaction-perspective, the tool provides a viable means to
foster the joint inquiry in multidisciplinary teams to orchestrate the activities of new
ABS. Thus, we believe the tool immediately impacts the work of service design teams
in practice.

6.2 Limitations and Future Research

Our research certainly comes with some limitations. First, our artifact so far lacks a
summative evaluation. Although we based the current design on two design cycles,
each containing an evaluation episode, the evaluations remained formative. Therefore,
a subsequent design cycle is necessary to assess the extent to which the artifact meets
expectations, e.g. with respect to the usefulness of the tool in service design projects
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under real-world conditions. Second, we note a limitation with regard to sampling the
workshop participants in the first evaluation episode, which we based on a convenience
sample. While we recruited the participants in their capacity as members of ABS design
initiatives in their organizations, the sample predominantly represents small andmedium
size enterprises. Previous work emphasizes that this type of organization faces unique
service design challenges that do not necessarily apply to larger organizations [e.g. 43].
Therefore, future evaluation episodes should also consider larger organizations.

These limitations, in turn, pave the way for our future research activities in this DSR
project. To this end, we plan to conduct a third design cycle in which we aim to fine-tune
our design principles based on the analysis of the evaluations previously conducted.
Subsequently, we strive to carry out a field study, in which we aim to evaluate the refined
artifact in a summative manner. Following Checkland [44], that evaluation episode will
focus on the effects the artifact respectively its underlying design principles has on
(1) efficacy, i.e. whether it supports and improves the outcomes, (2) effectiveness, i.e.
whether it can be successfully used by the individuals and the team, and (3) efficiency,
i.e. whether it requires an inappropriate amount of time or other resources. Ultimately,
we hope to identify testable propositions that may lead to more general knowledge about
the design of methodological tools that assist in designing ABS in the future.

7 Conclusion

In thewake of the digital transformation, ABS provide organizations with novel opportu-
nities to harness digital technologies in new customer-facing services. Yet, the successful
design of new service offerings is hindered by challenges like the orchestration of the
key activities in ABS within the service system.

To tackle this challenge, this research derives theoretically grounded DP method-
ological assistance tools should generally follow. The elaborated MR and DP may serve
as a knowledge base that allows to develop a new class ofmethodological tools dedicated
to the support of ABS design in general. Additionally, we introduce the Key Activity
Canvas – a novel tool for service design teams in practice that strive to develop new
ABS offerings and we believe this contribution immediately impacts the work of service
design initiatives in practice.
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Abstract. Through progressive technological advancements, the impor-
tance and relevance of platform-based business models are proliferating.
On the one hand, in the context of the internet of things, platforms
enable the interactions between smart products and service providers
and offer basic functionality to develop data-based smart service appli-
cations. On the other hand, multi-sided platforms efficiently network dif-
ferent groups of actors—for example, providers and consumers of smart
service applications. In both cases, companies face the challenge of devel-
oping a complex socio-technical smart service system (SSS) comprising
networked actors, smart products, and IT infrastructures, such as dig-
ital platforms. Conceptual models are established artifacts to facilitate
efficient and unambiguous communication and support the development
and integration of technical systems. The purpose of this paper is to
design, demonstrate, and evaluate a domain-specific modeling language
for the conceptual design of platform-based SSS. The presented modeling
language is the first one to integrate hitherto separate research streams
on SSS and digital platforms. It is demonstrated with the real case of a
mechanical engineering company and evaluated conceptually.

Keywords: Smart service systems · Digital platforms · Conceptual
modeling · Modeling language

1 Introduction

Propelled by the rapidly advancing digitization—the binary conversion of anal-
ogous information into a digital format [29]—physical products are increasingly
capturing status, usage, and context data. By analyzing and interpreting these
data, products are transforming into smart products [7]. Based on the data cap-
tured by intelligent technical systems, completely new digital services can be
established [7]. Thereby, manufacturing companies are enabled to implement
service-oriented business-models and offer holistic solutions, integrating goods
and services to meet complex and specific customer needs [3].

Further, service providers can engage with a platform-based service system
as a third-party contributor [8] to access existing resources and offer added value
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(e.g., smart service applications). Digital platforms are essential for networking
involved actors [30]—including humans and technical systems [17]—and enabling
interaction and information exchange [8].

However, companies face profound challenges in the design and implementa-
tion of successful platform-based smart service systems (SSS). Designers must
identify and specify all relevant elements of a SSS in a complex cross-company
design process [5]. They have to identify actors and their tasks for service pro-
vision and co-creation of value as well as points of interaction between these
actors [4]. The designed concept of an SSS is relevant to all parties involved in
the development and provision of smart service and smart products. Therefore,
companies need the means to communicate their SSS concept in varying degrees
of detail, depending on the phase of the development process.

In Information Systems research, conceptual models support the integra-
tion of different actors and their IT applications and enable more effective and
unambiguous communication in interdisciplinary teams [3]. Therefore, to address
the designer’s challenges, companies can use a conceptual modeling language to
design models of platform-based SSS. Several modeling languages have been
proposed, most of which focus on the process of value co-creation [3,28] or the
configuration of value propositions [1,25]. However, these languages do not tar-
get the design of (smart) service systems but address specific aspects of these
systems. Additionally, the essential role of digital platforms is not taken into
account. Today, only one approach explicitly targets modeling SSS: Huber et
al. [15] present a modeling language focusing on resources and their relationships.
However, their approach limits available roles, lacks expressiveness and different
levels of abstraction, and does not include platform-specific characteristics.

The objective of this paper is to develop a conceptual Domain-Specific Mod-
eling Language (DSML) that can be used as a tool for designing, reflecting,
and analyzing platform-based SSS. Furthermore, the integration of constructs
from the literature on SSS and digital platforms in a meta-model enables the
understanding of elements in a platform-based SSS and their relationship.

The paper proceeds as follows. In Sect. 2, SSS, digital platforms, and exist-
ing modeling approaches are discussed. In Sect. 3, the design of the DSML for
platform-based SSS is explained and justified. In Sect. 4, the design, demonstra-
tion, and evaluation of the IT artifact is reported. Section 5 concludes the paper
and motivates further research.

2 Related Research

2.1 Smart Service Systems

Service is “the application of specialized competencies [. . .] through deeds, pro-
cesses, and performances for the benefit of another entity or the entity itself” [31,
p. 26]. Here, service refers to the value-in-use that is co-created in interactions
between service providers and service customers [31]. More specifically, “digital
service refers to making any asset or capability applicable to others using infor-
mation technology, thereby enabling digital processes of value co-creation.” [6,
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p. 784 (emphasis added)]. This value co-creation takes place in service systems,
which are “configurations of people, technologies, and other resources that inter-
act with other service systems to create mutual value” [18, p. 395].

By introducing smart products into digital service systems, smart service
can be realized [6]. In SSS, “smart products are boundary-objects that integrate
resources and activities of the involved actors[, i. e., the service provider and
the service consumer,] for mutual benefit.” [7, p. 12]. They “network digital
competencies of the actors involved in a digital service system and/or mediate
their interactions. [...] Therefore, a smart service integrates physical and digital
competencies in a complex socio-technical service system.” [6, pp. 784–785]. The
integration and use of smart products generate distinct types of data based on
which smart service can be provided [7]. In SSS, actors—comprising humans as
well as technical systems [17]—perform tasks and interact with each other via
different interfaces to co-create value. Digital platforms can be used to network
involved actors and facilitate interaction.

2.2 Digital Platforms

Information Systems literature has defined different types of platforms, three of
which are essential for modeling platform-based SSS. In the context of smart
products and the internet of things (IoT), “IoT platforms provide the software
infrastructure to enable physical ‘Things’ and cyber-world applications to com-
municate and integrate with each other” [34, p. 1194 (emphasis added)]. As smart
products are essential for smart services, IoT platforms form the technical base
for the implementation of SSS. By utilizing application-independent functional-
ities of IoT platforms, IoT applications—or smart service applications—can be
developed and executed on an application platform [24,33].

In contrast, digital multi-sided platforms are not focused on the communica-
tion with or between smart products but “enable interactions between multiple
groups of surrounding consumers and ‘complementors’ ” [8, p. 163] based on
functionality that is provided by a platform owner [30]. Although there is a
multitude of different business models for multi-sided platforms, their structure
barely differs: Multi-sided platforms exist in an ecosystem of different groups of
actors and competing platforms [30]. Based on de Reuver et al. [10] and Van
Alstyne et al. [30], here, a multi-sided platform is conceptualized as consisting
of a platform core and a platform periphery. The platform core is provided and
managed by the platform owner. Complementors can interact with that core to
complement the platform with functionalities or offerings (e.g., (smart service)
applications or (smart) products) that are located in the platform’s periphery.
Different groups of consumers can interact with the platform to find a suitable
offering. Therefore, the platform matches an intent to consume with supply.

2.3 Modeling Languages for Service Systems

Modeling languages provide constructs, a meta-model representing their rela-
tionships, and graphical representations for designing models [3]. Using estab-
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lished modeling languages can increase the efficiency of conceptual modeling and
improve the explanatory power of conceptual models through using formalized
and clearly defined constructs [3]. To exploit these advantages, previous research
has developed languages for modeling service that often take a business value,
a business process, or an ICT perspective on service [25] (see Barros et al. [2]
for a comprehensive overview).

Modeling approaches that take a business value perspective focus on the
design or configuration of value bundles (e.g., serviguration [1], e3value and
e3service [25]), economic exchange in value networks [1,25], or interactions in
value networks (e.g., FlexNet [4]). These approaches focus on what to offer or
exchange and do not incorporate how this is done [25].

Process-centered approaches are used to model sequences of actions per-
formed by the involved actors. General-purpose modeling languages such as
Business Process Model and Notation [20] or Event-Driven Process Chains [27]
are widely used but do not represent domain-specific knowledge [13]. Thus,
using a DSML promises a higher integrity, clarity and comprehensibility of
models [12]. Approaches that focus explicitly on service processes (e.g., Service
Blueprinting [28]) are more deeply rooted in the terminology and mindset of ser-
vice research. However, they often focus on business aspects, such as customer
involvement but only peripherally consider technical aspects.

Languages that take an ICT perspective on service address web services,
technical interfaces, and (service-oriented) architectures [16,21]. They focus on
the design and provision of IT-services that differ substantially from a socio-
technical service system and are, therefore, of minor importance for this paper.

Common to these modeling languages is that they do not intend to model
an entire socio-technical SSS, but focus on specific aspects. Also, technical
systems—smart products and digital platforms—are not or only peripherally
considered instead of including them as actors performing tasks. Huber et
al. [15] present a modeling language to model SSS that starts from a different
theoretical basis comprising literature on service and IoT, but without including
concepts of digital platforms. A more detailed differentiation to this modeling
language is provided in Sect. 4.5.

All current modeling languages do not consider technical systems—either
smart products or digital platforms—as actors that perform tasks. The modeling
language presented in this paper addresses this issue and therefore takes an ICT
perspective. It also adopts a business perspective by aiming to model the involved
roles, the interfaces and boundary objects [7] between these roles, and tasks a role
has to perform. These tasks are modeled on an abstract level and are linked, but
without assigning a definite sequence to allow dynamic adaptions [15]. Therefore,
the presented modeling language does not take a process-oriented view.

3 Research Approach

The purpose of this paper is to develop a DSML for platform-based SSS—called
PS3—that can be used as a tool for designing and analyzing SSS. To design,
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demonstrate, and evaluate PS3, I applied the design science research method,
as proposed by Peffers et al. [23], in combination with design guidelines for
DSML, as proposed by Frank [12,13].

The design process took a problem-centered initiation focusing on overcom-
ing current deficiencies in the design of platform-based SSS. The objective is
to support designers in the development, communication, and implementation
of platform-based SSS by providing a conceptual modeling language. For the
design, relevant constructs for PS3 were identified from the literature on SSS
and digital platforms. The modeling language is specified by designing a meta-
model and a graphical notation. As proposed by Frank [13], I designed drafts
for the meta-model and the graphical notation and applied them to model ten
existing SSS (e.g., Babolat play, Tapio). The smart services were selected from
different industry sectors, which are provided on different platform types to
cover a broad spectrum of use cases. Based on the modeling results, PS3 was
evaluated via predefined requirements and the meta-model and the graphical
notation were refined in several iterations. For demonstrating PS3, I cooperated
with a mechanical engineering company that is just starting to develop SSS and
therefore requires a modeling language for their design, communication, and
implementation.

4 Modeling Platform-Based Smart Service Systems

4.1 Problem Identification

Companies that intend to design and implement SSS face several challenges.
They have to perform a cross-company development process [5] to identify and
specify the elements of the SSS and their relationships. They must distinguish
different human and non-human (groups of) actors [8] and their tasks for ser-
vice provision and co-creation of value as well as points of interaction between
actors [4]. Additionally, they must analyze the SSS to identify required resources
and competences for the design and implementation [5]. Also, they must decide
which roles to take on themselves and where partners are required. The designed
concept of the SSS is relevant to all parties involved in the development and pro-
vision of smart service and smart products. Therefore, companies are in need
of a conceptual model to communicate their design in varying degrees of detail,
depending on the phase of the development process [5]. Additionally, design-
ers have to take technical design decisions for which the entire SSS must be
considered. They must design interfaces and boundary-objects that enable the
cross-boundary integration of activities and transfer of information and knowl-
edge [7]. They must derive requirements for the design and implementation of
SSS elements, and decide for a partner’s solution [5].

4.2 Definition of Objectives

In the development process of SSS, designers face several challenges for which
a modeling language can provide support. By modeling a SSS, its elements are
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specified and their relations are defined, resulting in a comprehensive overview
of interrelationships and boundaries. The identified problems designers are fac-
ing are converted into specific requirements for modeling SSS, which are sup-
plemented by generic requirements for the design of a DSML as proposed by
Frank [13]. Therefore, the objective of this paper is to design a DSML for
platform-based SSS and thereby to support companies in the design, commu-
nication, and implementation of SSS. This design objective is detailed by the
following specific requirements:

R1. Mapping different roles in a SSS, incl. smart products and digital platforms.
Thereby, a company can identify the required competencies and resources
and decide what role(s) to take on in the service system. Also, the need for
partners can be identified.

R2. Assigning tasks for value co-creation to different actors. Thereby, require-
ments for the technical and organizational implementation of the service
system can be derived.

R3. Modeling interfaces and boundary-objects between the actors. Thereby,
designers can identify and specify points of interaction and resource integra-
tion at the interfaces between actors and their activities and responsibilities.

R4. Modeling SSS on different levels of abstraction. Thereby, a designer can
model a SSS idea at a higher level and detail the model during the service
development process while using the model as a basis for communication.

4.3 Design and Development

The design of PS3 is based on established constructs on SSS and digital plat-
forms. A meta-model integrates these constructs and a graphical notation,
including all constructs, makes PS3 applicable. It took several iterations con-
sisting of design, application, and evaluation to improve the modeling language.
Constructs. The constructs comprise sub-constructs as specialization.
Role. The literature on digital platforms distinguishes the roles of the platform
owner [30], complementors [8] (also called contributors [8] or producers [30]),
and customers or consumers [8,30]. The platform owner is responsible for the
technical development of the platform and coordination of complementors [14].
Complementors provide the platform’s offerings [30]. Here, the literature does
not differentiate between information, applications, or physical products. In the
context of SSS, two complementors are producers of smart products and (smart)
service providers. The roles of the service provider and service customer are
consistent with the literature on SSS [7]. The roles in a SSS can be fulfilled by
one or by different organizations.
Platform. In information systems research, a plethora of platform terms exist.
In the context of SSS, the three most relevant terms are focused to increase
the comprehensibility of PS3. First, IoT platforms are characterized by enabling
communication and interaction with smart products [34]. Second, application
platforms utilize generic functionalities and data provided by IoT platforms and
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provide the environment for the development and execution of (smart service)
applications [24,33]. Third, multi-sided platforms network different groups of
actors and enable their interaction [8].
Application. Porter et al. identify four successive types of smart service enabled
by smart products: Monitoring, control, optimization, and autonomy [24].
Enabled by sensors of a smart product and external data, monitoring of the
product and its operation and usage is possible. Control encompasses smart
service that control product functions and, therefore, enables a personalized
customer experience. Optimization refers to an improvement of processes, per-
formances, or the product operation. Autonomy describes autonomous acting of
smart products or platforms, including self-x capabilities [15].
Interfaces. Paukstadt et al. identify three types of interfaces towards the cus-
tomer: Device-based, smart product-based, and human-based [22]. Device-based
interfaces describe clients (e.g., web applications) that can be accessed by the
customer using devices (e.g., smartphones or tablets) that are not embedded in
the smart product. Service delivery via the smart product is, therefore, defined
as smart product-based. Human-based interfaces occur, where in addition to pro-
vision of smart service humans interact personally to co-create value in a SSS
(e.g., personal consulting services).
Tasks. PS3 does not target modeling processes, but assigning tasks to actors
in the sense of (technical) design decisions. Therefore, tasks for extended data
analysis and self-x capabilities, including data preparation, analysis, altering,
visualising, (remote) control, defining rules, making decisions, recommending,
initiating actions, and performing actions [7,15,24,26] are focused.
Data. Four different types of data are obtained by smart products: Status data,
usage data, context data, and location data [7].
Smart Product. Beverungen et al. identify seven properties of smart products,
of which the location, data storage and processing, and interfaces are covered by
previously described constructs. A unique ID and connectivity are not included
as constructs but connectivity is considered in the graphical notation of the PS3

modeling language. Therefore, the remaining properties of smart products are
sensors obtaining data and actuators performing physical actions.
Meta-model. Based on the identified constructs, a meta-model for PS3 was
designed (Fig. 1) [12,13]. The meta-model is designed as Entity Relationship
Model using the Chen notation with minimum and maximum values. It depicts
that two or more actors interact with each other via interfaces and perform
tasks while generating or using data. To reduce the complexity, the constructs
‘Smart Product’, ‘Role’, ‘Application’, and ‘Platform’ were generalized to the
construct ‘Actor’. This term was inspired by the actor-network theory, since “[a]
key feature of the theory is that actors are taken to include both human beings
and nonhuman actors such as technological artefacts.” [32, p. 468].
Graphical Notation. Since the PS3 modeling language is intended to be appli-
cable by companies that have no experience with modeling information systems,
it should be intuitive for the proposed use. Therefore, instead of using existing
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Fig. 1. Meta-model of the PS3 modeling language

abstract diagrams, e.g., Unified Modeling Language, a new notation has been
designed (Fig. 2). To deal with complexity [19], PS3 provides a container as basic
element structure that is used to model all elements of the SSS. This container
consists of a head and a body. The head includes the graphical notation of the
construct, its denotation, and a name. The body contains the specification of
the element and can be omitted in early design phases, while it specified in later
design phases. As proposed by Moody, each construct corresponds to a sin-
gle graphical symbol that are clearly distinguishable from each other, and their
appearance suggests their meaning [19]. The symbol for generalized constructs is
modified for the specialization, so that the classification is transparent. Thereby,
the number of different symbols can still be cognitively manageable [19]. Also,
the generalized symbol can be used if the instantiation is not yet defined.

4.4 Demonstration

The PS3 modeling language is demonstrated with the real case of a platform-
based SSS established by a mechanical engineering company (MEC). This com-
pany today offers storage systems as well as maintenance and consulting services.
They plan to extend their portfolio and benefit from their knowledge in a spe-
cialized field and their customers to provide smart service. They applied PS3

to model their smart service idea (see Fig. 3). Other companies that intend to
use PS3 can be guided by the steps performed by MEC. In a first step, the
roles were arranged. MEC takes on the role as producer in this SSS. We started
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Fig. 2. Graphical notation of the PS3 modeling language

with generic roles for the platform owner and service customer. In the second
step, we designed the smart product. Currently, the smart product only contains
sensors that generate data and a task for data preparation. The smart product
takes the role of a boundary object to integrate the service customer and the
producer. MEC plans to offer a smart service for monitoring the product’s con-
dition. Therefore, in the third step, we modeled a monitoring application in the
service provider’s area of responsibility. The application must be implemented
on an application platform. This application platform should have the ability to
store product data so that several different applications can access them. MEC
selected a solution for the application platform that fulfilled strategic and techni-
cal requirements. However, this application platform does not offer an integrated
solution for managing and communicating with the smart products. Therefore,
an additional IoT platform was added that provides this functionality. The tasks
MEC has to perform on the IoT platform are currently not specified (Fig. 3).

4.5 Conceptual Evaluation and Discussion

PS3 is conceptually evaluated in terms of meeting the general and specific
requirements based on multiple designed models. It fulfills all generic require-
ments as proposed by Frank [13]. First, all constructs of PS3 are based on
existing and known terminology from the literature on SSS and digital plat-
forms. Second, domain-specific constructs with invariant semantics are used.
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Fig. 3. Demonstration of the PS3 modeling language

Third, the constructs allow sufficiently detailed modeling and extension mecha-
nisms. Fourth, a clear differentiation of abstraction levels within a model is pos-
sible, since the elements are modeled in a nested manner. Fifth, the constructs
are clearly assigned to relevant representations. The PS3 modeling language also
fulfills all specific requirements. First, it is possible to map different roles in a
SSS. Second, tasks can be assigned to actors comprising humans (roles) and non-
humans (smart products and digital platforms). Third, it is possible to model
and specify interfaces and boundary objects. Fourth, by using containers, the
SSS can be modeled on different levels of abstraction.

The design of PS3 differs substantially from the modeling language presented
by Huber et al. [15]. First, the level of abstraction differs. In Huber et al. the
main constructs are Service, Service System, Resources, and Relationship while
the generalized constructs for PS3 are Actor, Interface, Task, and Data. There-
fore, Huber et al. take a global, system-centered perspective, while PS3 takes
a more detailed, actor-centered perspective. Second, there are significant differ-
ences in the resulting models. While Huber et al. focus on modeling interrelated
resources in at least two service systems for enacting service, PS3 focuses on
modeling actors in SSS and their interfaces and tasks to co-create value. Third,
Huber et al. limit available roles to service customers and participants, leaving
service providers and producers of smart products unconsidered. Additionally,
the language lacks the possibility of assigning detailed tasks to actors.

5 Conclusion and Outlook

This paper presents the design, demonstration, and conceptual evaluation of
PS3—a conceptual DSML for platform-based SSS—that can be used as a tool
for designing and analyzing SSS. The contribution of this paper is twofold. First,
PS3 can be applied as a tool in a service engineering process to design, analyse,
and communicate the concept of a platform-based SSS. Second, the presented
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meta-model is the first one to integrate constructs from the literature on SSS
and digital platforms and, thus, can be a starting point for future research.

However, this research is subject to limitations resulting from the design of
PS3 as well as the applied research process. First, PS3 focuses on the structure
of SSS without detailing processes or interactions. At this point other mod-
eling languages can complement the model. Second, the included constructs
may be incomplete. I dealt with this issue by including a generalized notation
that can be adapted for specific purposes. Third, PS3 was applied in coopera-
tion with a real company, but an empirical evaluation is outstanding. On the
one hand, visual expressiveness and comprehensiveness of PS3 should be ana-
lyzed [11]. On the other hand, the representational and interpretational efficiency
and fidelity should be evaluated [9]. Additionally, even though Moody’s princi-
ples for designing effective visual notations [19] were addressed during the design
of PS3, their fulfillment also needs to be evaluated.
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Geschäftsprozesse. Berlin, Heidelberg, 6, durchgesehene auflage edn. (1995)

28. Shostack, L.G., Kingman-Brundage, J.: How to design a service. In: Congram,
C.A., Friedman Margaret L. (eds.) The AMA Handbook of Marketing for the
Service Industries, pp. 243–261 (1991)

29. Tilson, D., Lyytinen, K., Sørensen, C.: Digital infrastructures: the missing is
research agenda. Inf. Syst. Res. 21(4), 748–759 (2010)

30. Van Alstyne, M.W., Parker, G.G., Choudary, S.P.: Pipelines, platforms, and the
new rules of strategy. Harv. Bus. Rev. 94(4), 54–62 (2016)

31. Vargo, S.L., Lusch, R.F.: Why “service”? J. Acad. Mark. Sci. 36(1), 25–38 (2008)

https://doi.org/10.1007/978-3-642-36654-3_6
https://doi.org/10.1007/978-3-642-36654-3_6
https://doi.org/10.1007/978-1-4614-1864-1
https://doi.org/10.1007/978-1-4614-1864-1


450 H. Lüttenberg
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Abstract. This paper reports on the design, adoption, and continued use of the
SISA News software. The software draws ideas from news syndication, the com-
munity of practice concept, ‘leaky knowledge in organizations, and microservice
architectures. It provides a news flow for the Swedish information systems com-
munity through RSS, Facebook, and the web. The news flow aggregates informa-
tion systems news from 18/20 Swedish IS departments. We evaluate the software
through a multi-level community detection analysis from 24+ months of news
consumption among 100 Swedish information systems researchers.

Keywords: News syndication · Research · Community · Leaky knowledge ·
Software · Design science research

1 Introduction

DeSanctis [6] expresses the importance of the information systems (IS) social life as
follows: “The social life of the IS research community is its future. How we attract and
retain members, and the nature of our scholarly discourse with one another, will be the
ultimate determinants of the legitimacy of the field.” (p. 394).

Improved transparency between departments, and stronger social relations, are likely
to promote collaboration and may thus facilitate ideation and, ultimately, joint research
and education activities. Funding agencies and academic institutions recognize the grow-
ing importance of collaboration to increase quality of research and higher education. For
example, the Swedish government’s latest proposition for research funding [9] strongly
focuses on collaboration – nationally and internationally, and between academia and
practice. Similarly, research-funding agencies around the world increasingly require
consortia consisting of several universities and industrial or public sector partners.

In addition to adhering to funding requirements, IS researchers and teachers are part
of a community of practice [6] and often operate in concert with colleagues at other
universities. The establishment of high-impact research environments may depend on
successful collaboration with external peers [17, 20]. On the education side, as demon-
strated by the AIS curriculum guideline efforts [22], and the activities and outlets pro-
vided by the AIS special interest group on education, there is also a great interest among
IS scholars to collaborate on curricular and didactical issues.
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We also see a need for IS researchers to improve communication to practice, not only
in terms of publications [21], but through an increased transparency between society and
ongoing IS research.

In this paper, we report on a design science research (DSR) initiative to promote
interaction between Swedish IS departments, communication and to the public. The
empirical context is the Swedish IS academy (SISA) – a community of Swedish IS
academics founded in 2010. SISA aims at “creating and building on common interest
regarding research information to students, practitioners, other academic disciplines,
research funding organizations, politicians and civil servants.” [18]. 20 IS departments in
Sweden are SISA members, taking turns to chair the network. The chairing department
organizes the annual meeting, typically two days of lectures and workshops around
current topics and concerns, followed by a closing board meeting. SISA also awards the
best Ph.D. thesis each year, as well as awarding pedagogical achievements every second
year.

At the SISA annual meeting in 2017, the participants explored how to expand col-
laboration further through new initiatives. One suggestion concerned the opportunity to
strengthen the community through the use of collaborative tools and social media. The
proposition was that a joint news outlet could benefit the Swedish IS community. Such a
tool, we anticipated, would increase awareness among the community’s members about
what is taking place at other departments. This paper presents the resulting ‘SISANews’
software as well as its use in the community over 24 + months.

2 The SISA News Software

IS – as an academic discipline – has previously been addressed from a community of
practice (CoP) point of view [5, 11]. Despite the discussed crisis in IS [2], the field
has a pragmatic legitimacy building on its social life, i.e., well established publication
outlets and conferences, and a long tradition of providing IS competence to practice
through research and education [6]. Hoadley and Kilner [10] articulate four purposes for
content-sharing in a CoP: Attracting newmembers through immediate value, socializing
new members, stimulating conversation, and motivating members to contribute to the
community.

News syndication has been quite extensively studied in an organizational context,
e.g., in relation to topic-specific interest communities [3], news syndication for ped-
agogics in higher education, and social networking/community building [12], as well
as higher education institutions use of social media to interact with their community
[4, 8]. Other studies include social media use by non-profit organizations [14, 23] and
more general studies of social media for community of practice [e.g., 24, 25] and work
on social media strategies [15]. We have, however, not been able to identify a study
focusing the impact of news syndication to deliver aggregated content into a distributed
community of practice, such as SISA.

Our work also relates to the idea of ‘leaky knowledge’ [13] in a social media setting.
We consider the design work at hand as a case of designing ‘leaky knowledge’. By
design, the news is published for IS scholars. The leakiness facilitates actors at the
various universities to pick up on what is going on at each other’s departments, which
may affect their course of action in their home organization.
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News syndication and its technical standards (RSS/Atom) highly influenced the
design. The use of existing RSS feeds, and other HTTP-based sources and services,
resonated well with the concept of a microservices architecture [1, 7, 16]; that is, small,
loosely coupled components that interact via a lightweight protocol.

The artifact presentation (Fig. 1) shows how the RSS/Atom standard and the
microservices concepts were implemented in the design work.

Fig. 1. Conceptual architecture for the SISA News software.

The core of the software is the news tracker, which periodically pulls source feeds
(RSS and Twitter feeds through the proxy service TwitRSS). Some source feeds are
filtered through a basic keyword matching mechanism to only include IS news. The
news items are stored in the news database. The web app publishes a synthesized feed
– ‘SISA news’. Another third-party service is used to pull news from the aggregated
feed and push it into social media channels. Also, following [19], we built in logging
features into the design to facilitate evaluation of how people accessed news. The logging
depends on a third-party IP location service to lookup location information from an IP
address. The IP address is then discarded, to comply with privacy regulations.

From January 1, 2018, the news were available on a Facebook page1, integrated into
the SISA web site [18], or by subscribing to the RSS feed using a standard RSS reader2.
18/20 Swedish IS departments are included in the aggregated news.

1 https://www.facebook.com/SvenskaInformationssystemakademin/.
2 http://gotlab.im.uu.se/News/GetRssFeed?feedName=SISA.

https://www.facebook.com/SvenskaInformationssystemakademin/
http://gotlab.im.uu.se/News/GetRssFeed?feedName=SISA
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3 Evaluation

Here we present one out of several evaluation activities that has taken place: A cross-
regional analysis of news reads, based on log data. Each time a person clicks a news
item, the software logs a time stamp, the news item id, and the country and region of the
newsreader.

Our data is based on the period January 1, 2018–January 27, 2020. In average,
one news article per day was posted. Almost 8000 new articles were clicked. A ‘click’
means that someone has clicked a news item summary to access the full article. We thus
consider a click to be a news read. However, we assume that many people have also seen
summaries without clicking them, e.g., in the Facebook flow. Thus the news service may
also have ‘leaked’ knowledge that we do not account for here. The Facebook page has
100 followers, which corresponds to approximately 1/3 of all IS staff at the 20 Swedish
IS departments.

In order to better understand the structural properties of network interactions, we
employed a network analysis using R. We performed a community detection analysis to
understand if there were clustering among the regions, i.e., high degrees of news reads
within groups of regions as compared to interactions in the entire country (Fig. 2). The
multi-level community detection analysis strategy was selected following recommenda-
tions on appropriateness of various clustering algorithms in different contexts of analysis
[26].

Fig. 2. Regional network interactions and identified clusters. Each edge represents a region.

The multi-level algorithm works iteratively to determine how to cluster the nodes to
maximize the modularity score. The modularity score increases when there are many
interactions within the clusters (cohesion in software engineering terms), and fewer
between clusters (coupling in software engineering terms). Since multi-level clustering
requires an undirected graph, we converted the directed network graph to an undirected
one by summing the news reads from X → Y with the ones from Y → X et cetera.
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Each vertice thus represents the total number of news reads between two regions. The
multi-level clustering revealed three clusters in the network, with a modularity score
of 0.1. If modularity is 1, all interactions occur within the clusters. The modularity in
this case is thus is very low, showing that the clustering is weak and there is a high
degree of interaction between all regions – thus matching the goals of SISA to increase
transparency and interactions between departments across the country.

4 Conclusions

We have presented the SISA News software; drawing from needs of the Swedish IS
community, and reported on its use over 24+ months. Using a multi-level community
detection algorithm we have shown that news consumption occurs across all regions,
albeit with a few very week clusters. Also, the log data reveals a continued use of the
software. Other evaluation efforts – focusing the perceived value of the software among
stakeholders – have been conducted but are not reported here due to space limitations.
Future work will present more thorough evaluations as well as theoretical contributions
of the DSR project as a whole.

The SISA News software is a novel hybrid design, drawing from ideas of news
syndication to improve sharing within a community of practice. Also, the innovativeness
of the software lies within its built-in evaluation support, allowing for a near real-time
monitoring of how knowledge ‘leaks’ between different parts of the community. Further,
we have shown that a low-cost app based on news syndication has been adopted and
continually used within a large subset of the Swedish IS community, with only minor
promotion efforts. The significance to practice lies in the potential application of the
concept in other communities around the world.
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Abstract. The rapid development in sensor technology as well as in communi-
cation mechanisms exponentially grows the amount of data that is permanently
gathered via products, machines, or assets within Cyber-Physical Systems. While
this data offers enormous potential for creating additional value bygenerating valu-
able insights or creating innovative services, these opportunities are often times not
exploited: Especially in complex value creation networks, only individual actors
tend to have access to the collected data and they hardly share it with other net-
work members. In our conceptual work, we target a three-fold contribution: First,
we develop a framework for system-wide learning that structures data-based col-
laboration with other actors in a complex value creation network based on IoT,
a Cyber-Physical Service System. Second, we systematically develop five indi-
vidual research questions that need to be addressed to realize viable solutions.
And thirdly, we conceptualize a research design to address this research agenda
in future steps.

Keywords: System-wide learning · Cyber-Physical Service System · Industrial
Internet of Things · Research agenda

1 Introduction

Sensor technology has become a key driver of developments like “Industry 4.0” or
the “Internet of Things” (IoT) in general [1]. Large numbers of machines and prod-
ucts are equipped with sensors to constantly monitor their condition, log usage data or
trigger control processes. In addition, other technological advances (e.g., high speed
communication, robotics, Artificial Intelligence) contribute to ample opportunities to
improve companies’ internal efficiency and to conceive and capture new opportunities
for innovation and technology-enabled value (co-)creation.

Nevertheless, purely technical systemshave some shortcomings compared to humans
[2]. People as a part of several complex systems like the universe, society, etc. are able
to perceive the context of their environment and to link it to other information and
learned knowledge [3]: So, a human inside a room may perceive the lighting condition
and sounds of raindrops on the roof and translate it into the information that it may be
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raining outside. Combined with other stored information and learned knowledge, this
may advise him to carry an umbrella when leaving to not get soaking wet.

In contrast, we often observe narrow and isolated IoT applications that are primarily
targeted to exploit short-term business potential [4, 5]. As these local solutions bear
the disadvantage of ignoring the context—the “big picture”—a huge potential is left
untapped.

As a consequence, there is an urgent need for ‘system thinking’ [6] in the industrial
applications of IoT [5]. For example, suppliers in complex value chains often have no
access to data of the end product, although integrated sensors do produce ample data.
So, in complex systems like an aircraft, condition monitoring for individual components
could be achieved in cooperation with the supplier who has the necessary domain knowl-
edge but (today) no access to the data [7]. In the research areas of ubiquitous computing,
the ability of technical systems to collect context information has been addressed for
quite some time, but obviously there is a lack of practical implementation in industry
[8].

In order to address this issue, this article develops an understanding ofCyber-Physical
Service Systems (CPSS) as a special (sensor-based) type of Service System. In a con-
ceptual analysis we then target three contributions: First, we develop a framework for
system-wide learning in CPSS. Second, we identify five key research questions that need
to be solved within this framework to systematically advance the exploitation of (so far)
hidden IoT value creation potentials. Thirdly, we draw on Design Science Research to
propose a research design to address these questions in future work.

Wewill proceed as follows:Wefirst position ourwork and report on relevant literature
for theoretical and practical motivation. We then continue to define Cyber-Physical
Service Systems and relate to other concepts in the field. With the definition at hand, we
introduce the concept of system-wide learning and develop relevant research questions
along the way. Finally, we conclude with a short summary, limitations as well as the
outlook for future research.

2 Related Work and Positioning

To approach our endeavor, we choose Design Science Research (DSR) as a research
paradigm, as we favor a strong focus on artifact design and rigor evaluation. As stressed
by Hevner (2007) [9], both, the knowledge base and research contribution (rigor cycle)
as well as the practical aspects of the application domain of the to-be-designed artifact
(relevance cycle) need to be taken into account.

Our first insights on the rigor cycle show that complex value creation structures
around an in-core Cyber-Physical System aiming to create additional value through ser-
vices have so far been insufficiently researched [10, 11]. It has been found that the uni-
fication of characteristics of Service System research with the more technical properties
of Cyber-Physical Systems is a fundamental prerequisite for the purposeful development
of a concept for system-wide learning within such complex socio-technical systems [8,
12].

The term system-wide learning appears in literature in several contexts (e.g., educa-
tion [13] or healthcare [14]). Generally speaking, system-wide learning wants to clearly
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differentiate itself from learning in isolated entities. System-wide considerations are
able to generate valuable insights which would not be possible with a singular view.
The approach of system-wide learning in the context of this work aims to leverage data
within complex systems to generate added value through a holistic view. Precisely this
increase in value and meaning of data is addressed by the information value chain [15].
This describes different degrees of maturity of data, information and knowledge up to
wisdom, which enable differently founded decisions in each phase [16].

With regard to the relevance cycle, there is a significant need to bring ‘systems
thinking’ [6] into industrial IoT applications [5].Udoh andKotonya (2017) [17] complain
in addition to the hesitant development of IoT solutions in general, that there is a lack
of frameworks to address heterogeneity in IoT systems. Furthermore, the identification
of roles of involved stakeholders [17] as well as the enrichment of data with metadata is
also insufficiently addressed [18]. Ramakrishnan et al. (2014) and Sukode et al. (2015)
[19, 20] emphasize generally inadequate sensor availability and propose using secondary
sources of information to collect necessary contextual information. Similarly, Sukode
et al. (2015) [20] stress the need for context discovery, context sharing, and context
reasoning research.

As a preliminary result from both cycles, we derive the overall, design-focused,
research question (RQO):How can system-wide learning be enabled in complex Service
Systems that are directly related to a Cyber-Physical System?

3 Cyber-Physical Service Systems

In the course of ongoing servitization, the concept of Service Systems as “value-co-
creation configurations of people, technology, value propositions connecting internal
and external service systems, and shared information (e.g., language, laws, measures,
and methods)” [21, p. 18] has emerged. The central goal of such a system is to create
value through the collaboration of service clients and service providers in more or less
complex arrangements (i.e., individual persons can form a Service System, but also
entire economies) [22]. While the concept of a Service System particularly emphasizes
the need for information, it does not make a concrete statement about its origin. The
concept of Cyber-Physical Systems offers exactly this missing building block. However,
in contrast to Mikusz (2015) [23], who equates Cyber-Physical Systems and Service
Systems, we follow the common notion of Cyber-Physical Systems in literature and do
not see them as an exclusive prerequisite for value co-creation. Rather we see them as
an integral part that can foster co-creation when embedded in a is a Service System. It
is obvious that today’s technical systems are able to provide an enormous amount of
potentially usable data through communication channels [8, 12].

In order to uncover these potentials, we propose to combine the characteristics of
Service Systems and Cyber-Physical Systems (CPS). We, therefore, define the concept
of Cyber-Physical Service Systems (CPSS) as a subset of Service Systems: Cyber-
Physical Service Systems are Service Systems that center around one or more Cyber-
Physical System(s) with the target of creating value. Thus, the data of these Cyber-
Physical Systems is an essential building block for innovative services [24, 25]. Figure 1
schematically illustrates the structure of a Cyber-Physical Service System.An embedded
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system can gather data by means of sensor technology, which is usually processed on the
edge device itself by software artifacts [26]. The collected data triggers control tasks that
can affect the physical environment through an actuator [11]. Enriching the embedded
systems with communication mechanisms creates a Cyber-Physical System [27]. These
communication mechanisms enable the transfer of data from the CPS to cyberspace and,
thus, allow interaction with humans [26]. Due to the lack of specification of the Service
System concept, where the information used for value creation through services actually
comes from and, moreover, due to the potential of CPS to generate that information, we
propose the definition of CPSS as a CPS embedded within a Service System.

Fig. 1. Cyber-Physical Service System structure

4 System-Wide Learning in CPSS and Open Research Questions

With the development of advanced sensor technology and the decline in hardware costs
an increasing number of machines and products has been equipped with sensors to
acquire data on assets behavior [28–30]. Theoretical and applied research either focuses
on developing smart materials equipped with sensors or on the implementation of single-
purpose sensor technology into assets, machines or components in order to be able to
monitor a component’s condition [31, 32]. Especially for very complex assets (i.e.,
aircraft engines, production machines, wind turbines), the reliability of each individual
component is of enormous importance.

However, in many cases it is either technically not feasible or uneconomic to con-
tinuously monitor the components or parts of interest with dedicated sensors [33]. For
instance, it is not possible to incorporate sensor technology into a part of interest—such
as i.e., a seal—due to, for instance, technical reasons or unreasonable expenses [34]. In
contrast to this isolated approach, where only a local solution is developed for an indi-
vidual component of an entire system, we propose to address the problem holistically.
Leveraging context information from surrounding components or the entire system can
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enrich the data available for a single system component. By learning from this additional
data, conclusions can be drawn about a component even if it cannot be observed directly
due to a lack of physical sensors. So instead of physical sensors, virtual sensors based
on environmental data can be used to create additional value.

The information value chain (Fig. 2; also known as DIKW hierarchy) aims to depict
ways to generate insights or value from data by following five steps [15, 16]: Data,
Information, Knowledge,Wisdom,Decision. At each of these steps, the different degrees
of value and meaning of data provide specific opportunities from holistically perceiving
CPSS. In the following sections, we discuss open questions and possible approaches
with regard to our proposed system-wide learning framework (Fig. 3) by referring to the
information value chain.

Fig. 2. Information value chain based on Rowley (2007) [16]

4.1 Data

Data represents raw facts and properties of objects, events and their environment. They
are a product of observation, however, are of no use until they are in a useable (i.e.,
relevant) form [15, 16]. For instance, the characters “101” are meaningless unless its
specific meaning is inferred or known. Raw data is an essential foundation for value
creation in Cyber-Physical Service Systems. Therefore, it is absolutely crucial that there
is a sufficient amount of data of acceptable quality that can be used for system-wide
learning.

In modern technical systems, data is usually collected for different reasons. Either
they serve for documentation purposes or as a basis for rule-based decision-making. In
addition, not only data generated by technical systems is of value, but also manual user
input or context data. Therefore, the amount and kind of data being collected is usually
driven by historical decisions or generally by the system design. Due to a potentially
diverse supplier structure of complex systems, the origin of the data and its sovereignty
is often not with only one company. Therefore, incentive strategies within a CPSS are
necessary to provide data access to all interested stakeholders [35, 36]. The techni-
cal requirements for the transferability of data must be ensured by means of suitable
interfaces.
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The decision as to which data should be collected in which areas of the system
should therefore not be a historical or isolated decision. Rather, the design of a CPSS
must already be adapted to the requirements with regard to the data to be collected.

Thus, a uniform architecture of the underlying CPSS is crucial for the applicability
of system-wide learning. Therefore, the research question (RQ1) arises: How must a
CPSS architecture be designed to capture data needed for system-wide learning?

Fig. 3. System-wide learning in CPSS framework

4.2 Information

Information is contained in descriptions, answers to questions that beginwith suchwords
as who, what, when and how many. Information systems generate, store, retrieve and
process data from which information is inferred [16]. For instance, a temperature value
observed by a temperature sensor is meaningful only by additional metadata such as the
temperature unit and time of sensing [18]. Thus, information is organized and structured
data in a useful and understandable form. Information emerges due to its extension by a
certain meaning.

The central question is, therefore, how reality in a CPSS can be transformed into
a digital representation in a usable and structured form, including all components and
facets. This requires an underlying unified architecture of a digital twin, which models
different parts of the system, like components, assets, processes as well as the entire
system itself [37]. The distinction between gathering of raw data and its enrichment
with meta-data (meaning) driven by the design of a corresponding digital representation
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is an important aspect. While the architecture of a CPSS terminates the available amount
of data, its meaning, structure and usefulness are dependent on its virtual form. A dig-
ital twin represents this virtual counterpart of an asset or CPSS, which companies can
leverage to digitally mirror and manage it throughout the entire life cycle [38]. Research
on digital twins is currently still too isolated and application specific. Therefore, holistic
thinking, stronger standardization in the areas of data acquisition as well as a general
architecture of such digital representations of CPSS are strongly required [38, 39].

Thus, the second research question (RQ2) is: How do digital twins of all CPSS
components have to be modeled to represent a structured digital representation of
reality?

4.3 Knowledge

Knowledge is the result of the transformation of information into instructions. It can be
obtained either by transmission from another who has it, by instruction, or by extracting
it from experience [16]. Although information alone is already useful for a number of
questions, however, additional knowledge can be created by adding relationships and
patterns.

In order to determine connections, patterns and relationships between separate sys-
temcomponents and their effects on others, the applications ofmachine learningmethods
seem suitable [34]. Humans use their experiences and skills to learn and to draw conclu-
sions from different information sources. By using suitable machine learning methods,
this human characteristic can be modeled. From the mere presence of different infor-
mation about certain processes and contexts new knowledge can be created, which is
encapsulated in the form of models.

Further interesting aspects need to be explored in this context (i.e., CPSS): Most
importantly how generalizable knowledge can be generated from available information
by means of machine learning techniques. As a foundation, it is necessary to identify
ways to integrate data /information that is not trivial to be collected (e.g., missing labels
for classification /regression), but still present in a systemic context [37]. Furthermore,
the application-related /domain-specific knowledge of people (e.g., physical interactions,
implicit knowledge, etc.) should be considered for integration [40].

The core aspects of this phase, thus, are the application of machine learning at vari-
ous system levels of a CPSS (components, assets, processes, entire system) to generate
knowledge as well as the integration of non-trivial context information and application-
related knowledge. The third research question (RQ3) can be, therefore, formulated
as follows: How can digital twins be supplemented by contextual information and
application-oriented knowledge in order to achieve a complete representation of the
real system properties and interconnections?

4.4 Wisdom

Rowley (2007) [16] defines wisdom as the ability to increase effectiveness. Wisdom
adds value, which requires the mental function that we call judgement. This includes
ethical and aesthetic values which are inherent to the actor and, furthermore, are unique
and personal.
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Thus, wisdom arises from knowledge through understanding of all relationships and,
therefore, represents actionable, integrated and applied knowledge. In order to make the
knowledge created in the previous phase explainable or interpretable, it is necessary to
identify meaningful ways to model knowledge by machine learning, which can be made
explainable or interpretable [41]. Furthermore, it has to be investigated, how individual
data (sources) impact the performance of machine learning models for the generation of
knowledge [42].

In addition, the need for explainability of machine learning models is a topic of
acute social relevance. The black-box problem poses people with difficulty in making
decisions based on knowledge generated by unintelligible machine learning processes
[43]. Accordingly, the enrichment of artificially created knowledge by additional expla-
nations is essential for the applicability of this knowledge. Based on the interpretability
of models, it is also possible to evaluate the importance of individual data sources in
order to obtain a certain estimation of the value of individual data.

The fourth research question (RQ4), thus, is:How can patterns and interconnections
of knowledge within a CPSS be made explainable and interpretable for humans, in order
to form a solid basis for decisions and actions?

4.5 Decisions /Action

Decision making is basically the most interesting and most important part of the infor-
mation value chain, as in the absence of action, capturing, understanding, leveraging,
etc. of data it is of little use. The creation of actual tangible value proceeds in this final
phase. Decisions can be made on the basis of information, knowledge and wisdom. Due
to the different level of maturity and value of data in each particular phase, decisions
and actions can be taken on different levels. Exclusively data is not sufficient as a basis
for decision-making, as the corresponding necessary context is missing.

Thus, rather abstract questions arise, e.g., ‘how generated wisdom can be used in
order to enable value-creation within a CPSS?’ or ‘which services can be designed based
on wisdom?’

The core of this phase is thus the harnessing of the generated wisdom, which leads
to the fifth research question (RQ5): How can existing wisdom within a CPSS be used
in order to enable value co-creation of services?

5 Research Agenda

To address these derived research questions with Design Science Research (DSR), we
recommend applying themethodology of Hevner and Chatterjee (2010) [44] with design
cycles according to Kuechler, William Vaishnavi (2012) [45] and evaluation strategies
according to Venable et al. (2016) [46]. We propose to conduct design research in five
consecutive phases with a mixed evaluation strategy.

The first phase aims to set ground for our proposed framework of system-wide learn-
ing in CPSS and, thus, focuses on the identification of problems regarding the general
design and architecture of Cyber-Physical Service Systems (RQ1). In three subsequent
phases, several design cycles according to Kuechler, William Vaishnavi (2012) [45] for
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the development of methods to overcome these problems (RQ2, RQ3, RQ4) can be per-
formed. In each of these phases, the method design and development are also guided
by using the Design Science Research methodology assessing feasibility, usability and
efficiency. The fifth phase focuses on applicability and usability (RQ5) of the developed
knowledge of the preceding phases, which can be evaluated by an interview study with
practitioners.

In all five phases, we propose to refer to different use cases from practice. Finally, we
recommend evaluating the overall design science project (RQO) according to Venable
et al. (2016) [46] (see Fig. 4) to verify organizational impacts of the developed framework
by a case study [47]. Venable et al. (2016) [46] propose a framework to characterize
individual DSR evaluation episodes by two dimensions. One dimension represents the
functional purpose of the evaluation (formative vs. summative)while the other dimension
describes the evaluation paradigm (artificial vs. naturalistic).

With the increasing complexity of the research subject and the need to build on
existing research, the evaluation purpose drifts from formative to summative. While a
mainly formative approach is applicable for the first evaluation episode (RQ1) in order
to be able to react appropriately during the development of the artifact, a verification of
the success of the artifact as quickly as possible is a suitable strategy for the final episode
(RQ5). Furthermore, the evaluation paradigm arises from the nature of the artifact itself.
While in the case of RQ1 and RQ5, the artifacts’ efficacy in their real environment is of
primary interest, RQ2, RQ3 and RQ4 will be evaluated more artificially, since these are
mainly of a technical nature.

Fig. 4. Overall evaluation strategy according to Venable et al. (2016) [46]

6 Conclusion and Outlook

Due to embedded sensors and interconnectedness, machines and products produce large
amounts of data which is often only used for a specific purpose. The entire potential of
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this already existing data is therefore far from being exploited. We, therefore, propose
a novel framework to address these uncovered potentials. System-wide learning is a
framework that leverages data that is already gathered to enable (new) value co-creation.
To do so, the five-step framework describes the phases from the design of Cyber-Physical
Service Systems and digital twins for data acquisition and enhancement to a necessary
context, learning through the use of machine learning techniques, the conception of
explainability, and the overall goal of value creation. For each of these steps, explicit
research questions are provided. For this purpose, we present a research agenda, which
proposes the development of corresponding artifacts in five consecutive phases and the
evaluation of them with suitable methods. At the same time, we are already presenting
results from the first phase. A systematic literature review depicts a need for a clear
definition of Service Systems, which especially lie around a Cyber-Physical System:
Cyber-Physical Service Systems.

Limitations of our work are the so far sparse results from a first relevance cycle
building only on literature and a few expert interviews, which shows the necessity of
such a framework. Moreover, due to the nature of a research agenda, this work in its
current state is conceptual and the proposed framework does not provide concrete results
for all five phases. Overall, an interesting research topic that has extraordinary practical
relevance lies ahead.
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