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Preface

This book documents the proceedings of the Third International Symposium on
Flow Induced Noise and Vibration Issues and Aspects (FLINOVIA), held in Lyon,
France 2–4 September 2019 at INSA Lyon, and co-sponsored by INSA-Lyon, the
Lyon Centre for Acoustics (CeLyA), The French Naval Group, and Ecole Centrale
de Lyon (ECL). The FLINOVIA series uses a novel approach

• invited papers only, with longer presentation times and no parallel talks;
• no registration fees;
• a limited audience (on the order of 100 attendees); and
• complimentary proceedings (the book you’re reading now) to all attendees.

This method encourages more industry and government participants and maxi-
mizes discussion and interaction.

The first FLINOVIA was held in Rome, Italy in November 2013 at the Italian
Consiglio Nazionale delle Ricerche (CNR), and the second was hosted at Penn State
University by the Center for Acoustics and Vibration (CAV) in the United States 27–
28 April 2017. Proceedings books for both are also available from Springer.

Thepapers in this volume (18of the 26presented at the symposium) are subdivided
into four main groups:

• Source Modeling (4 papers)
• Experimental Techniques (4 papers)
• Analytical Developments (4 papers)
• Numerical Methods (5 papers).

The additional keynote paper by Daniel Juvé describes recent advances in
measuring the wall pressure wavenumber spectra induced by Turbulent Boundary
Layer (TBL) flow. Eleven of the papers also discuss TBL-induced vibration and
noise, but other topics are also addressed, including tonal noise, noise due to ingested
turbulence, fluid-structure interaction problems, and noise control techniques.

vii



viii Preface

The third FLINOVIA was highly successful, with authors and attendees from
Europe, Asia, and North America. Future meetings are being planned and will main-
tain the features described above—2–3 days of presentations with a small number of
invited papers (no parallel sessions) with participation by industry and government
strongly pursued to encourage transition of research. Tomonitor future developments
please visit www.flinovia.org.
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Wavenumber-Frequency Spectra:
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Advances
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and Christophe Bailly

Abstract In the first part of this paper, the authors offer, based on their experi-
ence, a short review of the main difficulties encountered in measuring flow-induced
wall-pressure fluctuations. Some recent advances are presented and illustrated with
a focus on 2-point statistical quantities, spatial cross-correlations and wavenumber-
frequency spectra. The second part describes three experiments conducted at Ecole
centrale de Lyon on wall-pressure measurements and their use. The SONOBL exper-
iment is devoted to the study of the influence of mean external pressure gradients on
point-spectra and cross-spectra with the objective of identifying the acoustic contri-
bution of a turbulent boundary layer (TBL). The CANOBLE experiment is focused
on measurements of TBL wall-pressure fluctuations, induced vibrations of a repre-
sentative side panel and acoustic transmission into a cavity performed on a full-scale
mock-up of a business jet. The final objective is to predict flow-induced noise into
an aircraft cockpit or cabin in cruise conditions. Finally measurements made inside
the duct of a small turbofan used in aircraft ventilating systems are described, where
array techniques involvingMEMSmicrophones are used to extract the noise emitted
by the fan from contaminating hydrodynamic wall-pressure fluctuations.
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1 A Short Review of the Interest of Wall-Pressure
Measurements and of the Encountered Difficulties

The first part of this paper is devoted to a short personal overview of the importance
of measuring wall-pressure fluctuations induced by turbulent flows, of the main
difficulties encountered and of some recent improvements in microphone technology
and data processing.

1.1 Why Measuring Wall-Pressure Fluctuations Induced by
Turbulent Flows?

Wall-pressure fluctuations induced by unsteady flows are important in a variety of
applications. Wall-pressure fluctuations can be due to flow separation around sharp
edges and/or to random fluctuations in attached turbulent boundary layers (TBL);
for the essential, this paper concentrates on TBL induced wall-pressure fluctuations.
These fluctuations act as an unsteady loading on solid structures and they induce
mechanical vibrationswhich in turn generate sound. The vastmajority of applications
is to be found in the transportation industry.

In aeronautics for example, the TBL is a major contributor to the noise radiated
during cruise inside the cockpit and the cabin and this has important consequences
on the nuisances for the pilots and on the perceived comfort for the passengers. In
this case the noise radiated outside the aircraft by these mechanisms toward residents
of airports is not an issue at all. In the automotive industry, the problem is slightly
different. Flow induced interior noise is usually due to two different mechanisms: the
first one is, as previously described, due to the unsteady loading of the side window
(for example) and subsequent vibration and noise. A second contribution exists,
associated with aeroacoustic sources in the unsteady wake behind the side mirror
which generate acousticwaves impinging the sidewindowwhich are then transmitted
into the car. These two mechanisms are associated with different characteristics in
terms of level and propagation speed (flow velocity vs speed of sound) and the
filtering effect of the structure on these two kinds of excitation is different. The
relative level of each contribution is thus of interest; it is frequency dependent and
can significantly vary from car to car.

Besides these applications in air, similar problems are encountered in marine
applications. Mach numbers are of course very different and the heavy loading due
to water profoundly changes the vibration response of the structures. But the basic
problem of transmission through the solid structure is the same. One classical appli-
cation concerns sonars used to locate distant submarines by passively listening to
their sound emission. The challenge here is to be able to detect distant acoustic waves
in the presence of wall-pressure fluctuations induced by the TBL. This corresponds
to a sort of filtering problem: the structure has to act as a filter to reject as much flow
noise as possible while being more or less transparent to acoustic waves. Note that
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for submarines for example, the noise generated by the flow, not only by the propeller
but also by the TBL, is also critical for acoustic discretion. This corresponds to a
different problem, that is not based on the structure’s vibrations, but rather the direct
noise radiation by (hydro)acoustic sources in the Lighthill sense.

This direct noise radiation is the mechanism at hand when dealing with the so-
called self noise of airfoils and turbine blades. This self noise is due to the turbulent
structures developing in the boundary layers along the chord of the blades; they are
nearly silent due to the quadrupolar nature of their radiation unless they arrive at
the trailing edge. The pressure fluctuations are then diffracted by the edge and, to
first approximation, then radiate as stronger dipoles. The amplitude of the fluctua-
tions together with their correlation length along the span are important parameters
which control the intensity and frequency distribution of the radiated far-field noise.
Reducing this noise is of course important in the aircraft industry but also for public
acceptance of wind turbine farms. Considerable work has been done in recent years
and continues to be done to reduce this noise by shaping the trailing edge of the
blades in view of reducing the coherence of wall pressure fluctuations, typically by
indentations of blades’ edges, often called serrations, as explained by Oerlemans
et al. [21].

The next question to be answered is that of the relevance of experimental measure-
ments nearly 60 years after the first published experimental results. One could think
that analytical models or numerical simulations should be sufficient, but generally
speaking this is not the case. Regarding numerical simulations, the main difficulty is
that simple statistical codes (of RANS type) do not give access even to such simple
quantities as the rms value of pressure fluctuations along a surface, let alone more
sophisticated quantities such as spectra and coherence lengths (see however promis-
ing attempts by Peltier and Hambric [24] or more recently by Grasso et al. [13] and
Slama et al. [31]). Only unsteady codes (DNS or LES, see for example Cohen and
Gloerfelt [7]) are able to provide the necessary information; but the use of these codes
is usually limited to relatively low values of the Reynolds number and/or relatively
simple geometries. Progress has been made in the recent years to overcome these
limitations, for example with codes based on the Lattice Boltzmann Method (LBM),
(see for example Casalino et al. [5]), but they are costly in terms of computation time
and memory requirements and, at the moment, they do not properly cover the full
range of frequencies necessary in real world applications.

Most of the available models are semi-empirical; several have been developed
over the years and partially validated in canonical situations, typically a fully devel-
oped TBL along a flat rigid plate. This is the case for example of the Goody’s model
[10] for wall-pressure spectra, which is frequently used and is in good agreement
with experimental data in the absence of external pressure gradients; the agreement
is however not very good when, as is often the case in practice, pressure gradi-
ents are present, especially adverse ones. This model uses a number of coefficients
which can be computed using standard RANS codes. The frequency spectrum Φ(ω)

is given by:
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Φ(ω)U∞
τw2δ

= C2 (ωδ/U∞) 2

[
(ωδ/U∞) 0.75 + C1

]
3.7 + [C3 (ωδ/U∞)] 7

(1)

In this formula, C1, C2 and C3 are three empirical constants; by fitting a large
number of experimental data, Goody obtained C1 = 0.5, C2 = 3 while connecting
C3 to a sort of Reynolds number RT

C3 = 1.1RT
−0.57; RT = Rτ

uτ

U∞

ω = 2π f is the angular frequency, uτ the friction velocity and Rτ the Reynolds
number based on this friction velocity and on the boundary layer thickness δ. U∞ is
the external flow velocity and τw the wall shear stress (τw = ρuτ

2).
For 2-point quantities the situation is evidently more complex and a number of

expressions have been proposed over the years, from the simple Corcos model [8] to
themore elaborate ones byChase [6]. Once again thesemodels are all semi-empirical
(or fully empirical) and not well validated. Precise measurements are still mandatory
even in the simple case of a rigid flat plate. The expressions of the Corcos model for
cross-spectra Spp (r, ω) and wavenumber-frequency spectra Φ̃pp (k, ω) are:

Spp (r, ω) = Φ(ω) exp

(
−α

ω |r1|
Uc

)
exp

(
−β

ω |r2|
Uc

)
exp

(
i
ωr1
Uc

)
(2)

Φ̃pp (k, ω) = 1

π2

U 2
c

ω2

αβ
[
α2 + (Uck1/ω − 1)2

] [
β2 + (Uck2/ω)2

] (3)

where r1 and r2 denote the separations along the flow and in the transverse direction
respectively, and the integral of the normalized wavenumber spectrum Φ̃pp over k
is equal to 1. Classical values of the constants are α = 0.1 and β = 0.77, but in
practice they are generally chosen from a curve fit of experimental data, and then
slightly different values are often encountered. Note also that the convection velocity
Uc is a function of the frequency ω and should be provided by an external model.
The non-physical behavior of the Corcos wavenumber spectrum induced by the
questionable hypothesis of separation of variables has been recognised for a long
time andmore appealing expressions have been given by Smol’yakov andTkachenko
[32] and Mellen [20]. The expression given by Mellen is now quite popular with its
simple analytical expressions in both space and wavenumber domains; its formula
for the wavenumber spectra reads:

Φ̃pp (k, ω) = 1

2π

U 2
c

ω2

(αβ)2

[
(αβ)2 + β2 (Uck1/ω − 1)2 + (αUck2/ω)2

]3/2 (4)

The variousmodels for thewavenumber-frequency spectrum due toChase involve
up to 7 adjustable coefficients when extrapolated to cover both the hydrodynamic
(incompressible) region and the acoustic domain, see for exampleHowe [15]. Its form
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limited to the hydrodynamic domain, depending on only 4 adjustable coefficients is:

Φ̃pp(k, ω) = U 2
c

ω2
· 1

4π2Φ(ω)
· ρ2U 3

τ δ3

[
(k+δ)2 + 1/b2

]5/2

·
[
CM(k1δ)

2 + CT (kδ)2
(k+δ)2 + 1/b2

(kδ)2 + 1/b2

] (5)

where

k+2 = (ω −Uck1)
2/ (huτ )

2 + k2

M = U∞/c0 � 1; k � ω/c0;ωδ/U∞ > 1

The adjustable coefficients have been fixed by comparison with experiments and
the recommended values are

b ≈ 0.75, CM ≈ 0.1553, CT ≈ 0.0047, h ≈ 3

CM and CT correspond to the contributions to wall pressure fluctuations of the shear
and self terms respectively.

1.2 Which Characteristics Have to Be Measured or Modeled?

Whatwe have tomeasure ormodel is of course function of the application considered,
for instance the focusmight be put on vibroacoustic or aeroacousticmatters. However
beside the 1-point usual quantities, rms value of pressure fluctuations and frequency
spectrum, in most of the applications it is mandatory to estimate 2-point quantities.
Depending on the application it can be better to use one of the following quantities,
which are theoretically equivalent: 2-point space-time correlations, 2-point space-
frequency cross-spectra or wavenumber-frequency spectra. The relations between
these quantities are reminded below (the brackets designate ensemble averaging,
and statistical homogeneity is implied):

Rpp(r, τ ) = 〈p (x, t) .p (x + r, t + τ)〉 ; r = (r1, r2) (6)

Spp(r, ω) = 1

2π

∫ +∞

−∞
Rpp(r, τ ). exp (iωτ) dτ (7)

Φpp(k, ω) = 1

(2π)2

∫ +∞

−∞

∫ +∞

−∞
Spp(r, ω). exp (−ik.r) dr (8)
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The 2D wavenumber spectrum is usually obtained in this way as simultaneous
measurements are not available on the whole plane; should it be the case, a 3D direct
space-time Fourier Transform can be first performed, followed by ensemble (or time)
averaging. Note than often only 1D arrays aligned with the flow direction are used.
In such a case the 1D wavenumber-frequency spectrum is computed through a 1D
Fourier transform along the stream-wise separation r1; this 1D spectrum integrates
the contributions of all transverse wavenumbers:

Φpp(k1, ω) = 1

2π

∫ +∞

−∞
Spp(r1, ω). exp (−ik1.r1) dr1 =

∫ +∞

−∞
Φpp(k, ω)dk2 (9)

This function is not to be confused with the cut along the longitudinal axis of the 2D
spectrum, Φpp(k1, k2 = 0, ω).

The three 2D expressions listed above share exactly the same information on the
wall-pressure field but for modeling purpose or for numerical simulation one of these
can be more suited than the others. Usually, the wavenumber-frequency spectrum is
preferred for academic applications in vibroacoustics such as the excitation of a flat
plate by a TBL for instance. The cross-spectrum, on the other hand, is often better
suited for industrial applications since it enables to take into account a slightly non
homogeneous load, at least in an approximate way. With the wavenumber-frequency
approach, the influence of the characteristics of the vibrating structure (i.e. disper-
sion curve of bending waves or modal frequencies) and of the model of pressure
fluctuations are clearly shown and we will follow this approach hereafter.

Let us first demonstrate the influence of choosing one model or another on the
wavenumber-frequency spectra in the low wavenumber, or subconvective, region,
that is for longitudinal wavenumbers much lower than the convective wavenumber
kc = ω/Uc, Uc being the convection velocity which takes values in the range of
60 to 80% of the mean (external) flow velocity. The following characteristics are
taken to match those of a flow regime experimentally studied at ECLyon during the
SONOBL project: U∞ = 75ms−1, Uc = 0.75U∞, δ = 2.4cm (see details on the
SONOBL project in Sect. 2.1 below). Four models (by Corcos, Chase, Smol’yakov
and Mellen) that do not take into account possible acoustic contributions around the
acoustic wavenumber, are shown in Fig. 1. Around the convective peak, all models
give similar results but on each side of this wavenumber (and especially in the low
wavenumber region) they differ considerably, with differences up to 30dB; as one
can expect thiswill often induce very different responses of the flow-excited vibrating
structures.

An example inspired by the work of Maxit [19] is chosen to illustrate this point.
Figure2 shows the frequency response (panel acceleration) of a simply supported
plate subjected to TBL fluctuations modeled using Corcos and Chase approaches (in
this case the Mellen formulation gives results close to those obtained with the Chase
model; note that in order to facilitate reference to [19] in which a different definition
of Fourier transforms has been used, the TBL spectra used in the computation have
been multiplied by 4π2 relative to formulas (3) and (5). The plate characteristics
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Fig. 1 Comparison of four 2D wavenumber-frequency spectra, cut along k2 = 0, Φ̃pp(k1, k2 =
0, ω). The spectra are plotted against the longitudinal wavenumber, non-dimensionalized on the
convective wavenumber kc = ω/Uc

Fig. 2 Acceleration power spectral densities of a simply supported panel submitted to a TBL load
simulated using the wavenumber-frequency spectra models due to Corcos (in plain) and Chase (in
dashed)
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are those used in [19], except for the plate’s thickness taken here as 4mm instead of
3mm.Around the hydrodynamic coincidence frequency (the frequency for which the
flexural wavenumber of the plate is equal to the turbulent convective wavenumber;
in the present application fc ≈ 65Hz), the curves are reasonably close but at lower
frequencies and more clearly at higher frequencies, considerable differences are
noted, the Corcos formulation giving results 10dB higher than the other two models.
This is due to the fact that the Corcos wavenumber spectrum is much higher than
the other ones both in the subconvective and in the superconvective regions. It is
common knowledge that the Corcos model does in fact strongly overestimates the
levels in the subconvective region, which influences mostly the panel’s response for
frequencies greater than the hydrodynamic coincidence frequency. However there
still is an open debate on what the correct spectral values are, especially in the
subconvective region, and this justifies the continued efforts directed to developing
new accurate measurements devices and numerical simulations for wall-pressure
fluctuations.

1.3 How to Actually Measure These Quantities

Measuring wall-pressure fluctuations is still a challenge, even for 1-point measure-
ments; one of the main difficulties is linked to the small turbulent wavelengths which
have to be resolved by the sensors, whatever the technology used. The finite size of
the sensor acts like a spatial low-pass filter and thus the high frequency part of the
spectrum (associated to small turbulent structures) is difficult to measure precisely.
This has been recognised for a long time and corrections have been first proposed by
Corcos [8]. Figure3 shows the Corcos correction which has to be applied when using
a standard 1/8 in microphone and a remote sensor under pin-hole with a very small
sensing surface (D = 1mm) used in the SONOBL experiments. In this figurewe also
show the effect, on this correction, of the a priori choicemade for the cross-correlation
function (Corcos vsMellen). Should one consider that acceptable correction requires
that the difference be no more than 10 − 15dB and that the effect of the correlation
model be negligible, the maximum reachable value of the dimensionless frequency
would be around ω.r/Uc = 2.5. In terms of dimensional frequencies, in a case taken
from the SONOBL experiment (U∞ = 45ms−1, δ = 3cm), spectra measured by
a classical flush mounted 1/8 in microphone are thus limited to frequencies lower
than 10kHz (afterwards the influence of the a priori correlation model is important),
while use of a the remote microphone permits an estimation of the spectrum up to
50kHz. Therefore, the use of sensors with a very small sensing area is often manda-
tory; one drawback is the necessity of making a precise calibration of the device,
which can be cumbersome when numerous sensors are used for array measurements.
These small-size sensors also have a second utility: 2-point measurements with very
small separation distances are only possible with such sensors, which is important
to correctly estimate cross-correlations which rapidly decrease with the separation
distance at medium and high frequency.
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Fig. 3 Influence of the microphone diameter on its frequency response to TBL fluctuations. The
difference in dB between the true value Φ, and the size-filtered one Φm is plotted as a function
of the angular frequency ω normalized by the sensor radius r and the convection velocity Uc (at
left) and as a function of frequency f at right for an experimental configuration studied in the
SONOBL experiment (at right). Two diameters of sensors have been considered and the influence
of the a priori choice of the TBL cross-correlation model (Corcos in plain and Mellen in dashed) is
illustrated

Measuring 2-point quantities can be done with several techniques. The most sim-
ple one is to use only two microphones and progressively increase the distance
between them along a line or two directions as done for example in Panton and
Robert [23]. Arrays of sensors are now commonly used, although measurements
are made along only one or two lines most of the time, typically along the mean
flow direction and across it. The main difficulty is to resolve both short and long
wavelengths; if both the hydrodynamic contribution and the acoustic contribution
are to be measured at relatively low speeds, a large range of separations between
sensors needs to be covered. Indeed, a typical acoustic wavelength is for example ten
times larger than the most energetic hydrodynamic one when Uc = 34ms−1. This
imposes the use of a very large number of sensors, and this in general precludes
simultaneous measurements on a plane. For example, simultaneous measurements
have been performed with transducers along a line which is then rotated to obtain
the 2D quantities in a second step [2, 28] or using a spiral array which is also rotated
to correctly discretise the measurement plane [18]. Note however that the advent of
low cost MEMSmicrophones is changing the situation (permitting 2D simultaneous
measurements and direct evaluation of wavenumber spectra) even if there are still
issues linked to the relatively limited number of sensors, their size and dynamic range
for high speed applications, see for example Bremner et al. [3].

In any case, the use of a periodic arrangement is not the best choice as this results
in a large number of redundant distances between the sensors. The necessity to
respect the Shannon-Nyquist criterion, that is choosing a distance between adjacent
sensors lower than half the minimum energetic wavelength present in the flow to
avoidwavenumber aliasing, would dramatically increase that number. Two important
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indicators of array performance to look at are themaximum distance between sensors
(normalized by the maximum wavelength of interest) and the size of its co-array.
The former dictates the resolution of the array, i.e. the width of the main lobe of
its Point Spread Function and the latter represents the number of different distances
between all pairs of sensors of the array. When designing an array, a typical goal
is to maximize this number for a fixed number of sensors by using an irregular
arrangement; as a result a reasonably low level of secondary lobes can be obtained
for a large frequency range, and this without any aliasing, see Underbrink [33]. Let
us take the simple example of a 2D periodic square array containing 64 sensors; they
are only 225 points in the associated co-array, while the maximum possible is 4033.
Strategies to optimize array responses have been developed in the aeroacoustics
community where spiral arrays are now very common; a 63-element Dougherty
spiral array will for example permit to obtain the theoretical maximum value of
3907 points in the co-array. The SONOBL experiment [28] uses a line array of
63 unevenly placed remote microphones; the minimum distance is a little higher
than 1mm, and the maximum one is equal to 25cm. For each angular position, one
obtains 1711 different measurement points for estimating cross-correlations and then
2D wavenumber spectra via a spatial Fourier transform.

While classical pressure measurements usingmicrophones are the norm, it should
be noted that field methods using different physical principles can be used in specific
applications. One of themost promising technique is uPSP (unsteady Pressure Sensi-
tive Paint), see the review paper by Gregory et al. [12]. PSP measurements are based
on an optical technique for determining surface pressure distributions: the painted
surface is continuously illuminated and the intensity of light emitted by luminescent
molecules in the paint is recorded. The response of fast PSP enables spatially resolved
measurements at rates of several kilohertz. At the moment the use of uPSP is limited
to applications in which the dynamic fluctuations are very high, typically flows at
high Mach number. A very interesting example of the use of uPSP to obtain 2D
wavenumber spectra on a launcher mock-up has recently been published by Panda
et al. [22].

1.4 Deconvolution of Wavenumber Spectra

It is difficult to obtain good resolution of wavenumber spectra especially in the sub-
convective region and even more so in the acoustic domain. The size of the main lobe
of an array is of the order of the inverse of its diameter; as an example, in the SONOBL
experiment the disk diameter is D = 25cm, which corresponds to the acoustic wave-
length at a frequency of approximately 1.4kHz. It is then clear that it will be very
difficult to obtain detailed information on the acoustic part of the wavenumber spec-
trumbelow say 2kHzby a direct exploitation of the Fourier transformof themeasured
cross-correlations. One possibility often used to enhance the low frequency resolu-
tion of arrays is to perform deconvolution, which roughly speaking, corresponds to
the inversion of the PSF of the array. In the aeroacoustic community several methods
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Fig. 4 Deconvolution of array response using the DAMAS2 algorithm. The theoretical array
response for synthetic data combining a Corcos-type aerodynamic field with a diffuse acoustic
field, computed for a frequency of 2kHz, is plotted in continuous black line; the black dashed line
shows the simulated SONOBL array response and the deconvolved response is plotted in dotted
line. Levels are normalised by a unitary point spectra

are routinely used to improve the resolution of arrays used to localise distant acoustic
sources, but application to surface arrays is rare. The first attempt seems to be due to
Ehrenfried and Koop [9] and a recent detailed paper has been presented in the 2016
BeBec conference by Haxter [14]. As the wavenumber-frequency spectrum is a pos-
itive quantity by definition, use of the DAMAS algorithm introduced by Brooks et al.
[4] or its variants is particularly adapted as it is based on a deconvolution algorithm
with a positivity constraint. Figure4 shows an example of applying DAMAS decon-
volution on a synthetic field obtained by adding a diffuse acoustic field contribution
to Corcos-type wall-pressure fluctuations, with the SONOBL array configuration,
see Prigent et al. [26] for more details. At a frequency of 2kHz, the cut at k2 = 0 of
the 2D wavenumber spectrum is clearly better defined in the acoustic domain with
two distinct maxima at the acoustic wavenumber, k1 = ± k0, than the curve resulting
from the simple spatial Fourier transform, where only a broad hump around k1 = 0
is visible; on the other hand, the convective peak is only marginally modified. Other
examples together with a first application to experimental data are given in [26]. Of
course the approach has limitations in part due to noisy data, but there is a hope this
could enable a much better assessment of the subconvective and acoustic domains.
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Fig. 5 Schematic sectional view of the SONOBL set-up. The flow speed at the position of the
63 microphones’ array varies from a few ms−1 up to approximately 100ms−1; the upper wall
angle can be varied to obtain zero, adverse, and favorable gradients. Channel height and length are
h = 0.25m and L = 16h

2 A Short Description of Three Experiments Conducted
at ECLyon and Illustration of Typical Results

In the second part of this paper, we present an illustration of experimental results
obtained on wall-pressure measurements, mostly based on 1D or 2D array process-
ing. A first experimental campaign was focused on the behavior of TBL submitted
to external pressure gradients. In the second one measurements were performed on a
full-scale mock-up of a business jet, while the third onewas focused on the extraction
of fan noise from wall-pressure measurements dominated by aerodynamic fluctua-
tions.

2.1 The SONOBL Experiment

By SONOBL experiment we refer to an experimental set-up first developed dur-
ing a project funded by the French National Agency for Research (ANR) and then
frequently enhanced. The initial experimental set-up is fully described in Salze
et al. [28]. The goal of the conducted experiments is to investigate the influence of an
external mean pressure gradient on the wall-pressure wavenumber-frequency spectra
induced by a TBL. Several values of the external pressure gradient are obtained by
changing the ceiling angle of a rectangular channel flow. Wall-pressure spectra and
cross-spectra are measured for zero-, adverse-, and favorable- pressure gradient TBL
for a range of flow speeds extending up to a maximumMach number of 0.3 (a recent
modification will give access to higher flow speeds up to M = 0.7 − 0.8). An array
of non-uniformly distributed pin-hole remote microphones is mounted on a rotating
disk to give access to 2D wavevector-frequency spectra, with a view of separating
TBL aerodynamic and acoustic contributions. A schematic description of the set-up
is given in Fig. 5, while photos of the wind tunnel and the measurement disk are
shown in Fig. 6.
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Fig. 6 Different views of the SONOBL set-up; at left, overall view of the wind tunnel inside
ECLyon anechoic room; at right, a photo of the rotating disk supporting B&K microphones and a
line array of 63 irregularly distributed remote microphones; in the center, a bottom view of the disk
is shown and the tubing used to eliminate any reflective waves is apparent

Typical results for point-spectra are displayed on Fig. 7 in a non-dimensional
form, using external variables (external flow velocity, displacement thickness and
wall shear stress). On the top part of the figure, spectra measured for zero pressure
gradient and for velocities varying from 11 to 45ms−1 are displayed. In dashed lines
the prediction of the spectra using Goody’s formula is also shown. The agreement
is very satisfactory, except maybe for the lowest frequencies at the highest velocity.
Note that with the external variables representation, a good collapse of the spectra is
obtained for all velocities at low frequency. With internal variables, on the contrary,
a good collapse would have been obtained at high frequency at the expense of a large
dispersion at low frequency, see [28] for details. On the bottom part of the figure,
the influence of the external pressure gradient is clearly shown; a favorable gradient
reduces the level in the low frequency region without changing the high frequency
slope, whereas an adverse pressure gradient both increases the low frequency con-
tent and completely changes the spectrum shape in the medium and high frequency
range. Differences in friction velocities and displacement thicknesses used in the
non-dimensional representation have only a slight influence and do not explain the
large differences observed in the spectral shapes when the external gradient is varied.
With an adverse pressure gradient, the predictions of the Goody’s model are com-
pletely off, and while the Rozenberg model [27] does a better job, the agreement is
far from being excellent, see for example Juvé et al. [16]. On-going work is currently
performed to construct a large data base covering a larger range of parameters; it will
offer the opportunity to construct an empirical model extending the existing ones
and to test various models based on RANS computations or on unsteady numerical
simulations.

As a final example of the results obtained in the SONOBL set-up, Fig. 8 shows
the 2D wavenumber spectra of wall-pressure fluctuations, estimated at a velocity
of 75ms−1 and for a frequency of 3750Hz, at left the raw data and at right after
applying a DAMAS2 deconvolution, see details in [26]. The convective region is
very well defined with a maximum around k1 = 420m−1, which is associated with a
convective velocity of the order of 75% of the mean flow velocity. More importantly,
a significant contribution in the acoustic domain is also clearly seen for wavenumbers
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Fig. 7 Wall-pressure spectra
measured during the
SONOBL experiment. On
top, non-dimensionalized
spectra using external
variables are shown for the
zero pressure gradient case
and velocities ranging from
11 to 45ms−1. These spectra
are compared to the
predictions of the Goody’s
model (dashed lines). On the
bottom part we compare
three spectra obtained for
different values of the
external mean pressure
gradient (zero, favorable and
adverse)

located inside the acoustic ellipse (corresponding to the acoustic dispersion relation
with mean-flow effects taken into account). On the right hand side of the figure, the
deconvolved wavenumber spectrum, while somewhat more noisy, permits a clearer
view of the acoustic contribution with maximum values concentrated around the
elliptic dispersion curve.

2.2 The CANOBLE Experiment

The CANOBLE project (a EU CleanSky2 program) is dedicated to the experimental
evaluation of cabin noise induced by turbulent boundary layer excitation. A full-scale
mock-up of a Dassault-Aviation business jet has been instrumented for wall-pressure
and vibrationmeasurements and installed in a large industrial wind tunnel. TheMach
number studied are relatively low (up to M = 0.2), the aim being to first calibrate
numerical codes in well-controlled conditions; in a second step these codes will
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Fig. 8 2D wavenumber spectra measured at a frequency of 3750Hz and a flow speed of 75ms−1.
At left, the spectrum has been obtained through a classical Fourier transform of the cross-spectra. At
right, the result of the deconvolution of the experimental data using DAMAS2 algorithm is shown.
The acoustic contribution for wavenumbers inside the acoustic ellipse (red curve) is much better
resolved

hopefully provide reliable information for the noise inside cabin and cockpit in cruise
conditions. Measurements were conducted in the S2A aeroacoustic wind tunnel; the
closed-loop tunnel opens to a semi-anechoic test roomwith an inlet section of 24m2.
The mock-up is a full-scale fore part of a business jet; it is 10m long in total, with the
first 6m true to the airplane geometry, the remainder serving as a tail to streamline
the rear end. Static pressure sensors were fitted along some streamlines and two
kinds of inserts were instrumented. Panels mimicking the vibrational behavior of the
real fuselage were equipped with accelerometers; the noise transmitted through the
panels to an internal cavity was also measured. Modules supporting hot wires and
microphones arrays were then placed in locations mirroring those of the panels. The
three instrumented modules correspond to roof, windscreen and side panels. Wall-
pressure measurements were performed using an array of MEMSmicrophones flush
mounted onto a mask fitted to the geometry of the fuselage. Each array is composed
of 40 digital microphones non-uniformly distributed on a cross whose main axis is
aligned with the local flow direction. Photos of the set-up and microphone array are
given in Fig. 9; further details will be found in [25, 30].

The three modules are placed in such positions that, respectively, a nearly zero
pressure gradient, a very slight favorable gradient and amild adverse gradient (on the
side panel) were observed (see Fig. 10). Examples of pressure spectra measured at a
velocity of 30ms−1 are displayed in the external variables representation on Fig. 11.
The spectra associated to ZPG and FPG positions have very similar shapes and
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Fig. 9 In the left part of the figure, a photography of the business jet mock-up installed in S2Awind
tunnel is shown. In the center and at right are displayed respectively a CAD view of the MEMS
array and its implementation on the mock-up (in green: the microphone array; in red: surface hot
films; a hot wire traverse is also apparent in the figure at right)

Fig. 10 On this top view of the mock-up, the three instrumented zones are shown, together with
an indication of the corresponding type of local mean pressure gradient

Fig. 11 Normalized wall
pressure spectra measured
during the CANOBLE
experimental campaign and
comparison with
rms-adjusted Goody’s
spectrum for the zero
pressure gradient position
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Fig. 12 Examples of the spatial coherence measured during the CANOBLE campaign. At left,
spatial evolution of the stream-wise coherence measured for f = 400Hz in APG conditions. At
right, evolution with the reduced frequency of the longitudinal integral scale L1 in APG conditions
(δ1 is the local TBL displacement thickness andUc the convection velocity). The black dashed line
corresponds to an exponential decay of the coherence length as suggested by the Corcos model

levels, which is not surprising as the boundary layers exhibit very similar profiles at
these two positions. However the overall shape differs markedly from the predictions
of the Goody model (the level was adjusted to match the rms value of measured
pressure fluctuations); this may be attributed to the fact that the boundary layer
development for these two positions is influenced by the presence of themodel’s nose
and windshield and are not fully developed, but further studies are needed to clarify
this point. Module 3, where APG measurements have been performed, is located on
the lateral side of the model and the boundary layer is in a more classical state. As it
was the case in the SONOBL set-up described above, the spectrum is characterized by
two humps at both ends of the mid-frequency range and significant contributions in
high frequencies. Beside point-spectra, longitudinal and transverse 2-point coherence
functions were also measured, the derived coherence lengths serving as input to a
numerical FEM code used to estimate panel vibration and internal radiated noise. An
example of such functions is given in Fig. 12; the nearly exponential decrease of the
coherence with the separation distance is reminiscent of the classical decay curves
of the Corcos model.

Concerning panel vibration and noise radiated inside the internal cavity, the strat-
egy used to compute levels and spectra and compare them to experiments is as
follows. A CFD RANS code is used to obtain mean flow local characteristics along
the fuselage (local external velocity, boundary layer thickness, friction velocity).
For the time being, a simple Corcos model for the coherence functions and a Goody
model for the spectra are then informed from the RANS data. A sampling approach in
the space/frequency domain is used to compute the response of the structure subject
to the load given by the cross-power spectral density matrix. The FEM vibroacous-
tic model is composed of the structural part and of an acoustic inner cavity; more
details can be found in Leneveu et al. [17]. A comparison between computations
and measurements is displayed in Fig. 13. For a first attempt, with relatively crude
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Fig. 13 One-third octave spectra of noise power radiated into the mock-up internal cavity: Com-
parison between experimental results in black and numerical simulations in red (1dB per thin
graduation). The spatial structure of noise computed inside the cavity at a frequency of 1kHz is
illustrated in the right part of the figure

models, the agreement can be considered as correct. Use of a more elaborate model
constructed from the experimental data on the cross-spectra would probably permit
to obtain a closer agreement.

2.3 Ducted Fan Noise Extraction from Array Measurements
on the Inner Duct Wall

Modal analysis of the internal acoustic field is a common tool for the characteri-
sation of the noise generated by ducted turbofan engines. Experimental campaigns
are usually conducted using arrays of microphones flush-mounted on the duct inner
walls. They however are sensitive to both the aerodynamic and acoustic pressure
fluctuations and it is of interest to separate the two components. As the aerodynamic
component is generally of much greater amplitude, extracting the acoustic compo-
nent can be challenging. Denoising can be done by assuming that the aerodynamic
contribution is concentrated along the diagonal of the cross-spectral matrix between
the sensors of the array, but a less restrictive approach is based on the use of 1D
wavenumber-frequency analysis of a large array of microphones. This approach can
be very effective when the mean flow velocity is much lower than the speed of sound.
This is illustrated in the following example.

A schematic view of the experimental set-up is given in Fig. 14. This low-Mach
number ducted turbofan is equipped at inlet with a Turbulence Control Screen (TCS)
and an anechoic termination downstream of fan stage. A digital MEMS array is
flush-mounted inside the test-rig duct using a 2D-printed support. The 32 MEMS
microphones are irregularly distributed, resulting in a co-array containing 488 ele-
ments. Further details can be found in Salze et al. [30]. In Fig. 15, photos of the rig
show the exterior part of the set-up, with the TCS and the absorbing wedges of the
anechoic environment (at left), and the board supporting the array of MEMS micro-
phones (at right). Except at the blade passage frequency and its harmonics where
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Fig. 14 Sketch of the fan noise rig at ECLyon (LP3 facility)

Fig. 15 Left: External view of the fan rig focusing on the Turbulence Control Screen and the
absorbing wedges. Right: Internal view of the upstream portion of the duct; the MEMS array board
and the rotor vanes of the fan are shown

strong acoustic tones are generated, point-spectra are nearly completely dominated
by turbulent fluctuations. Only the use of array processing will be able to extract
other noise components. A 1D k − ω wavenumber-frequency spectrum is displayed
on Fig. 16 for a rotational speed of 10,000 rpm and a bulk velocity equal to 29.4m/s.
Except for the very low frequencies, two different regimes are evident. A first contri-
bution is due to the turbulence wall-pressure fluctuations; it is concentrated around
the convective wavenumber ω/Uc, Uc ≈ 80% of the bulk velocity, with most of its
energy in a frequency range limited to 2kHz. The second contribution is of acoustic
nature with wavenumbers situated in the triangle limited by the lines ω/(c +Uc) for
downstream propagating waves and −ω/(c −Uc) for upstream propagating waves.

Figure16 also displays the dispersion curves associated to the first 11 longitu-
dinal duct modes, in dashed lines; these modes are progressively cut-on when the
frequency increases. An excellent agreement between the theoretical curves and the
experimental map is evident, in particular the appearance of a strong energetic spot
at each cut-on frequency.

Another striking feature is that the acoustic energy is for the most part concen-
trated in negative values of the wavenumber, that is associated to upstream propagat-
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Fig. 16 1D wavenumber spectrum of wall-pressure fluctuations. Colormap of amplitudes (dB
scale) is plotted as a function of frequency and axial wavenumber. The convective region and the
acoustic one can clearly be distinguished; in dashed white lines, the limits of the acoustic zone and
the dispersion curves of the 11 first axial acoustic modes are displayed

ing waves. The array thus essentially observes noise directly generated by the fan,
upstream of which it is situated. Downstream propagating waves are generated by
reflections at the inlet section, but in the frequency range of interest it is essentially
non-reflecting; only a very small amount of upstream propagatingwaves are reflected
back in the duct and recorded by the array.

The beauty of the wavenumber frequency approach is that it is nevertheless pos-
sible to estimate this small contribution by filtering this map and reconstructing the
associated point-spectra. It consists of the integration at a given frequency over all
the k1 contributions in a well selected zone. This is illustrated in Fig. 17. The black
line (1) corresponds to the basic-global- point spectrum: as said above, and except
for three pure tones at BPFs, it is dominated by turbulent wall-pressure fluctuations.
The green curve (2) shows the spectrum obtained by summing the contributions
of wavenumbers between 0 and −ω/(c −Uc) for each frequency. This spectrum
corresponds to the noise generated by the fan in the upstream direction. Smaller
pure tones are now visible and, more importantly, the broadband noise component
is now identified, some 10 to 20dB below the turbulent wall-pressure contribution.
The successive appearance of cut-on modes is also clearly apparent. Moreover, the
contribution of downstream propagating acoustic waves reflected by the duct inlet,
obtained by filtering between k = 0 and k = ω/(c +Uc), can also be extracted (see
red line (3)). It exhibits a shape very similar to that of direct waves, but with a
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Fig. 17 Wall-pressure spectra measured or reconstructed from the filtering and k1 integration of
the 1D wavenumber spectrum. Curve (1): Direct measurement largely dominated by aerodynamic
fluctuations; curve (2): Noise directly generated by the fan as extracted from the upstream array;
curve (4): Estimation of the spectrum associated to acoustic waves reflected back in the duct from
the inlet section; curve (3) corresponds to the total noise generated by the fan in upstream as well
as in downstream directions

level reduced by nearly 10dB, demonstrating the very good dynamic range of the
wavenumber-frequency measurements in this configuration.

3 Conclusion

Measuring wall-pressure fluctuations beneath turbulent flows is still a challenge
nearly sixty years after the publication of the first pioneering work by Willmarth,
Corcos and others. Recent advances in the technology of microphones (i.e. MEMS
microphones) pave the way for the use of arrays consisting of a very large number
of sensors: several hundreds could become the norm in the near future. With such
arrays the direct measurement of space-time cross-correlations and 2D wavevector-
frequency spectra could be easily performed and used, for example, for filtering out
the acoustic component from the aerodynamic one or vice versa. Development of
deconvolution methods enhancing the wavenumber resolution of such arrays will
also be of great help to obtain more precise results in the subconvective and acoustic
regions. These experimental data, together with high-fidelity unsteady numerical
simulations like those conducted by Cohen and Gloerfelt [7], will be of great utility
for the calibration of existing models or the development of new ones which are
crucial for industrial applications where the flow is far from being homogeneous.
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Chase Versus Corcos TBL Loading

Richard G. DeJong

Abstract The Corcos and Chase models for the wavenumber-frequency spectrum
of fluctuating pressures in a turbulent boundary layer (TBL) fluid flow are compared.
Some of the recent improvements to these basic models (in order to agree better with
the measured data) are reviewed. In particular some suggested revisions to Chase’s
derivations to improve that model are presented. Also discussed are the coupling of
the TBL pressures to structural vibrations, and areas were further research is needed.

1 Introduction

The need for an accuratewavenumber-frequency spectrum of the fluctuating pressure
in turbulent fluidflow is illustratedby the example shown inFig. 1which compares the
frequency spectra of the exterior turbulent pressure and resulting vibration measured
on a side window of a vehicle in a wind tunnel. As the wind speed increases the turbu-
lent pressure increases approximately with the fourth power of the speed. However,
the window vibration increases at a higher rate. This is seen more clearly in Fig. 2
which compares the ratio of the vibration acceleration to the turbulent pressure for the
two wind speeds. For comparison, the ratio obtained using an acoustic loudspeaker
source is also shown. The reason this transfer function changes for different pressure
source characteristics is because the coupling between fluids and structures depends
on the spatial matching of the pressure and vibration fields (as represented by the
wavenumber spectrum) and not just on the frequency matching [1].

The spatial matching for this case is illustrated in Fig. 3. For flow speeds,Uc, and
bending wave speeds, cb, less than the speed of sound, co, the dominant fluctuating
TBLpressurewavelength is shorter than the acoustic pressurewavelength. (Typically
formost frequencies of interest in transportation vehicles the structural bendingvibra-
tionwavelength is in between the other two.) Represented in thewavenumber domain
(the Fourier transform of the spatial domain), there is a spread in the wavenumber
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Fig. 1 Comparison of the measured frequency spectra for turbulent pressure (- - -) and window
vibration (−−−) on a vehicle side window in a wind tunnel at flow speeds of 100 and 120 kph
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Fig. 2 Comparison of acceleration/pressure transfer function for turbulent and acoustic pressure
excitations

content around the dominant wavenumber, k, given by frequency, ω, divided by the
free field wave speed. The coupling between a pressure and the vibration is given by
the product of the two wavenumber spectra. The major contributions are indicated
by the three shaded areas in Fig. 3.

Mathematically, the structural acceleration spectrum, Saa(ω), at any frequency, ω,
is given by the integral over the product of the wavenumber spectra [1]

(ρshs)
2ηs Saa(ω) =

∫
Φoo(k, ω)|Ψs(k, ω)|2dk +

∫
Φpp(k, ω)|Ψs(k, ω)|2dk

(1)

where ρs, hs, and ηs are the density, thickness and damping loss factor, respectively,
of the structure. �oo(k, ω) and �pp(k, ω) are the wavenumber-frequency spectra of
the acoustic and turbulent pressure fields, respectively, and �s(k, ω) is the magni-
tude of the Fourier transform of the structural mode shape. For the acoustic pressure
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Fig. 3 Spatial matching of wave fields as represented by their wavelengths in the flow direc-
tion (x) and by the magnitudes of their wavenumber spectra along kx for the case of Uc < cb <
co

excitation the major contribution to the integral is the acoustic spectrum peak times
the low wavenumber side band level of the structural mode shape. For the turbulent
pressure excitation there are twomajor contributions; 1. The turbulent spectrum peak
(called the convective ridge) times the high wavenumber side band level of the struc-
tural mode shape, and 2. The structural mode shape peak times the low wavenumber
level of the turbulent spectrum. The latter of these is the most challenging to compute
because of the difficulty in determining the low wavenumber content of the turbulent
spectrum. (If cb < Uc, Eq. 1 still applies with their peaks reversed.)

Two of the more frequently used models for the wavenumber-frequency spectrum
of the TBL pressure are by Corcos [2] and Chase [3]. Analytically both are based on
the divergence of the Navier–Stokes equation for steady, incompressible flow, which
in Cartesian indicial notation is

∂2 p

∂x2i
= −2ρo

(
∂Ui

∂x j

)(
∂u j

∂xi

)
− ρo

∂2
(
uiu j − 〈

uiu j
〉)

∂xi∂x j
= −TM − TT (2)

where p is the fluctuating pressure, ρo is the ambient fluid density, U is the mean
velocity, and u is the fluctuating velocity. The brackets <···>t indicate the mean
value over time, t. TM and TT represent the gradients of the Reynolds stresses (ρo

u2). The M term is called mean-shear (or fast or direct) because it represents the
immediate interaction between the gradient of the mean flow (proportional to a shear
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stress) and the fluctuating velocities. The M term is generally considered to be the
dominant contribution to the surface pressure. The T term is called pure-turbulent (or
slow or indirect) because it represents the secondary interaction between the various
fluctuating velocity gradients.

Solving Eq. 2 is challenging because the velocity products make it a highly non-
linear problem analytically and they are difficult to measure. Several assumptions
are made to simplify Eq. 2 for steady flow over a rigid flat surface in the X = (x1, x3)
plane at x2 = 0:1. the boundary layer flow is two dimensional with the mean flow
in the x1 direction (U2 = 0 = U3 and the boundary layer thickness, δ, is constant
over the area of interest), 2. dp/dx1 = 0 = dp/dx3, 3. dp/dx2|x2=0 = 0. This allows
the pressure response at the surface (x2 = 0) to be evaluated by the integral of the
Reynolds stress terms over the half space, Y = (y1, y2 > 0, y3)

p(X, t) = 1

2π

˚
TM + TT

|X − Y| d
3Y (3)

The following sections review the Corcos and Chase models and some of the
improvements made to them in order to agree better with measured data. Also
discussed are the coupling of the TBL pressures to structural vibrations, and areas
were further research is needed.

2 Corcos Model

Corcos used dimensional analysis of Eq. 3 and measurements [2, 4] of the spatial
correlation function of the surface pressure, i.e. in the (x1, 0, x3) plane,

Rpp(ξ, η, τ ) =< p(x1, 0, x3, t)p(x1 + ξ, 0, x3 + η, t + τ) > t (4)

and its frequency transform the cross spectral density, �pp (ξ, η, ω), to conclude
there is a dominate similaritywith the non-dimensional variables,ωξ /Uc andωη/Uc.,
where Uc is the convection velocity. In particular, using correlation measurements
in the stream-wise direction (x1) (shown in Fig. 4) and in the cross-wise direction
(x3), Corcos determined a similarity relationship

Γpp(ξ, η, ω) = Spp(ω) A

(
ωξ

Uc

)
B

(
ωη

Uc

)
eiωξ/Uc (5)

where Spp(ω) = �pp (0, 0, ω) is the single point frequency spectrum of the surface
pressure. This is an attractive formulation because it is separable in the space coor-
dinates making it amenable to analytical representations of the coupling to structural
vibration modes (at least for the separable modes of a simply supported, uniform
cylinder or rectangular plate). Also, if A and B are given as decaying exponentials,
A = exp(–α ω|ξ |/Uc), B = exp(–β ω|η|/Uc), (which agree reasonably well with
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Fig. 4 Normalized stream-wise correlation function A(ωξ /Uc), Ref. [2, 4]

measured data in the mid to high frequency range, ω > Uc/δ), the model represents
a decaying wave propagating in the x1 direction. Transforming to the wavenumber
domain, K = (k1, k3), gives a wavenumber-frequency spectrum of the form

Φpp(K, ω) = Spp(ω)
α
/

πkc[
α2 + (

1 − k1
/
kc

)2]
β
/

πkc[
β2 + (

k3
/
kc

)2] (6)

where kc = ω/Uc. α ~ 0.1 and β ~ 0.8 are empirically determined constants.
Corcos acknowledged [5] that the similarity relationship in Eq. 5 only holds

for Strouhal numbers ω δ*/Uo > 0.5, where δ* is the boundary layer displacement
thickness (approximately δ/8) and Uo is the free stream velocity (see, for example,
Fig. 5). By definition the normalized correlation function goes to 1 as ξ goes to zero,
but the data shows this is not true as ω goes to zero for a non-zero ξ. There appears
to be a source of decorrelation (by dispersion or diffusion) in the turbulent pressures
at low frequencies (long wavelengths) that is independent of frequency.

Another limitation of the basic Corcos model is that it over predicts the low
wavenumber content of the wavenumber-frequency spectrum, �pp (K, ω), given by
Eq. 6 as compared to measurements (shown in Fig. 6 for k3 = 0). Several modifi-
cations to this model have been proposed to fix this problem. Ffowcs Williams [6]
proposed applying the similarity formulation to the velocity source terms in Eq. 3.
This gives a k2 = k21 + k23 dependence to�pp (K,ω) at lowwavenumberswhich agrees
with the (incompressible fluid) theoretical results of Phillips [8] and Kraichnan [9]
that the wavenumber spectrum should go to zero as k → 0. The modified Corcos
model is then

Φpp(K, ω) = Spp(ω)
[
aok

2/k4c
]
/[α2 + (k1/kc − 1)2] [β2 + (k3/kc)

2] (7)
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Fig. 5 Normalized stream-wise correlation function A(ωξ /Uc) [6, 7]

Fig. 6 Comparison of TBL surface pressure wavenumber-frequency spectra (k3 = 0), data [10, 11]

with ao an experimentally determined constant. Since the measured data does not
go to zero as k → 0, Ffowcs Williams suggested this was due to compressibility
effects and included a correction term for low, but non-negligible, Mach number,Mo

= Uo/co, where co is the speed of sound. A further correction to Eq. 7 is needed to
roll off the high wavenumber content in order to agree with measured values of the
frequency spectrum Spp(ω) [12]. This modified Corcos model is then

Φpp(K, ω) = Spp(ω)

[(
aok2

/
k2c + a1M2

o

)]/(
1 + k2

/
k2c

)
k2c[

α2 + (
1 − k1

/
kc

)2][
β2 + (

k3
/
kc

)2] (8)

which is also shown in Fig. 6 (for a1 = 0.25 and Mo = 0.1).
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More recently Caiazzo et al. [13] has noted that the basic Corcos model is equiv-
alent to a Butterworth filter of order 1. By generalizing that model to higher order
filters the following result is obtained

Φpp(K, ω) = Spp(ω)
An

/
πkc[

α2n + (
1 − k1

/
kc

)2n]
Bm

/
πkc[

β2m + (
k3

/
kc

)2m] (9)

where n andm are the filter orders in the streamwise and spanwise directions, respec-
tively, with derived constants An and Bm. This is also shown in Fig. 6 for n = 2 and
m = 1. The filter orders can be modified to fit measured data.

Even with these modifications a more significant problem with the Corcos model
can be seen in Fig. 7 where the contours of �pp (K, ω) values in the (k1, k3) plane
are shown at a given frequency, compared to measured and CFD data. The separable

Fig. 7 Comparison of TBL surface pressure wavenumber-frequency spectra, �pp, for modified
Corcos model [13] and curve fit to data: CFD Ref. [14]; measurements Refs. [10, 15] using
parameters for 40 m/s air flow excitation of a 1 mm thick steel plate at 500 Hz
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product form of the Corcos model gives contours with a hyperbolic shape, whereas
themeasured data have an elliptical shape.Also shown are the loci of typical vibration
modes of a flat plate at this frequency (Uc < cb). Other than for the vibration modes
with k3 near zero, the peaks in the vibration modal responses are in a region where
the Corcos model under estimates the measured pressure data. Therefore, using the
Corcos model, with parameters adjusted to fit the streamwise and spanwise data
values, it will underpredict the vibration levels of a coupled plate.

3 Chase Model

Chase developed his model by assuming a two-dimensional boundary layer over
a rigid flat surface, in the X = (x1, x3) plane, with a constant thickness, δ, in the
x2 direction (normal to the surface). The wavenumber-frequency spectrum is then
found by transforming the correlation functions of the velocity products in Eq. 3 to
the planar wavenumber, K = (k1, k3), and frequency domains.

Φpp(K, ω) =
∫ ∞
0

dx2

∫ ∞
0

dx
′
2

⎡
⎢⎣ e

−k
(
x2+x

′
2

)

k2

⎤
⎥⎦[φM(k1, ζ, k3, ω) + φT(k1, ζ, k3, ω)]

(10)

where

φM(k1, ζ, k3, ω) = 1

(2π)3

∫ ∞∫

−∞

∫ 〈
TMT

′
M

〉
t
ei(K·R−ωτ)dR dτ (11a)

φT(k1, ζ, k3, ω) = 1

(2π)3

∫ ∞∫

−∞

∫ 〈
TTT

′
T

〉
t
ei(K·R−ωτ)dR dτ (11b)

with ζ = (x2 x’2)1/2, R = (x’1 – x1, x’3 – x3), τ = t’ – t, and the cross terms of the M
and T velocity products are considered negligible.

Chase used measurements of the fluctuating velocity correlations to estimate the
functional shapes of φM and φT. One set of data is from Morrison and Kronauer
[16] who used hot wire anemometers to measure the correlation of the fluctuating
velocity, u1, in the axial direction of flow in a pipe. (The cylindrical coordinates, (x1,
ro – r, rθ ), of the pipe are assumed to approximate the Cartesian coordinates, (x1,
x2, x3), of flow over a flat plate, where the pipe radius approximates the boundary
layer thickness, δ.) These measurements indicate that the wavenumber transforms of
the velocity correlation in the (x1, x3) plane at different distances, x2, above the rigid
surface can be represented by the similarity relation
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k1k3φu1u1(k1, x2, k3) = F(kx2)φ0(k1, k3) (12)

with k = (k21 + k23)
1/2. Chase used the approximations

F(kx2) = c1(kx2)
2exp(−2kx2) (13a)

φ0(k1, k3) = c2u
2
t /[1 + (c3ν/uτ )

2((γ k1)
2 + k23)]2 (13b)

where uτ = (τw/ρo)1/2 is the friction velocity, τw is the wall shear stress, ν is the
kinematic viscosity, and γ is a measure of the anisotropy of the wavenumber spec-
trum. Figure 8 compares Eqs. 13a and 13b with particular constants, c1, c2, c3, to the
measurements. A key feature of this similarity model is that it uses a functional form
proportional to the wavenumber vector magnitude k = ((γ k1)2 + k23)

1/2 (rather than
products of separate functions of k1 and k3 as Corcos assumed).

Chase generalized and simplified the similarity relation of Eq. 12 to model φM

and φT. Considering first the M term, TM = 2ρo (∂U1/∂x2) (∂u2/∂x1), he used the
log-layer formula for U1 giving ∂U1/∂x2 = 2.5 uτ /x2. For φu2u2(k1, x2, k3, ω) he
assumed an isotropic (γ = 1) form ρ2

o uτ ζ 3 e−k (x2+x’2) e−(x2+x’2)/bδ , where the last
term is added to account for the roll off of u2 beyond some fraction, b ~ 0.5, of the
boundary layer thickness, δ, and the assumption is made that ν k/uτ < < 1 (since
Chase focused on the low wavenumber region). Integrating over x2, x2’, Eq. 10 gives
(with a combined constant C for the overall amplitude)

ΦM(K, ω) = Cρ2
ou

3
τ k

2
1/k

2[k + 1/bδ]3 � Cρ2
ou

3
τ k

2
1/[k2 + 1/(bδ)2]5/2 (14)

where the second form is used to be consistent with the sum-of-squares form for the
wavenumber vector.

Fig. 8 Comparison of measured and modeled similarity functions for the axial velocity cross-
spectra; c1 = 7.5, c2 = 0.001, c3 = 400
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Fig. 9 Comparison of pressure correlation, Rpp, in convecting and fixed reference frames. Uo =
30 ut , data −•−, −•− from Ref. [6]

Equation 14 represents the reference frame of the fluid traveling at a convection
velocity,Uc. To convert to the fixed reference frame of the surface two modifications
are made. First, the Taylor hypothesis [17] assumes a frozen eddy structure of the
convected fluctuating velocities and converts the frequency, ω, to ω – Uc k1 in the
transforms of Eqs. 11a and 11b. Second, because the actual eddy structure decays
slowly with time, a time delay, τ , in the convected frame is equivalent to a spatial
separation, h uτ τ , in the fixed frame, with h a constant (see Fig. 9). This corresponds
to a fixed framewavenumber shift ofω/h uτ . Chase [3] assumes these two effects “add
roughly in quadrature” (sum-of-squares) and models this in Eq. 14 by converting k2

to k2 + (ω – Uc k1)2/(h uτ )2 with h ~ 3.
The basic Chase model for the mean-shear component of the TBL pressure

wavenumber-frequency spectrum is then

ΦM(K, ω) = CM
ρ2
ou

3
τ k

2
1[

k21 + k23 + μ−2(kc − k1)
2 + 1

/
(bδ)2

] 5/2 (15)

where μ = h uτ /Uc ~ 0.16.
For the pure-turbulence component, TT = ρo ∂2[ui uj − < ui uj> t]/∂xi · ∂xj,

Chase had much less data to work with. However, he assumed the same isotropic
similarity relation held for all ui uj terms so the velocity correlation spectra are given
by φuiuj(k1, x2, k3, ω) = ρ2

o u
3
τ ζ 3 e−k (x2+x’2) e −(x2+x’2)/bδ , which gives the result

ΦT(K, ω) = CT
ρ2
ou

3
τ

(
k21 + k23

)
[
k21 + k23 + μ−2(kc − k1)

2 + 1
/

(bδ)2
] 5/2 (16)

The constantsμ and bmaybe different in theMandTcomponents, butChase finds
no evidence for substantial differences. Therefore, Eqs. 15 and 16 can be combined
to give
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Φpp(K, ω) = C
ρ2
ou

3
τ

(
k21 + a k23

)
[
k21 + k23 + μ−2(kc − k1)

2 + 1
/

(bδ)2
] 5/2 (17)

where C = CM + CT and a = CT/ C. (Chase uses C ~ 0.15, a ~ 0.33.)
Figure 10 compares the basic Chase model with measured data in the low

wavenumber region for k3 = 0. The Chase model under predicts the data.
Chase made several attempts to remedy this [18, 19] but recent measurements

[10, 11] have shown the need for a revised model. This can be accomplished by
reassessing the early assumption of a uniform boundary layer thickness. In reality
the boundary layer grows approximately as δ = 0.16 x1/Re1/7x1 where the Reynolds
number Rex1 = Uo x1/ν (see Fig. 11).

New kinetic energy enters the boundary layer at a rate proportional to the growth
of the momentum thickness, θ ~ δ/10. An approximation for the added pressure is

p ∼ ρoU
2
c dθ/dx1 ∼ ρou

2
t Re

−1/7
x1 (18)

which has a veryweak dependence on x1. Approximating thewavenumber-frequency
Fourier transform of p2, for k1 < kc, gives

Φpp(K, ω) ∼ ρ2
ou

4
τ /ωk

2
c (19)

Fig. 10 Comparison of TBL surface pressure wavenumber-frequency spectra (k3 = 0), data [10,
11]

1

Fig. 11 Illustration of the growth of the boundary layer with the injection of kinetic energy
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which can be included in Eq. 17 by adding a term to k21 in the numerator proportional
to k2c . A fit to the data in Ref. [20] gives a 1/π 2 scaling for the k2c term, thus

Φpp(K, ω) = C
ρ2
ou

3
τ

(
k21 + a k23 + k2c

/
π2

)
[
k21 + k23 + μ−2(kc − k1)

2 + 1
/

(bδ)2
] 5/2 (20)

Figure 12 compares measurements of the low wavenumber TBL pressure spec-
trum in both wind and water tunnels (using the vibration response of flat plates as a
wavenumber filter [1, 20]) to the curve fit of Eq. 20.

Values from Eq. 20 are also included in Fig. 10 and show good agreement with
the low wavenumber data.

The single point TBL pressure frequency spectrum, Spp(ω), is obtained from
Eq. 20 by integrating over k1 and k3. In the Chase model Spp and �pp are, therefore,
interrelated (unlike the Corcos model where the wavenumber and frequency spectra
are separate). The measurements shown in Figs. 1 and 2 clearly indicate that Spp and
�pp are interrelated. The result of the integration is (for μ 2 � 1)

Spp(ω) = 2πC
ρ2
ou

4
τ

ω

1.1 + a
[
1 + (

Uc
/

ωbδ
)2]

[
1 + (

Uc
/

ωbδ
)2]3/2 (21)

    k1               k3 

          
5, 1 Mode Shape Wavenumber Spectrum

Fig. 12 Comparison of measured low wavenumber pressure spectra with model using Eq. 20
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Fig. 13 Comparison of TBL single point frequency spectra (water tunnel, Uc = 2.5 m/s)

Figure 13 compares the frequency spectrum given by Eq. 21 (with C = 0.15, a =
0.33, b = 0.5) with measured data. It can be seen that the Chase model over predicts
the measured levels at high frequency.

Chase acknowledged this [3] and suggested a means for correcting this: remove
the assumption that ν k/ uτ � 1 in the form of φu2u2(k1, x2, k3, ω) used to derive �M

(K, ω) in Eq. 14. Then

φu2u2(k1, x2, k3, ω) = uτ ζ
3e−k(x2+x ′2)e−(x2+x ′2)/bδ/[1 + (6kν/uτ )

2]2 (22)

Since the additional term is independent of x2, it is simply adjoined to the equations
for �pp (K, ω)

Φpp(K, ω) = C
ρ2
ou

3
τ

(
k21 + a k23 + k2c

/
π2

)
[
k21 + k23 + μ−2(kc − k1)

2 + 1
/

(bδ)2
] 5/2[

1 + (
6kν

/
uτ

)2]2
(23)

The integration over k1 and k3 is more complex, but to first order in (6 kν/uτ )2 the
single point pressure spectrum is given by

Spp(ω) = 2πC
ρ2
ou

4
τ

ω

1.1 + a
[
1 + (

Uc
/

ωbδ
)2]

{[
1 + (

Uc
/

ωbδ
)2]3/2 + (

3ων
/
u2τ

)4} (24)

This result is included in Fig. 13 (with C = 0.15, a = 0.33, b = 0.5) and shows
good agreement with the data. It also agrees closely to the result obtained by Goody
[21] as follows
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Spp(ω) = 3ρ2
ou

4
τ

(
ωδ

/
Uo

)3
ω

{[(
ωδ

/
Uo

)0.8 + 0.5
]3.7 +

[
1.1

(
u2τ δ

/
Uoν

)−0.57
ωδ

/
Uo

]7} (25a)

Spp(ω) = 3
ρ2
ou

4
τ

ω

1{[
1 + 0.5

(
Uo

/
ωδ

)0.8]3.7 + (
1.5ων

/
u2τ

)4} (25b)

with some small differences in the coefficients.
The spatial correlation functions for this model can be obtained from the inverse

wavenumber transform of Eq. 23

Γpp(ξ, η, ω) = Spp(ω)

⎛
⎝1 + z

1 + π2a
[
1 + (

Uc
/

ωbδ
)2]

⎞
⎠ e−z eiωξ/Uc (26)

where z2 = [1 + (Uc/ω bδ2) ] [(μ ξ )
2 + η 2] (ω/Uc) 2 and μ ~ 0.16. The correlation

function has the sum-of-squares form for the separation variables which Chase [3]
has shown to compare well with measured data [6, 16].

The normalized stream-wise correlation function is then given by

∣∣Γpp(ξ, 0, ω)
∣∣

Spp(ω)
= A(ξ, ω) =

⎛
⎝1 +

√
1 + (

Uc
/

ωbδ
)2

μωξ
/
Uc

1 + π2a
[
1 + (

Uc
/

ωbδ
)2]

⎞
⎠ e−

√
1+(Uc/ ωbδ)2μωξ/ Uc

(27)

Fig. 14 Comparison of measured normalized stream-wise correlation function A(ξ,ω) with Eq. 27
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This is plotted in Fig. 14 (with μ = 0.16, a = 0.33, b = 0.5) compared to some
of the data shown in Fig. 5.

The normalized cross-wise correlation function is given by

∣∣Γpp(0, η, ω)
∣∣

Spp(ω)
= B(ξ, ω) =

⎛
⎝1 +

√
1 + (

Uc
/

ωbδ
)2

ωη
/
Uc

1 + π2a
[
1 + (

Uc
/

ωbδ
)2]

⎞
⎠ e−

√
1+(Uc/ ωbδ)2ωη/ Uc

(28)

4 Structural Coupling

The wavenumber frequency spectrum of the TBL pressure plays an important role
in understanding its excitation of structural vibration. Using the Corcos model, the
separable formulation with products of k1 and k3 terms is often used to simplify
the calculation of structural coupling. However, this only applies when the structural
response functions are also separable, such as for a simply supported plate or cylinder.
A more general approach uses a statistical (or mean value) coupling to the average
mode shapes of an irregular structure [1, 22], assuming the structural mode shapes
have a Gaussian spatial distribution rather than sinusoidal as in a simply supported
rectangular plate (see Fig. 15).

Mathematically, the vibration response of a structure is found from the integral of
the product of the excitation spectrum and the structural modal response spectrum
in the wavenumber domain as given by Eq. 1. As illustrated in Figs. 3 and 16, there
are three major contributions to the structural vibration (when Uc < cb < co):

I. Convective TBL pressure coupled to the high wavenumber modal side bands.
The high wavenumber response spectrum is given by |�s(kc,ω)|2 ~ π ω

(k2p/k
4
c)/(π κ cL), where kp is the wavenumber of the plate, κ is the bending

radius of gyration and cL is the longitudinal wave speed in the plate, (k2p = ω/κ

ψ(x1, x3)

Gaussian

|Ψ(K,ω)|2

Fig. 15 Mode shapes and wavenumber spectra of simply supported, irregular, and Gaussian plates
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Fig. 16 Contour plot of wavenumber spectra for turbulent pressure, structural modal response, and
acoustic pressure showing regions of dominant overlap

cL). Then the power spectral density of the plate acceleration response is given
by

SIaa(ω) = Spp(ω)
(
k4p/k

4
c

)
/(ρshs)

2ηs (29)

II. Low wavenumber TBL pressure coupled to the resonant modal peaks. The
resonant acceleration response, a, of a single plate mode to a relatively smooth
pressure spectrum is given by

a2 = (2π)2(πω/Ap)Φpp(kp, ω)/(ρshs)
2ηs (30)

where Ap is the area of the plate. Multiplying this by the modal density of the
plate gives the power spectral density

SIIaa(ω) = a2Ap/(4πκcL) = π2k2pΦpp(kp, ω)/(ρshs)
2ηs (31)

III. Acoustic pressure coupled to the low wavenumber modal side bands. The low
wavenumber response spectrum is given by |�s(kc,ω)|2 ~ (π ω/k2p)/(4π κ cL).
Then the power spectral density of the plate acceleration response is given by
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Fig. 17 Comparison of measured and calculated vibration response of vehicle window with TBL
excitation

SIIIaa(ω) = Soo(ω) /4(ρshs)
2ηs (32)

Adding these three contributions gives the total vibration response. Figure 17
shows the results for the example used in Figs. 1 and 2. Roman numerals are used
to indicate the frequency ranges where each of the three contributions (Eqs. 29, 31,
32) dominates. Comparing the results for the two wind speeds, the window vibration
increases more than the TBL pressure. This is because the spatial coupling factor is
increasingwith speed, as seen in themeasurements in Fig. 2, and this is also predicted
by the Chase model.

5 Conclusions

The Chase model for TBL pressure levels has been modified to improve the low
wavenumber and high frequency correlation with measured data. One important
feature of the Chase model is that it models the pressure spectrum with an elliptical
shapewhichmatchesmeasured datamuch better than theCorcosmodelwhich gives a
hyperbolic shape. Another important feature of the Chase model is that the frequency
spectra andwavenumber spectra are coupled together analytically so that both change
as the physical parameters of the TBL change.

In this work the dependence of the TBL pressure on the Reynolds number has
not been developed explicitly. This dependence is implicit in that the parameters
assumed here to be constant, such as h,m, a, b, C, etc., do in fact vary somewhat with
the Reynolds number. One example of this is shown in Fig. 12 and Eq. 20 where the
scaling of 1/π 2 for the k2c term works on average, but the data has a slightly wider
spread than the model. Further work is needed to refine the model with more explicit
Reynolds number dependence.
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Drone Propeller Noise Under Static
and Steady Inflow Conditions

Con Doolan, Yendrew Yauwenas, and Danielle Moreau

Abstract Drone propeller noise under static and steady inflow conditions has been
studied. A numerical model that couples a blade element momentum theory model
with a frequency-domain acoustic model is presented. Experimental acoustic data for
a 12-inch drone propeller under static and steady inflow are comparedwith themodel.
Themodel compares well against the experimental data for the fundamental tone and
first 2–3 harmonics under steady inflow. Discrepancies at the higher harmonics are
likely due to the point-loading assumption used to apply the aerodynamic loads in the
acoustic model. Comparisons under static conditions are poor and this is thought to
be caused by the limited nature of the aerodynamic model used. The results suggest
that an accurate and versatile aerodynamics model is most important for accurate
prediction of drone propeller noise over a wide range of operating conditions.

1 Introduction

Small unmanned aerial systems (sUAS), also known as drones are becoming increas-
ingly useful for commercial, private and military activities. Despite their usefulness,
drones create noise that is annoying to the public [1, 2] as well as reducing military
stealth. Surprisingly, there are a lack of adequate safety and noise regulations for
drones [3]. Given the need to reduce noise and develop appropriate standards, new
research is required to understand the nature of drone noise production and develop
novel methods of noise control.

Drone noise is dominated by the small propellers used as part of their propulsion
systems. Thus, a good understanding of low-Mach number aeroacoustics and rotor
flow is needed to appreciate drone noise production. Wright [4] provides an early
framework to understand and predict noise from rotor blades. Here, tonal noise from
steady aerodynamic forces, unsteady wake or vortex interaction are highlighted. Fur-
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ther, broadband noise from the boundary layer is described as well as high-frequency
noise from laminar/transitional boundary layers. The interaction of turbulence with
the rotors was not considered byWright, despite its importance as a broadband noise
source.

The Ffowcs-William andHawkings (FWH) equations [5] provide a near-universal
framework to predict rotor noise. The FWH equations extend the formulations of
Lighthill [6] andCurle [7] so that aerodynamically-generated sound can be calculated
via three terms. The first is a loading term which for rotors takes into consideration
the steady and unsteady forces present on the blades during operation. The second
is a thickness-noise term that calculates the monopole contribution created by the
unsteady volume displacement of the blades. The third is a quadrupole term that takes
into account sound generated by the turbulent flow itself. As the flow about drones is
almost exclusively low Mach number (Mtip � 1), this quadrupole term is normally
ignored. Hence, the most important aerodynamic noise sources are the loading and
thickness noise terms.

A useful extension of the FWH equations for propeller noise has been formulated
by Hanson [8]. Here, the FWH equations are converted into a frequency-domain ver-
sion for propellers. Hanson’s technique can be used for steady loading and thickness
noise and extended to unsteady and broadband sources [9]. Hanson’s method was
recently validated by Kotwicz-Herniczek et al. [10] for a range of propellers, albeit
not drone propellers. Hanson used his theory to relate important design parameters
to noise emission [11].

Leslie and Auld [12, 13] developed a noise and aerodynamic test apparatus
for UAS propellers and studied the effect of boundary layer trips on the radiated
spectrum. They showed that a trip removed laminar boundary layer separation and
decreased broadband noise levels.

Gur and Rosen [14] used an FWH approach to successfully model UAV propeller
noise. They combined the FWH solver with aerodynamic and structural models to
perform amulti-dimensional design optimisation study. Reducing propeller tip speed
is the most effective method for reducing noise. Further, increasing the number of
blades reduces loading noise by lowering the aerodynamic forces on each section of
each blade. In general, as design constraints become more strict (structural, power,
etc.), the potential to reduce noise is reduced. Gur and Rosen’s design was later
tested [15] and shown to create lower levels of noise than a conventional design;
however, vibration of the blades was considered an important noise source at higher
thrust levels and should be taken into consideration during design optimisation.

Intaratep et al. [16] acoustically tested a DJI Phanton II quadcopter with various
numbers of rotors. Like most drone propeller noise measurements, the spectrum was
dominated by tones at the blade pass frequency (BPF) and its harmonics. They also
measured significant levels of broadband noise which was affected by the number
of rotors used with four rotors creating the highest amount of broadband noise.
Interestingly, the overall A-weighted sound pressure level is nearly the same at the
same thrust level regardless of the number of rotors.

A comprehensive experimental acoustic study of single and multiple drone pro-
pellers under static thrust conditions was performed by Tinney and Sirohi [17]. They
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found that non-rotor noise (motor and speed controller) was equally important as the
rotor noise. The number of rotors (at the same static thrust condition) affects noise
emission.A database of thrust and noisewas developed and the relative importance of
thickness and loading noise was described. The importance of motor noise in future
prediction methods was also found by Zawodny et al. [18] who have performed an
experimental and numerical study of drone propeller noise at NASALangley.McKay
and Kingan [19] investigated motor noise and show that it occurs at harmonics of
the BPF. They proposed that unsteady loading and thickness noise created by small
variations in angular speed of the propeller are responsible for this noise.

Flight testing and acoustic beamforming was performed for a 2.1kg quad-
copter [3]. The sound pressure level was found to be a maximum approximately
45◦ from the horizontal during flight testing. Lab testing utilising the acoustic array
confirmed the blades and motor systems were the dominant noise sources. Flyover
acoustic measurements in a drone park [20, 21] illustrated the importance of both
tonal and broadband noise sources as well as their directivity.Weather conditions sig-
nificantly affected the noise levels and directivity. Flyover testing in a large anechoic
chamber [22] eliminated the effects of weather and allowed the inclusion of manoev-
ers such as hovering, yawing, take-off and descent. Flyover noise modelling [23] for
large numbers of drones show that noise levels should be manageable if drones are
kept above 60m altitude.

Understanding the effects of steady inflow and inflow disturbances (such as turbu-
lence and wakes) has not been comprehensively studied under controlled conditions.
Early model-scale helicopter rotor experiments showed the importance of turbulence
inflow on noise emission [24]. More recently, Yauwenas et al. [25] used a single rotor
in an anechoic wind tunnel under uniform, grid-turbulence and wake-inflow test con-
ditions. These results showed significant changes in noise level under steady flight
conditions plus additional tones and broadband noise during wake interaction.

This paper presents an experimental and numerical study of drone propeller noise.
A frequency-domain propeller noise prediction method is presented, which com-
bines the method of Hanson [8] and an aerodynamic solver based on blade element
momentum theory. Experimental results of a drone propeller placed in an anechoic
wind tunnel are compared to gain an improved insight into drone propeller noise
production and prediction during static and steady inflow conditions.

2 Predictive Model

The drone propeller predictive model combines an aerodynamic model based on
blade element momentum theory with a frequency-domain acoustic model.
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Fig. 1 Schematic of
propeller operating in a
steady inflow with
freestream velocity V∞. An
elemental radial segment of
width dr at radius r is shown
along with thrust T and
torque Q acting at the axis of
rotation

Fig. 2 Illustration of rotor
section, showing induced
velocities (wa,wt ), pitch
angle β, inflow angle φ and
rotor rotational velocity
Vr = �r , where the angular
velocity of the rotor is �

2.1 Blade Element Momentum Theory Model

The forces acting on the propeller blades are predicted using the blade element
momentum theory (BEMT) approach [26]. Figure1 shows a side view schematic
of a drone propeller immersed in a uniform freestream air flow with velocity V∞.
BEMT requires that each blade be discretised into small segments of width dr at
each radial location r . Summing the aerodynamic forces on each segment allows the
computation of propeller thrust T and torque Q which is shown to act at the axis of
rotation.

Figure2 shows a section through a blade segment and illustrates the velocity
vectors and relevant angles. Rotational motion creates velocity Vr that acts with
freestream velocity V∞ to generate aerodynamic loads. These loads, in turn, create
axial induced velocity wa and a tangential induced velocity wt .

The velocity magnitude approaching the blade section (Vw) is therefore,

Vw =
√

(V 2∞ + wa)2 + (Vr − wt )2 (1)

where

Vr = �r (2)
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where � is the rotational velocity of the rotor.
The inflow angle φ is,

φ = tan−1 V∞ + wa

Vr − wt
(3)

The blade segment is set with pitch angle β, thus the angle of attack is,

α = β − φ (4)

Lift per unit span (L ′) and Drag per unit span (D′) are,

L ′(r) = 1

2
ρ∞Vw(r)2c(r)Cl(r/R, Re, α, M) (5)

D′(r) = 1

2
ρ∞Vw(r)2c(r)Cd(r/R, Re, α, M) (6)

where ρ∞ is the freestream density, c(r) is the chord of the blade at radius r . The
sectional lift and drag coefficients,Cl andCd are functions of position (r/R, where R
is the rotor outer radius), Reynolds number (Re, based on chord), angle of attack (α)
andMach number (M). As the tipMach number is low, theMach number dependence
is ignored. The values of the lift and drag coefficients are set according to an empirical
model, described in Sect. 2.2.

The thrust (T ) and torque (Q) acting on each blade element are,

T = B
[
L ′ cosφ − D′ sin φ

]
dr (7)

Q = B
[
L ′ sin φ + D′ cosφ

]
rdr (8)

From a momentum balance, we also can show that thrust and torque are related
to the induced velocities,

T = 4πρ∞wa[V∞ + wa]rdr (9)

Q = 4πρ∞wrr [V∞ + wa]rdr (10)

Equating the thrust Eqs. (7) and (9) we obtain a quadratic in wa ,

w2
a + V∞wa − BcV 2

w [Cl cosφ − Cd sin φ]
8πr

= 0 (11)

where
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Cl = L ′
1
2ρ∞V 2

wc
(12)

Cd = D′
1
2ρ∞V 2

wc
(13)

The solution we use to this quadratic is,

wa = 1

2

(√
V 2∞ + 4BcV 2

w [Cl cosφ − Cd sin φ]
8πr

− V∞

)
(14)

Equating the torque Eqs. (8) and (10) we obtain an update for wt ,

wt = BcV 2
w

4πr

[
Cl sin φ + Cd cosφ

v∞ + wa

]
(15)

The solution of the BEMT set of equations is iterative and this process is sum-
marised in Fig. 3. The process begins by guessing values for the induced velocities
wa and wt . Using BEMT and the aerodynamics solver, these values are updated and
re-used until they do not change by more than a preset tolerance (nominally 10−4).
Practically, only a few iterations are required.

2.2 Empirical Aerodynamics Model

Lift and drag coefficients may be determined using an aerodynamics solver or empir-
ical database. Here, aerodynamic data for a NACA 4412 airfoil at a chord-based
Reynolds number of Re = 100,000 is used [27, 28]. These data are shown in Fig. 4.
Note that the data extends beyond stall.

2.3 Acoustic Model

A frequency-domain tone noise prediction method has been implemented, based on
the formulations presented by Hanson [8] and Glegg and Devenport [9]. The Ffowcs-
Williams and Hawkings equation [5] can be recast into a form suitable for rotor tone
noise [9] which are the steady loading and thickness noise components,

p′(x, t) = − ∂

∂xi

∫

S0

[
fi

4πr |1 − Mr |
]
dS(z) − ∂

∂t

∫

S0

[
ρ∞V · ∇h

4πr |1 − Mr |
]
dS(z)

(16)
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Fig. 3 Iterative solution methodology for blade element momentum theory
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Fig. 4 NACA4412 airfoil sectional a lift and b drag empirical aerodynamics model. Data obtained
at Re = 100,000 [27, 28]

where p′(x, t) is the acoustic pressure at observer position x(x1, x2, x3) and time t .
The blade platform area is discretised into small radial segments of area dS(z)where
vector z contains the coordinates of the source in the moving reference frame of the
rotor blade. The planform area of the blades is S0.

The forces per unit area acting on each rotor blade segment are fi , noting that
they are steady in the rotor frame and thus are responsible for the steady loading
tones. The distance from the rotor segment to the observer is r (not to be confused
with the same symbol used in Sect. 2.1) and the relative Mach number (between the
rotor segment and observer) is Mr .

The thickness of each blade segment is h, which is used in the second term on the
right hand side of Eq.16 to estimate the thickness noise. The vector V is the velocity
of the rotor segment in the fixed reference frame.

As each blade is assumed identical, we can assume the acoustic signal is periodic,

p′(x, t) =
B∑

n=1

P(x, t + nTp/B) (17)

where B is the number of blades, P is the signature from one blade and Tp is the
period of one revolution. The periodic nature of the signal allows the use of a Fourier
series to represent the signature,

P(x, t) =
∞∑

j=−∞
c j e

−i j�t (18)

where � is the rotational velocity of the rotor and c j are the Fourier coefficients.
Using these, the acoustic pressure can be written [9],
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Fig. 5 Rotor acoustic
coordinate system. The rotor
segment of interest is at
radius R and azimuthal angle
φ. The observer position is
described as (r0, θ0, φ0),
where the observer azimuthal
angle, φ0, is not shown but is
measured from the x2 axis,
in an anti-clockwise sense

p′(x, t) = B
∞∑

m=−∞
cmBe

−imB�t (19)

The Fourier coefficients can be manipulated to yield [9],

cn(x) = in�ein�r0/c0

4πr0c0

∞∑
m=−∞

∫ Rtip

Ri

Qm,n(R, x)Jm

(
n�R sin θ0

c0

)
dR (20)

where R is the radial position of the blade segment from the rotor axis (see Fig. 5
for the rotor acoustic coordinate system), r0 is the distance from the rotor centre
and the observer, φ is azimuthal position and θ0 is angle between the x1 axis and the
observer. The speed of sound is c0, Jm(ζ ) the Bessel function of the first kind of order
m and Qm,n is a source term that will be defined below. The source contributions are
integrated from the inner rotor radius, Ri , to the outer radius, Rtip.

The source term Qm,n is,

Qm,n(R, x) =
∫ φLE

φT E

{
fL(R, φ1) cos θ0δmn + fD(R, φ1) sin θ0

(
δn,m−1 − δn,m+1

2i

)

+im�ρ∞c0h(R, φ1)δmn

}
e−im(φ1−φ0+π/2)R dφ1
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The source term is evaluated for each blade segment and is an integral over an arc
formed between the trailing and leading edges of the rotor blade at radius R, where
φ1 is the azimuthal angle along this arc. The forces fL(R, φ1) and fD(R, φ1) are
the thrust and drag per unit area acting on the blade surface and are taken from the
BEMT aerodynamic model. Further, these forces are assumed to act at a point at the
centre of the blade segment. Finally, δmn is the Kronecker delta function.

Both the BEMT and acoustic models are coded in Matlab and used to predict the
tone noise sound pressure level.

3 Experiment

Drone propeller noise experiments were conducted in the UNSW Acoustic Wind
Tunnel (UAT) [29]. A complete set of experiments that investigated static, clean
inflow, ingested turbulence and wakes has been performed previously; full details
of these, including the experimental setup, can be found in Yauwenas et al. [25]. In
this paper, acoustic results for the static and uniform, steady inflow test cases are
compared with the predictive model. A brief outline of the experimental setup is
described below.

The UAT provides a uniform 0.455m × 0.455m test jet which exhausts into
an anechoic room with dimensions 3m × 3.2m × 2.15m. An Aerostar, APC-Style
12′′ × 6′′ drone propeller was used for this study. The drone propeller was powered
by a 580W brushless direct current electric motor, which was energised using a
Lithium-Polymer battery and electronic speed-control system. The propeller and
motor were positioned 280mm downstream from the outlet plane of the test jet so
that the propellerwas in the approximate centre of the test jet. Themotor and propeller
were mounted in a 3D-printed housing assembly, details of which are illustrated in
Yauwenas et al. [25].

Acoustic data were obtained on a 64-microphone array system; however, data
from a single microphone located approximately perpendicular to the propeller axis
at r0 = 1.33m and θ0 = φ0 = 90◦ are used for comparisonwith the predictivemodel.
GRAS 40-PH 1

4
′′
microphones were used in the array. These were connected to a

National Instruments PXI data acquisition system. Data were recorded for 32 s at a
sampling rate of 65,536Hz.

Data were obtained at static conditions for static (V∞ = 0m/s) and steady (V∞ =
20m/s) inflow conditions. Rotor angular speed varied between 4000 to 7000RPM for
the static cases. Under steady load, the advance ratios were set at 0.43 ≤ J ≤ 0.66.

Definitions for advance ratio (J ), thrust coefficient (CT ) and power coefficient
(CP ) are,
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Fig. 6 Comparison of BEMT predictions with experimental measurements [30]; a thrust coeffi-
cient, b power coefficient

J = V∞
ND

(21)

CT = T

ρ∞N 2D4
(22)

CP = P

ρ∞N 3D5
(23)

where N is the rotational speed in revolutions per second and D is the rotor diameter.

4 Results

4.1 Aerodynamic Performance

The accuracy of the BEMT solver was assessed by comparing propeller thrust and
power coefficient predictions against experimental data collected by the University
of Illinois at Urbana-Champaign [30]. In this case, experimental data for the APC
10′′ × 5′′ ‘thin-electric’ propeller was used and the same propeller geometry used
to construct the BEMT model. Blade aerodynamics was as presented in Sect. 2.2,
despite the fact that the Reynolds numbers are different and the airfoil sections not
identical.

In these experiments [30], 4005RPM ≤ � ≤ 6710RPM and 0.085 ≤ J ≤ 0.7
and, as both rotational speed and freestream velocity are varied independently, a
variety of Reynolds numbers are experienced by the blade sections. The aerodynamic
model does not account for changes in Reynolds number and was developed based
on experimental data at Re = 100,000.
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Figure6 compares the thrust (CT ) and power (CP ) coefficients from the BEMT
model and experiment. Themodel shows significant deviations from the experimental
measurement points at lower values of J . There is, however, reasonable agreement
of BEMT and experiment for the thrust coefficient over the advance coefficient
range 0.41 ≤ J ≤ 0.55. The power coefficient approaches the experimental values
as advance ratio is increased.

While the level of agreement is acceptable in parts, the discrepancies can be
attributed to the aerodynamic data used in the BEMT model. It appears that at low
values of J , and at static conditions (not shown), the aerodynamic performance is
poor. For somemid-range values of J , the agreement is better, and it is suspected that
the angle of attack becomes low formost of the blade, thus the sectional aerodynamics
approaches that described by thin-airfoil theory. Away from this range, non-linear
viscous effects become important and affect the results.

4.2 Acoustics

A comparison of acoustic results are shown in Figs. 7 and 8. For these results, the
prediction code used the APC 10′′ × 5′′ ‘thin-electric’ propeller geometry; however,
all dimensions were scaled by a factor of 1.2 to accommodate the larger propeller
diameter in the experiments. In this section, the acoustic predictions are labelled as
‘BEMTN’ (BEMT—Noise) in the figures.

Figure7 compares acoustic measurements with prediction for three steady inflow
cases. Note that these spectra are presented against multiples of the blade pass fre-
quency (BPF) rather than Hertz. There is good comparison between measurement
and prediction for the fundamental and first 2–3 harmonics. The agreement improves
as the advance ratio reduces and it is suggested that this is because the aerodynamic
predictions for thrust-level are more accurate for these values of J .

After the third or fourth BPF multiple, the experimental values are much higher
than the associated harmonic level. It is surmised that this could be due to excessive
vibration of the test rig or possibly the assumption of point force loading in the
acoustic model. It has been suggested [9] that this can be a cause of poor agreement
at higher harmonics.

Figure8 compares acoustic data against the predictive model for four different
values of rotational velocity for the static case (that is V∞ = 0m/s). The level of
agreement is poor for the static case and this is attributed to the accuracy of the
aerodynamic model for these operational conditions.
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Fig. 7 Comparison of acoustic prediction (BEMTN) with experimental measurements for drone
propeller in steady inflow; a J = 0.437, b J = 0.492, c J = 0.562

5 Conclusion

Drone noise will become an important and perhaps dominant component of envi-
ronmental noise pollution in the future. This paper describes a coupled aerodynamic
and frequency-domain acoustic solver for drone noise prediction studies. The model
is compared against experimental data obtained at UNSW Sydney under static and
steady inflow conditions.

The results show that the accuracy of the aerodynamic model is most important
for achieving good quality acoustic predictions. The current implementation uses
empirical data obtained at a fixed Reynolds number. In order to improve accuracy, a
more sophisticated aerodynamicmodel is required that can take into account variable
Reynolds numbers and geometry. Further, improvements in the accuracy of the levels
at higher harmonics (BPF≥ 4) might be achieved by removing the point-loading
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Fig. 8 Comparison of acoustic prediction (BEMTN) with experimental measurements for drone
propeller for static case; a� = 4000RPM, b� = 5000RPM, c� = 6000RPM, d� = 7000RPM

assumption in the acoustic source term. Removing unwanted sources of vibration
and vibroacoustic noise in the experiment may also help improve the comparison at
the higher harmonics.
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Validation of a Simple Empirical Model
for Calculating the Vibration of Flat
Plates Excited by Incompressible
Homogeneous Turbulent Boundary
Layer Flow
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Abstract Thevibration responses of three flat rectangular plates excited by turbulent
boundary layer flow are calculated and compared to measured data. The measure-
mentsweremade in three different facilities byWilby at ISVR [1] (high speeds typical
of aircraft), Han at Purdue University [2] (moderate speeds typical of automobiles),
and Robin at University of Sherbrooke [3] (lowest speeds), spanning 50 years of
time. The plates are different sizes, made from different materials, and have different
boundary conditions. The boundary layers have different heights and flow speeds.
The ratios of plate flexural and convective wavenumbers kb/kc over the three cases
range from about 0.1 to 2. Plate vibrations are normalized bywall pressure fluctuation
autospectra measured by the previous investigators. This wide range of structural and
flow conditions and the use of plate vibration spectra normalized by wall pressure
autospectra allows for an objective assessment of various TBL wall pressure fluctua-
tion cross-spectral empirical models. Two cross-spectral models are considered: the
widely used Corcos model [4] and the less well-known elliptical extension byMellen
[5]. Smolyakov’s empirical models for convection velocity and streamwise and span-
wise surface pressure length scales [6] supplement the Corcos and Mellen models.
Calculations using the Corcos cross-spectral model overestimate the vibrations by
about an order of magnitude at lower speed (and lower kb/kc) conditions. Including
Smolyakov’s convection velocity and length scale formulations improves accuracy
at low frequencies. The Mellen cross-spectral pressure model, supplemented with
Smolyakov’s empirical models for convective wave speed and streamwise and span-
wise surface pressure length scales, is therefore well suited for calculating plate
vibrations due to TBL flows with flow speed/flexural wave speed ratios ranging from
0.1 to 2.
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1 Introduction

This study demonstrates a relatively simple and practical means of accurately esti-
mating the vibration response of flat plates excited by spatially homogeneous turbu-
lent boundary layer (TBL) flow over a wide range of panel and incompressible flow
conditions. In spite of significant evidence to the contrary, the famous cross-spectral
density model of TBL wall pressure fluctuations suggested by Corcos in 1963 [4]
remains in popular use, and is often the first model considered by those beginning
their studies or research in this field.However, Corcos developed thismodel to correct
high frequency attenuation errors in circular and rectangular faced pressure sensor
measurements, not tomodel TBL flow over large flexible surfaces.Many other cross-
spectral models have been suggested [7] which make the simple (and appropriate)
correction from a rhombic to an elliptical spatial coherence distribution. This article
suggests one of the simpler models for general use, supplemented by improved esti-
mates of the key variables of convection velocity and spatial decay coefficients of
the wall pressures.

To evaluate the approaches robustly,more than one test case is required, preferably
with a wide range of flow and structural conditions. Fortunately, many studies have
been published. We chose three that include both structural vibration measurements
as well as wall pressure autospectrum measurements. We therefore benchmark wall
pressure cross-spectral models using plate vibration autospectra normalized by wall
pressure autospectra; assuming that the pressure autospectra are homogeneous over
the plate surface.

The plates have different sizes, materials and boundary conditions, and were
measured in three different facilities in three different countries over three different
decades at three different speed ranges: ISVR (high speed flow) in the 1960s [1],
Purdue (medium speed) in the 1990s [2], and Sherbrooke (slow speed) in the 2010s
[3]. This broad database provides a good opportunity to benchmark TBL models.

The approach used in this paper is based on the spatial cross-spectrum form of
the TBL pressure models, rather than the wavenumber spectrum. Although some
classical analytic problems are well suited to wavenumber analyses, most practical
problems are not. For instance, inhomogeneous structural models (such as those with
irregular material properties and/or stiffeners) do not have readily available simple
wavenumber transforms.

2 Computational Methodology

2.1 Empirical Cross Spectral Density TBL Wall Pressure
Models

TBL fluctuating wall pressure models are often split into the amplitude (autospec-
trum) and cross-coherence (cross spectrum) terms where the total forcing function
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is:

Gpp
(
ξx , ξy, ω

) = φpp(ω)Γpp
(
ξx , ξy, ω

)
. (1)

This equation assumes a spatially homogeneous TBL. For inhomogeneous pres-
sure fields, the spatial dependence must also be included. For a review of autospec-
trummodels, see Hwang et al. [8], and also two commonly used models compared in
Appendix 1. Hwang et al. [7] and Graham [9] review many cross-spectrum models.
This work focuses on two cross-spectral models—the famous Corcos model [4] and
the modification proposed by Mellen [5].

The model suggested by Corcos is by far the most popular, because (1) it was one
of the first, and addressed an important practical problem during the early years of
TBL wall pressure testing—the spatial attenuation of the measurement; and (2) it is
simple to use, since it is separable in the flow and cross flow directions. The pressure
cross-spectral density is:

Γpp
(
ξx , ξy, ω

) = e−αx |ξx kc|e−αy|ξykc|eiξx kc . (2)

There are two terms in the flow direction—a complex oscillating term convecting
at wavespeed Uc (corresponding to the convective wavenumber kc = ω/Uc), and
an exponential decay term with coefficient αx. There is also an exponential decay in
the cross-flow direction controlled by αy. This functional form assumes homogeneity
across the plate, such that the cross-spectrumdepends only on the separationdistances
ξ x and ξ y. Note that theαkc terms are actually the inverses of the integral length scales,
so that the normalized Corcos cross-spectral model may also be written as:

Γpp
(
ξx , ξy, ω

) = e−|ξx/Lx |e−|ξy/Ly|eiξx kc (3)

where the decaying exponential arguments are just the ratios of separation distances
and length scales.

While convenient analytically, the assumption of separability is not realistic.
Mellen [5] (and others) recognized this and proposed a simple change to an elliptical
representation:

Γpp
(
ξx , ξy, ω

) = e−
√

(αx |ξx kc|)2+(αy|ξykc|)2 eiξx kc . (4)

Now, instead of a distribution of rhombic coherence zones, which makes little
physical sense, the Mellen model simulates a distribution of elliptical coherence
zones, with the shape of the ellipse controlled by the ratio αx/αy. While this model
is more appropriate, it does not yet appear to be in wide use.

We examine the two models further, starting with sample spatial distributions at
a specific wavenumber kx shown in Fig. 1. The differences between the models are
clear, with sharp discontinuities in the rhombic Corcos model, and a smoother spatial
distribution for the elliptical Mellen model, which is physically more realistic and



64 S. Hambric and P. Lysak

Fig. 1 Examples of Corcos (top) and Mellen (bottom) spatial cross spectral models normalized by
peak value, reference at the plate center (point of positive peak amplitude)

better resembles measurements (Fig. 9 in Ref. [10]). It is more common to examine
these models in wavenumber space. Fortunately, since the spatial functional forms
are simple, the analytic wavenumber transforms are straight forward:
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Corcos : Γpp
(
k̄x , k̄y
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⎧
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⎩
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Mellen : Γpp
(
k̄x , k̄y

) = 1

2π

α2
xα

2
y

[
α2
xα

2
y + α2

y

(
1 − k̄x

)2 + (
αx k̄y

)2]3/2
k−2
c (5b)

where k̄x = kx/kc, and k̄y = ky/kc. As with the spatial forms of themodels, these are
normalized by the autospectrum amplitude, and therefore have dimensions of length
squared (since they are two-dimensionalwavenumber spectra). Figure 2 compares the
distributions transformed into wavenumber space, and includes rectangles denoting
the ranges of the peak modal wavenumbers typical of low flow speed excitation, such
as that on automobiles. It is clear that the ‘rhombic bias’ in the Corcos model extends
beyond ky = 0, and will artificially amplify the response of any modes within the
range shown.

It is most common to view the differences between these two models in kx space
with ky = 0 as shown in Fig. 3. Both models have the usual strong convective ‘ridge’
at and around kx = kc, where the strongest pressure fluctuations propagate at an effec-
tive convection velocity, which is some fraction of the free stream velocity (more on
this later). At low wavenumbers, we see a flat spectrum at constant level, referred
to as the ‘wavenumber white’ region, which is a characteristic of any homogeneous
TBLmodel that assumes a linear phase eiξx kc for the streamwise cross-spectrum. The
reason for this is illustrated in Fig. 4, which shows the relationship between the cross-
spectrum and the wavenumber spectrum. For a homogeneous field, the envelope of
the cross-spectrummust be symmetric about ξx = 0. This gives a wavenumber spec-
trum that is also symmetric, but due to the phase eiξx kc the spectrum is shifted to
the right and the symmetry is centered about kc. Then, the value where the left-side
tail crosses kx = 0 appears as a wavenumber-white region when plotted on a loga-
rithmic wavenumber axis. The model also gives values for negative wavenumbers,
which have a questionable physical interpretation as they imply pressure disturbances
propagating opposite to the flow (even though the flow model is incompressible, so
there are no acoustic waves).

Theoretically, for a homogeneous incompressible flow over a plane surface,
the conservation of mass requires that the value of the wavenumber spectrum at
kx = ky = 0 be exactly zero [11]. Additional arguments based on the pressure
Poisson equation suggest the spectrum should rise as k2 at low wavenumbers, a
feature incorporated in the Chase model [12] (Chase later considered the effect of
acoustic contributions to the low wavenumbers, which modifies the result [13]).
However, if the boundary layer thickness δ is large enough, the Chase model also
predicts a wavenumber-white plateau in the intermediate low wavenumber range
around δ−1 < kx < 0.1kc (see [14]). Experimental measurements [15, 16] have
generally not observed the k2 region and tend to support the notion of an approxi-
mately wavenumber-white low wavenumber region. Furthermore, in actual flows the
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Fig. 2 Examples of Corcos (top) and Mellen (bottom) wavenumber distribution models with
wavenumbers normalized by convective wavenumber. The convective ‘ridge’ is at kx /kc of 1.
The rectangles represent typical regions of peak structural modal wavenumber response for low
wavenumber excitation (where kb < kc)
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Fig. 3 Streamwise wavenumber content of TBL wall pressures for ky = 0 and αx = 0.11, αy = 0.7

Fig. 4 Illustration of the relationship between the cross-spectrum (left) and wavenumber spectrum
(right), showing how the rightward shift of the wavenumber spectrum for a linear phase cross-
spectrum model gives a non-zero low wavenumber level

boundary layer grows along the plate, and thus the wall pressure field is not strictly
homogeneous, so there may be other factors influencing the lowwavenumber results.

Because our aim is to use a simple TBL model for plate excitation, we assume
the linear phase and subsequent wavenumber-white approximation is reasonable.
The plate vibration predictions shown later support this hypothesis, but it should be
recognized that the theoretical justification for the model remains weak, and it is
essentially just an engineering approximation rather than an exact description of the
physics. Further consideration of low wavenumber modeling can be found in [14]
and the accompanying chapter by DeJong [17] in this edition.
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The obvious difference between the Corcos and Mellen models (at least where
ky = 0) is the reallocation of spectral energy to the convective peak in the Mellen
model, and a corresponding reduction in the low wavenumber level, about 8 dB for
the usual assumption of αx = 0.11 and αy = 0.70. The very low wavenumber limits
of the two models for ky = 0 depend on the two α coefficients and frequency:

Corcos : Γpp
(
kx → 0, ky = 0, ω

) ≈ αx

π2k2cαy
, and (6a)

Mellen : Γpp
(
kx → 0, ky = 0, ω

) ≈ α2
x

2πk2cαy
. (6b)

Since it is simple to adjust the α coefficients to set the lowwavenumber level to an
arbitrary value, there has been much abuse of the Corcos model over the years, with
different α values chosen to best match measured data. In reality, the wavenumber
energy distribution may indeed have been different for these cases (and likely more
elliptical).

2.2 Convection Velocities and Decay Coefficients

All empirical TBL wall pressure cross-spectral models require some estimate of
the effective convection velocities Uc of the propagating wall pressure field, and its
spatial coherence, set by the αx and αy decay coefficients. Corcos [4] focused on the
scale-independent region, where the only relevant length scale is Uc/ω. Physically,
this corresponds to turbulent sources in the log-layer of the boundary layer, which
exhibit a similar scale independence. While this is an appropriate assumption for
correcting high frequency attenuation fromsensor area-averaging (the intended appli-
cation for Corcos’s work), for plate excitation a wider frequency range often needs
to be considered. Resulting from the popularity of the Corcos model, it is common,
but overly simplistic, to assume constant convection velocities (typically between
65% and 75% of free stream velocity) and constant decay coefficients (usually 0.11
and 0.70) over all frequencies. This is usually only valid in the high frequency range
that corresponds to the scale-independent assumption. Even early TBL wall pres-
sure correlation measurements, such as the datasets by Wilby [1], Bull [10], and
Abraham and Keith [18] show clear frequency dependencies at lower frequencies.
The measurements also show that these parameters are limited by boundary layer
height, particularly the decay coefficients.

Bull [10] suggested a simplemodel for convection velocity which remains in wide
use:

Uc

Uo
= 0.59 + 0.30e−0.89ωδ∗/Uo . (7)
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The model depends on the nondimensional Strouhal number based on boundary
layer displacement thickness δ* and free streamvelocityUo. Smol’yakov [6] suggests
a different model which exhibits a peak convective velocity near ωδ∗/Uo of about
0.25, which is consistent with Abraham and Keith’s measurements [18]:

Uc

Uo
= 0.60 + 1.6(ωδ∗/Uo)

1 + 16(ωδ∗/Uo)2
. (8)

Both convection velocity models are compared in Fig. 5. The models converge
to nearly the same high frequency values (0.59 and 0.60), but the Smolyakov
model captures the low frequency convection velocity reduction associated with
finite boundary layer heights, which is apparent in the Bull and Keith and Abraham
measurements.

While the measurements of convection velocity provided in the literature exhibit
only modest uncertainty (± 5-10% seems typical), measurements of spatial coher-
ence lengths are much more uncertain. This is caused by difficulty in measuring
coherence, and assuming an exponential decay, which may be inappropriate. Plots
from Wilby are reproduced in Fig. 6. Along with the uncertainty, clear low
frequency/separation distance plateaus are evident in the measured data. Wilby and
Bull proposed limiting the effective length scale to 27 times the boundary layer
displacement thickness. Smolyakov also suggests an adjustment based on boundary
layer height, which make physical sense, and shows a ‘hump’ in length scale at low
frequencies:

Fig. 5 Bull/Wilby and Smolyakov convective velocity models
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Fig. 6 Bull and Wilby measurements of streamwise (top) and cross-flow (bottom) spatial
correlations. Reproduced from US Government Report [1]
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ωδ∗
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. (9)

Note that this equation requires computing the convective velocity Uc first. Also,
Smolyakov assumes the usual ratio of αy/αx of 6.45.

The two models are compared in Fig. 7 in terms of streamwise length scale
normalized by displacement thickness. In this study, we use the Smolyakov models
for convection velocity and decay coefficients for both the Corcos and Mellen cross-
spectrum model calculations.

2.3 Forced Response Calculations

The analytic forced response calculations are performed with the usual random
response analysis approach, as described in [19–21]. Analytic resonance frequencies
and mode shapes of the plates are calculated based on the dimensions, material prop-
erties, and boundary conditions. Since we are focusing on comparing the Corcos and
Mellen cross-spectral forcingmodels, we equate the structural resonance frequencies
and loss factors used in the calculations to those observed during the measurements.
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This alignment allows us to more easily compare analytical and measured vibration
spectra.

The response of themodes to the TBL pressure fields (sometimes termed the ‘joint
acceptance’) is calculated over physical space, rather than wavenumber space. Many
investigators prefer to calculate joint acceptance in wavenumber space to reduce
computational times and memory requirements. However, since not all structures
of interest are purely rectangular, and the TBL pressure autospectra are not always
spatially homogeneous, the spatial approach is more appropriate for practical use.

Performing these calculations in the spatial domain, however, requires resolving
the very high wavenumber content of the TBL wall pressure field, centered at the
convective wavenumbers. Failing to resolve these high wavenumber forcing oscil-
lations biases the calculated vibration response significantly higher. For low speed
flows the convective wavenumber can be 10 times higher (ormore) than the structural
modal peak wavenumber response. This requires many more spatial points than is
necessary to resolve the mode shapes. Convergence studies show that at least four
divisions per convective wavelength are required for both models. For the Corcos
model, four divisions/wavelength are also required in the cross-flow direction. For
the Mellen model, 16 divisions/wavelength in the cross-flow direction are neces-
sary. Fortunately, since high wavenumber forcing does not couple well with lower
wavenumber structural modes, asymptotic approaches like those described in [21],
which effectively filter the high wavenumber excitation from the forcing distribution,
may be used to compute structural response more efficiently.

3 Measurements

Table 1 summarizes the three measurements and Fig. 8 compares the panel and
boundary layer sizes. The Wilby panels are small to ensure the TBL field is homo-
geneous over the panel surface and to set the resonance frequencies above 300 Hz.
The ISVR facility had known low frequency background noise problems below that
frequency. This problem is common to all facilities, with the Purdue and Sherbrooke
background noise significant for frequencies below about 100 Hz. These acoustic
background noise signals can excite the test panels more efficiently than TBL flow,
biasing the measurements (see Appendix 2 for a discussion of this topic).

The Purdue and Sherbrooke panels are larger than Wilby’s, and in fact the TBL
fieldsmaynot havebeen truly homogeneous in those facilities. Theboundary layers in
the ISVR facility were larger (about 35% of the panel length) than those in the Purdue
and Sherbrooke facilities (5% of the panel lengths). The three tests have different
combinations of plate materials and edge boundary conditions. ISVR and Purdue
used clamped boundaries (or as close as they could realize such boundaries, which
are difficult to emulate in practice). In general, clamped boundaries are preferred
as they weaken the high wavenumber responsiveness of the panel modes near the
convective peak of the forcing field (see the examples in [19]). However, simple
supports (used in the Sherbrooke facility) are easier to model analytically. Data for
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Table 1 Summary of three measurements. Results for bold flow speeds shown here

ISVR (Wilby [1]) Purdue (Han [2]) Sherbrooke (Robin
et al. [3])

Facility Wind tunnel with open
ends
Pressurized injected
flow

Wind tunnel with open
ends
Fan drive

Nozzle discharge into
anechoic room

Plate area (cm2) 71.4 1739 2016–3150

Plate thickness
(mm)

0.38 1.59 3.17

h/L 0.0037 0.0034 0.0051

Plate boundary
conditions

Clamped Clamped Simply supported

Plate materials Steel Steel Aluminum

δ/L ~0.35 ~0.05 ~0.05

Flow speeds 103 m/s
172 m/s

35.8 m/s
44.7 m/s

20 m/s
28 m/s

Notes Small panels avoid
inhomogeneous flow
Panels very thin to
increase vibration

Clamped boundaries
reduce convective and
acoustic wavenumber
panel excitation

Panel A2
Simply supported
boundaries simplify
comparisons to
analytic calculations

two flow speeds are available for each test, with results for the bold faced speeds
shown here.

Figure 9 compares the plate modal wavenumbers to the TBL wavenumber
frequency spectrum (with ky = 0) and the convective wavenumbers. Figure 9a plots
each panel modal wavenumber normalized by the convective wavenumber at the
correspondingmodal resonance frequencies. The k/kc ratios decreasewith increasing
frequency as the panel flexural wavespeeds increase. The three test cases overlap to
cover the range 0.09 < k/kc < 1.6. The k/kc ranges for each panel are denoted on the
wavenumber-frequency spectra plot in Fig. 9b. The differences between the Corcos
andMellen lowwavenumber frequency spectra shouldmanifest in the panel vibration
results.

4 Results and Comparisons

Figures 10, 11, and 12 compare simulated and measured normalized acceleration
PSDs (Gaa/Gpp) for the Wilby, Purdue, and Sherbrooke panels. Vibration measure-
ments are only available for a single point on the Wilby panel. The spectra for the
Purdue and Sherbrooke data are averaged over several locations. The figures show the
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Fig. 8 Plate comparison. Top—dimensions, Bottom—flow parameters

measurement point locations, assumed structural loss factors, and convection veloci-
ties and streamwise length scale coefficients computed using Smolyakov’s methods.
The spectral plots are shown versus frequency, and also against wavenumber ratio
kb/kc (see the top horizontal axes). As mentioned earlier, the ranges of the three
kb/kc ranges overlap nicely, spanning a complete range of 0.09 < kb/kc < 1.6. The
structural loss factors were inferred from the measured peak responses using the
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traditional half power bandwidth method for the Wilby and Purdue data. Accelera-
tion cross-spectral densities are available for the Sherbrooke data, and were input to
an Operational Modal Analysis (OMA) algorithm to estimate damping more accu-
rately. Loss factors which could not be accurately assessed were set to 0.005 for the
Han and Sherbrooke plates.

The streamwise length scale coefficient αx increases with decreasing frequency,
limiting the spatial correlation length scale to a multiple of the boundary layer height
(as shown in Fig. 7). Using a constant αx (which some investigators have done,
including the authors in past papers) will inappropriately bias the low frequency
loading higher, leading to higher simulated vibrations. The effective convection
velocity decreases with decreasing frequency, shifting the loading wavenumbers
higher, and generally further away from the plate vibration wavenumbers. Again,
assuming a constant convection velocity over all frequencies will not capture this
effect, biasing simulations high. Figure 13 compares the Purdue panel calcula-
tions made with the Mellen cross-spectral model and (a) Bull’s convection velocity
and correlation coefficients and (b) convection velocity and correlation coeffi-
cients computed using Smolyakov’s equations. Using Smolyakov’s estimates clearly
improves the low frequency simulations.

The three sets of results show a clear trend: either the rhombic Corcos or elliptical
Mellenmodelsmay be used for conditionswhere kb ≈ kc (the high speed ISVR/Wilby
case). However, for lower kb/kc ratios the rhombic Corcos model leads to vibration
overestimates. The overestimates worsen with decreasing kb/kc. Also, vibrations
simulated with the Mellen model supplemented with Smolyakov convection veloci-
ties and length scales agree well with all three sets of measurements, showing good
robustness for a wide range of structural and flow conditions. This robustness is

Fig. 13 Purdue panel vibration computed with Mellen model with different convection velocities
and spatial coherences
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Fig. 14 ISVR, Purdue, and Sherbooke simulated and measured normalized vibration spectra

shown clearly in Fig. 14, which combines measurements and simulations for all
three cases.

5 Summary and Conclusions

We demonstrate conclusively, based on benchmarking with three widely differing
measurements, that the simple elliptical model of the TBL wall pressure cross-
coherence proposed by Mellen is more appropriate for TBL-excited panel vibration
simulations than the more widely used rhombic Corcos model for k/kc < 1. Recent
work by Karimi et al. [22] also shows that the Mellen model is more appropriate for
general use. Supplementing theMellen model with Smolyakov’s empirical formulae
for convection velocity and spatial coherence factors (which accounts for the effects
of finite boundary layer height) improves low-frequency accuracy.

Although this study shows that the Mellen/Smolyakov approach works well for
a wide range of conditions, we must acknowledge there remain uncertainties in
the test data which will likely remain unresolved, and could affect the conclusions
here. For example, it is common for test cases like those of Purdue and Sherbrooke
(low wavenumber TBL excitation of mode shapes) to be biased by the presence of
acoustic sources in the test facilities. Recall Fig. 3 which shows how weak the low-
wavenumber excitation is. Acousticwaves, either thosewhich are fairly deterministic
and propagate in fairly constant directions, or random collections of waves which
behave like a diffuse field, often excite structuralmodes farmore efficiently than TBL
wall pressures. These sources are seldom fully quantified in wind or water tunnel
facilities. See Appendix 2 for a discussion of these effects.
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Also, except for Wilby’s small plates, it is highly likely that the actual TBL wall
pressure fields acting on the Purdue and Sherbrooke plates are nonhomogeneous,
with the boundary layer continually growing as it propagates downstream. This
leads to larger integral length scales on the downstream portion of the plate, and
reduced spatial cancellation of convective wavenumber energy. The effects of this
reduced cancellation remain unknown, but it will certainly increase the panel modal
acceptance functions and overall vibration. It is therefore possible that other low-
wavenumber cross-spectrum models, such as those of Chase [12, 13] and De Jong
[16, 17], with even lower lowwavenumber amplitudes than those in theMellenmodel
may actually be more accurate.

Also, as mentioned earlier, practitioners commonly adjust the α coefficients in
their model of choice to simply amplify or attenuate the low-wavenumber forcing
function region to obtain better agreement in their benchmarking. This is usually
inappropriate except in cases with rough surfaces where the decay coefficients can
be higher, reducing the extents of the spatially coherent regions.

These uncertainties and the continued elusiveness of pure, unbiased low-
wavenumber TBL wall pressure measurements, along with remaining theoretical
questions about the nature of the low-wavenumber spectrum, make clear the need
for further experimental studies in this area. However, there is little doubt that using
a separable rhombic Corcos model for TBL-induced vibration and noise analysis is
inappropriate when subconvective wavenumbers are important in panel excitation.
Past measurements [10] and high resolution CFD simulations [23] conclusively show
that the spatially coherent wall pressure zones resemble ellipses, not rhombuses. The
proper representation of decay coefficients and convection velocities, however, is
certainly a valid subject for future debate but only using elliptical or similar models
as a basis.

Appendix 1: Autospectra Comparisons

Although this study focuses on the cross-spectral behavior of TBL wall pressure
fluctuations, autospectraweremeasured in the three facilities also. The ISVRpressure
spectra are not available in digital form, but the empirical model of Goody [24] was
derived in part on these data. The wall pressure spectra at multiple speeds in the
Purdue and Sherbrooke facilities scale well with each other, and single speed data
from each are compared here. There are many empirical wall pressure spectrum
models [8], but we compare the measurements to only two: the model of Goody, and
a modified form of a model suggested by Howe [25].

The single-sided cyclic frequency Goody model is:

φpp( f ) = 2π

(
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[(
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where ρ is the fluid density, Uτ is the friction velocity, δ is the boundary layer
thickness, Ue is the boundary layer edge velocity (free-stream velocity for a flat
plate), ν is the kinematic viscosity, and the empirical constants are a = 3.0, b =
2, c = 0.75, d = 0.5, e = 3.7, f = 1.1, g = −0.57, h = 7. Goody performed a
thorough analysis of a large number of datasets to arrive at the empirical constants,
but it should be noted that there is considerable spread in the reported data, which
limits the precision of any empirical model.

The Howe model [25] is based on a simplification of the autospectrum developed
by Chase [12], and several authors (following the lead of Goody) have referred to
it as the Chase-Howe model. The single sided cyclic frequency Chase-Howe model
can be written in the form

φpp( f ) = 2ρ2U 4
τ

[
f 2

(
f 2δ + f 2

)3/2

]

(11)

where fδ = 0.12Ue/(2πδ∗) and δ∗ is the displacement thickness. As Goody and
others have noted, the model does not include the steep roll-off at high frequencies
associated with viscous dissipation, and therefore cannot be integrated to get the
mean-square pressure.

Lysak [26] developed a model in terms of integration of the turbulence—mean
shear interaction sources in the boundary layer, based on the solution of the pressure
Poisson equation. This model can be evaluated numerically for a given boundary
layer mean velocity profile and assumed turbulence characteristics. The mid-to-high
frequency range of the solution depends entirely on the log and viscous regions of
the boundary layer, so it can be normalized using inner variable scaling (ρ, Uτ , ν).
Due to the characteristics of the log region, the mid-frequency range asymptotically
approaches an f −1 slope as the Reynolds number tends to infinity, so it can be
matched to the Chase-Howemodel. At high frequencies, an exponential decay factor
was found to closely match the computed viscous region. This leads to following
modification to the Chase-Howe model:

φpp( f ) = 3ρ2U 4
τ

[
f 2

(
f 2δ + f 2

)3/2

]

exp

(
−14

f ν

U 2
τ

)
(12)

where the constant has been changed from 2 to 3 to match the computed f −1 region,
and the exponential decay factor has been included to model the viscous region. The
form of the low frequency peak has not been changed from the Chase-Howe model.
We refer to Eq. 12 as the ‘Chase–Howe–Lysak’ TBL autospectrum model.

The Purdue and Sherbrooke wall pressure measurements are corrected for sensor
spatial resolution bias errors, scaled on outer variables and compared to the Goody
and Chase–Howe–Lysak empirical models in Fig. 15. The agreement is mixed, with
both empirical models matching well over different frequency ranges and datasets.
The Sherbrooke low frequency pressures are known to be affected by the non-TBL
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Fig. 15 Nondimensionalized single-sided wall pressure autospectra measured in Purdue and
Sherbrooke facilities compared to Goody and Chase–Howe–Lysak empirical models

flow-induced noise source in their facility. This comparison is typical of the results
found when comparing pressure spectra reported in the literature, and illustrates the
difficulty in choosing appropriate wall pressure autospectra models for general use.
The low frequency corruption shown here is, unfortunately, quite typical of most
wind and water tunnel facilities. These low frequency sources will induce structural
vibration of unknown strength (since their spatial correlations are not readily known).

Appendix 2: Diffuse Acoustic Field Effects

All test facilities have background vibration and sound levels caused by various
sources. Acoustic background noise in wind and water tunnels can be caused by the
turbulent flow itself (usually quite low at small Mach Numbers), and more impor-
tantly from soundgenerated by the turbulence convecting over surfaces, exiting ducts,
and impinging on bodies in the flow path. Sound within tunnels can be particularly
strong at low frequencies, where ‘humps’ in the spectra caused by turbulent flow are
often centered. Also, acoustic waves can be one dimensional at very low frequen-
cies in tunnels, and therefore of comparable amplitude throughout the facility. These
effects are visible in all three facilities considered in this study.

However, at higher frequencies the modal density in a tunnel acoustic volume
increases significantly such that the acoustic sound field becomes statistically diffuse.
The effects of Diffuse Acoustic Fields (DAF) on panel vibration can be significant,
particularly for stiff panelswhere flexural and acousticwavenumbers are comparable.
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Fig. 16 Simulated Sherbrooke panel response to TBL flow at two speeds and Diffuse Acoustic
Field loading

The DAF acoustic loading must therefore always be considered when measuring
TBL-excited structural response. The relative response of the Sherbrooke panel to
slow TBL flow and DAF loading is shown in Fig. 16. Once again, we compare the
normalizedGaa/Gpp functions. TheDAF spatial pressure distribution ismodeledwith
the usual sin(kor)/kor empirical model, where r is the separation distance between
points on the panel.

The plot shows that the panel is much more responsive to the DAF, by one to
two orders of magnitude at low frequencies, and three orders of magnitude at higher
frequencies. This implies that any diffuse acoustic background noise that is three
orders of magnitude lower than the TBL wall pressure autospectrum will cause plate
vibration comparable to that of the TBL pressures. In most cases, three orders of
magnitude of signal to noise is acceptable. This is not the case with TBL-excited
plate measurements, however. It is therefore quite common to see ‘tail-ups’ at higher
frequencies in TBL-excited plate vibrationmeasurements. This is a sign that acoustic
background noise has corrupted the data.
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Vibroacoustic Testing of Panels Under
a Turbulent Boundary Layer Excitation
Using a Space-Time Spectral Synthesis
Approach
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Abstract The experimental study of a structure’s response to a turbulent bound-
ary layer (TBL) excitation using wind-tunnel or in-vehicle testing generally requires
considerable efforts, including the measurement of both turbulent wall-pressure fluc-
tuations and the structure’s vibration response. As an alternative method to highly
demanding testing procedures and numerical simulations, this paper proposes a com-
putationally efficient method to predict vibroacoustic responses of a panel under a
TBL excitation. Space-time realizations of a TBL wall pressure field obtained using
a spectral synthesis approach are coupled to a deterministic model so as to predict
mean quadratic velocity, and radiated sound pressure and power from a panel under a
TBL excitation. Each realization of thewall pressure field and obtained vibroacoustic
results can be considered as a virtual experiment. The radiated sound pressure as a
function of time can be also obtained, and possibly later used for listening and psy-
choacoustics studies objectives. A summary of existing experimental and numerical
methods for obtaining the vibroacoustic response of panels to a TBL excitation is first
presented. The proposed method is then detailed. Results obtained using this method
are finally compared to results obtained using controlled laboratory experiments and
analytical calculations for a low subsonic flow speed.
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1 Introduction

1.1 General Problem Statement

Vibration of and radiated noise from structures under a turbulent boundary layer
(TBL) excitation have been studied for decades with various applications and scales
ranging from cars to aircrafts as well as vessels and submarines [1, 2]. It remains a
critical research topic that is still looking for accurate and cost-effective simulation
and measurement techniques, a major objective being the control of flow-induced
noise in a vehicle.

The first documented experimental works concerning TBL-excited panels were
conducted in the 1960s [3–6]. Wind-tunnel investigations were mostly conducted
on flat plates of various materials, dimensions and thicknesses, with flow condi-
tions ranging from low-subsonic to high-subsonic flow speeds. The corresponding
literature essentially reports wall pressure fluctuations spectra and space-time corre-
lations and vibration spectra of panels and sound power spectra radiated by panels,
that correspond to the excitation and the response parts of this vibroacoustic problem,
respectively. The measurement of the wall pressure fluctuations (the excitation part)
also began in the 1960s [7, 8], this research being still regarded as highly complex
in terms of implementation and associated post-processing [9, 10].

Since these pioneering studies, the literature has recorded very few experimental
results especially concerning radiated sound power [11–14]. A great majority of
publications report results of numerical calculations that are consequently seldom
experimentally validated. Surprisingly, the results of vibroacoustic measurements
or calculations are mostly provided in terms of amplitude/frequency representations
and using energetic quantities (mean squared velocity, sound power or ratios like
sound transmission loss). These quantities are sometimes averaged as a function of
frequency (practically, in octave bands or fractional octave bands such as a third
or a twelfth of an octave), or even expressed in terms of a single overall level.
This provides compact data representations that are certainly useful but nevertheless
opposite to a detailed analysis including human perception. As pointed out by Oettle
and Sims-Williams [15],

The human brain is not only sensitive towards the level of steady broadband noise, but
distinctive features such as tonality or modulation draw the attention of the vehicle occupant
and impact negatively on perception. (…) A key to achieving future vehicle refinement is
bringing together an understanding of unsteady onset flow conditions, their impact on cabin
sound pressure level and modulation and, in turn, the impact of noise level and modulation
on psychoacoustic perception.

Among the keypoints that are currently missing towards a better understanding
and comprehension of TBL-induced problems, two can be highlighted:

• Themeasurement of bothwall-pressure fluctuations and structure’s response using
wind-tunnel or in-vehicle testing generally require considerable efforts, with asso-
ciated data that nevertheless show large scatter. A reduced number of experiments
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is thus conducted and then available for validating the results of numerical compu-
tations. Alternative methods to highly demanding testing or simulation procedures
are thus needed.

• The perception of the radiated sound from TBL-excited structures as a function
of time is hardly considered even if it should be a primary goal. This is especially
true for transportation applications for which flow conditions are usually slightly
unsteady and lead to fluctuations of level and frequency content as a function of
time.

1.2 Alternative Experimental Methods to Conventional
Wind-Tunnel Testing

Several strategies have been proposed to reduce technical constraints and increase
the precision of measurements related to TBL-induced problems. The standardized
method using coupled rooms for testing the transmission loss of panels under a
diffuse acoustic field (DAF) excitation has been occasionally used as an alternative
measurement, but is known to be not representative of a TBL excitation.

Compared with the generation of a DAF that only involves acoustic components,
the specific case of a TBL means reproducing acoustic and convective components,
the latter having smaller spatial scales than the acoustic scale for subsonic flows. The
wall-pressure fluctuations induced by a TBL surface pressure are indeed a superposi-
tion of hydrodynamic and acoustic pressures whose levels differ by several orders of
magnitude [16]. In addition to level difference, a keypoint in TBL-related vibroacous-
tics problems lies in the introduction of other dimensions than the classical acoustic
wavelength λ0 and the structural wavelength λs , that is the convective wavelength
λc. Let’s consider a low speed flow (for example, a Mach number of 0.1). The
convective velocity Uc is a fraction of the free flow velocity U∞ (usually taken as
Uc ≈ 0.6 − 0.7U∞). The ratio between acoustic and convective scales thus reaches
a value of approximately ten and for a speed of sound of 340m/s and at a frequency
1000Hz, the acoustic wavelength equals 34cm, while the convective wavelength
will be approximately 2.4cm (=340 × 0.1 × 0.7/1000). Due to the large range of
scales and levels, the simultaneous measurement and/or generation of both acoustic
and convective components is an experimental challenge.

Several approaches relying on sound synthesis has been considered so as to recre-
ate an actual TBL excitation using loudspeaker arrays. Kirkeby and Nelson [17]
were the first to propose the generation of plane sound waves. Several researchers
extended this approach to the reproduction of random pressure fields such as Bravo
and Maury [18–21] who obtained theoretical and experimental results concerning
the reproduction of a DAF- and a TBL-induced wall pressure field using a near-field
array of loudspeakers and a least squares method to define the complex signal to
be fed to each reproduction source. Nevertheless, in the case of the TBL, the repro-
duction of its statistics was only feasible at low frequency due to the rapid decay
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of the TBL streamwise and especially spanwise correlation lengths with frequency.
Bravo andMaury suggested that the synthesis of the TBL-induced panel vibroacous-
tic response could be a more viable strategy, since focusing on the panel response
helps to significantly reduce the number of reproduction sources required.

Another approach based on the concept of uncorrelated plane waves, a least
squares approach and a synthetic source arraywas proposed byAucejo et al. [22]. The
synthetic array principle allows simulating the effect of an array of acoustic sources
from sequential measurements using a single source. This allows a higher flexibil-
ity of the experimental set-up regarding the total number of monopoles required to
suitably reconstruct wall pressure statistics, compared with the work of Bravo and
Maury [20, 21]. The results obtained on an academic structure, a clamped panel,
showed that the structural velocity autospectral density function of the panel sub-
jected to TBL excitation could be effectively reproduced.

Robin et al. [23] used three different approaches to define the reproduction sources
complex amplitudes (a least squares based approach, a Wave Field Synthesis based
approach and a Planar Nearfield Acoustic Holography based approach), that were
then coupled to the synthetic source array concept introduced by Aucejo et al. [22].
Experimental results were obtained for a simply supported panel, that confirmed
that even with a synthetic source array approach, the technical constraints for the
reproduction of a TBL excitation were still dictated by the acoustic wavelength and
the convective wavelength (the smallest wavelength to be reproduced for a subsonic
excitation). It was also confirmed that the exact reproduction of the TBLwall pressure
fluctuations was not fundamental for the reproduction of the TBL-induced panel
response, as suggested by Bravo and Maury [20, 21]. Recently, Merlo et al. [24]
investigated the control of loudspeaker arrays via their acoustic radiation modes
(ARM) to replace complex and costly flight and wind-tunnel measurements, but no
example of TBL reproduction was yet provided in this work. Pasqual [25] suggested
on his side using the ARM of a spherical array to reproduce complex sound fields.
In summary, the proposed methods are generally not able to accurately and directly
reproduce the most energetic components of a subsonic TBL that are located outside
the acoustic wavenumber domain.

Marchetto et al. [26] suggested another approach to experimentally predict the
vibration response of panels under a TBL excitation, by explicitly separating the
forcing wall-pressure fluctuations from the vibration behavior of the panel. In this
work, the idea of an ex situ characterization of a panel’s response under TBL exci-
tation is suggested and validated: once the excitation is characterized, the response
of a panel under the considered excitation can be deduced, making the experimental
facility no longer needed.

A last possibility to alleviate some constraints linked to wind-tunnel testing relies
in the similitude concept, amain application field of this concept being surely aerody-
namics with tests on a scale-model aircraft to define the aerodynamic characteristics
of a full-scale aircraft [27]. The similitude concept has been also widely applied in
structural engineering, see a review in [28]. Recent works related to vibroacoustics
have especially aimed at defining scaling laws for predicting the vibration response
of a structure using a scaled model in a wind tunnel. In this case, structural param-
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eters as well as flow parameters must be properly scaled. Vibration measurements
on a simplified cylindrical structure in wind-tunnel were put in similitude between
a scaled model and a full-scale model [29]. In [30], both vibration auto-spectral and
cross-spectral density functions, previously measured in a wind-tunnel facility on a
set of three plates, were successfully scaled which opens the possibly of scaling the
radiated sound pressure under a TBL excitation.

1.3 Numerical Methods for the Prediction of the
Vibroacoustic Response of Panels

Two main strategies are generally considered for predicting the vibro-acoustic
response of structures excited by surface pressure fluctuations. The first one relies
on computational fluid dynamics (CFD) and computational aeroacoustics (CAA) to
solve external flow problems. Incompressible large eddy or detached eddy simula-
tions are used to compute the surface pressure fluctuations for vehicles or simplified
structures, that are then coupled to finite elementmethod or statistical energy analysis
approaches for interior noise simulation [31]. CFD or CAA simulations are neverthe-
less highly demanding, and usually require intense parallel computing. So as to relax
computational constraints that are important for such simulations, reduced-order
modeling methods like the dynamic mode decomposition and the proper orthogonal
decomposition are usually employed to better describe the wall pressure excitation
on a structure [15]. As an example, Druault et al. [32] proposed an application of
the proper orthogonal decomposition to characterize and separate of both acoustic
and turbulent components of the wall pressure excitation, that was tested from wall
pressure fields synthesized from theoretical averaged models or obtained from lat-
tice Boltzmann method simulations. Hu et al. tested the use of synthetic turbulence
generated by the fast random particle-mesh method to simulate flat plate turbulent
boundary layers under zero pressure gradient [33], and wall-pressure fluctuations on
an Airbus-A320 fuselage in flight conditions [9].

The other approach that is used in many numerical approaches in order to pre-
dict vibrational responses of structures excited by turbulent flow couples the cross-
spectral density function describing the wall pressure fluctuations to a deterministic
vibroacoustic model (generally defined through the use of finite element modeling).
Since a very large number of distributed points on the surface of the structure needs
to be considered according to theory, usual requirements in terms of ideal mesh size
are deemed unrealistic in many practical cases and many works aim at reducing the
computational cost of such approaches. Modeling techniques considered as hybrid
approaches which combine statistical and deterministic methods were investigated
in [34] so as to relax meshing constraints. In order to implement a numerical synthe-
sis of aeroacoustic wall-pressure field, Hekmati et al. [35] proposed a method based
on the Cholesky decomposition of analytical expressions of the cross power spec-
tral density of a DAF and a TBL (defined using the Corcos’s model, [7]). Recently,
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Karimi et al. [36, 37] combined the uncorrelated wall plane wave (UWPW) tech-
nique [38] with a finite element method. The cross spectrum density function of the
wall pressure field was defined either by empirical models from literature or from
experimental data. The response of a structure subject to a TBL excitation was then
obtained from an ensemble average of the different realizations of the UWPW and
the techniquewas shown to be computationally efficient as it rapidly converged using
a small number of realizations. Predicted velocity spectra compared well with mea-
sured velocity spectra in two different anechoic wind tunnels and on two different
panels.

In [39], it was proposed to couple a space-time synthesis approach (i.e. several
consecutive realizations of a wall pressure field) to a deterministic model so as to
predict sound transmission loss of and radiated sound pressure from panels under a
DAF excitation. Both quantities were efficiently predicted and good agreement was
obtained with measurements and finite element method predictions. The formalism
is similar to the UWPW technique [38], but the applied probability density functions
(PDF) can be varied (i.e. can be defined as Gaussian, or not). This can not be achieved
with the UWPW technique, for which the normalized sum of plane waves that is used
will tend toward a Gaussian distribution according to the central limit theorem.

This space-time, 2D+t, synthesis approach is here extended to the case of
TBL-excited panels. Besides an additional flexibility gained compared with
the UWPW technique in terms of PDF definition, the proposed 2D+t method
has several advantages, that can provide adequate solutions to the keypoints
previously expressed in Sect. 1.1: (1) Each realization of the wall pressure field
and obtained vibroacoustic results can be considered as a virtual experiment,
or a series of them can mimic an experiment of variable length, and (2) The
radiated sound pressure as a function of time and under a random excitation
(DAF-TBL) can be obtained and used for listening purposes.

This chapter first describes the suggested calculation process. Measure-
mentsmadeona rectangular aluminumpanelwith controlled simply-supported
boundary conditions and tested in a low-speed anechoic wind-tunnel at a flow
speed of 40m/s [40] are used as a test case for extending the approach to the
case of a TBL excitation.

2 Spectral Synthesis of the Wall Pressure Field Induced
by a TBL

In the proposed method, each particular realization of a turbulent pressure (random
draw) corresponds to an induced flexural response as well as a radiated pressure
field. Among the difficulties encountered, the three physical scales of the problem
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(convective, structural and acoustic) cover very different intervals. As indicated in
the introduction part, the experimental methods that intend to mimic vibroacoustic
tests in wind tunnel have difficulty to describe wave numbers associated with sub-
sonic convective phenomena [20, 22], while inversely numerical methods in fluid
mechanics require huge efforts for correctly simulating the acoustic waves generated
by the flow [41].

In this context, a representation of the turbulent pressure by the realization of
a random process allows on the one hand, to integrate in the synthesis process the
relevant physical information for all scales, and on the other hand, to solve a direct
formulation of the vibroacoustic problem giving access in a simple way to the time
radiated pressure.

In the hypothesis of a homogeneous and stationary flow, the synthesis byCholesky
decomposition of the cross-correlation matrix [35, 42] is replaced by a spectral
synthesis [43, 44] which largely reduces the computational effort. This is achieved
by inverse fast Fourier transform (FFT) of a physical model in the wavenumber-
frequencydomain.Thanks to theFFTalgorithmefficiency, the generationof turbulent
wall pressure field in the physical domain (x, y, t) is very fast compared to other
approaches.

2.1 Space Time Spectral Synthesis (2D+t)

In this work, a low speed subsonic Mach number flow (M∞ = 0.12) is considered
to generate a homogeneous and stationary turbulent boundary layer with no pressure
gradient over a smooth rigid wall (see Tables1 and 2). The flow is assumed to be

Table 1 Physical characteristics of the considered turbulent boundary layer

Fluid density ρ (kgm−3) 1.20

Sound velocity c0 (ms−1) 343

Kinematic viscosity ν (m2 s−1) 15.1 · 10−6

Free stream velocity U∞ (ms−1) 40

Convection velocity Uc = 0.6 U∞ (ms−1) 24

Table 2 Physical characteristics of the panel

Streamwise length L px (m) 0.600

Spanwise width L py (m) 0.525

Young modulus Ep (Pa) 70 · 109
Density ρp (kgm−3) 2700

Poisson ratio νp 0.3

Thickness h p (mm) 2.4
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both homogeneous (in space) and stationary (in time). As a consequence, a sample
of a pressure field over the spatio-temporal domain Lx × Ly × T can be generated
as a draw of a stochastic process using a spectral synthesis method, as explained in
the following.

Let p(x, y, t) denote the fluctuating boundary pressure over a rigid wall in the
(Oxy) plane: we propose to simulate p(x, y, t) as a random Gaussian field with
zero-mean even though observations of p(x, y, t) beneath a TBL exhibit slightly non
Gaussian statistics, see e.g. Schewe [45]. The main interest is that the prescription of
its correlation function, or equivalently its Fourier spectrum, completely specifies a
Gaussian process. Then the space-time correlation function R =< p(x, y, t)p(x +
ξx , y + ξy, t + τ) > (<> denotes an ensemble average, and ξx,y are the separations
between two points in x and y directions, respectively) of an homogeneous and
stationary process p(x, y, t) reduces to R(ξx , ξy, τ ). It can equivalently be described
by its 2D+t Fourier transform P(kx , ky, ω) called the wavenumber-frequency power
spectrum.

In this case, the simulation of a wall pressure field according to a spectral model
sums up to a simple and fast spectral synthesis algorithm which permits to generate
draws of a stationary Gaussian process. The principle of this method is to filter
a Gaussian white noise using the targeted spectrum. In practice, one first draws a
discrete set of Nx × Ny × Nt independently and identically distributedGaussian real
random variables glmn with zeromean, thanks to a pseudo-random number generator.
The discrete indices (l,m, n) correspond to continuous variables (x, y, t). Then the
3D Discrete Fourier Transform of glmn denoted by Gl ′m ′n′ is a set of Nx × Ny × Nt

identically distributed Gaussian complex random variables [44]. By construction
Gl ′m ′n′ obeys the Hermitian symmetry of the Fourier transform of real signals (where
discrete indices (l ′,m ′, n′) correspond to continuous variables (kx , ky, ω)).

In a discrete representation, the relationship between the space-time correla-
tion Rlmn and the wavenumber-frequency power spectrum Pl ′m ′n′ is given by the
following 3D discrete Fourier transform:

Pl ′m ′n′ =
Nx−1∑

l=0

Ny−1∑

m=0

Nt−1∑

n=0

Rlmn.e
2jπ

(
n.n′
Nt

− l.l′
Nx

− m.m′
Ny

)

, (1)

where Nx × Ny × Nt is the numerical size of the domain in space and time.
The physical domain is defined by (Lx , Ly , T ) where T is the duration of the

simulation. The dimensions Lx × Ly of the simulated wall pressure are chosen to be
slightly greater than the size of the panel: Lx/L px = 1.2 and Ly/L py = 1.2.

The physical domain is sampled by Nx × Ny × Nt points (see Table3):

⎧
⎪⎨

⎪⎩

Nx = kmax
x Lx/π =2π(	x	kx )

−1,

Ny = kmax
x L y/π =2π(	y	ky)

−1,

Nt = 2 f max T =(	t	 f )−1.

(2)
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Table 3 (Nx × Ny × Nz): numerical size of the simulated wall pressure; (	x , 	y, 	t): cor-
responding time and space resolution; (	kx , 	ky , 	 f ): wavenumber and frequency steps;
(Lx , Ly , T ) and (±kmax

x , ±kmax
y , ± f max ): intervals covered by the simulated wall pressure in

physical and Fourier domain respectively

Nx × Ny × Nt = 256 × 256 × 2048

	x 0.0028m kmax
x 1108.3 radm−1

	y 0.0025m kmax
y 1266.7 radm−1

	t 4.883 · 10−4 s f max 1023Hz

Lx 0.72m 	kx 8.727 radm−1

Ly 0.63m 	ky 9.973 radm−1

T 1s 	 f 1Hz

Following the 1D algorithm from Davies and Harte [43] and formally applying
it to space-time (2D+t) case, the pressure field plmn is given by the inverse discrete
Fourier transform of the product

√
P .G where P is a given discrete wavenumber-

frequency power spectrum Pl ′m ′n′ (the targeted physical model), and G is a draw
of Nx × Ny × Nt identically distributed Gaussian complex random variables with
Hermitian (transconjugate) symmetry:

plmn =
Nx−1∑

l ′=0

Ny−1∑

m ′=0

Nt−1∑

n′=0

√
Pl ′m ′n′ Gl ′m ′n′

Nx NyNt
e
−2jπ

(
n.n′
Nt

− l.l′
Nx

− m.m′
Ny

)

. (3)

In practice, G is obtained from the 3D Fourier transform of (Nx × Ny × Nt )
pseudo-random real values drawn from the Gaussian distribution, to ensure the Her-
mitian symmetry of G.

The resulting 2D+t discrete pressure field plmn is a sample of a real valued
spatio-temporal process; it is Gaussian, and has zero mean as soon as P000 = 0.
The wavenumber-frequency power spectrum of plmn is imposed by Pl ′m ′n′ .

In order to avoid aliasing artifacts, the size of the synthesis (Nx × Ny × Nt ) is
adapted to cover the domain where the energy in Pl ′m ′n′ is present. This depends upon
the flow parameters and physical model used.

On Fig. 1, the simulated pressure obtained from the spectral synthesis is shown
for three neighbouring instants. As in a turbulent field, it exhibits a superposition of
a large number of spatial scales that are convected along the streamwise axis Ox .
The spectral synthesis and the statistical properties of the pressure field shown on
Fig. 1 are detailed in the next section.
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Fig. 1 Three snapshots
separated by 	t = 4.10−3 s,
of the time pressure
simulated over the flat
surface. The time step is
chosen to highlight the
streamwise convection of the
fluctuations, along the
vertical axis and oriented as
Ox . The red dash line
indicates the physical size of
the considered panel. The
instantaneous pressure
amplitude in Pascals is given
by the color bar
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Fig. 2 Power Spectrum
Density (PSD) of the wall
(point) pressure: measured
(red square see Sect. 4),
interpolated from
measurements (blue line),
estimated (grey circles) from
the simulated wall pressure
and averaged over the panel
area

0 200 400 600 800 1000 1200

f (Hz)

65

70

75

80

85

90

95

100

105

ab
s(

R
(0

,0
,

))
 (

dB
),

 P
a

2
/H

z 

wall pressure PSD

sim.
mod.
meas.

2.2 Validation of the Synthesized Wall Pressure Statistics

The statistical properties of the wall pressure are chosen here according to theMellen
model [46]:

P(kx , ky, ω) = Spp(ω)
2π(αβk2c )

2

[(αβk2c )
2 + (βkcky)2 + (βkc)2.(kc − kx )2)]3/2 , (4)

where the streamwise and spanwise decay wave numbers are fixed to α = 0.12 and
β = 0.7. The convective wavenumber is kc = ω/Uc (radm−1) where the value of
the convection velocity Uc = 0.6 U∞ is fixed for each frequency.

In Eq. (4), the spectrum of the pressure Spp(ω) [Pa2] must be specified before the
spectral synthesis. To that aim, the measured autospectral density (in red on Fig. 2)
is filtered at high frequency, extended towards low frequencies, and interpolated
according to the frequency resolution of the desired simulation (see Table3). The
result is shown in blue solid line on Fig. 2 and is used to specify the spectrum of the
pressure Spp(ω) in Eq. (4).

The wavenumber-frequency spectrum, Eq. (4), is then introduced into Eq. (3) to
obtain one draw of plmn that represents one realization of the simulated wall pressure
field p(x, y, t).

In order to check the statistical properties of the simulated wall pressure from the
spectral synthesis (Eq. (3)), the wavenumber-frequency spectrum can be estimated,
and defined as:

P̂(kx , ky, ω) = 1

N

N∑

1

[
lim

Lx ,Ly ,T→∞
1

Lx L yT

p̂(kx , ky, ω) p̂∗(kx , ky, ω)

	kx	ky	 f

]
, (5)
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where p̂(kx , ky, ω) is the Fourier transform of p(x, y, t), p̂∗ is its complex conjugate,
and N the number of averaging used for the estimation. Using the inverse Fourier
transform of P̂(kx , kx , ω) over (kx , ky) and then ω, we can obtain respectively the
frequency cross-correlation R(ξx , ξy, ω), and the broad-band space cross-correlation
r(ξx , ξy, τ ) where ξx , ξy and τ denote separations along Ox , Oy and time axis.

In practice, since we are using here a single discrete realization of plmn , the
estimator used to compare P̂(kx , kx , ω) of Eq. (5) and P(kx , ky, ω) of Eq. (4) is
reduced to:

P̂l ′m ′n′ = 1

Lx L yT

p̂l ′m ′n′ p̂∗
l ′m ′n′

	kx	ky	 f
, (6)

where p̂l ′m ′n′ is the 3D discrete Fourier transform of plmn .
The frequency cross-correlation R(ξx , ξy, ω) of the simulated field is obtained

after a 2D inverse Fourier transform of P̂l ′m ′n′ (Eq. (6)). The result noted Rl ′m ′n′ is
represented in PSD units for zero-space separation R(0, 0, ω) on Fig. 2 (grey circles).
It corresponds to the point pressure spectrum averaged over the (Nx × Ny) spatial
points and exhibits a good statistical convergence towards the PSD interpolated from
the measurements (blue line).

Figure2 shows that the simulated space-time pressure field plmn exhibits a point
spectrum that statistically converges towards Spp(ω) chosen in Eq. (4).

In order to check the simulated space-time pressure field plmn in the wavenumber
domain, the wavenumber-frequency spectrum P̂l ′m ′n′ from Eq. (6) is plotted on Fig. 3
(symbols) and compared to theMellenmodel of Eq. (4) (solid lines). Three particular
frequencies are chosen for the streamwise (top) and spanwise (bottom) plots. Since
Eq. (6) is estimated on a single realization (no ensemble averaging), the resulting
standard deviation is high. But exactly like experimenters do, one can verify that an
averaging over N realizations of the simulated pressure using Eq. (5), reduces the
standard deviations and shows a statistical convergence of P̂l ′m ′n′ towards the Mellen
model of Eq. (4), as shown on Fig. 4 whith N = 10.

The space-time wall pressure obtained with the spectral synthesis of Eq.(3) is now
checked to be statistically compliant with the targeted properties, and can be used in
the following as an excitation term for a flat baffle panel.

3 Coupling Wall Pressure Statistics to a Model
of a Structure

The acoustic radiation of the plate excited by the synthesized wall pressure field is
computed in a two-step process: the acoustic field is obtained from the velocity field
of the plate computed in a preliminary step. It is thus assumed that:
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Fig. 3 Wavenumber-
frequency spectrum
P(kx , ky, ω) at three chosen
frequencies. Bottom:
spanwise P(0, ky, ω0). Top:
streanwise P(kx , 0, ω0): the
peak corresponding to the
convective ridge appears at
kx = 2π f/Uc rad m−1.
Solid curves: Mellen model
(Eq. (4)). Symbols:
estimation from one draw of
the simulated wall pressure
(Eq. (6))
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• the fluid is light enough to be neglected when computing the velocity response of
the plate.

• the vibration of the plate does not affect the wall pressure field.

3.1 Vibration Response of the Panel

The panel under study is a simply supported rectangular thin plate of dimensions
LPx × LPy and of thickness hP . It is made of a homogeneous isotropic material
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Fig. 4 Wavenumber-
frequency spectrum
P(kx , ky, ω) at three chosen
frequencies. Bottom:
spanwise P(0, ky, ω0). Top:
streanwise P(kx , 0, ω0): the
peak corresponding to the
convective ridge appears at
kx = 2π f/Uc rad m−1. Solid
curves: Mellen model
(Eq. (4)). Symbols:
estimation from 10
realizations of the simulated
wall pressure
(Eq. (5) with N = 10)
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having a Young’s modulus EP , a density ρP and a Poisson’s ratio νP . In this config-
uration, natural angular frequencies ωrs and mode shapes φrs(x, y) of the panel are
respectively given by Eqs. (7) and (8):

ωrs =
√

D

M

((
rπ

LPx

)2

+
(

sπ

LPy

)2
)

, (7)

φpq(x, y) = sin

(
rπ

LPx
x

)
sin

(
sπ

LPy
y

)
. (8)
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The vibrational velocity of the panel can be expressed as a sum of contributions of
mode shapes as

V (x, y, ω) =
∞∑

r=1

∞∑

s=1

jωFrs(ω)φrs(x, y)

Mrs
(
ω2
rs − ω2 + jηωωrs

) , (9)

where Mpq = ρPhP
LPx L Py

4 is the modal mass, ω is the excitation angular frequency
and η is the damping loss factor (considered constant as a function of frequency).
The modal force Frs(ω) is defined as:

Frs(ω) =
∫ LPx

0

∫ LPy

0
p̃lmn(x, y, ω)φrs(x, y) dx dy, (10)

where p̃lmn(x, y, ω) is the Fourier transform of plmn(x, y, t). All the information
coming from the pressure field is condensed in only one complex value per mode at
each frequency. To not lose any information, Eq. (10) is discretized using the grid
mesh of the pressure field as listed in Table3. Finally, the spatially averaged mean
square velocity

〈
V 2

〉
of the plate is calculated as:

〈
V 2(M, ω)

〉
SP

= 1

SP

∫

SP

V (M, ω)V ∗(M, ω) dSP . (11)

3.2 Acoustic Response of the Panel

In case of a flat baffled panel, the radiated pressure can be computed using the
Rayleigh’s integral:

P(M0, ω) =
∫

SP

jωρ0V (M, ω)G(M0, M, ω) dSP , (12)

where M is a point of coordinates (x, y, 0) on the surface of the plate and M0 is a
listening point of coordinates (x0, y0, z0). The Green’s function G(M0, M, ω) is

G(M0, M, ω) = 1

2π

e−jkR

R
, (13)

with R =
√

(x − x0)2 + (y − y0)2 + z20. The radiated sound power from the plate
can be expressed as a function of plate velocity V (M, ω) and of pressure radiated
on the surface of the plate P(M0, ω)
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� rad(ω) = 1

2

∫

SP

� (
P(M, ω)V ∗(M, ω)

)
dSP (14)

where �(•) and •∗ stand respectively for the real part and the complex conjugate
of •.

4 Experimental Methods

4.1 Description and Setup of the Structure Under Test

The considered TBL excitation in this study was obtained in a low-speed anechoic
wind tunnel at Université de Sherbrooke, and is considered to be a zero-pressure-
gradient TBL developing over a flat plate with a free-flow velocity of 40m/s. The
panel under study had controlled simply-supported boundary conditions along its
four edges obtained using a dedicated procedure and setup [47]. The geometrical
and mechanical properties of the panel are reported in Table2. A value of 0.95% for
the average structural loss factor was determined following the −3dB method on the
ten first vibration modes.

A 1.22× 2.44m2 rigid panel made of medium density fiberboard (0.019m thick-
ness) was mounted in the anechoic wind tunnel at the end of the convergent (see
Fig. 5a, b). In order to help the TBL excitation develop, a sandpaper strip was glued
at the intersection of the convergent and of the panel so as to prevent any disconti-
nuity between the convergent and the baffle. The panel was installed into the baffle
and was positioned on its own supporting stand (see Fig. 5c), and thus no mechanical
link exists between the panel and the baffle.

The measurement space below the panel under test was acoustically treated using
rigid ceiling tiles and backed by panels of compressed 1-in thick glass wool. Sound
absorbing material was placed on the panel’s stand so as to limit sound reflections,
and even if the floor of the measurement space opens towards the anechoic room, it
was covered will compressed glass wool panels.

4.2 Wall Pressure Fluctuations Characteristics

In [26], a precise characterization of the flow was conducted in the same wind tunnel
with a strictly similar setup (i.e. identical position from the wind-tunnel convergent,
same flow speed and environmental conditions). The wall-pressure fluctuations of
the turbulent flow generated over the baffle were measured with a flush-mounted
microphone array [48]. The decay rates and the convection velocity were extracted as
a function of frequency from thesemeasurements (theMellenmodel [46]was fitted to
themeasuredWPF using the least squaremethod). At the exception of the convection
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Fig. 5 (a) Schematic description of the experimental setup—(b) Picture of the panel installed in
the anechoic wind-tunnel—(c) Picture of the panel on its own stand, including the microphone array

velocity that was considered constant as a function of frequency, the frequency-
dependent results of this identification (decay rates, autospectral density), were used
for all the calculations made using the proposed spectral synthesis approach.
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4.3 Measurement of Vibration of and Radiated Sound
Pressure and Sound Power from the Panel

Vibration measurements were made using a set of five mono-axis low weight
accelerometers so as to limit the addedmass (approximately 15g total addedmass per
measurement, including cables). Four sets of fivemeasurements pointswere used and
the average quadratic velocity was finally calculated using 20 discrete measurement
points.

The radiated sound power was estimated using a 48-microphone array placed
along a parallelepipedic measurement surface following ISO3744 standard [49], see
Fig. 5c. The calculation of sound pressure level averaged over the measurement sur-
face and sound power level were made according to ISO3744 standard. Concerning
sound pressure comparison with results obtained using the proposed approach, a
single microphone from the array was considered.

5 Results

5.1 Mean Quadratic Velocity

In the upper part of Fig. 6 is presented a comparison between analytical calculations
(Eq. (11)) and experimental results for the mean quadratic velocity. It can be seen
that numerical results are in excellent agreement with analytical results.

The middle part of Fig. 6 shows five different results, that were obtained using
the proposed procedure and five different realizations of the simulated WPF using
Eq. (3). These can be considered as five different virtual experiments results (tests
under different realizations of the same excitation), and are superimposed to previous
analytical and experimental results. The agreement between these virtual experiments
and analytical and experimental results is overall very satisfactory.

The lower part of Fig. 6 shows the same results on a reduced frequency range
(100–300 Hz), illustrating the results of the different draws of the WPF. Each virtual
experiment lead to a result that is distributed around the smooth analytical result. The
mean quadratic velocity value at peaks varies with the considered draw, showing that
the procedure leads to variations in terms of coupling between the wall-pressure field
and the panel.

5.2 Radiated Sound Power

In the upper part of Fig. 7 is presented a comparison between analytical calculations
(Eq. (14)) and experimental results for the radiated sound power. As for the mean
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Fig. 6 (Upper part) Analytical calculations (Eq. (11)) and experimental results for the mean
quadratic velocity; (Middle part) Results of the proposed procedure for five different draws of
the wall-pressure field on the 0–1000Hz frequency range; (Lower part) Results of the proposed
procedure for five different draws of the wall-pressure field on the 100-300Hz frequency range
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quadratic velocity, the agreement between analytical and measured mean quadratic
velocity is very satisfactory.

The middle part of Fig. 7 shows five different results, that were obtained using
the proposed procedure and three different realizations of the simulated WPF using
Eq. (5).As for themeanquadratic velocity, the agreement between these virtual exper-
iments and analytical and experimental results is overall very satisfactory, despite a
level difference that rises with increasing frequency.

The lower part of Fig. 7 shows the same results on a reduced frequency range (now
from 20 to 200Hz). It appears that the sound power level, especially at peaks, is a
function of the considered draw (with a mean that will tend to the analytical result)
showing that the approach can mimic a series of short-time experiments.

5.3 Radiated Sound Pressure

Successive draws can be also used to construct a short-time Fourier transform rep-
resentation of the radiated sound pressure (spectrum as a function of time), and then
an inverse short-time Fourier transform can be used to recover a signal of varying
length (provided that the constant overlap-add constraint is followed [50, 51]).

The synthesized sound pressure was in this case obtained using the inverse Fourier
transform of four successive draws (leading to a signal of 4 s with a sampling fre-
quency 2048Hz). The measured and calculated sound pressure as a function of time
are shown in Fig. 8 on a zoomed time scale (over a second). The amplitude of the
measured signal as well as its variations as a function of time are well captured. Note
that no phase alignment was performed in this case. In other words, the starting point
for each signal is arbitrary.

6 Conclusion

A method based on spectral synthesis was proposed for generating space-time wall
pressure fields for random excitations like DAF or TBL. In this work, this approach
was coupled to an analytical model of a simply-supported panel and was used to
predict its vibracoustic behavior under a low-speed TBL excitation. It was shown
that it could be used to perform virtual experiments on plane structures, these virtual
experiments corresponding to consecutive realizations of the wall-pressure field.

Based on this first proof-of-concept, a first perspective consists in coupling the
synthesis approach with FEM models in order to apply it to complex structures like
stiffened panels, and directly obtain the radiated sound pressure as a function of time.
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Fig. 7 (Upper part) Analytical calculations (Eq. (14)) and experimental results for the radiated
sound power; (Middle part) Results of the proposed procedure for three different draws of the wall-
pressure field on the 0−1000 Hz frequency range; (Lower part) Results of the proposed procedure
for three different draws of the wall-pressure field on the 20−200 Hz frequency range



108 O. Robin et al.

Fig. 8 Comparison of the measured sound pressure level at the considered microphone position
(continuous line) and the synthesized sound pressure level at the same position (dashed line)

Another perspective lies in the use of these virtual experiments realizations to
study dispersion in actual laboratory measurements under random excitations, and
to identify main sources of data scattering as in coupled rooms [52] and wind-tunnel
measurements.
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Underwater Flow Noise from a Turbulent
Boundary Layer over a Wavy Surface

Jan Abshagen and Volkmar Nejedl

Abstract Results from an underwater experiment on turbulent boundary layer flows
over a plate with a spanwise wavy pattern are presented. The experiments were per-
formed with a towed body measurement system at depths between −90 and −150m
in Sognefjord, Norway. Flow-induced noise on the reverse side of the wavy plate as
well as wall pressure fluctuations beneath the turbulent boundary layer were studied
for outer flow velocities U∞ between 2.2 and 5.5ms−1, which corresponds to tow-
ing speeds between 4kn and 10kn, respectively. For the lowest flow velocity within
this range a substantial reduction in turbulent wall pressure fluctuations is found in
comparison to a flat plate configuration. This reduction is, however, accompanied
with an increase of flow-induced noise in the interior. Both effects are even enhanced
at a larger pitch angle of the towed body. For higher flow velocities the differences
between wavy and flat plate configuration are substantially less pronounced or even
absent in some frequency ranges.

1 Introduction

Flow-induced interior noise [1, 2] plays a crucial role in underwater acoustics, since
it acts as an interference noise source that limits the performance of a hydroacous-
tic antenna [3–5]. Flow-induced noise provides, in general, the dominant contribu-
tion to the so-called self-noise level of a sonar system, either towed or platform
mounted, at high speeds [6]. Hydroacoustic noise [7] in the fluid-filled (quiescent)
interior of an antenna origins from the excitation of an elastic (hull) structure [8–10]
by outer wall pressure fluctuations beneath a surrounding turbulent boundary layer
flow [11, 12].

Reduction measures concerning flow-induced noise in the interior of a mechan-
ical structure have in principle two starting points, the elastic wall structure or the
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turbulent boundary layer [13]. Elastic hull materials of hydroacoustic antennas are
typically designed to reduce flow-induced noise on the one hand, but require, on the
other hand, also preferable hydroacoustical properties. A hydroacoustic antenna is
designed to detect signals in the sea, so noise reduction is evaluated in the light of
the signal-to-noise ratio, instead of the (interfering) noise level alone.

In this work the possibility of a reduction of turbulent wall pressure fluctuations as
well as of interior flow-induced noise by a spanwise wavy pattern is investigated in
an underwater experiment. The reduction of turbulent fluctuations in wall-bounded
flows is highly desirable not only with respect to interference noise in underwater
or other interior noise problems, such as cabin noise in aircrafts [14] or cars [15],
but also in many other applications. In fact, by far most of the work in this field
is aimed towards reducing drag [16]. Drag reduction aims to the reduction of wall
shear stress (or skin friction) and has been approached, e.g., by additives [17, 18],
by gas injection [19], by ripplet surface structures [20], and by superhydrophobic
surfaces [21]. More recently, water-repellent surfaces have also been investigated
with respect to the reduction of flow-induced noise for sonar applications [22, 23].
Those approaches are often inspired from biological surfaces [24, 25].

The wavy pattern studied in this work follows a different approach, since the
amplitude and (half-)wavelength of the pattern are in the order of the boundary layer
thickness of a comparable flat plate configuration. The behavior of the flat plate
configuration with respect to wall pressure fluctuations and interior noise has been
investigated in previous studies [26, 27]. Though different in surface shape, both
configurations follow the same sandwich design principles and have the same mass
density (per unit area) in order to achieve a most similar vibroacoustic response
behavior. The effect of the (spanwise) wavy pattern on turbulent wall pressure fluc-
tuations and on interior flow-induced noise is presented in this work for different
(outer) flow velocities.

2 Underwater Experiment

The underwater experiments with the flat and the wavy plate configuration were
both conducted during a research cruise with RV Elisabeth Mann Borgese (IOW,
Germany) in Sognefjord, Norway, in 2014. The two plate configurations as well
as the towed body measurement system and the towing experiments are described
below. Further information, for instance, on sensor calibration under sea conditions
[27] are given in Refs. [5, 26].

2.1 Towing System

The towing experiments were performed with the so-called FLAME towed body
(Flow Noise Analysis and Measurement Equipment), a measurement system
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Fig. 1 FLAME towed body with (spanwise) wavy surface after a towing experiment in Sogne-
fjord, Norway (a). Detailed view on the wavy surface with hydroacoustic window (white) and
flush-mounted hydrophones (black points) in the mid wave trough downstream of the acoustic
window (b)

advanced for the experiments by ATLAS Elektronik (Bremen, Germany) in collabo-
ration withWTD 71. The system is designed for investigations of interior flow-noise
generation from turbulent boundary layers under sea conditions. The towed body has
a length, width, and height of 5.26m, 1.353m (0.935m without fins), and 1.715m,
respectively. The total mass in water and the net buoyancy are about 3500kg and
3000N, respectively. In air the system weights about 2800kg.

A pictures of the towed body with the laterally attached wavy plate is depicted in
Fig. 1a. It was taken directly after a towing experiment. The wavy plate (brown) with
the acoustics window (white rectangle) of 575mm × 300mm in length and width,
respectively, and the flush-mounted hydrophones (black points) is shown in more
detail in Fig. 1b. It should be noted, that the foremost hydrophone was not operative
during the experiments. The plate has a size of 2000mm × 770mm in length and
width, respectively, and is built in a sandwich design. At the outside it is made from
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Fig. 2 Spanwise wavy pattern (single wavelength) (a) and (normalized) streamwise profile with
in- and outflow region (b). The size of the outer layer of the flat plate configuration (12.75mm)
is given in a for comparison. Wavy and flat plate have the same mass per (spanwise) wavelength
within the flat plate region depicted in b

a hard foam except for the acoustic window region, which is acoustically almost
transparent (see Sect. 2.3 for details).

Flow noise measurements were performed well below to local thermocline in
Sognefjord at towing depths between −90m and −150m. In order to achieve a
sufficient reduction of interfering noise from the towing vessel, a minimum towing
cable length of 400mwas chosen. A length of 600mwas found to be sufficient for the
higher towing speeds.Measurements of thewavy plate configurationwere conducted
at towing speeds between 4 and 10kn, which correspond to outer flow velocitiesU∞
between 2.2 and 5.5ms−1 (see Ref. [26] for calculation method). For each towing
speed a measurement was started after transient dynamics was relaxed and stopped
T ≈ 300s after the start. In the transient phase the tail fins were controlled remotely
from the research vessel in order to adjust pitch and roll angle (the front fins are
fixed). During the measurement the towed body went on a straight track without any
motion of the fins.

2.2 Wavy Surface Pattern

A schematic view on the wavy plate configuration in streamwise (a) and spanwise
direction (b) is depicted in Fig. 2. A single wavelength of the spanwise wavy pattern
(a) and the streamwise profile (b) of the plate are depicted schematically in Fig. 2.

The wavy and a corresponding flat plate were designed to have the same mass
per spanwise wavelength within the flat plate region. Both configurations differ only
in the shape of the outer layer, which is build in both cases either from a hard foam
or an acoustically (almost) transparent material in the acoustic window region. The
shape of the outer layer of wavy (red curve) and flat plate (light grey rectangle) can
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be seen Fig. 2a. In spanwise direction the surface pattern of both configurations are
given by:

hz(z) =
{
h p (flat plate)

h0
(
1 − √

ε + cos2(π z/λz)
)

+ d (wavy plate)

The height of the outer layer of the flat plate h p = 12.75mm is constant. The
parameters for the wavy plate are λz = 55mm (wavelength), d = 1.85mm (offset),
h0 = 30mm (maximum height of theoretical profile without offset), and ε = 0.025.
The parameter ε was introduced in order to smooth the periodic function | cos(kx)|.
The maximum height of the wavy plate is (theoretically) given by hmax = 27.1mm.
Below the outer layer each plate consists of a thin layer of 2mm thickness which
is made from fiber-reinforced plastic (frp). This layer is glued onto a steel plate of
3mm thickness which has a recess in the acoustic window region. The three layers of
the sandwich design can be seen in Fig. 2a. The steel plate is supported from below
by an additional damping layer of about 10mm thickness (not shown in Fig. 2a).

The upper edge of the frp-layer is mounted flush to the surface of the towed body
and the surface pattern h(x, y) is compose from the product of a spanwise hz(z) and
a streamwise pattern hx (x)

h(x, y) = hx (x) · hz(z) (1)

The streamwise pattern hx (x) consists of a smooth flow entrance (0mm ≤ x <

800mm) and outflow region (1900mm≤ x < 2000mm) in order to avoid separation
at a forward-facing and backward-facing step, respectively. The smooth profile is
achieved by

hx (x) = 1

2

(
1 ± tanh

(
x − x̄i,o
δxi,o

))
with

{+ inflow(xi )
− outflow(xo)

The parameters of the profile are x̄i = 400mm and δxi = 100mm for the inflow and
x̄o = 50mm and δxo = 10mm for the outflow region. In between the in- and outflow
region hx (x) equals one.

2.3 Measurement Setup

Flow-induced noise in the interior of the towed body as well as wall pressure fluc-
tuations on the outer surface were measured simultaneously during each measure-
ment run. The principle measurement setup is depicted in Fig. 3. The flush-mounted
hydrophones of type Reson TC4050 were located downstream of the measurement
area on the (spanwise) centerline of the plate. For the wavy plate this position is
in the mid wave trough of the wavy pattern, as can be seen in Fig. 1b. Streamwise
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Fig. 3 Principle measurement setup with two flush-mounted hydrophones (fmh) and a hydrophone
array located downstream of and beneath the hydroacoustic window, respectively. For reasons of
clarity the flat plate configuration is shown here. Positions of hydrophones are the same for the
wavy plate configuration

coherence is determined between the two rear hydrophone positions shown in Fig. 1b
having a spacing of 21.5mm (see Fig. 3). With an equidistant line array of 16 Reson
TC4013 hydrophones with spacing ds = 11.5mm flow-induced noise is measured in
the interior of the towed body. The array is aligned along the centerline and mounted
inside a cavity at a distance of 5mm beneath the plate. The cavity shields the array
from (interior) structure-borne sound and ambient noise emitted from the reverse
side of the towed body.

The sampling frequency for all measurements was fs = 31,250Hz and the mea-
surement time for each run was T ≈ 300s, as described in Sect. 2.1. Power spectral
densities are calculated from an average of 300 non-overlapping short-time spectra
(with Ts = 1.0485s) with a bandwidth of Δ f = 1/T = 0.9537Hz. The effective
noise bandwidth amounts Δ fe = 1.36 Δ f since Hamming windowing is applied to
each (short) time series.

3 Wall Pressure Fluctuations

In Fig. 4 a comparison between (Corcos-corrected [28, 29]) power spectral densities
of turbulent wall pressure fluctuations for thewavy and the flat plate configuration are
depicted for flow velocities between U∞ = 2.2 and 5.6ms−1. These flow velocities
correspond to towing speeds between 4 and 10kn. The flow velocities of the wavy
plate configuration differ only slightly from the respective velocities of the flat plate
configuration. Measurements were performed in general at two different pitch angles
for the wavy plate configuration except for a towing speed of 10kn. At this speed
towing experiments with a pitch angle larger than 2◦ were not feasible. It should be
noted, that within a range of ±2◦ no substantial differences in spectral level were
found for the flat plate configuration. All measurements with this configuration were
adjusted to a pitch angle of 2◦.
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Fig. 4 Power spectral density �( f ) of turbulent wall pressure fluctuations measured for the wavy
and the flat plate configuration at four different flow velocities U∞ (flat plate): 2.6 ms−1 (a), 3.4
ms−1 (b), 4.6 ms−1 (c), and 5.6 ms−1 (d). Measurements of the wavy plate configuration were
performed at comparable speeds and two different pitch angles (except for d). All power spectral
densities are Corcos-corrected [28, 29]

The difference in spectral level between flat and wavy plate configuration is most
striking for the lowest towing speed (4kn). The reduction in spectral level is up to
6dB for the small and up to 10dB for the larger pitch angle. It should be noted,
that a frequency peak at 18Hz is visible in the spectrum, which is absent for the flat
plate configuration at comparable speed. The available data, however, do not allow
a definite clarification of its physical origin.

For higher flow velocities U∞ and small pitch angles the difference in spectral
level is much less pronounced and occurs only in the high frequency regime. Below
100Hz the spectral levels are almost identical for wavy and flat plate configuration.
For larger pitch angles the difference remains significant, but is substantially reduced.
At very low frequencies the spectral levels for the wavy plate configuration are
slightly larger compared to those of the flat plate configuration. The appearance of
pronounced spectral peaks can also be observed for the wavy plate configuration.
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Fig. 5 Streamwise coherence γ for the wavy and the flat plate configuration is depicted in a for
the lowest towing speeds (flat: 2.6ms−1; wavy: 2.4ms−1) and in b for higher towing speeds. The
separation distance of the hydrophones was 21.5mm

The spatial coherence γ for a separation distance of 21.5mm is depicted in Fig. 5a
for the lowest and in (b) for highest towing speeds. The reduction in spectral level
of the turbulent wall pressure fluctuations at low speeds, shown in Fig. 4a, is found
to be accompanied with a significant reduction in streamwise coherence. At higher
flow velocities the spatial coherence is (almost) equal for both configurations at
comparable towing speeds. This can be seen from Fig. 5b.

4 Flow-Induced Interior Noise

For a hydroacoustic antenna a reduction in turbulent wall pressure fluctuations is
primarily of relevance only to that extend, as it is accompanied with a reduction in
flow-induced interior noise.

A wavenumber-frequency spectrum of interior noise measured with the
hydrophone array on the reverse side of the wavy plate is shown in Fig. 6a. It is
qualitatively similar to that of the flat plate configuration [27]. Since the hydrophone
spacing is small compared to the hydroacoustic wavelength in this frequency regime,
underwater sound waves contribute only to the central bin of the spectrum located
around k = 0m−1. Spectral contributions with different physical origin can, how-
ever, be identified due their dispersion relation. In particular bending waves, that
have a larger wavenumber than underwater sound waves in this frequency regime,
can be separated from sound waves. The dispersion relation of bending waves for
the flat plate (not wavy plate) configuration is depicted in Fig. 6a. The comparison
reveals a similar spectral behavior of the flat and wavy plate configuration (see Ref.
[27] for kf-spectrum of flat plate configuration).
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Themean spectral levelwithin the bendingwave regimeprovides ameasure for the
structural response to excitation from turbulent wall pressure fluctuations. This level
is determined for each frequency by filtering out the acoustic contributions and the
non-acoustic contributions having wavenumbers larger than the bending waves. The
filtered power spectral density�b is depicted in Fig. 6b. An additional measure is the
power spectral density�i of the spatially incoherent part of hydroacoustic noise. This
measure is also shown in Fig. 6b. It incorporates in principle spectral contributions
from both the acoustic and the (largewavenumber) non-acoustic regime, but removes
spatially coherent noise. This filter is aimed to remove (low-frequency) noise that
origins from external hydroacoustic noise sources, such as the towing vessel. Both
filter techniques are described in Ref. [27].

The differences in spectral level between wall pressure fluctuations at the outside
and (incoherent) noise in the interior of the towed body are depicted in Fig. 7 for
different towing speeds.Adifference in spectral level can be considered as a reduction
measure which reflects the response of the plate to boundary layer excitations. The
reduction index increases significantly with frequency and is much larger than a
reduction of an acoustics wave damped by Berger’s mass law. The solid and dashed
curves in Fig. 7 originate from the analysis of the flat plate configuration [26, 27]
and are plotted for comparison. This comparison reveals that the reduction index of
the wavy plate displays a very similar behaviour than that of the flat plate, except for
the low speed case (4kn). Here, the reduction index is significantly below the other
curves.

Filtered power spectral densities of (incoherent) flow-induced interior noise are
depicted in Fig. 8a for the flat and the wavy plate configuration at small pitch angles.
The differences in spectral level are shown in (b). It can be seen that for the lowest
towing speed (4kn) the spectral level of interior noise on the reverse side of the
wavy plate is significantly larger than the corresponding level beneath the flat plate.
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This behavior is opposite to that of the (outer) wall pressure fluctuations measured
simultaneously. Here, the spectral level is lower for the wavy plate configuration (see
Fig. 4a). While this result seems unexpected, it should be stressed that only limited
information on the flow and and vibration field are available in this experiment. For
larger flow velocities the differences in spectral level of interior noise are much less
pronounced.

In Fig. 8c, d the differences in spectral level of the bending wave regime are
depicted for small and large pitch angle, respectively. A behavior qualitatively similar
to that found for the level differences in�i (b) can be seen also in the level differences
in �b at small pitch angle. For the large pitch angle the level differences in �b even
increase.

5 Conclusion

Results from an underwater experiment on turbulent boundary layer flows over a
(spanwise) wavy surface are presented. Themeasurements were performed under sea
conditionswith a towed bodymeasurement system in Sognefjord, Norway. Thewavy
surface pattern was designed in a way that (spanwise) wavelength and amplitude are
in the order of the boundary layer thickness of a comparable flat plate configuration.
Spectral level and spatial coherence of turbulent wall pressure fluctuations are found
to be substantially reduced for the wavy plate configuration in comparison to the
flat plate configuration for an outer flow velocity of about 2 ms−1. For this velocity
the spectral level of flow-induced interior noise is found, on the other hand, to be
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Fig. 8 Comparison of filtered power spectral densities �i beneath the flat and the wavy plate for
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substantially increased despite of a reduction inwall pressure fluctuations. For higher
velocities the differences between the two configurations are much less pronounced
or even absent.

Wall pressure fluctuations are of importance in many applications, including
underwater acoustics, and this work has revealed the principle potential of span-
wise waviness as an effective method for a (at least local) reduction. In a future work
a systematic parameter study might shed more light on the hydrodynamic and the
vibroacoustic mechanisms involved in the reduction of pressure fluctuations and in
flow-noise generation at this inhomogeneous surface. This might also contribute to
an optimization of the wavy pattern for underwater applications.
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Some Aspects of Experimental
Investigations of Fluid Induced Vibration
in a Hydrodynamic Tunnel for Naval
Applications

Jacques-André Astolfi

Abstract Experiments providing high fidelity experimental data are strongly
required for physical analysis and numerical validation regarding of modelling
and computation of Fluid Induced Vibration for hydrodynamics applications. This
requires the development of advanced experiments and methods in very well con-
trolled configurations as in hydrodynamic tunnels to analyse both the structure
response and the flow dynamics. The paper presents original Fluid Induced Vibration
experiments performed in the hydrodynamic cavitation tunnel of the French Naval
Academy along the past few years. The experiments are generally conducted at a
relative high Reynolds numbers typically ranging from about one hundred thousand
to more than one million. The experiments are conducted on relatively small scale
elastic or rigid lifting surfaces or elastic flat plates undergoing various flow condi-
tions as turbulent boundary layer, Laminar Separation Bubble inducing transition,
vortex shedding and cavitation. The structural response is analysed through local
strains and stresses and vibration measurements for modal analysis. The deformed
shape of the structure is obtained from a specific distance laser measurement device.
Local stresses are obtained from strain gauges embedded in the structure. The vibra-
tion modal response is analysed by means of mono-point and scanning non contact
laser Doppler vibrometers. The flow dynamics is examined through instantaneous
wall-pressure field measurements using arrays of pressure transducers and through
instantaneous velocity field measurement based on Time Resolved-Particle Image
Velocimetrymeasurements and data-drivenmodal decompositions as ProperOrthog-
onal Decomposition. High speed cameras and image processing can be also used to
analyse both the structure and flow dynamics particularly in cavitating flow. The
paper presents the general experimental set-up and methods. Selected results are
reported and briefly discussed.
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1 Introduction

Flow Induced Vibration is a relevant topic for naval applications particularly for
structural resistance, acoustic stealth or passenger comfort. Due to the large density of
water, large viscosity and very small Mach numbers compared to air, Fluid Structure
Interactions is much different for naval applications than for aerodynamic ones.
Moreover the flow conditions can induce low pressures beneath the water vapor
pressure leading to cavitation known to induce vibration and noise. The proximity of
the free surface can also induce ventilation with complex FIV problems in two-phase
flow [1]. This is particularly true for the development of very fast sailing yachts and
innovative high-speed ships using surface-piercing hydrofoils that have placed the
flow induced vibrations, cavitation or ventilation issues as a major concern during
the design process. Composite compliant lifting structures have started to be used for
the control of performances for a wide range of ship control systems as hydrofoils,
rudders, stabilizers or propeller blades [2]. The flexibility is aim to control passively
or actively the structure shape in order to control the performances. For instance using
active or passive compliant structures to control hydrodynamic forces and cavitation
inception remains a very challenging task for naval applications [3]. Moreover as
a non negligible advantage the weight is generally reduced due to the low average
density of the compliant structure compared to the equivalent metallic one. Using
such materials bring also fundamental questions about Fluid Induced Vibration on
lightweight structures immersed in a fluid of high density. The questions refer to
mass effect, damping, stiffness, hydro-elastic instabilities for various flow conditions
including complex cavitating flow, [4–9].

In the latter case, various cavitation patterns can be observed on the suction side
of a lifting structure depending on the pressure distribution. This includes convected
vapor bubbles, attached partial cavities,cloud cavitation, cavitating vortex, or super-
cavitation [10]. The cavitation patterns can coexist on a same structure and are closely
related to the wall-pressure distribution in the non cavitating flow. On lifting struc-
tures operating at moderate angles of incidence, an attached cavity can take place
at the leading edge resulting on the strong low pressure peak and the strong posi-
tive pressure gradient close to the leading edge [10, 11]. This cavity is intrinsically
unsteady even in the early stage of development. As the cavity grows (at about 30
per cent of the chord length) it becomes strongly unstable leading to a growing and
collapsing cycle with cavity break-up and low frequency periodical shedding of large
bubble clusters. The latter generates high level of pressure fluctuations or shock-wave
of high intensity when collapsing inducing vibration and noise [12]. A large number
of studies deals with the analysis of cavitation on rigid bodies but only recently stud-
ies refer to cavitation developing on flexible structures [13, 14]. Over the past two
decades significant advances have been done regarding modelling and computation
of FIV problems for many applications. It is based on advanced coupled CSD/CFD
solvers with various levels of complexity depending on the flow and structure mod-
els and the coupling methods. Numerical simulation have been developed to analyze
both the fluid and the structure dynamics for marine propellers [15–20] or for more
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simple elastic lifting surfaces with a certain degree of flexibility [21–25]. Theses
studies deal with 3D elastic lifting surfaces or 2 DOF rigid hydrofoils in heaving and
pitching motion including cavitation. They pointed out that complex interactions can
occur as frequency lock-in between the flow, the cavity dynamics and the structure
modes for specific conditions. References [13, 14] performed both experimental and
numerical studies of the hydroelastic response of homogeneous elastic hydrofoils
based on coupling FD/CSD solvers. The numerical approach is based on the cou-
pling of a URANSE model for the flow coupled with a Finite Element Model for the
structure. It was shown that the flow-structure dynamics could be well reproduced
qualitatively and that a fairly quantitative agreement was obtained with experimental
data provided specific model constants were correctly tuned. Even if large advances
were performed for FIV simulations, it appears that FIV experiments are still highly
needed to provide a high fidelity experimental data bank for numerical validation
and physical analysis.

The present paper deals with the presentation of an original experimental pro-
gram that was conducted in the recent past years in a hydrodynamic tunnel in order
to analyze the hydro-elastic response of structures in various flow conditions. The
experimental procedure was based on the study of the hydro-elastic response of elas-
tic hydrofoils or elastic flat plate undergoing various flow conditions as fully-wetted
turbulent flow, transition flow, separated flow inducing vortex shedding or cavitating
flow.

The originality of the experimental procedure comes from the measurements of
both structure and flow characteristics. The structure response was analyzed through
themeasurements of the static deformation, the instantaneous local strain and stresses
and the vibration. The stains and the stresses were obtained from an integrated gauge
embedded in the structure. The vibration was analyzed through non contact laser
vibrometers allowing us to performmodal analysis. The flow analysis was performed
through wall-pressure measurements using a specific array of pressure transduc-
ers and through the velocity field measurement using 2D Time Resolved-Particle
Image Velocimetry coupled to Proper Orthogonal Decomposition. The cavitating
flow dynamics was analyses through a high frequency camera and specific image
processing. Hydrodynamics forces could be also measured using multi-component
hydrodynamic balances.

2 FIV Experimental Set-Up

The experimentswere carried out in the cavitation tunnel ofNavalAcademyResearch
Institute (IRENav) fitted with a 192mm square test section of 1m long, (Fig. 1). The
flow velocity ranges between 0.5 and 15m/s and the pressure inside the tunnel test
section can be controlled between 0.1 and 3 bars. The velocity-pressure couple is
controlled through an automate. The inlet turbulence intensity measured about two
chords upstream from the hydrofoil leading edge by Laser Doppler Velocimetry is
close to 2%. The general experimental set-up for FSI analysis of lifting surfaces in
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Fig. 1 Overview of the cavitation tunnel at Naval Academy. Flexible hydrofoil in the test section

Table 1 Mechanical characteristics of the material

Steel POM

Young mod. (E, GPa) 203 2.9

Poisson coef. (ν) 0.30 0.35

Density (ρ, kgm−3) 8010 1420

the cavitation tunnel is depicted at a glance on Fig. 2. It depicts clearly the differ-
ent experimental devices that are necessary for both structure and flow analysis. It
includes deformed shapemeasurement, local strain and stress and vibrationmeasure-
ments for the structure and flow analysis through Particle Image Velocity technics
for flow measurements, wall-pressure and forces measurements as well as image
processing of high speed cameras specially for cavitation analysis.

Hydrofoils are fabricated in stainless steel for non deformable structures or with
a POlyoxyMethylene plastic (POM) in the flexible case. The material characteristics
are given on Table1. Depending on the application the foils have a 2D NACA015
section or a NACA66 section. The stainless steel hydrofoil is one-piece design com-
posed of a cylindrical beam at the root of a rectangular lifting surface (Fig. 2). The
center of rotation is at 1/4 chord length. The cylindric base is clamped on a 5 axes-
hydrodynamic balance for forces and moment measurements. The flexible hydrofoil
was constituted of a one-piece design composed of a large disk base to get a fully
clamped condition all along the foil root (Fig. 2). In that case, the rotation axis of foil
is at mid chord. It can be pointed out that the quality of the experimental boundary
conditions are of primary importance particularly for numerical comparisons.

The hydrofoil chord lengths are generally ranging between 100 and 150mm. For
rectangular plane form hydrofoils the span is 191mm close to the test section width
leading to 1mm clearance between the foil tip and the vertical tunnel wall. This
results in a secondary flow at the foil tip that can not be totally neglected. Moreover
Itmust be also pointed out that blockage effect (characterized by the ratio between the
frontal area of the structure and the test section area) can not be neglected specially
at large angles of incidence. This can be of primary importance for comparison to
results in other tunnels or to numerical results.
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Fig. 2 Overview of the experimental set-up for FIV analyses of lifting surfaces in cavitation tunnel
and typical flexible and rigid NACA series hydrofoils made of POM or stainless steel

FIV Experiments could be also conducted on a flat plate specifically build for
turbulent boundary layer-induced vibration in the hydrodynamic tunnel as depicted
on Fig. 3. It is a rigid stainless structure with a rectangular vibrating thin aluminium
plate of 1mm thickness typically. The thin plate is clamped on the support on its
upstream side and free on the three other sides. Note that the plate can be changed as
it is modular. The model is also equipped of wall pressure transducers downstream
the thin plate and an hydrophone in the cavity beneath the vibrating part of the plate.
This allows us to analyse the wall-pressure, the plate vibration as well as the radiated
noise in the cavity as shown in Fig. 3. The non-dimensional wall-pressure Power
Spectral Density was found to scale rather well using the external variables obtained
from the boundary layer analysis using Laser Doppler Velocimetry and was in good
agreement with the model of Chase. It is particularly true on the medium and high
frequency range. In the low frequency region, more discrepancies are found due to
low-frequency noise of the tunnel. The vibration response of the thin rectangular flat
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Fig. 3 Rigid flat plate (in grey) located in the middle of the tunnel test section for analysis of
turbulent boundary layer wall-pressure fluctuations inducing vibration. The red rectangular part
is the modular vibrating thin plate. Non dimensional wall-pressure spectrum, thin plate vibration
spectrum (C-F-F-F), acoustic pressure spectrum recorded by an hydrophone located in the cavity
beneath the vibrating flat plate, example of modal shape extracted from the scanning Laser Doppler
Vibrometer and Modal Assurance Criterion [26, 27]

plate exhibited a large number of very well-defined peaks originating from the modal
response of the structure up 2500Hz depending on the flow velocity. The modal
response was cleanly identified and the MAC matrix shows the good agreement
between the theoretical ad experimental modes. The acoustic response in the cavity
shows peaks clearly related to the modal response of the structure with an increase
of the spectra level within the high frequency range as the flow velocity increases.
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2.1 Structure Analysis

2.1.1 Static Deformation Measurements

The static deformation was measured using a laser distance measurement system
mounted on a 2D translation system on the upper side of the test section. The system
allowed us tomeasure the position of the hydrofoil suction side along various sections
selected along the span. The deformation was obtained by subtracting the position of
the surface in still water and the position obtained at a given flowvelocity as shown on
Fig. 4. From a signal processing program, it was then possible to extract the bending
and twisting of the hydrofoil for a given angle of incidence and flow velocity. It can
be pointed that the laser distance measurement needs to be calibrated in order to take
into account the beam laser path crossing the Plexiglas and the water layers. The
calibration consisted to measure the position of a well-known geometrical system
in air to be compared to the measurement through the water and Plexiglas layers. A
correction factor was then determined and applied to the measurements.

It was observed that the hydrofoil experiences bending principally and very small
twisting. The bending ranges from about 1mm to 5mm at the foil tip and was found
to be very close to the theoretical bending of uniformly loaded cantilevered beams.
The clamped condition at the root section was found to be very well satisfied. On the
other hand the angle of twist was found to be very small (lower than 0.5◦) and rather
difficult to measure with high accuracy.

Fig. 4 Experimental analysis of the deformed flexible hydrofoil. Distance laser measurement
device, Scanned lines on the foil surface. Resulting foil bending for various flow velocity at α = 6◦
and reconstructed deformed shape for α = 8◦ and U = 5m/s
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2.1.2 Strain Measurements

To determine the plane strain components, the hydrofoil is equipped with three iden-
tical strain gauges build in a rosette way. They are glued in a hole close to the root of
the foil. The cavity is filled with a resin whose mechanical characteristics are close
to the foil’s material. The cavity is then polished manually with sand paper to obtain
a smooth continuous surface.

The strain gauges are L2A_13-125WW-120 from Vishay Micro Measurements.
They are made in constant an and have a K-factor equal to 2.11. Their accuracy
is ±6%. The strain gauges are assembled in a Quarter Bridge. The strain gauges
measure the strains ε1,2,3 in the direction of their own axis. The gauges’ axes are
separated by a 45◦ angle. ε1 is in the span direction, ε3 is in the chord direction. The
data are first amplified (Quantum mx16, HBM) and then recorded by the acquisition
software CATMAN (HBM). The values of εi are recorded during 10s and the mean
value is computed together with the rms value. In order to study the strains resulting
from the flow only, the values in still water are removed. As the hydrofoil section
is symmetrical, the strains are null for α = 0◦. This allows us to adjust precisely
the value of the incidence α0 at the beginning of the experiments. The results are
generally presented in terms of the VonMises stress given by the set of the following
equations.

The principal strains εI,I I are given by:

εI,I I = ε1 + ε3

2
± 1

2

√
(ε3 − ε1)2 + 4 ∗

(
ε2 − 1

2
(ε1 + ε3)

)2

(1)

The principal stresses σI,I I are given by:

σI,I I = λ(εI + εI I ) + 2μεI,I I (2)

where λ = Eν
(1+ν)(1−2ν)

and μ = E
2(1+ν)

are the Lame parameters. The Von Mises
stress is finally computed by:

σV M =
√

σ 2
I + σ 2

I I − σIσI I (3)

Concerning the strain gaugemeasurements, the experimentswere performed from
−10◦ to 10◦ with a step�α = 0.5◦. Figure5 shows the strains in the rosette directions,
the principal stresses and the VonMises stress for 5m/s. As shown, the general trend
is quasi-linear. The Von Mises stress is symmetrical when passing from negative
to positive angles that is interesting to check the zero lift angle of incidence for a
symmetrical hydrofoil. It is linear up to 5◦. Beyond 5◦ it starts to deviate progressively
from the initial linear evolution with a slope change. This is a consequence of the lift
force that was found to follow the same trend. It is the consequence of the boundary
layer transition due to a short Laminar Separation Bubble on the rear part of the
hydrofoil suction side observed at moderate Reynolds numbers and small angles of
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Fig. 5 Left: strains. Right: principal stresses and Von-Mises Stress versus the angle of incidence,
flexible POM NACA0015 hydrofoil, U = 5m/s

incidence as shown by [28]. It was observed that triggering the boundary layer by
roughening the leading edge suppress this peculiar behaviour.

2.1.3 Vibration Measurements

The vibration measurements were performed using two Polytec laser vibrometers.
Thefirst one is a one-pointmeasurement laser and is taken as a referencemeasurement
point whereas the second one is a PSV-400 scanning vibrometer that allows to scan
the surface structure on a predefined grid. The technology is based on the Doppler
effect, sensing the frequency shift of back-scattered light from amoving surface. It is
equipped with a HeNe laser (λ = 633nm) and two analog velocity decoders VD-04
and VD-06. It canmeasure velocity up to 10m/s. The scanner is a high precision scan
unit, with an angular resolution lower than 0.002◦. Because of laser light diffusion
in the POM material, reflecting tapes were glued over the foil surface to enhance
the signal to noise ratio. The spatial resolution of the reflected laser beam was less
than 1mm, which is very small compared to the hydrofoil size. The scanning laser
allows us to measure the vibration level on a user-defined grid over the structure
surface. The cross-spectrum between the one-point reference laser and a scanned
point is computed to preserve the phase at a given frequency. This allowed us to get
by interpolation the vibration shape of the structure at a given frequency. This was
particularly useful to identify the modal shape associated to a modal frequency as
for the bending and twisting modes. However, it can be pointed out that according
to the grid size, the time sample and the number of spectrum average on each point
of the grid, a scan can take some hours to be completed.

The natural response of the foil and the damping were first measured in air and
in still water. It was obtained by FFT analysis obtained from series of shocks using
an electrodynamic shaker. The damping was estimated by the −3dB bandwidth. It
must be pointed out that this analysis was performed as the foil was mounted on
its own mechanical support in the tunnel to take into account of the real structural
boundary conditions in the tunnel. Then the vibration analysis could be performed
under various flow conditions. The frequency resolution of the measurements was
�f = 0.625Hz. The repeatability of the experiment was tested and the accuracy
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Fig. 6 Vibration spectra (FFT), mode shapes and natural frequency. POM hydrofoil, α = 8◦, U= 3
to 6m/s at atmospheric pressure (non-cavitating flow)

was then lower than 2%. The vibration were measured in air then in still water. The
values of the benfing and twisting mode frequencies were determined for the flexible
hydrofoil and are reported on Fig. 6. As shown the frequencies decrease strongly in
water due to the added-mass effect. The bending and twisting modal shapes obtained
from scanning the surface are given respectively on Fig. 6 too. It can be pointed out
that no significant effect were observed on the modal shapes in water compared to
the experiments in air. Moreover it was observed that the modal shapes compare
very favourably to the modes of the clamped-free beam theory indicating that the
cantilevered hydrofoil has a quasi-beam-like behaviour for the two first modes of
vibration at least.

Vibration measurements were then carried out for various velocities and various
angles of incidence at a constant pressure close to the atmospheric pressure on the
flexible hydrofoil. They were performed for angles of incidence from 0◦ to 8◦ with
a step �α = 2◦, the flow velocity was 3, 4, 5 and 6m/s, corresponding to Reynolds
numbers based on the chord length ranging from 3.105 to 6.105. The vibration spectra
for α = 8◦ are given on Fig. 6.

It is observed onFig. 6 that (1) the bending frequencydoes not changewith theflow
velocity whereas (2) the twisting and third mode frequencies tend to increase. This
is also true for higher modes appearing progressively as the flow velocity increases.
It can be mentioned that for small incidences (0 to 4◦) and low flow velocity (3m/s),
a pure peak was clearly observed close to the twisting mode’s frequency. It was
observed that the peak could lead to a strong fluid structure interaction when it
coincided with the twisting mode frequency. It was observed that this peak frequency
increases as the velocity increases and disappears suddenly for a given velocity
(beyond about 3m/s or Re = 3.105) or by increasing the angle of incidence (generally
beyond 5◦). It was also observed that the peak disappeared when the boundary layer
was triggered by adding roughness bands at the leading edge. It is believed that the
vibration peak can be related to a complex interaction between an unsteady Laminar
Separation Bubble (LSB) inducing transition and vortex shedding at low angles of
attack and moderate flow velocities as mentioned previously [23, 28, 29].
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2.2 Flow Analysis

2.2.1 Hydrodynamics Force Measurements

The hydrodynamic forces were measured using an immersed specific balance deliv-
ering signals corresponding to the lift, the drag and the moment. Tests were carried
out generally from−15◦ to 15◦ with a step of 0.5◦. The experimental uncertainties of
the balance obtained from calibrations was ±5N for the lift, ±1.6N for the drag and
±1 Nm for the moment. The weight of the hydrofoil and the buoyancy force were
first removed by measuring the response balance in still water for each angle of inci-
dence that will be selected. Then the tunnel velocity was set at a selected value and
measurements were performed for various angles of incidence during ten seconds
at a sample frequency 1000Hz. The signals were converted in forces by means of a
calibration matrix in the coordinate frame of the balance rotating with the hydrofoil.
Finally, the values are projected in the test section coordinate frame to obtain the
hydrodynamic coefficients Cl , Cd and Cm . Measurements were performed in non
cavitating flow. The measurements in cavitating flow are not possible (excepted at
the early stage of development) because of the decrease of the static pressure in the
test section to promote the cavitation that can cause the detachment of the strain
gauges that are glued at atmospheric pressure on the sensitive part of the balance.

2.2.2 Wall-Pressure Measurements

Pressure measurements were carried out using piezoresistive transducers Keller AG
2 MI PAA100-075-010 of 10 bars maximum pressure to support strong unsteady
cavitating. The wall-pressure set-up is given on Fig. 7. As shown, an array of ten
transducers was aligned along the chord on the suction side from x/c=0.05 up to the
trailing x/c=0.90 with a step of 0.10 from x/c=0.10. Two sets of three transducers
were arranged parallel to this line in order to analyse three-dimensional effects. One
transducer was also mounted on the suction side. The pressure transducers were
mounted into small cavities with a 0.5mm diameter pinhole at the foil surface to
increase spatial resolution and to avoid any flow perturbations as shown on Fig. 7b.

The Helmoltz natural frequency of the cavity is 85 kHz in water. Before mounting
the hydrofoil in the test section, the transducer cavities were filled with water using
a syringe through the pinhole. An in-situ calibration was then performed to take
transducer assembly into account. The transducers were calibrated simultaneously
by decreasing the static pressure in the test section from 1.5 to 0.05 bars with a
step of 0.05 bars at zero flow velocity. The transducers responses were found to
be linear and the static coefficients of the linear regression were used to convert
Volts in Pascals even for dynamics measurements. To control deviation during the
experiments, the calibration procedurewas performed systematically before and after
each series of measurements particularly in cavitating flow. The instantaneous wall-
pressure field provides many informations about the characteristics of the flow that
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Fig. 7 Wall-pressure measurement set-up and transducer mounting

Fig. 8 Transient wall-pressure coefficient close to the leading edge of a quasi-static pitching hydro-
foil and modal decomposition by Empirical Modal Decomposition method [30]

interacts with the adjacent structure. As an example, Fig. 8 shows a wall pressure
time series measured close to the leading edge (x/c=0.2) on the suction side of
an hydrofoil experiencing a quasi-static pitching motion from 0◦ to 15◦ at a very
low angular velocity (0.6 deg/s). It can be seen that the pressure decreases globally
and exhibit various fluctuation features that are related to boundary layer regimes
passing over the wall-pressure transducer. At a first stage, the pressure decreases
with no significant fluctuations that can be related to a laminar boundary layer. Then
sudden strong spots of wall-pressure fluctuations occur whereas the wall-pressure
coefficient exhibits a plateau behaviour revealing boundary layer transition. Then
the pressure coefficient decreases again with an increase of the pressure fluctuations
due to turbulent boundary layer. Finally low frequency wall-pressure fluctuations
occur as the results of boundary layer detachment and vortex shedding before stall.
The multi-scale of wall-pressure fluctuations is clearly depicted on Fig. 8 showing
the modal reconstruction for the low and high frequency modes obtained from the
Empirical Modal Decomposition method. This clearly shows that a structure can
be submitted to a large variety of multi-scale flow loadings with different spectral
contents in both time and space depending on the boundary layer regimes.
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Fig. 9 Mean PIV velocity fields, for rigid stainless steel and flexible POM hydrofoils α = 17◦,
U = 4m/s

2.2.3 TR-PIV Measurements

2D Time Resolved -Particle Image Velocimetry (PIV) technology was used for the
measurement and the space-time characterization of the flow around the structures
and in the wake. The PIV measurement plane is located at mid-span generally (see
on Fig. 2). The PIV device consists of two pulsed YAG laser used to lighten the
flow, a high precision CCD camera with a high resolution and a maximum sampling
frequency equal to 3KHz. The Proper Orthogonal Decomposition was used on he
PIV measurements [31]. This allows us to perform statistical analysis and to analyse
accurately the vortex shedding in the wake. This was done for various angles of
incidence and various flow velocities for the flexible and rigid hydrofoils. Figure9
shows the mean flow field for 4m/s. As shown, the flexibility promotes the flow
detachment passing from the mid-chord on the rigid hydrofoil to the vicinity of
the leading edge. It is observed that the boundary layer detachment results into a
periodical vortex shedding in the wake.

Figures10 and 11 show the results of the POD decomposition of the velocity field
an a reconstruction of the flow dynamics based on the two main modes. The two
first modes show clearly the coherent vortex shedding structure. Its dynamics can be
analysed through the time series of the mode coefficients. It can be observed that the
vortex shedding amplitude is strongly reinforced on the flexible structure compared
to the steel hydrofoil enlightening the Fluid Structure Interaction. Spectral analysis
of the mode coefficients allows us to get the frequency contents and particularity the
vortex shedding frequency f0. This allows us to clearly identify this frequency in the
structural vibration spectral response (Fig. 12). It is observed that f0 increases as the
velocity increases corresponding to a Strouhal number—based on the flow velocity
and the front projection of the chord length (ie: c sin(α))—very close to 0.2. In the
same time it is observed that themodal bending frequency f1 decreases as the velocity
increases (Fig. 12). This is particularly true beyond 4m/s. The frequencies versus the
flow velocity are reported on the right part of (Fig. 12). As shown by assuming a
linear evolution of both frequencies versus the flow velocity, a coincidence velocity
can be extrapolated. This velocity corresponds to the condition for which the vortex
shedding frequency is equal to the bending frequency. It was found to beU = 13.7m/s
for f0 = f1 = 97Hz. It can be pointed out that the coincidence velocity ismuch lower
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Fig. 10 POD analysis, Inox hydrofoil, α = 17◦, U = 4m/s

Fig. 11 POD analysis, POM hydrofoil, α = 17◦, U = 4m/s

from the one that would have been extrapolated assuming a constant (or not coupled)
bending frequency versus the flow velocity. This result can be of primary importance
for hydrofoil designs.

2.2.4 Cavity Dynamics Measurements

The cavitation number is defined by

σ = (P0 − Pv)

0.5ρU 2
(4)
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Fig. 12 Left: Velocity vibration spectrum (dB ref 1m/s) versus flow velocity, the cross symbols are
the shedding vortex frequency and the main peak is the bending frequency. Right: vortex shedding
frequency and bending frequency versus the flow velocity, dashed line is a not explored zone due
to cavitation inception. Stainless steel, U = 2m/s to 8.25m/s, α = 17◦

where P0 is the prescribed pressure at the middle of the test section, Pv the vapor
pressure at the water temperature, U is the flow velocity and ρ is the water density.
The cavitation was then controlled by decreasing the pressure P0 at a fixed flow
velocity. It can be pointed out that the static pressure variation can have an influence
on the structural response particularly for compliant structures and that it is important
to record the static pressure at which the experiments are performed. The cavitation
appeared as a vapour cavity attached to the leading edge and extending over the
suction side as shown on the left of Fig. 13. A high speed camera was fixed over the
test section for vapour cavity analysis on the suction side.

The model used is a Fastcam SA3 120K from Photron. It is equipped with a
CMOS image sensor, which sensor size is 17.4mm*17.4mm. The frame rate is
spread from 60 to 2000 fps for the full sensor resolution (1024*1024 pixels), when
the pixel size is 17μm. A specific image processing programwas developed to study
the cavity dynamics as depicted on Fig. 13. The method is based on extracting a band
of an image at mid-span and to analyse the time evolution of the spatial average of
the grey level intensity in the band. This allows us to extract a signal directly related
to the cavity length dynamics and to measure particularly the spectral content. It was
very reliable to measure the oscillating frequency of the oscillating vapour cavity.

2.3 Uncertainties on Flow Conditions

Because of the numerous technics developed for FSI analysis there are a lot of sources
of uncertainties in the experiment presented herein. Even if it can be appear obvious
we have to pointed out that the main characteristics that are need to be primary mea-
sured with accuracy is the inflow velocity as well as the angle of incidence. The flow
rate was obtained using two high-precision Paroscientific Series 1000 transmitters to
measure the static pressure difference between the test section and a upstream larger
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Fig. 13 Set-up of cavity image processing from image acquisition up to FFT analysis

section. The static pressure differences were then related to the flow rate by using the
classical Bernoulli formulation for pipe flows. The transmitters have an accuracy of
0.01% for up to 40 psi (2.75 bars). The mean inflow velocity was measured also for
comparison using the PIV system or using a 2D Laser Doppler Velocimetry (LDV)
at the inlet of the test section. The latter technics allow us to measure the velocity
field upstream of the hydrofoil or the studied structure. The uncertainty of the flow
velocity is then found to be ±0.02m/s. The incidence of the foil in the tunnel is
controlled by a Baldor drive system that allows us to control with high accuracy the
angle step�α, the acceleration and the rotational speed. Considering the mechanical
mounting system and several trials, the uncertainties of the angle of attack was found
to be lower than 0.1◦. The zero angle of incidence is set using a specific gauge as well
as the horizontal free surface in the test section during the tunnel filling. It can be
pointed out that several controls of the incidence were performed during the experi-
ments particularity at the beginning and the end of the experiments. This was done by
taking lateral pictures that can be compared during the experiments. Moreover, the
hydrodynamic forcemeasurements as strain gaugemeasurements when available are
also very good and complementary means to measure the hydrodynamic zero angle
that can be taken as a reference value.

For cavitating flow, the measurements are performed at a given angle of incidence
and flow velocity and the pressure is regulated at a given prescribed values. Taking
into account of the monitoring system of the tunnel regulation, it was established
that the cavitation number uncertainties is about ±0.02.

It must be pointed out that the uncertainties on flow conditions increase when the
cavitation unsteadiness increase in the test section.
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3 Selected Results

The following part presents some selected results of experiments performed in the
hydrodynamic tunnel for FIV analysis in various flow conditions and particularly for
cavitating flow.

3.1 Wall-Pressure in Cavitating Flow

Figure14 shows the mean pressure coefficient distribution in cavitating flow and
the root mean square value of the fluctuations together with the spectral analysis.
It is shown that the mean pressure coefficient is rather constant beneath the cavity
and very close to the opposite of the cavitation number meaning that the pressure
in the cavity is close to the vapour pressure. At the cavity closure, the pressure
coefficient experiences an adverse pressure gradient, and recovers the non-cavitating
value downstream. The vertical bars on Fig. 14 represent thewall-pressure fluctuation
intensity. It is observed that the compression is accompanied by a local increase of
the intensity of pressure fluctuations. The relative intensity of pressure fluctuations
is more clearly depicted on Fig. 14 for various cavity lengths. As shown, a pressure
peak is located at the cavity closure. The peak level increases within 10–19% of
the dynamic pressure as the cavitation number decreases (i.e. the cavity increases).
Within the cavity (x/c< l/c), the intensity of the pressure fluctuations is fairly constant
and lower than the non-cavitating flow. A net increase in the pressure fluctuations is
recorded in the cavity wake. The spectral analysis shown also on Fig. 14 reveals that
the increase of the pressure fluctuations intensity at the cavity closure is associated
with a low frequency 19Hz in the present case. As shown, this frequency still exists
at x/c=0.5 but it spreads at x/c=0.6 in the cavity wake and is no longer detected at
x/c=0.7. On the other hand, a secondary frequency 40Hz about twice the dominant
frequency is detected in the cavity wake. The main frequency in the closure region
was also observed for others cavity lengths. The peak frequency decreased as the
cavity length increased. It 23Hz for l/c=0.3 14Hz for l/c=0.5. It was shown that
the cavity frequency exhibits a Strouhal number law close to 0.2 taking themaximum
cavity length and the free stream velocity as scaling parameters. When l/c was closed
to 0.5, the cavity frequency drops down suddenly at a lowe frequency about 5Hz in
the present case together with the higher frequency of 40Hz. At this stage a slight
decrease in the cavitation number leads to an unstable cavity characterized by a
cavity inception/growth/destabilization cycle. The frequency of the cycle was much
smaller than the previous ones and increased linearly with the velocity leading to a
Strouhal number fc/U=0.11.

The spatial-time evolution of the wall-pressure during the cavity growth/
destabilization is complex and more clearly depicted on Fig. 15 showing the instan-
taneous wall pressure fluctuations carried out from the array of the wall pressure
transducers. The figure depicts the instantaneous pressure signals during two cycles
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Fig. 14 Mean wall-pressure coefficient in cavitating flow, (open symbols are for the non cavitating
flow), RMS wall pressure fluctuations and spectral analysis [12]

of cavity growth/destabilization on the suction side together with the pressure on
the pressure (last signal, C11). It allows us to follow step by the step the wall-
pressure field. As shown, on the suction side the transducers (between x/c=0.1 and
x/c=0.7− 0.8) pass alternately from the vapour pressure to the non cavitating flow
pressure. Between [0.13 s, 0.17 s] (resp. [0.41 s, 0.46 s]) the pressure increases over
the whole suction side (see dashed vertical lines on Fig. 15 for C31 to C81): the
cavity is destabilized and disappears. For [0.17 s, 0.41 s] (resp. [0.46 s, 0.64 s]) the
cavity length increases. As the cavity grows, the transducers experience, one after the
other, an increase of the pressure fluctuations before falling to the vapour pressure
(see arrows for C4, C5, C61 and C7): this corresponds to the cavity closure passing
over the transducers. It is observed that when the cavity length is half the foil chord,
the decrease in pressure to the vapour pressure is slowed down and more fluctuating
(see C61). At that time, pressure fluctuations are convected in the cavity wake. This
corresponds to the shedding of a vapour cloud. Inohers words it means that when the
cavity length is half of the foil chord, the cavity growth is slowed down and coun-
terbalances by a vapour cloud shedding. The frequency of the cloud shedding was
estimated at 40Hz and the convection velocity was 3.2m/s about half the velocity at
x/c=0.8. As the cavity length increased more (l/c>0.5), the intensity of the pres-
sure fluctuations associated to cloud shedding increased. When the cavity length was
maximum (l/c=0.7–0.8), a major pressure perturbation was observed at approxi-
mately the middle of the cavity and destabilized the cavity. It can be pointed out that,
as far as this experiment is concerned, the pressure transducers did not detected a
clear sign of a re-entrant jet prior to the cloud shedding and the cavity destabilization.
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Fig. 15 Instantaneous wall-pressure during cavity growing and collapsing, [12]

Finally, it is interesting to observe the pressure measured on the pressure side during
cavity destabilization (see Fig. 15, C11). It is shown that the decreases just before
cavity destabilization. This can be considered to be equivalent to a decrease of the
angle of incidence that can induce a recompression on the suction side. It was shown
numerically that the stagnation point moved significantly towards the leading edge
as the cavitation develops comparable to a virtual change of the angle of incidence.
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Fig. 16 Left: Mean values of Von Mises stress versus cavitation number, vertical bars are the
RMS value. Right: experimental instantaneous time series of the Von Mises stress during cavity
instability. Comparison with a CFD/CSD computation [14]

3.2 Structural Stress

The average value of the Von Mises stress as function of the cavitation number is
shown on the left part of Fig. 16. The vertical bars stand for the root mean square
values. It is observed (1) that the Von-Mises stress starts to increase slowly as σ

decreases. It reaches a maximum value (2) and decreases sharply (3) as the cavitation
number decreases again. It can be observed that the fluctuation intensity (vertical
bars) increase strongly at the same time.

This originates from the periodic growth and collapse of the vapour cavity clearly
depicted on the right part of Fig. 16 showing about six oscillations of a sawtooth signal
resulting of the very short time scale of the cavity collapse compared to the cavity
growing time scale. It was shown that the lift coefficient response shows exactly
the same trend [12]. The close relationship between the structural stress and the lift
force points out that a simple and cheap strain gauge embedded in a structure could a
powerful mean to get instantaneous information about hydrodynamics forces acting
on the structure. This could be very useful for control in real situations.

3.3 Flow Induced Vibration

3.3.1 Cavitation Induced Vibration

Experiments were performed by decreasing progressively the cavitation number. The
structural response was performed through laser vibrometry and cavity dynamics
through high speed video at 2000 frames per second. For a high degree of cavitation
development a strong increase of the vibration level is observed all over the frequency
range as shown on Fig. 17 for the flexible hydrofoil. In that case, a strong coupling
between the cavity mode frequency and the bending mode frequency is observed.
This can be considered as a pumping effect on the bending mode coming from the
cavity oscillation. The evolution of the cavity frequency fc and the bending frequency
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Fig. 17 Flexible hydrofoil vibration spectra (FFT) in highly unsteady cavitating flow compared to
the fully wetted flow, POM NACA66, 150mm chord length α = 8◦, U = 5m/s, fc and f1 are the
cavity frequency oscillation and the bending frequency respectively

f1 is clearly depicted on the right part of the Fig. 17. As shown the cavity frequency
decreases clearly as the cavitation number decreases (i.e. the cavity increases). A
close examination indicated that the bending mode’s frequency tended to decrease
slightly as the cavitation increases as the consequence probably of an increase of
added damping in a highly cavitating flow. As shown, a lock-in appears in a narrow
band of the cavitation number correspond=ding to a high level of fluid structure
coupling.

Vibration spectra (up 100Hz) and the corresponding cavity snapshots are shown
for various cavitation number on Fig. 18 for the flexible hydrofoil. It is observed that
at cavitation inception (σ = 2.42), intermittent cavitating spots appear on the foil
with no significant effect on the vibration level. As the pressure decrease (σ = 2.08),
a sheet cavitation was clearly attached at the leading edge and oscillated periodically
between about 30 and 40% of the chord length. This lead to an increase of the
vibration level from the bendingmode frequency f1 up to the cavity frequency fc close
to 60Hz As the cavitation number decreases again (σ = 1.81) the bending mode
frequency disappears and the vibration is mainly driven by the cavity oscillation (at
about fc = 35Hz) and the first harmonic. By decreasing again the cavitation number
(σ = 1.63) the cavity frequency merges with the bending frequency and a strong
coupling is observed for a narrow range of cavitation number (lock-in) resulting in a
very high level peak of vibration at the bending frequency. As the cavitation number
decreases again (lower than σ = 1.41), the cavity frequency decreases suddenly
at a very low frequency (8Hz). In that case the vapour cavity oscillates from fully
wetted condition to 100% of the chord length. It can be observed strong harmonics
and the fourth is strongly coupled with the bending mode.

3.3.2 Vortex Shedding Induced Vibration

Finally we would like to mention original results of a recent work focusing on the
experimental characterization of the vortex shedding and on the induced vibrations
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Fig. 18 Vibration spectra in cavitating flow and corresponding cavity snapshots, α = 8◦, U= 6m/s

of an elongated cantilevered blunt rectangular aluminium plate of 100mm length and
6mm thickness immersed in a uniform flow in the hydrodynamic tunnel of the Naval
Academy. The topic is related to the understanding and the control of the trailing
edge sound emission of marine propellers. Experiences were conducted by varying
very progressively the Reynolds numbers Re (based on chord length) from about one
hundred thousand to one million at a zero degree of incidence. Special attention was
paid to the interaction of the structural response and the flow dynamics at the twisting
mode frequency close 200Hz. For this purpose, wake structures have been analysed
by Time Resolved Particle Image Velocimetry (TR-PIV) and the structural response
of the plate has been examined by Laser Doppler Vibrometry. The Von Karman
vortex street was characterized by Proper Orthogonal Decomposition of PIV velocity
fields (Fig. 19). This allows to obtain the pseudo-spectrogram depicted on Fig. 20
showing the evolution of the vibration response versus the Reynolds number. It is
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Fig. 19 Proper orthogonal decomposition of the longitudinal fluid velocity fluctuations u’. Down-
stream a blunt rectangular flat plate Re=300.000

Fig. 20 Vibration power spectral density of a blunt rectangular flat plate versus Reynolds number

clearly observed a mechanical resonance characterized by high amplitude structural
velocities and high amplitude harmonics resulting of a lock-in between the vortex
shedding and the twisting mode for a narrow band of Reynolds number ranging
between 510.000 and 600.000. This results in a high level of vibration together with
the strengthening of the vortex shedding and noise radiation. The understanding
then the control of such mechanisms is of primary importance for naval and civilian
applications.

4 Discussion

Several observations and recommendations can be pointed out from the experimental
procedure presented herein to analyse Fluid Structure Interaction on cantilevered
lifting structures in a hydrodynamic tunnel through multiple sensor analysis. The



152 J.-A. Astolfi

procedure is based on a step by step analysis. The structure response to external
calibrated impacts has to be analysed in air with strictly the same mounting device
than for the operating conditions in the tunnel. It was shown recently that the use of
piezoelectric patches embedded in the structure can be a very reliable mean to excite
the structure and to get the transfer function. The scanning laser vibrometry allows
us to clearly identified the natural frequencies together with the associated modal
shapes. This is particularly reliable to identify thefirst bending and the twistingmodes
and higher modes in some cases. In the case of cantilevered hydrofoils it is shown
that the bending and twisting modes are fairly similar to the theoretical bending and
twisting modes of a clamped-free beam with an equivalent cross-section quadratic
moment. This can be very reliable for theoretical and numerical development on
cantilevered structures It must be pointed out that a major attention must be paid
to the quality of the experimental structural boundary conditions particularly for
theoretical or numerical comparison purpose. A quantification of the modal damping
based on the−3dB bandwidth or the logarithmic decrement (not shown in the present
paper) can be also performed. Then the tunnel section can be filled out and the
structural response is analysed in still water through laser vibrometry. The added-
mass effect due to the water density can be then clearly quantified by the large
decrease of the modal frequencies. Due to homogenous water loading in calm water
the modal shapes are not changed compared to air. Due to modal added-mass it is
observed that modal shifting or crossing can appear in water compared to air. The
effect of water on the modal added-damping can be measured in the same way as
in air. Then the structural analysis can be performed for different flow conditions
or angle of incidences. In that case the structural response can be also analysed
through a strain gauge rosette response located at the hydrofoil root providing a
more precise evaluation of strain close to the surface. This allows us to measure
the principal planar strains and the principal stresses as well as the local Von-Mises
stress. Because the Von-Mises stress contains intrinsically the structure response
and the flow loading it is found to be a very reliable characteristic for comparison
and validation of CFD/CSD computation. It can be pointed out that this needs a
reliable evaluation of the material characteristics (as the tensile strength modulus).
This is performed through tip bending measurements under calibrated loadings. It
can be pointed out that the stain gauge rosette is also a reliable mean to accurately
determine the zero lift angle of incidence. Indeed the strains pass through zero for the
lift passing from positive to negative value. Moreover, because of the relative high
sensitivity the strain gauges was found to be a reliable mean for dynamic structural
analysis. It was also interesting to observe that the strain gauges response are linear
versus the lift forces measured by a hydrodynamic balance. This shows that a simple
strain gauge rosette correctly embedded in the structure can be a cheap and reliable
mean to get information about the fluid loading as well as on the structure dynamics.
This can be particularly interesting for fluid structure control. The wall-pressure
field analysis through an array of transducers specifically mounted with care in small
cavities is a powerfulmean for local flow analysis. It highlights complex featureswith
various time-spatial scales depending on the boundary layer regime or the cavitating
flow characteristics. Concerning flow characteristics data-driven decompositions of
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Particle ImageVelocimetrymeasurements arewidely used for a variety of purposes as
the characterisation of coherent features (e.g., vortical structures), filtering operations
(e.g., outlier removal or random noise mitigation), data reduction and compression.
In the present program the temporal and time-mean characteristics of the flow are
investigated using Time-Resolved Particle Image Velocimetry (TR-PIV) system and
the analysis technique of Proper Orthogonal Decomposition particularly for vortex
shedding analysis. This bring new information on FIV when they are coupled with
the modal analysis of the structure.

Several observations can be reported from these experiments. From the vibra-
tion analysis in fully wetted flow it is observed that the bending mode’s frequency
remains rather constant as the flow velocity increases for moderate angle of inci-
dence (lower than 8 degrees) whereas the twisting mode frequency (as well as the
third mode and higher modes) tends to increase resulting from the flow coupling. A
peculiar vibration phenomenon was observed at very low angles of incidences and
low velocity inducing a peak at a given frequency close to the twisting frequency.
This is believed to be related to the organized wake vortex shedding and a Laminar
Separation Bubble inducing transition observed on the rear part of the lifting struc-
ture by laser velocimetry and wall-pressure measurements. It can be pointed out that
the pure tone disappeared as the leading edge was roughened. In cavitating flow,
several observations can be also reported. The wall-pressure fluctuations revealed
the complexity of the flow particularly when a strong unsteady cavity develops (typ-
ically larger than about 0.3 chord length). Concerning the structural response the
strains and stresses as well as the Von-Mises Stress tend to increase slightly in the
early stage of cavitation towards a maximum. At this stage as the cavity increases
again the averaged strains and stresses decrease sharply with a strong increase of
fluctuations. This is related to the periodical growth and collapse of the cavity with
vapour cloud shedding at a given frequency.

Vibration measurements reveals that the cavity frequency is clearly detectable on
the vibration spectrum.On the compliant hydrofoil for instance, it is observed that the
cavity frequency progressively decreases as the cavity length increases until it merges
with the bending frequency. Then a frequency lock-in occurs between the cavity
oscillation mode and the bending mode for a narrow range of cavitation number.
The scanning laser vibrometry reveals a relative complex coupled mode of vibration
resulting of the bending mode and the cavity oscillation mode. By lowering the
cavitation number again, the cavity frequency decreases suddenly to a very low value
(a few Hertz) and a coupling occurs between harmonics of the cavity frequency and
the bending frequency. On the rigid (stainless steel) hydrofoil the cavity oscillation
frequency is clearly observed too in the vibration response.However it iswell separate
from the bending frequency. As a matter of fact, conversely to the flexible case, the
bending frequency tend to increase progressively as the vapour cavity length increases
probably as the result of added-mass decreasing in cavitating flow. In that case the
two frequencies tend to separate and no frequency lock-in is observed. It was also
observed that the twisting mode’s frequency tends to increase as the cavity length
increases that can be related to a decrease of the added mass in cavitating flow.
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Flow induced vibration measurements were also performed for a large angle of
incidence (e.g., 17◦) inducing boundary layer separation and vortex shedding on
the suction side. The vibration measurements were performed at various velocities
together with Time Resolved-PIV measurements. The Proper Order Decomposition
allows us to detect the vortex shedding frequency mode very accurately. The vortex
shedding frequency is clearly observed in the structural response. It is found to
increase with the flow velocity and corresponds to a Strouhal number very close to
0.2. It is observed that the bending frequency tends to decreases towards the shedding
frequency as the velocity increases. It induces a coincidence flow velocity for which
the shedding frequency is equal to the bending frequency that is much lower than
the one predicted from a constant bending frequency. This is also true for higher
vibration modes. Finally it is observed that the vortex shedding intensity is strongly
reinforced on the compliant hydrofoil by the bending mode enlightening a strong
Fluid Structure Interaction phenomenon.

It is believed that the experimental program for FIV analyses presented here have
brought new information and quantitative reliable data related to hydro-elasticity
applications. Many questions are still open mainly for FIV in cavitating flow but the
collected data can be very useful for validation of complex CSD/CFD computation.
It is showed clearly that in many cases strong coupled CSD/CFD simulations are
necessary to take into account of the FSI phenomenon observed during the exper-
iments particularly when strong unsteady features occur in the flow. Finally from
a technological point of view, it can be pointed out also that using means for FIV
survey—as for instance strain gauges, optical fibres or piezo-electric patches embed-
ded in the structure coupled to an expert system—could a very interesting way to get
real-time information about hydrodynamics loadings in real conditions to support
control systems for smart naval structure applications.
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Wavenumber Characterization
of Surface Pressure Fluctuations
on the Fuselage During Cruise Flight

Stefan Haxter and Carsten Spehr

Abstract When trying to predict the acoustic experience in aircraft cabins during
flight, it is of importance to characterize the possible excitation mechanisms. In the
following,wewill focus on the fuselage surface pressure fluctuations on the outside of
the aircraft hull and to determine its characteristics. The primary focus of this chapter
is set on measurement and data processing rather than a deep interpretation of the
results found. Flight test measurements using a pressure transducer array installed in
window banks at two longitudinal positions on the fuselage are examined. The main
focus is set on distinguishing between acoustic and hydrodynamic pressure fluctua-
tions by means of phase propagation velocity. Differentiation between propagation
velocities is achieved per-frequency bymeans of a wavenumber representation of the
surface pressure fluctuations: at constant frequency, different propagation velocities
will result pressure fluctuations to appear at different locations in the domain. A
wavenumber filter can then be easily applied to separate pressure fluctuations with
different characteristics. Prior to filtering, a deconvolution scheme is applied to the
wavenumber maps in order to attempt to remove the array pattern from the resulting
images, thus increasing resolution. The analysis results in two separated frequency
spectra for acoustic and hydrodynamic pressure.

1 Introduction

In subsonic flows, there are acoustic and hydrodynamic propagation mechanisms
whichdiffer in their velocity. Information about this characteristic is useful for surface
excitation prediction as the response of a surfacemay be different with different types
of excitation. In the past, several researchers have been concerned with determining
these propagation characteristics. Tests were mostly performed in wind tunnels, but
some studies were conducted in flight-test-like environments.
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1.1 Characterization in Wind Tunnel Environments

In 1962, Willmarth and Wooldridge [1] performed measurements in the wind tun-
nel using several longitudinal transducer spacings ranging from �x = 7.6mm up to
�x = 390mm. The sensitive surface of the transducers had a diameter of 4.1mm
(0.163in) with the boundary layer having a thickness of 128mm (0.42 ft) at a veloc-
ity of u∞ = 62m s−1 (204 ft/s). In normal environments, this corresponds to Mach
numbers of approximatelyM < 0.2. In their analysis, the authors performed a space-
time correlation and are able to identify both, the speeds and the relative magnitude
of hydrodynamic and acoustic pressure fluctuations. The data set provided by the
authors was used by Corcos [2] to set up the microphone size correction.

Bull [3] performed measurements with the emphasis set on studying the detailed
structure of the pressure field by means of characterizing the frequency- and
wavenumber contents. Bull pointed out the importance of having a small transducer
size relative to the boundary layer thickness which—if not accounted for—would
result in signal attenuation of the desired surface pressure fluctuations.Measurements
were conducted at M = 0.3 and M = 0.5 using small-size pressure transducers with
a diameter of 0.74mm (0.029 in.). In order to characterize the two-dimensional char-
acteristic of the surface pressurefield, correlationmeasurementswere performedwith
various transducer separations aligned at various angles relative to the flow direction.

Blake and Chase [4] used a flush-mounted four-microphone array with the sign
of the signals being switched alternately. With this arrangement and the attenuation
of high wavenumber surface pressure fluctuations by means of averaging over the
sensitive surface, they were able to selectively filter out low-wavenumber features of
the pressure fluctuations and selectively amplify features at other wavenumbers.

Abraham and Keith [5] used a linear array of 48 flush mounted hydrophones to
distinguish between acoustic and hydrodynamic pressure fluctuations underneath a
turbulent boundary layer.With their one-dimensional array, theywere able to generate
a frequency-dependent wavenumber-frequency plot from which they deduced the
convective velocity by means of determining the position of the convective ridge.

Arguillat et al. [6, 7] performed direct measurements of the two-dimensional
wavenumber spectrum using a rotary array of 63 pressure taps of various sizes.
The pressure fluctuations were measured using 0.5mm pinhole taps which were
connected to 1/4" microphones via a tubing system of 140mm to 150mm each.
The microphone was placed perpendicular to the tubing and the tube was chocked
with a final vinyl tube of approximately 2mm diameter and 2m length in order
to avoid reflections. The smallest tubes had a diameter of 0.7mm and a minimum
distance of 2mm. The intermediate tubes had a diameter of 2mm and the largest
tubes had a diameter of 5mm. The number of pinholes at the surface was increased
with the size of the underlying tubing. Using various rotational positions of the rotary
array, many cross-spectral features of the boundary layer flow were determined and
a wavenumber analysis was performed. In the wavenumber spectrum, a first attempt
was made to isolate the acoustic pressure fluctuations from the entire set of surface
pressure fluctuations.
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A wavenumber analysis and separation of both, acoustic and hydrodynamic
power spectra was also performed by Ehrenfried and Koop [8] at high subsonic
Mach number of M = 0.85. The transducers in this investigation were pinhole-
mounted to reduce the sensitive surface of the transducers to a diameter of 0.5mm.
A sparse array of 48 sensors with transducer separations ranging from �x = 6mm
to �x = 400mm was used to characterize the flow field underneath a boundary
layer with a thickness of approximately 25mm. The authors provided a method to
process the cross-spectra of all the transducer separations and to find a wavenumber
representation of the data. In the wavenumber domain, the phase velocity and the
magnitude of the hydrodynamic and acoustic pressure were determined. Besides pro-
viding a method, the authors showed that—like in most wind tunnels—the acoustic
noise in the transonic wind tunnel used in the investigation was particularly dominant
in the lower frequencies. They surpassed the hydrodynamic pressure fluctuations in
amplitude which hindered a characterization of the flow in this region.

Using a similar setup in the same wind tunnel, this limitation was addressed by
Haxter et al. [9] who tried to remove the dominant acoustic pressure fluctuations at
low frequency by applying a modified greedy-type data processing algorithm. They
were able to significantly lower the threshold of acoustic dominance and were able to
characterize the phase velocity of hydrodynamic pressure fluctuations as a function
of frequency.

1.2 Characterization in Flight-Test-like Environments

Concerning flight tests and flight-test-like environments, Bhat [10] used a micro-
phone array mounted on a Boeing 737 in a cruise flight scenario to determine the
spatial correlation and propagation velocity. The array consisted of five 1/2-inch
microphones that were flush mounted in a dummy window which was placed in a
window bank located in the front section and—in a separate test—in the aft section.
The results were stated to be comparable to laboratory measurements. However,
the unknown local angle of attack of the flow relative to the array orientation was
estimated to have a significant effect on decay rates of the turbulent boundary layer
pressure fluctuations. No attempt was made in this test to estimate the separate
levels of hydrodynamic pressure fluctuations. This was rather described in another
publication by Bhat [11]. Here, the separate levels were estimated by using array-
microphone measurements from a forward and an aft location in flight, as well as an
aft measurement on the ground. The forward measurement was used to extrapolate
the correlation characteristics from the front section to the aft section. The ground
measurement was used to estimate the correlation of sole engine noise over the array.
The aft measurement from the flight was used as a reference for the total power of
the pressure fluctuations.

Palumbo [12] addressed the topic of boundary layer fluctuations characteristics. A
spatially highly resolved array of surface pressure transducers was used to investigate
the pressure fluctuations underneath the boundary layer in the front section of a
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Gulfstream G550 aircraft. The array was mounted in the front window and shaped
as a cross with the two axes being oriented in the predominant flow and cross flow
direction. It consisted of 43 transducers of which the separation spanned from 3mm
to 477mm in flow direction and from 3mm to 81mm in cross-flow direction. Much
care was taken when aligning the local flow direction with the array orientation
during flight in order to avoid attenuation effects as had been observed by Bhat [10].
The transducers were pinhole-mounted with an opening diameter of 0.5mm.

Haxter and Spehr [13] performed measurements in the front section of an Airbus
A320 aircraft. The array consisted of 30 pinhole mounted transducers which were
mounted in three adjacent window banks in the front of the aircraft. The transducers
positions were distributed in a two dimensional fashion over the three windows. This
allowed for a determination of the local flow direction in post-processing rather than
during flight. The array had a width of approximately 1.2m in aircraft length axis and
approximately 0.4m in circumferential direction with pinhole diameters of 0.3mm.

Both investigations by Palumbo [12] and by Haxter and Spehr [13] mentioned
above were focused on the hydrodynamic pressure fluctuations—especially on the
size of the pressure footprints of turbulent structures on the surface. Both findings
pointed towards that considering the local flow direction is crucial to finding the
correct values for the size of these patches.

1.3 Objective of This Contribution

While in the past, focus of recent research in flight test measurements has been set on
the characteristics of hydrodynamic pressure fluctuations, it has not yet been achieved
to frequency-wise separate acoustic from hydrodynamic pressure fluctuations in a
flight test. The objective of this paper is to apply an evaluation technique similar to the
one byEhrenfried andKoop [8] to flight test data similar to the one recorded byHaxter
and Spehr [13]. The wavenumber representation of the surface pressure fluctuations
will be generated in which the acoustic and hydrodynamic sources will show up
at different locations. By means of applying a wavenumber filter, the separation of
spectra into a hydrodynamic and an acoustic part is possible.

Therefore, the flight test experiment and data set used for evaluation will be given
a brief overview in Sect. 2, “Experimental Setup”. Following this, the data evaluation
methods will be described in Sect. 3, “Signal Processing”. Finally, the results will be
shown in Sect. 4 followed by a discussion in Sect. 5. A similar preliminary analysis
has been given by Haxter and Spehr in [14].

2 Experimental Setup

The experiments were conducted on the DLR’s ‘ATRA’ flight test carrier (Fig. 1). In
two separate flights, a set of three adjacent regular windows were replaced with alu-
minum dummy windows which enclosed a pressure transducer array of 30 pressure
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Fig. 1 Test carrier D-ATRA
(Advanced Technology
Research Aircraft). Source
DLR CC-BY 3.0

Fig. 2 Sketch of the
installation region of the
in-flight array in the front
and in the aft of the fuselage

regions ofmeasurement

transducers. These pressure transducers were of type Kulite XCL-093 and were pin-
hole mounted in order to further decrease the size of the sensitive surface to 0.3mm.
The pinhole mounting resulted in a Helmholtz resonator frequency of approximately
3.75kHz at flight conditions. The total array width and length were approximately
1.2m in aircraft length direction and approximately 0.3m across. The minimum
transducer spacing in both, lengthwise and cross direction was 10mm. The signals
from the pressure transducers were preamplified in the vicinity of the window banks
where they had been installed and then collectively routed to the data recorder of
type Dewetron DEWE-51-PCI-128. Data were sampled at a rate of 50kHz at a word
length of 24 bits. Periods of 60 s were recorded for each measurement.

In between the two separate flights that were conducted in the experiment, the
location of the three-window pressure transducer array was moved from a front
location to an aft location. It was presumed that at the front location there would
be little to no acoustic influence from the jet or fan, while at the aft location, there
would be a lot of acoustic pressure power on the surface, originating from the jet. A
sketch of the two regions of measurement is given in Fig. 2.

2.1 Array Specifics

Within the three dummy windows installed, the 30 pressure transducers were dis-
tributed as an array. The sensor positions are shown in Fig. 3. A clustering of the
transducer positions into three separate groups is visible, due to the three windows
used to set up the array.
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Fig. 3 Sketch of the
microphone positions in the
array installed on the test
carrier

Fig. 4 Sketch of the array
spacings (coarray)

In homogenous ergodic conditions relative positions of the transducers can be
used for evaluation rather than absolute positions. This will lead to the coarray which
contains all the spacings of transducer combinations mn between all the transducers
m and n in the array. The transducer spacings for the coarray are calculated by

�xmn = xm − xn
�ymn = ym − yn .

(1)

and are shown in Fig. 4. When looking at the transducer spacings, the three clusters
visible in the display of the sole transducer positions in Fig. 3 have now turned into
five clusters as shown in Fig. 4. This patternwill resurfacewhen looking at the array’s
point spread function which will be done in Sect. 3.3 “DAMAS2.1 Deconvolution”
on page 8.

2.2 Flight Conditions

Data concerning the flight conditions were recorded on the Basic Flight Test Instru-
mentation Unit (FTI) which taps into the values provided and used by the aircraft’s
avionic system, mostly at a rate of 10Hz. The flight condition chosen for this partic-
ular experiment were at a high subsonic Mach number and a typical cruise altitude.
Absolute values cannot be provided due to non-disclosure. In order to check for
consistency, four parameters from the aft measurement were related to parameters
from the front measurement. The barometric altitude was matched within 0.02%,
the Mach number was matched within 0.16%, the outside static temperature within
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1.6%, and the velocity within 1%. The mean pressure ratio at the engines during the
cruise flight in the front measurement was EPR = 1.267 and in the aft measurement
it was EPR = 1.278.

3 Signal Processing

In the following, the signal processingwill be described. The processing is as follows,
with references to further literature given:

1. Time domain data is transformed into the frequency domain by means of a win-
dowed Fourier Transform [15].

2. Narrow-band wavenumber beamforming is applied to the data [8].
3. A deconvolution scheme is applied to the wavenumber output [16].
4. The acoustic and hydrodynamic regions in the deconvolution output is integrated

to obtain the narrow-band separated spectra [8].

Eachof the points stated abovewill be explicated in a short paragraph in the following.

3.1 Windowed Fourier Transform

The first step in data processing is to transform the time-domain pressure data X into
the frequency domain. The overlapping averaged scheme introduced by Welch [15]
was used in order to reduce the variance of the output. Thewindow lengthwas chosen
to L = 4096 and a Hanning weighting function w was used to reduce sidelobes in
the frequency domain. The windowing resulted in the signal being divided into K
windows with index k. An overlap factor of r = 0.5 was used. From the windowed
Fourier Transforms

φ ( f )km = 1

L

∫ +∞

−∞
w(t) · X (t)km · e−2π i f tdt , (2)

the cross- and autospectra were calculated for every transducer combination of m
and n. The entire set of cross- and autospectra constituted the cross-spectral matrix
R with

R ( f )mn = 1

K

K∑
k=1

(
φ ( f )km

)
·
(
φ ( f )kn

)∗
. (3)

Ameasurement time of 60 s at the sample rate of fs = 50 kHz will result in a number
of K = 1463 averageswhenusing thewindowsize of L = 4096 samples.Using these
parameters, the frequency resolution results in � f = 12.2Hz. Choosing a window
size in this setup is a balance between frequency resolution, number of averages, and
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ensuring that turbulent structures will propagate over the entire array in the amount
of time given by the window length. A reasonable estimated convection velocity
of a turbulent structure passing lengthwise over the array of 150m s−1 will result
in a delay of 400 samples which corresponds to a delay time tD = 400/ fs . This
is considered to be reasonably small when compared to the window length L with
windowdelay time tL = L/ fs . The remaining coherence γ in this worst case scenario
can be estimated (see also Ref. [17]) to be

γ (tD, tL) = 1 − tD
tL

≈ 0.903 . (4)

3.2 Wavenumber Beamforming

The beamforming algorithm is applied to the cross-spectral matrix R

b(kx , ky, f ) = e(kx , ky)H · R( f ) · e(kx , ky)
N 2

. (5)

In Eq. (5), H denotes the Hermitian. This type of beamforming uses planar waves to
generate the steering vectors e(kx , ky). N is the number of transducers in the analysis.
The steering vector e is composed from the arbitrarily chosen focus grid coordinates
(kx , ky) and the vectors of transducer positions in x- and y-direction (x, y)

e(kx , ky) = exp
(
−i · 2π

(
kx x + ky y

))
. (6)

The diagonal elements of R represent the autospectra of each sensor signal. They
sometimes are removed from the analysis in order to enhance the results. As a decon-
volution scheme is applied to the results in this investigation, the diagonal elements
are left unchanged and are included in the analysis.

As mentioned before, the focus grid can be chosen arbitrarily. Its values can be
normalized by the acoustic wavenumber k0( f ) = f/c0, which results in a frequency-
dependent scaling of the map. c0 is the speed of sound. This is especially convenient
as the features in the source maps resulting from the analysis scale with frequency as
well. The steering grid size is chosen in the present investigation using normalized
values of −10 ≤ kx,0 ≤ 10 and −10 ≤ ky,0 ≤ 10 with a resolution of 255 samples.
Each map therefore consists of 65025 grid points (kx , ky) f that are set up at each
frequency f via scaling with k0( f )

(kx , ky) f = k0( f ) · (kx,0, ky,0) . (7)
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Fig. 5 Point-spread function of the in-flight array in wavenumber space. The dynamic of the image
is set to 20dB belowwhich the values are displayed in white. The three-window-array configuration
results in two additional dominant sidelobes in the point spread function

3.3 DAMAS2.1 Deconvolution

When applying the beamforming algorithm to the data, the characteristics of the
array positions are still contained in the resulting beamforming map. If a single
planar wave were to pass over the array it’s representation ideally would be a single
point. However, when using a sparse array for sampling, the result would not be a
single point but rather a distribution of sources as shown in Fig. 5 (here, the source
was located at kx,0 = ky,0 = 0). This special distribution is called the point spread
function and the arrangement of lobe features in it is a direct consequence of the
transducer placement in the array. In Three major lobes are visible in the center of
the point spread function. Two additional minor lobes can be adumbrated to the left
and right of the dominant three-lobe arrangement in the center. These five lobes are
a direct representation of the five clusters in the coarray mentioned in Sect. 2.1.

The point spread function is obtained by assuming a single source at known
position (in this case: kx,0 = ky,0 = 0) and—using wave propagation—to project
from this single source the effects to all the sensor locations. This way, a synthetic
cross-spectral matrix can be constructed which is then evaluated in the same way as
the actual data in order to obtain the point spread function. The point spread function
is independent of frequency and a function of kx and ky only.

The algorithm chosen for this task is DAMAS2.1 [16] which is an extension of
the DAMAS2 algorithm [18]. This algorithmworks well in the wavenumber domain,
as it assumes a shift-invariant point spread function which is provided by the planar
wave approach for the steering vector. The implicit expression

b = p ∗ q (8)

with the beamforming output b and the point spread function p is solved iteratively
for the source map q. The difference between DAMAAS2.1 and DAMAS2 is that
DAMAS2.1 implements a zero-padded domain for the iterative solving of Eq. 8
which prevents the wrapping of sources at the edges of the domain. If b is chosen as
an Mx1 vector with M being the number of points in the focus grid, Eq. (8) can be
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written as
b = P · q , (9)

with P being the MxM-Matrix of point spread functions specific for each loca-
tion in the steering grid. This is the problem solved by DAMAS. In DAMAS2 and
DAMAS2.1, due to the assumption of shift-invariance, it is possible to utilize the
convolution theorem to iteratively solve Eq. (8) for the unknown source map q. In
the present investigation, a total number of N = 105 iterations were used.

3.4 Separated Spectra

In order to quantify the relative amplitudes of the acoustic and hydrodynamic spec-
tra, a separation is performed. The separation is carried out via a filtering in the
wavenumber domain.

The filtering is performed by integrating over different regions of the source map
in the wavenumber domain

˜φ( f )A =
∫∫

A
q( f )dk , (10)

where A is the region of integration which will be shown below. This area is deter-
mined by utilizing the fact that sources with different phase velocities will appear at
different locations in the wavenumber domain. The boundary between acoustic and
hydrodynamic pressure fluctuations in the wavenumber domain can be estimated. A
location in wavenumber space is linked to the phase velocity on the surface via the
relation

u( f ) = f

k
, (11)

where u( f ) is the phase velocity, f is the frequency of the map under evaluation,
and k is the wavenumber magnitude of the chosen position in the map. u( f ) report-
edly is frequency-dependent [9, 10, 19]. Acoustic pressure fluctuations will have a
propagation speed of c—the speed of sound and thus

k0( f ) = f

c
, (12)

where k0( f ) is the acoustic wavenumber. In subsonic flows, this acoustic wavenum-
ber confines the region where the propagation is of acoustic nature. In the presence
of a flow, this region can be distorted. The distortion in kx and ky-direction due to
the flow in terms of Mach number is described by Ref. [20] as

kx
k0

= cos θ

1 + M cos θ
and

ky
k0

= sin θ

1 + M cos θ
. (13)
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Equation (13) yields pairs of kx , ky (or kx/k0, ky/k0 when normalized) which
enframe the distorted acoustic domain depending on the direction from the origin,
θ , with 0 ≤ θ < 2π . Thus, the integration region A in Eq. (10) equals all points
on and confined by the boundary for acoustic pressure fluctuations and outside the
boundary for hydrodynamic pressure fluctuations. Note that the wavenumber with
unit [m−1] is used in this publication rather than the circular wavenumber with unit
[rad m−1]. The resulting values of φ̃( f )acoustic and φ̃( f )hydrodynamic are summed
over third-octaves to form a separate spectral representation of both, acoustic and
hydrodynamic pressure fluctuations.

4 Results

In the following result section, first the deconvolved, third-octave averagedwavenum-
ber spectra at selected frequencies at front and aft position will be shown. At each
frequency, the elliptical shape of the acoustic domain is displayed. Sources contained
inside this region are characterized by a propagation speed at or larger than the speed
of sound. All wavenumber spectra are normalized by the peak level found in themap.

Subseeding the wavenumber spectra are the separated spectra of acoustic and
hydrodynamic surface pressure. They will be shown separately for the front mea-
surement and for the aft measurement.

4.1 Wavenumber Maps

Thewavenumber spectra at a third-octave center frequency of fc = 160Hz are shown
in Figs. 6 (front section) and 7 (aft section). The dominant feature in both spectra is
the convective ridge in the right side of each figure. The kx -position of the convec-
tive ridge in the front section measurement is located slightly further away from the

Fig. 6 Third-octave
averaged wavenumber
spectrum at front position at
f = 160Hz
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Fig. 7 Third-octave
averaged wavenumber
spectrum at front position at
f = 160Hz

origin of the plot, with the center being located at approximately kx/k0 ≈ 2. In the
aft section, the convective ridge is located between kx/k0 ≈ 1.5 and kx/k0 ≈ 2. This
indicates that—at this particular frequency—the hydrodynamic pressure fluctuations
in the aft sections propagate faster over the array than in the front section. The shape
of the convective ridge appears more defined and ellipse-shaped in the aft section at
this frequency. In the front, the slightly distorted appearance might be caused by two
things. First, by the limited spatial resolution of the array, which limits the coherent
signals obtained from the rather short hydrodynamic coherence lengths. (Hydrody-
namic coherence lengths scale roughly with boundary layer thickness, please refer
to Efimtsov [21] or Haxter [22]). Second, the thinner boundary layer in the front is
likely to cause small-scale pressure fluctuations at higher frequency. Thus the signal
a center frequency of fc = 160Hz is reduced leading to a distortion of the convective
ridge.

Concerning the acoustic domain, there are some signal processing artifacts visible
on the right hand side of the acoustic domain of the front-section measurement (at
approximately (kx , ky) = (0.5, 0)). The structure visible there is considered an arti-
fact as it has a very elongated shape and its orientation resembling the orientation of
the convective ridge. For the aft measurement, there are two sources visible, of which
the elongated one at (kx,0, ky,0) ≈ (0, 0) is considered an artifact, due to its elongated
shape and its close resemblance of the convective ridge. The other acoustic source at
(kx,0, ky,0) ≈ (−1.5, 1.3) is considered to possibly be a valid acoustic source due to
its compact size with no connection or resemblance of other structures. At this fre-
quency of fc = 160Hz, its amplitude is approximately 6dB below the amplitude of
the convective ridge. Its position within the acoustic region and relative to the origin
indicates that of the origin of the acoustic pressure fluctuations is located below and
downstream relative to the array. As the source is located not on the border of the
acoustic domain but rather slightly to the inside, the acoustic pressure fluctuations
do not strike the array in parallel but rather at an incident angle. No estimation of
the distance of the acoustic source can be given here. However, it is likely that these
acoustic pressure fluctuations originate from the fan located downstream from the
array position.
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Fig. 8 Third-octave
averaged wavenumber
spectrum at front position at
f = 500Hz

Fig. 9 Third-octave
averaged wavenumber
spectrum at front position at
f = 500Hz

In Figs. 8 and 9, with a center frequency of fc = 500Hz, the dominant feature in
the wavenumber spectra is still the convective ridge which has decreased slightly in
size. Additionally, a slight tilt in the convective ridge is visible for both cases. For
the front case in Fig. 8 the convective ridge is tilted slightly in counter-clockwise
direction which indicates that the flow over the array deviates slightly upwards from
the aircraft length direction. In the aft section in Fig. 9, the convective ridge is
tilted slightly in clockwise direction, which indicates the flow being directed slightly
downwards from the aircraft length axis. Such slight variations in local flow direction
may be caused by the downwash influence of the wing. In both, the front and the
aft case, the convective ridge is shaped asymmetrically with the point of highest
magnitude not lying in the center of the convective ridge but rather leaning towards
the origin of the spectrum. This is an indicator of the measured flow speed increasing
with increased distance in the coarray in flight direction. (see also Keith [28] and see
also Haxter et al. [9]). The overall position of the convective ridge has not changed
in comparison to the case at fc = 160Hz.

Concerning the acoustic region of the front section measurement, there is one
source and two artifacts visible. The source is located close to the upper edge and
just inside the acoustic domain. It’s amplitude is approximately 12dB below the
maximum of the convective ridge. The source’s location indicates that the origin of
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the acoustic pressure fluctuations is located below and downstream of the array at
a slightly inclined angle. As this wavenumber spectrum is a third-octave average it
could just be that one of the harmonics of the fan rotational frequency is visible here.
Concerning the two artifacts: one is located on the far left side of the acoustic region.
The reason why it is considered an artifact is that it has a rather rugged shape and
no confinement to either the outside or the inside of the acoustic region. The other
artifact is located below we source. The reason why it is considered an artifact is due
to its rugged shape.

In the aft measurement, the number of acoustic sources increases and overall
and their portion of the entire spectrum increases. The source formerly located at
(kx,0, ky,0) ≈ (−1.5, 1.3) has moved downwards to ky,0 = 1.0. A new dominant
source has appeared at (kx,0, ky,0) ≈ (−1.0, 1.2) with an amplitude just short of
the amplitude of the convective ridge. Two small sources appear on the same ky,0-
position, but further towards kx,0 = 0. The overall position of the acoustic sources
suggests again that the jet noise is responsible for the peaks appearing at these
positions in the wavenumber spectra. With the acoustic sources moving towards
kx,0 = 0, it appears as if the origin of the dominant acoustic sources is shifted from
downstream of the array towards a position facing the array. Apparently, the jet
exhaust has a radiation pattern inwhich the dominant sources have a different location
depending on frequency.

At a slightly higher frequency of fc = 800Hz, shown in Figs. 10 (front) and 11
(aft), the convective characteristics remain unchanged. The convective ridge size
has slightly decreased which indicates longer hydrodynamic coherence lengths. The
tilt at both locations remains the same as at previous frequencies. In the front mea-
surement some noise and no acoustic source is visible. In the aft measurement, the
acoustic sources on the upper right side of the acoustic domain have become more
dominant. Overall, the acoustic sources form a continuous line from negative to
positive wavenumber on the edge of the acoustic domain. This indicates that the
origin of these acoustic pressure fluctuations are located below the array spanning
from upstream to downstream. The maximum acoustic level is found at a positive
wavenumber, which means that the origin of this particular dominant acoustic pres-
sure fluctuation lies upstream of the array.

At f = 1000Hz, shown in Fig. 12 (front position), the convective ridge is still
the dominant feature in the wavenumber spectrum. No acoustic sources are visi-
ble within the dynamic range plotted. The convective ridge again shows a similar
small counter-clockwise tilt as it had before. In the aft section, shown in Fig. 13,
the acoustic pressure fluctuations are now the dominant feature in the wavenumber
map. Again, the acoustic sources are located on the upper right hand side which is
an indicator of their origins being located on a line from upstream to downstream
below the array position. At this current frequency however, the rightmost acoustic
source is very prominent. Its amplitude lies approximately 8dB above the peak of
the convective ridge. The convective ridge is well visible and again displays the same
slight clockwise tilt as it had at the other frequencies.

The highest and last frequency for which exemplary wavenumber maps are shown
is fc = 2500Hz. The maps are shown in Figs. 14 (front) and 15 (aft). In the front
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Fig. 10 Third-octave
averaged wavenumber
spectrum at front position at
f = 800Hz

Fig. 11 Third-octave
averaged wavenumber
spectrum at front position at
f = 800Hz

section, the convective ridge is very dominant. Yet, at this frequency, its size starts to
grow bigger which indicates a decrease in hydrodynamic coherence length over the
array. The increasingly rugged appearance of the convective ridge is likely caused
by the transducer distances in the coarray starting to reach the threshold where their
resolution is capable of resolving the hydrodynamic surface pressure fluctuations.
On the left hand side of the acoustic domain, a small region of possible distributed

Fig. 12 Wavenumber
spectrum at front position at
f = 1000Hz
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Fig. 13 Third-octave
averaged wavenumber
spectrum at front position at
f = 1000Hz

Fig. 14 Third-octave
averaged wavenumber
spectrum at front position at
f = 2500Hz

Fig. 15 Third-octave
averaged wavenumber
spectrum at front position at
f = 2500Hz

minor sources is visible. Their maximum is located on the border of the domain at
ky = 0. The origin of these sources is however unknown.

In the aft section, again the acoustic sources are the dominant feature at (kx,0, ky,0)
≈ (0.25, 0.5). This source position indicates again a source origin located below and
upstream of the array at inclined position. Acoustic sources to the left of the origin
are not visible. The convective ridge is observed at the usual position, however its
peak level is 7dB below the acoustic peak.
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Fig. 16 Separated third-octave spectra from the front region measurement. The grid spacing is
5dB

4.2 Separated Spectra

When integrating the sources in the wavenumber spectra over the area of the acoustic
domain, a separated representation the acoustic power spectrum can be obtained
(see Sect. 3.4). Integrating over the remaining part of the wavenumber spectrum
(which contains the convective ridge) will yield a representation of the separated
hydrodynamic spectrum.

For the front position, both, acoustic and hydrodynamic spectra are shown in
Fig. 16. The hydrodynamic spectrum exhibits an overall broadband level increase of
10dB from fc = 50Hz to the peak at fc = 1800Hz. At higher frequency, the hydro-
dynamic level starts to drop again. The power levels of the acoustic spectrum at
low frequency are slightly below the hydrodynamic power levels. This energy in the
acoustic domain is likely caused by signal processing artifacts caused by an incom-
plete or improper deconvolution of the map. At higher frequencies, two broadband
humps are obseverd, one reaching from 180Hz ≤ fc ≤ 1 kHz and the second one
reaching from 1.2 kHz ≤ fc ≤ 3 kHz. Looking at thewavenumber spectra, it appears
that these seemingly acoustic sources are caused by bleeding of signal artifacts of
the hydrodynamic sources into the acoustic domain.

For the aft position, the acoustic and hydrodynamic power spectra are located
closer together. Thehydrodynamic spectrumshows a steep level increase of 5dB from
fc = 50Hz to fc = 90Hz. From fc = 90Hz on, the level continues to increase but
at a much more moderate slope to reach a maximum at approximately fc = 400Hz.
From here on, the hydrodynamic level moderately decreases again with increasingly
steep slope.
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Fig. 17 Separated third-octave spectra from the aft region measurement. The grid spacing is 5dB

The acoustic spectrum starts out at approximately 8dB below the hydrodynamic
level at low frequency of 60Hz. The level very slightly increases and eventually
slightly exceeds the hydrodynamic power level at a frequency of fc = 2 kHz. From
here on, the slope starts to decrease at the same rate as the hydrodynamic spec-
trum with the acoustic level again being slightly below the hydrodynamic spectrum
(Fig. 17).

5 Discussion

In both, the front section measurement and in the aft section measurement, hydrody-
namic pressure fluctuations are very dominant at many frequencies. This especially
applies to the front section measurement where there seem to be almost no acoustic
or potentially acoustic sources present.

Tilted Convective Ridge

Concerning the convective ridge, a dominant feature is the tilting of it due to the flow
not being alignedwith the length axis of the aircraft. In the front sectionmeasurement,
the flow appears to be tilted slightly upwards and in the aft section measurement, the
flow appears to be tilted slightly downwards. This can be seen as an indicator of the
wing’s downwash effect to provide the momentum to keep the aircraft flying. Haxter
and Spehr [23] had observed a tilted and shifted influence of the wing’s pressure
field on the convective ridge. However, that measurement was performed in closer
proximity of the wing. In the present measurement, only a tilt of the convective ridge
about the origin of the wavenumber spectrum is observed.
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Hydrodynamic Spectrum

The drop in frequency from front to aft measurements of the location of the max-
imum of the separated convective spectrum is in accordance with the findings of
Farabee and Casarella [19]. In low-speed wind tunnel tests, they found the spectral
maximum positions at various flow speeds to collapse when scaled with the time
scale δ/uτ (with δ being the boundary layer thickness and uτ being the wall shear
velocity). Unfortunately, no measurements of the wall shear stress and the boundary
layer thickness were performed in the present investigation to confirm the maximum
location at 2π f δ/uτ ≈ 50. An indication that the extrapolation of these findings at
low speed to the high speeds of a flight test measurements is possible is given by
Mull [24] who state in their conclusions that “The wall-pressure fluctuations mea-
sured on the forward-fuselage section of the aircraft agree well with an extrapolation
of boundary-layer data obtained in the laboratory when the relative size of the micro-
phone as compared with the boundary -layer thickness is the same.”

Similar findings of good collapse are reported by Bull [3, p.728 and Fig. 5]
although the flow velocity u∞ is used to collapse the spectral amplitude data rather
than the wall shear velocity. Bull’s measurement were performed at various positions
in a wind tunnel at two Mach numbers of M = 0.5 and M = 0.5.

As mentioned in the introduction, an attempt to estimate the separated hydrody-
namic and acoustic power spectral densities was done by Bhat [11, Fig. 5]. Contrary
to the present measurements, Bhat found that the separated spectra are on roughly
the same level below a frequency of 800Hz and “substantially higher” at frequencies
between 1kHz and 2kHz. At higher frequencies, the acoustic and hyrdodynamic
levels appear to approximate each other again. However, it is likely that the small
scale turbulent boundary layer pressure fluctuations were not picked up by the rather
large transducers due to the averaging effect of the sensitive surface. The results at
higher frequency of Bhat [11] are therefore to be interpreted with caution.

Position of Acoustic Sources and Directivity

The finding of dominant acoustic sources moving from a downstream position
upwards to the nozzle exit as the frequency increases has been observed by
Papamoschou [25]. Contrary to the present investigation, Papamoschou used a setup
which allowed for the movement of the microphone array aperture to allow for mea-
suring the directivity of noise sources. As the directivity of jet noise sources of
different nature had already been indicated in studies previous, this allowed them
to determine the position of certain source mechanisms by means of comparing the
results taken at different radiation angles.

In the present investigation, the amplitude of the separated acoustic spectrum
increaseswith frequencywhich is contrary to the findings of Papamoschou.However,
the jet observation angle of the array installed in the airplane in the present inves-
tigation was different from the one suggested to result in increased low-frequency
amplitudes by Papamoschou. This might explain the difference in results.
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Fig. 18 Third-octave
averaged wavenumber
spectrum at front position at
f = 160Hz with N = 105

DAMAS2.1 iterations

Fig. 19 Third-octave
averaged wavenumber
spectrum at front position at
f = 160Hz with N = 104

DAMAS2.1 iterations

Number of Iterations for Deconvolution

When looking at the results, the possible effects of deconvolution need to be kept
in mind. Some acoustic sources might be mistaken for signal processing artifacts
and vice versa. Signal processing artifacts mostly consist of remains from the point
spread function not entirely being removed from the dirty map by the DAMAS2.1
deconvolution algorithm. They might also be caused by the point spread function not
being suitable for the cause due to flow deviations over the array. For the present array
used, the convergence of the deconvolution algorithm is reduced due to the fact that
the point spread function exhibits two dominant sidelobes as seen in Fig. 5. These
sidelobes are causing very dominant copies of actual features in the wavenumber
domain which will only be removed after an extensive number of iterations. The
effect of choosing different numbers of iteration for the deconvolution is shown in
Figs. 18 and 19. In the upper figure, the wavenumber spectrum from a front section
measurement is shown with N = 105 iterations, which was used for all other maps
as well. On the lower figure, a map from the same measurement is shown with an
intermediate iteration number of N = 104 iterations. The features of both maps are
similar, but their broadness is reduced with the higher iteration count. Especially the
sources in the acoustic domain have been greatly reduced in dominance.
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Array limitations

Just like with regular acoustic beamforming methods, there are some limitations
imposed on the analysis originating from the array shape and dimensions. These have
not necessarily been compensated for in the current investigation but are provided to
the reader nevertheless to give an overview of what should further be paid attention
to when performing a similar analysis.

• Aperture size
The aperture size in relation to the wavelength of pressure fluctuations over the
array is of concern mainly for acoustic propagation mechanism at low frequency.
A large wavelength compared to the aperture size will result in a poor source
resolution. The large propagation velocity of acoustic waves results in large wave-
lengths which—especially at low frequencies and propagation in flow direction—
decreases the ability to discern between two adjacent sources (Sparrow’s limit
[26]) and to determine the position in the acoustic domain. In theory, this should
be compensated by the deconvolution scheme. If no scheme were applied, an
estimate of the lower frequency limitation would be the wavelength of pressure
fluctuations to be of similar size as the aperture. With the flow speed and ambient
temperature taken into account, this would lead to a frequency limit in flow direc-
tion of approx 440Hz. This is however the worst case with the acoustic wavelength
being spread out by the convection of sound waves in the flow (distortion of the
acoustic domain). In adverse flow direction, this frequency limit drops to far below
100Hz. Concerning the hydrodynamic pressure fluctuations, there is usually only
one convective source present in the spectra (the convective ridge). The size of the
coherent pressure patch left by a convective source on a surface is limited by the
coherence length which itself is limited by the boundary layer thickness, maxi-
mum values reported by Willmarth[1] (	/δ) ≈ 6), by Farabee and Casarella [19]
(	/δ) ≤ 5), and by Haxter and Spehr [13] (lx/δ ≈ 7). As opposed to the acous-
tic pressure fluctuations, the spread of the convective ridge in the wavenumber
domain is an inherent characteristic of the coherence properties of the turbulent
pressure fluctuations.

• Smallest transducer separation
Contrary to the aperture size constituting an array limit at low frequencies, the
smallest transducer separation is ameasure for the array limitation at high frequen-
cies. Following the Nyquist-Shannon theorem, the smallest transducer separation
is a measure for the shortest wavenumber to be captured by the aperture. How-
ever, with typical values of separation being on the scale of mm, the frequency
at which an acoustic wavenumber reaches the Nyquist limit is in the order of a
few tens of kHz, depending on speed of sound an propagation velocity (see Eq.
(12)). For measurements with flow speeds in the low subsonic range, the con-
vective phase propagation is likely to be affected by the Nyquist limit. However,
since the coherence length gets shorter with increasing frequency, the actual limi-
tation comes from the coherent pressure patch to bee too small to yield a coherent
hydrodynamic signal on several sensors. In the present investigation, at the highest
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frequency under consideration, the shortest coherence length in the front section
case is approximately lx ≈ 50mm [13] which is five times the smallest transducer
separation.

• Sensor size
With low propagation velocities and large sensor sizes comes an attenuation of
pressure fluctuations due to the integration effect of the sensor’s sensitive surface.
This is commonly known as the Corcos attenuation [2]. If the wavelength of the
pressure fluctuation smaller than the size of the transducer, the pressure fluctuation
will be averaged across the surface. The effect is described in detail for various
shapes of the sensitive surface by Ko [27]. With small MEMS sensors or pinhole
mounting, the effect of sensor size is negligible.

• Transducer density
Generally, the transducer density of a coarray decreases with increasing trans-
ducer separation. An example is the three-windowdesign of the array in the present
investigation. The center cluster of the coarry in Fig. 4 incorporates transducer sep-
arations from all three windows. The off-center cluster incorporate less transducer
separations due to there only being twowindow combinations with a two-window-
spacing. This introduces a small weighting effect on propagation characteristics
that are intensified at small distances. For acoustic waves, there is little to no
such effect. For hydrodynamic pressure fluctuations however, the rate of phase
change is not constant with the distance to the coarray center. The rate of phase
change increases slightly with increased transducer separation (see Haxter et al.
[9], Farabee and Casarella [19], Keith and Abraham [28], and Bhat [10]). This is
due to turbulent structures from different depth of the boundary layer (and thus
different propagation velocities) dominate the rate of phase change for different
transducer separations.

6 Summary

Flight test measurements of surface pressure fluctuations were performed on an Air-
bus model A320 aircraft. An array spanning three consecutive window banks and
incorporating 30 pressure transducerswas used to determine the pressure fluctuations
at two positions on the aircraft. Using a wavenumber analysis technique, a wavenum-
ber representation of the surface pressure fluctuations was created at various frequen-
cies. This analysis technique included the application of a deconvolution algorithm
to remove array-specific broadening effects of sources in the resulting maps. In the
wavenumbermaps, the hydrodynamic pressure fluctuations were identified bymeans
of their convective ridge. Acoustic pressure fluctuations were identified by their posi-
tion inside the acoustic domain. By means of discussing the source appearance and
shape, signal processing artifacts were identified. In the front region measurement,
barely any acoustic sources were visible. In the aft section measurement, several
acoustic sources are found, the level of which increases with frequency. At high



Wavenumber Characterization of Surface Pressure … 179

frequency, the acoustic level is found to dominate the wavenumber maps. In the aft,
the position of the acoustic sources was found to move with increasing frequency:
while the sources of acoustic pressure fluctuations at low frequencies were located
behind the array, their location moved to a forward position relative to the array at
higher frequencies.

By means of integrating the wavenumber maps separately over both, the acoustic
domain and over the hydrodynamic domain, separated spectra of the hydrodynamic
and the acoustic surface pressure fluctuations were generated. In accordance with
the wavenumber spectra, the separated spectra from the front displayed dominant
hydrodynamic pressure fluctuations over the entire bandwidth of frequencies under
consideration. For the aft section measurements, the hydrodynamic pressure fluc-
tuations were found to dominate the spectrum at low frequencies. However, with
increasing frequency, the acoustic influence was found to grow stronger and at higher
frequency, the acoustic level was the dominant part of the spectrum.

The separated spectra still included the signal processing artifacts mentioned
earlier. Nevertheless, the separation of spectra for a flight test measurement was
achieved and the spectra can be used for prediction of surface excitation.
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A Comparison Between Different Wall
Pressure Measurement Devices for the
Separation and Analysis of TBL and
Acoustic Contributions

Quentin Leclère, Alice Dinsenmeyer, Edouard Salze, and Jérôme Antoni

Abstract The wall pressure measured by an array of flush mounted microphones
subject to a flow results from two components. The first one is due to the pressure
fluctuations generated by vortices convected by the flow in the turbulent boundary
layer developed on the wall, and the second one results from acoustic waves that
are emitted by some acoustic sources. Different type of sensor arrays can be used
to characterize the first or second components, or even both. In all cases, a major
difficulty is to separate as well as possible their contributions to the measurements.
Different techniques are reviewed in this chapter to achieve this goal, based on
either the measurement device itself or the post processing method. All approaches
are implemented in a unique experimental setup, conducted in the frame of the
ADAPT Clean Sky 2 project, allowing to objectively highlight their advantages and
drawbacks.

1 Introduction

Microphone array measurements are commonly used for the characterization of
aeroacoustic sources in wind tunnels. The object of interest (or a mockup of it)
is installed in the tunnel and a flow is established so as to generate aeroacoustic
sources. The difficulty, in these conditions, is that the pressure fluctuations observed
at one given point in the tunnel result from the acoustic pressure, radiated by the
aeroacoustic source of interest, but also fromfluctuations causedby theflow itself. For
practical reasons,microphones are often installed on awall of the tunnel. The acoustic
pressure radiated by the source of interest is then disturbed by the pressure due to
the turbulent boundary layer developed on the wall, with often strongly negative
signal to noise ratios (SNRs). The post-processing of such data, for acoustic imaging
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purpose, requires the separation of these two contributions (acoustic and TBL). This
separation relies on statistical and/or physical properties of these two components.
Statistically, correlation lengths of the TBL are very short, the resulting coherence
between different sensors of the array being very low. The contribution of the TBL
to averaged cross-spectral quantities is thus limited (except for auto-spectra). Many
acoustic imaging techniques are based on the post-processing of averaged cross-
spectral quantities, either excluding [1] or reconstructing [2] auto-spectra. These
approaches require averaged cross-spectra, which in turn requires quite long time
records. Moreover, transient acoustic events cannot be analyzed using such averaged
spectral quantities.

Other separation techniques rely on the different physical properties of the TBL
and acoustic fields,more specifically their properties in thewavenumber domain. The
acoustic part is by definition limited to the lowwavenumber domain (lower or equal to
the acoustic wavenumber). The support of the TBL is much wider, with a maximum
around the convective wavenumber in the direction of the flow. A separation of
acoustic and TBL contributions can thus be processed by a filtering operation in
the wavenumber domain. This filtering can be operated either by post-processing
wall pressure fields sampled using high density microphone arrays, or alternatively
using a low-pass physical filtering operating before data acquisition. Post-processing
filtering requires high density microphone arrays to avoid aliasing problems at the
stage of spatial sampling, the high number of required microphones is often reached
using multi-pass measurements [3]. Physical filtering is achieved by various ways,
using surface or remote microphones, the filtering being realized by an averaging of
the pressure over a surface determined by the sensor area or by the section of the tube
connected to remote sensors [3, 4]. Another possibility is to use filtering properties
of thin structures: a thin plate submitted to a wall pressure field will act as a low pass
filter, with a cut-off frequency equal to its natural wavenumber. The vibration of the
plate can be used to recover the low wavenumber part of the incident pressure field
using inverse methods [5, 6].

The aimof thepresent contribution is to comparedifferent experimental approaches
to separate TBL and acoustic contributions in the frame of a unique academic experi-
ment. The experimental setup has been realized in the frame of the ADAPTCleansky
EU project, in a small wind tunnel at Ecole Centrale de Lyon. The first section of
this work is dedicated to the experimental setup, including a detailed description of
the three different sensor arrays that have been tested. The beamforming process-
ing that is used to analyze the measured pressure fields is presented in a second
section, with an original way of formulating the quadratic problem using vector-
ization, offering interesting options to easily process partial CSMs (Cross Spectral
Matrices). The third section finally enumerates different separation techniques based
on physical assumptions, statistical properties, or spatial filtering approaches with
their basic principle and hypothesis, together with some illustrations based on the
different datasets.

In order to ease the reading of the work, a list of main acronyms used in the text
is provided hereafter.
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• ADAPT: ADvanced Aeroacoustic Processing Techniques (EU project)
• CSM: Cross Spectral Matrix
• CS(s): Cross Spectrum (Spectra)
• MEMS: Micro Eletro-Mechanical System
• PCB: Printed Circuit Board
• PDF: Probability Density Function
• PFA: Probabilistic Factor Analysis
• SNR: Signal to Noise Ratio
• TBL: Turbulent Boundary Layer.

2 Experimental Setup

The experimental campaign described in this section has been conducted in the frame
of the ADAPT Cleansky EU project. The experiment was conducted in the main
subsonic wind tunnel at Ecole Centrale de Lyon, LMFA, Centre Acoustique. The
flow was generated using a 850 kW Houden centrifugal blower. Air passes through
settling chambers including honeycombs and several wiremeshes designed to reduce
freestream turbulence. For the project, a closed-section wind tunnel was used (see
Fig. 1). The first section of the wind tunnel is a 2-meter long zero-gradient tunnel,
designed to measure wall-pressure fluctuations beneath a turbulent boundary layer.
The second section is a divergent tunnel, designed to lower the exhaust flow speed.
The side walls and roof of these two sections are equipped with porous liners, so as
to limit acoustic reflections. The third section is an exponential horn, also with an
acoustic treatment, designed to suppress the acoustical reflections on the exhaust of
the tunnel.

Fig. 1 Left: Picture of the wind tunnel. Right: sketch of the test section, side view (top) and top
view (bottom)
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Fig. 2 Top, from left to right: the rotating linear array, the MEMS array, the accelerometer array.
Bottom: corresponding sensor layouts

Three acoustic sources are mounted in the roof of the tunnel. Two of them are
placed very close to one another, and wired in opposite phase, so as to generate a
dipole type source. The third source is placed at about 20cm from the two former,
and is driven by an independent generator so as to obtain incoherent sources.

Three different wall pressure fieldmeasurement devices are successivelymounted
in the floor of the test section (see Fig. 2):

• The rotating linear array. 63 remotemicrophone probes aremounted on a rotating
disk, following a linear non uniform distribution (see Fig. 2). The smallest distance
between two neighbour microphones is 1mm, and the largest distance is 250mm.
A number of 63 angular positions has been retained for this study, from 0 to 180
degrees. For each measurement configuration, and each angular position of the
array, the 63 signals are recorded simultaneously during 60s (sampling frequency
51.2kHz), which makes a total of 3907 measurement positions. However, the full
cross spectral matrix is not measured : a cross spectral matrix is computed for
each array position, cross spectra are thus measured only between measurement
positions belonging to the same acquisition (same array position). It means that
considering the whole CSM between the 3907 measured positions, only about
250 × 103 cross spectra are measured, over the 39072 ≈ 15 × 106 elements of the
full CSM (which means that about 1.5% of the full CSM is actually measured).
However, it represents a quite heavy amount of data, that necessitates also a long
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measurement time (60s × 63 positions, only considering acquisition duration) for
each measurement configuration.

• The MEMS array. 76 digital MEMS microphones are distributed on the backside
of a PCB (Printed Circuit Board), with pinholes in front of each sensor. The
microphone arrangement has a spiral-like distribution of 9 arms for 45 sensors,
classically used for acoustic imaging purposes (see Fig. 2, black o markers). The
last 41microphones (red star markers) are distributed in the central part of the PCB
using a denser polar-like distribution, so as to obtain more information about high
wavenumbers. Four additional channels are used for 2 accelerometers glued on the
backside of the PCBand 2microphones placed in a small cavity facing the backside
of the PCB (the frontside being exposed to the flow). These additional channels are
expected to be much less affected by the flow than wall pressure sensors, because
of the filtering effect the PCB plate—intending to use them as references to apply
referenced-based denoising techniques. All channels are acquired simultaneously,
at a sampling frequency of 51.2 kHz, a full 80 × 80 CSM is measured for each
configuration.

• The accelerometer array. 49 accelerometers (weight 5mg each, bandwidth [0.1 −
10]kHz) are fixed on a thin aluminium plate (thickness 1mm), with a layout similar
to the MEMS array, at least for the 45 spiral subset. Four additional sensors are
fixed in the central part (instead of 31 for the MEMS microphone array). The
wavenumber filtering effect of the plate implies that high wavenumbers will not
excite the plate, it is thus not necessary to have a high density distribution. The
excitation pressure field has to be recovered from the plate vibration measured by
the 49 accelerometers. The inverse method that is necessary to achieve this goal is
described in Sect. 4.4. The 49 accelerations are acquired simultaneously, during
30s (sampling frequency 64kHz), so as to fill-in the whole 49 × 49 CSM for each
measurement configuration. Note that the mass of accelerometers, as well as the
cables, have a significant effect on the dynamic behaviour of the plate. This aspect
is discussed in Sect. 4.4.

For the three measurement devices, CSMs are estimated using the Welch’s method,
with a frequency resolution 12Hz (snapshot length of about 83ms, Hanning window,
overlap 66%).

Different measurement configurations are considered, with or without acoustic
sources, with or without flow, for different flow speeds. Results presented in this
work focus on the 3 following configurations :

• Configuration A: no flow, acoustic sources switched on.
• Configuration T30: flow speed at 30m/s, acoustic sources switched off.
• Configuration AT30: flow speed at 30m/s, acoustic sources switched on.

As a preliminary result, the average autospectra obtained for each array and each
configuration are displayed in Fig. 3. Averaged pressure autospectra obtained by
the two microphone arrays are very similar. The contribution of the TBL is much
stronger on the whole frequency range, the acoustic to TBL ratio lying between −25
dB at low frequencies and −5 dB at high frequencies. The averaged accelerometer
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Fig. 3 Averaged autospectra measured by the different arrays for configuration A (solid blue), T30
(solid red) andAT30 (dashed black). From left to right: averaged pressure autospectra of the rotating
array, averaged pressure autospectra of the MEMS array, averaged acceleration autospectra of the
accelerometer array

autospectrum is, as expected, different from pressure autospectra (measured accel-
erations resulting from the response of the plate to the pressure field). However, it is
interesting to note that for the accelerometer array, the acoustic to TBL ratio is much
favourable than for the two former, lying between 0 dB at low frequency and +15
to +20 dB at high frequency. This preliminary result illustrates well the interest of
using accelerometers instead of microphones if one is interested in the acoustic part:
the gain in terms of SNR can be estimated roughly to 25 dB in this case.

3 Beamforming Processing

Beamforming is a well known processing method for microphone array measure-
ments. Let p be the complex pressure field measured at a given frequency on the
microphone array, andwi the theoretical complex contribution of a givenwave (plane
or spherical), indexed i , at microphone positions. The beamforming output associ-
ated to this particular wave is noted |qi |2, where the complex coefficient qi minimizes
the quantity ‖p − qi wi‖. It is the solution of a classical linear regression problem,
corresponding to the projection of p on w; it is equal to

qi = wi
H p

‖w‖2 , (1)
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where subscript H stands for the hermitian transpose. |qi |2 is then represented as
a function of wave parameters, either wavenumber (plane wave beamforming) or
source position (spherical wave beamforming). In aeroacoustics, considering the
random nature of source phenomena, the acoustic pressure field is generally avail-
able under the form of an averaged CSM, representing experimental estimations of
expected values of auto and cross spectra of microphone signals. That is why Eq. (1)
is commonly written in a quadratic form:

|qi |2 = wi
H Sppwi

‖wi‖4 (2)

Still considering aeroacoustic applications, it is generally recommended to set to
zero the diagonal of the CSM to remove the contribution of incoherent noise. The
right part of Eq. (2) is in this case not always positive anymore, the resulting squared
source amplitude can be set to zero when found negative. In the literature, Eq. (2) is
sometimes formulated in a vectorized form,

Sii = Vec
(
wiwi

H
)H

Vec
(
Spp

)

‖Vec (
wiwi

H
) ‖2 , (3)

where Sii is an estimation of the expected value of |qi |2 and where Vec (A) stands for
a vector resulting from the vertical concatenation of columns of matrix A. Equation
(3) is strictly equivalent to (2), however it is interesting to note also the similarity with
Eq. (1), where it appears explicitely that Sii is the coefficient of the linear regression
operated on quadratic values (minimization of ‖Vec (

Spp
) − SiiVec

(
wiwi

H
) ‖).

An interesting option considering the vectorized form is that it is possible to
skip some terms in the vectorization operation of both Spp and wiwi

H , for instance
autospectra. This leads to a result similar to the diagonal removal operation, yet
with a slightly different normalisation term. It is also advised, in order to optimize
the computational cost, to skip the whole upper or lower part of vectorized matrices,
which are hermitian (the information being redundant). By doing so, only the real part
of the resulting value of Sii should be considered. In some situation, the whole CSM
Spp is not available (typically if the measured data result from several array positions
recorded successively). In such a case the vectorized form is easily considered only
for cross spectral quantities that are actually measured. More generally, it is possible
to process only a subset ofmeasured cross spectra, following additional criteria based
on geometrical of statistical consideration (this possibility is illustrated in Sect. 4.1).

Some beamforming maps, calculated from measurements described in Sect. 2,
are drawn in Fig. 4 for a frequency equal 2100Hz. Wave functions wi are here plane
waves determined by their x and y wavenumbers kxi and kyi :

wi = exp (ıkxi x) exp (ıkyi y). (4)
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Fig. 4 Plane wave beamformingmaps obtained for measurement configurations AT30, A, T30 (left
to right) using the MEMS array (top) and the rotating array (bottom) 2100Hz

Beamforming is calculated using Eq. (3) from averaged CSMs (see Sect. 2 for
details), skipping autospectrum entries in the vectorization operation. Results are
presented as a function of kxi and kyi , for two different microphone arrays (the
MEMS array and the rotating array), and for three measurement configurations with
acoustic sources and TBL at 30m/s (AT30), with acoustic sources only (A), and with
TBL only (T30). Note that for the rotating array, a large proportion of the full CSM
is not available because the cross spectra are measured only between measurement
points that are acquired simultaneously. Missing entries are however easily skipped
using the vectorized form of quadratic beamforming.

Beamforming maps allow the qualitative assessment of the wavenumber content
of the measurements. For configuration A, the energy is mainly concentrated inside
the acoustic circle (k2

x + k2
y < k2

a , where ka = ω/c0 is the acoustic wavenumber, ratio
between the angular frequency and the sound speed). With the TBL (configuration
T30), the convective ridge clearly appears around kx = kc (where kc = ω/Uc is the
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Fig. 5 Point Spread Functions of the rotating (left) and MEMS (right) arrays (2100Hz), for a plane
wave with normal incidence (kx = ky = 0)

convection wavenumber, ratio between the angular frequency and the convective
velocity of the flow), and both contributions are observed on the map obtained from
configuration AT30. An important point, when comparing results obtained with the
two arrays, is that beamforming results strongly depend on the microphone array
used for the measurements. Even if main features and levels are similar for the two
arrays, it appears for instance that maps obtained from the rotating array are much
smoother than maps obtained with the MEMS array. An explanation is simply that
the rotating array is much denser, with many more measurement points. Even if a
large part of its CSM is not measured, the number of effectively measured cross
spectra (63 × 62 × 63/2 = 123 × 106) for the rotating array is much larger than the
number of cross spectra measured with the MEMS array (76 × 75/2 = 2850).

Point Spread functions (PSF) of both arrays are drawn at the same frequency
(2100Hz) in Fig. 5, for a plane wave of normal incidence. Clearly, the PSF of the
MEMS array is polluted by a lot of grating lobes caused by the lack of information.
It is also seen that the main lobe is larger for the rotating array than for the MEMS
array because of the strong heterogeneity of the rotating array microphone density
that is much higher at the center of the array.



190 Q. Leclère et al.

Fig. 6 Coherence between themicrophonepairs of the rotating array as a functionof themicrophone
spacing along the x and y direction

4 Separation Approaches

4.1 Space Domain Cross-Spectra Selection

A first separation can be simply operated by splitting cross-spectral data into two
subsets based upon geometrical considerations. It is indeed known that the turbu-
lence can have relatively short correlation lengths, and may contribute strongly only
to cross spectra of close microphone pairs. This is clearly the case for TBL analytical
models like Corcos [8], that predicts an exponential decrease of the coherence as a
function of the microphone pair distance. On the other hand, the contribution of an
acoustic field is modulated in amplitude only by the source-microphone distance,
that may not vary so much as a function of the microphone positions. The coherence
of an acoustic field is thus be not too affected by the microphone distance. In order do
illustrate these considerations, the coherence between microphone pairs are drawn in
Fig. 6 as a function of the x and y spacings, for the configuration AT30 (acoustics and
TBL at 30m/s) for the rotating array.When the distance is close to zero, the exponen-
tial decrease predicted by the TBL analytical model is well observed, with a stronger
decay rate in the y direction (perpendicular to the flow). Above a given critical length,
different on x and y, the coherence reaches a floor level being not dependent on the
distance anymore. It can be assumed that above these critical distances noted Lx

and L y , the acoustic field is stronger than the TBL, and inversely below. Thus, con-
sidering the vectorized quadratic formulation of beamforming, it is possible to split
cross-spectral data into two subsets, a first one satisfying (�x/Lx )

2 + (�y/L y)
2 < 1

(resp. > 1) for which the TBL (resp. acoustics) is the major contribution. Note that
this criterion assumes an elliptic form of the contour of the 2D coherence function
[9, 10]. Resulting plane wave beamforming maps 2100Hz are displayed in Fig. 7
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Fig. 7 PlaneWave beamforming maps obtained for the measurement configuration AT30 using the
MEMS array (top) and the rotating array (bottom) 2100Hz. From left to right : using all CSs, using
CSs satisfying (�x/Lx )2 + (�y/L y)

2 > 1, using CSs satisfying (�x/Lx )2 + (�y/L y)
2 < 1

for the rotating and MEMS arrays. They illustrate well that the information relative
to the TBL is mainly carried by cross spectra of close microphones, and that distant
microphones are essentially carrying acoustics. However, it is seen that the separation
is not perfect: some energy of the convective ridge is still visible on beamforming
maps from CSs (Cross Spectra) of distant microphones, and a bit of acoustics is still
noticeable on themaps fromCSs of closemicrophones (at least for the rotating array).
Another difficulty related to the splitting approach is that it affects the PSFs (Point
Spread Functions): maps from CS of close microphones are clearly over-smoothed,
while the ones from distant microphones are more strongly polluted by secondary
lobes due to the severe undersampling.
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4.2 CSM Denoising

An alternative to cross-spectra selection is to process each term of the CSM to extract
the contribution of acoustics and TBL parts. In this section the physical structure of
the acoustic field is not exploited, this possibility will be inspected in Sect. 4.3
dedicated to wavenumber filtering.

A first possibility illustrated in this section is to separate the two contributions
using some reference signals, a priori known to result from one component only and
in a sufficient number to represent completely this component. A second possibility
is to try to proceed blindly (without any reference), but using a statistical model of
the two contributions. The two approaches presented in this section are using full
measured CSMs of microphones, they are thus illustrated only with theMEMS array
data.

4.2.1 Reference Based Denoising

Considering the problemof separating acoustics andTBLcontributions, the reference
signals cannot be used to capture the TBL, because of the statistical complexity of
the field that would require an infinite number of references. On the other hand,
the acoustical field is known to result from the contribution of few components,
it is thus possible to represent it with few reference sensors only. The difficulty is
to choose these references so as to minimize the contribution of the TBL on it. In
the present application, 2 accelerometers are placed on the back side of the PCB
supporting the MEMSmicrophones, and 2 additional microphones are positioned in
the acoustic volume below the PCB. These 4 sensors are expected to benefit from
the filtering effect of the PCB: in the frequency range of interest, the PCB behaves
like a thin plate, filtering out high wavenumbers related to the TBL structures (this
phenomenon is discussed more deeply in Sect. 4.4). Let us denote Spp and Srr the
CSMs of the microphones and the references, respectively, and Spr the matrix of
cross-spectra between microphones and references. The reference microphone CSM
is finally calculated by using the following equation

Spp
re f = Spr (Srr)

−1 Spr
H , (5)

Spp
res = Spp − Spp

re f ,

where Spp
re f is the referenced CSM, representing the part of the CSM that is coherent

with the references, andwhereSpp
res is the residual CSM.Note that this approach can

simply be interpreted as a generalization of the Coherent Spectrum to the multiple
reference case (cf. [7]).

The efficiency of the method is illustrated on plane wave beamforming maps
2100Hz, for the configuration AT30, in Fig. 8. Qualitatively, results correspond
quite nicely to maps obtained from measurements T30 and A (see Fig. 4). Contrary
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Fig. 8 PlaneWave beamforming maps obtained for the measurement configuration AT30 using the
MEMS array 2100Hz. From Left to right : measured CSM (Spp), reference based denoised CSM
(Spp

re f ), residual CSM (Spp
res )
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Fig. 9 MEMS array averaged Autospectra. Measurement configurations AT30 (solid blue), A
(dashed black) and referenced based denoised AT30 (solid red)

to the results of the previous section using the basic cross-spectra selection approach,
the PSF is here not affected by the separation method.

The effect of the referenced denoising approach can be also illustrated on averaged
autospectra (see Fig. 9). Denoised autospectra of configuration AT30 are compared
to autospectra measured with acoustics only (configuation A). Note that the con-
tribution of acoustic sources is affected by the presence of the convection, so that
perfectly denoised data measured with flow should not fit exactly measurements
without flow. However, considering the relatively low convection velocity and short
distance between microphones and sources, the effect of the presence of the flow
is expected to be limited. As a matter of fact, the averaged denoised autospectrum
(config. AT30) is very close to the averaged autospectrum without flow (config. A)
above 2kHz. Below 2kHz, the referenced denoising approach performs less well,
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a possible reason being the very low SNR that goes below −20 dB. Better results
may have been achieved using longer measurements to get a better convergence of
statistical estimates.

4.2.2 Blind Extraction of the Acoustical Contribution by the Use of
Stochastic Modeling

The Probabilistic Factor Analysis (PFA) is used in many fields to capture the under-
lying correlation structures in a dataset. Using the fact that the acoustical and TBL
pressure fields have different correlation structures, PFA can be used to separate
them. Let us assume that the measured CSM results from the sum of three major
contributions, at each frequency:

1. The acoustical field produced by a small number of sources (compared to the
number of sensors), with a correlation length higher than the average sensor inter-
spacing. As explained in the previous sections, the acoustical measured spectrum
can thus be statistically described by a few latent variables, at the jth snapshot:

a j = Lc j , j = 1, . . . , Ns, (6)

where L is a M × K complex matrix that mixes the K ≤ M latent factor vectors
c j . This leads to a low-rank acoustical CSM, averaged over the snapshots:

Saa = LSccLH . (7)

2. The TBL noise, which has a known correlation structure given by a Corcos-like
model [8], that can also be expressed using latent variables:

n j = Pν j , j = 1, . . . , Ns, (8)

where P = �p� is a diagonal matrix containing the complex spectrum amplitudes
p ∈ C

M . The variance of the latent variables ν j ∈ C
M is supposed to have a

Corcos-like correlation shape. The noise cross-spectra between the kth and lth

microphones with coordinates (xk, yk) and (xl , yl) are :

E{nkn∗
l } = pk p∗

l e
− 2π f

Uc

( |xk −xl |
αx

+ |yk −yl |
αy

−ı(xk−xl )
)

, k, l = 1, . . . , M, (9)

where αx and αy are the longitudinal and transverse coherence-loss and Uc is
the vortex convection velocity. This model is not totally in accordance with the
Corcos’ one since these parameters are allowed to change with frequencies as
well as the power of the autospectra.

3. All the other random contributions, not carried by the previous terms, which are
supposed to be uncorrelated over the microphones (e.g. ambient or electronic
noise), tend to have a diagonal matrix :
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Sε = �ε2�. (10)

The proposed denoising is finally an inference problem that aims at fitting the
measured CSM with the sum of these contributions :

Spp ≈ Saa + Snn + Sε (11)

= LSccLH + PSννPH + �ε2�. (12)

A Bayesian approach is adopted in order to estimate all the unknowns in Eq. (12)
that best fit the data, by maximizing the posterior density function (PDF) :

L�, Scc
�, p�, Sνν

�, ε2� = argmax
[
L, Scc, p, Sνν, ε

2 | Spp
]

(13)

where [x | y] stands for the conditional PDF of x given y. As the PDF in Eq. (13)
has no closed-form, the optimization problem is solved numerically using the Gibbs
sampler, a commonly used Monte Carlo Markov Chain algorithm [11]. The pseudo-
code for this procedure is given in Algorithm 1. After a thousand iterations, the
returned estimates are the mean of the last 500 draws of the Gibbs sampler.

Algorithm 1 PFA solved with the Gibbs sampler

Initialization L0, Scc0 , p0, Sνν0 , ε
2
0 and hyperparameters

Require: Spp, Uc, αx , αy
for j = 1, . . . , Nrun do

for θ = L, Scc, p, Sνν , ε
2 and hyperparameters do

sample θ following
[
θ | ∞−θ

]

end for
end for
return L�, S�

cc, p�, S�
νν , ε

2�

In the Bayesian approaches, all the unknowns are assigned a prior PDF, as well as
the parameters (called hyperparameters) of these priors. A complex Gaussian prior is
used for all the parameters, the variance of which follows itself a flat inverse gamma
law. These priors and hyperpriors are gathered in Tab. 1. The parameter ν, which
describes the correlation structure of the TBL noise over the antenna is alsoGaussian,
with a Corcos-like variance, as given byE{ννH } in Eq. (9). This variance is expressed
as a function of three TBL parameters (Uc, αx , αy). They could be inferred along
with all the other unknowns of the model, but a simpler approach is to estimate them
directly from the measured CSM, before applying the PFA denoising. This can be
done by a non-linear least mean square procedure, as previously done in Ref. [3].

Previous applications of PFA for denoising have shown promising results in the
medium frequency range [12, 13, 24],with a lackof performance in the low frequency
domain, where the TBL noise is highly correlated over themicrophone. This problem
is here overcome by taking into account a TBL noise contribution in the inference
problem. The choice of the TBL model (Corcos here) is of course important, it has
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Fig. 10 Plane Wave beamforming maps obtained for the measurement configuration AT30 using
the MEMS array 2100Hz. Blind extration of acoustic and TBL parts using PFA. From left to right:
Acoustics + TBL, Acoustics only, TBL only
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Fig. 11 MEMS array averaged Autospectra. Measurement configurations AT30 (solid blue), A
(dashed black) and PFA based denoising AT30 (solid red)

to be pertinent in regard of the application case. However, the CSM associated to the
TBL contribution is infered from the data, which gives a certain flexibility in order
to update the model so as to make it fit to measurements. The analysis of this infered
CSM is also a way to validate a posteriori the chosen model [25].

Plane wave beamforming and averaged autospectra are plotted in Figs. 10 and 11.
PFA provides the same amount of denoising than the reference-based approach, but
without requiring any extra noise-free measurements.
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Table 1 Prior PDF assigned to each parameter and hyperparameter of the PFA model. NC stands
for the multivariate complex normal distribution and IG is the inverse-gamma distribution. The
input parameters Uc, αx and αy are given by a least mean squares procedure

Priors Hyper-priors Inputs

[L] = NC(0, IM K /K )

[c] = NC(0, �σc
2�) [σc

2] = IG(ac, bc) ac, bc = 10−3

[p] = NC(μ p, �σ p
2�) [σ p

2] = IG(ap, bp) μ p = Trace(Syy)/M and
ap, bp = 10−3

[ε2] = IG(aε , bε) aε , bε = 10−3

[ν] =
NC

(
0, σν

2(Uc, αx , αy)
) Uc, αx , αy

4.3 Wavenumber Filtering

Wavenumber filtering is applied in this work only for the case of the rotating linear
array, that offers the best spatial resolution. In a first section, basic principles are
given for a 1D processing, and the extension to 2D is exposed in a second section.

4.3.1 One-Dimensionnal Approach

For a given angular position of the line array, the one-dimensionnal streamwise
wavenumber-frequency spectrum can be directly computed by discretizing the fol-
lowing Fourier integral:


pp(k1, ω) = 1

(2π)

∫
Si j (ξ1, ω)e−ik1ξ1dξ1

where k1 is the streamwise wavenumber. Note that the wall-pressure field is assumed
to exhibit homogeneous properties over the microphone array, the cross spectrum
Si j (ξ1, ω) is assumed to depend spatially only on the microphone spacing ξ1. In
practice, the number of elements of the CSM (63 × 63 = 3969) can be reduced down
to approximately 500 by considering the symmetry properties of the cross-spectral
matrix, and the symmetry of the line array (see Fig. 12).

The one-dimensionnal wavenumber spectrum, obtained beneath a turbulent
boundary layer for increasing flow speed, with additionnal sound sources, are plotted
in Fig. 13. Each plot is obtained using the same level of acoustic sound source, only
the flow speed is varied from 0 to 50m/s. At a given frequency f0, the wavenumber
spectrum is characterized by two contributions [16, 18–20]: an acoustic contribution
around ka , and an hydrodynamic contribution due to the convection of wall-bounded
turbulence, located around kc. These two contributions are clearly visible in the spec-
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Fig. 12 One-dimensionnal case: extraction of the cross-spectral matrix with a line array of 63
microphones
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Fig. 13 One-dimensionnal wavenumber spectra beneath a turbulent boundary layer for increasing
flow speed from 0 to 50m/s, with additional sound sources

tra from Fig. 13. Furthermore, the hydrodynamic contribution can be observed by
the change in its slope as the flow speed is increased.

If the frequency is higher 500Hz approximately, the wavenumber representation
allows for an explicit separation between those two components. This filtering is
possible by integrating all wavenumber components from the acoustic region as
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Fig. 14 Rotating linear array Autospectra (streamwise direction) for measurement configuration
AT30with (solid red) andwithout (solid blue)wavenumber filtering, and for configurationA (dashed
black)

Sac
ii (ω) =

∫ k0+�k/2

−(k0+�k/2)

pp(k1, ω)dk1. (14)

In this example, the spatial filtering enables the direct extraction of the acoustic
spectrum apart from the hydrodynamic pressure, without any assumption on the
pressure field. Note that at lower frequencies (500Hz), the separation is not possible
due to overlapping of the two contributions in the wavenumber domain. The spectral
broadening, due to the limited spatial extent of the windows, is accounted for by
adding the wavenumber resolution �k in the integration limits of Eq. (14). This
approach has also been validated in the context of turbomachinery noise using a line
array of MEMS microphones [22].

The resulting acoustic spectrum is plotted in red in Fig. 14 for a flow speed of
30m/s, the acoustic spectrum obtained without flow is recalled (in dashed black).
The acoustic spectrum is recovered with an agreement within ±1 dB above 1kHz.

4.3.2 Two-Dimensionnal Approach

The same procedure as described in Sect. 4.3.1 can be applied on a two-dimensionnal
basis using multiple angular positions of the array [3, 21]. In that case, only cross-
spectral densities of the same angular positions are computed. All spatial separations
xi can then be achieved by combining all the angular positions of the array (see
Fig. 15).

The wavevector—frequency spectrum is then directly computed by discretizing
the following Fourier integral,


pp(k, ω) = 1

(2π)2

∫∫
Rpp(r, ω)e−ik·rdr.
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Fig. 15 Two-dimensionnal case : extraction of the cross-spectral matrix with a line array of 63
microphones and 3 angular positions, for example

The transducer locations are denoted by rnm = (dn, θm) in polar coordinates. For
a given angle of the linear antenna, all the cross-spectra between the different micro-
phones are available since the pressure signals are simultaneously recorded over
the n p = 63 probes. The irregular radial distribution of the microphones is pre-
sented in the next section. A regular polar distribution θm = m�θ has been chosen
with �θ = π/mθ and mθ = 63. In a straightforward approach, the wavenumber-
frequency spectrum can be computed as


pp(k, ω) = 1

(2π)2

mθ−1∑

m=0

nr∑

n=0

Rpp(rnm, ω)e−i(k1dn cos θm+k2dn sin θm )dsn

over a given grid k = (k1, k2). In this particular and simple case, the central micro-
phone corresponds to d0 = 0, the location of a half of the linear antenna is defined
by the radial distance dn with 1 ≤ n ≤ 31 and nr = (n p + 1)/2. The corresponding
elementary area can be expressed as

dsn = π(l2n+1 − l2n) × �θ

2π
, ln = dn + dn+1

2
.

The two-dimensionnal wavenumber spectra, obtained at 30ms−1, with additional
sound sources, are plotted in Fig. 16 at 1, 2 and 10 kHz, for the same flow speed and
the same level of acoustic sound source. These two contributions are clearly visible
in the spectra from Fig. 16.

The acoustic spectrum is then obtained through the two-dimensionnal integration
of the wavenumber components within the acoustic domain. The resulting spectrum
is plotted in Fig. 17 and compared to the one-point spectra obtained with or without
flow, using the same acoustic source.
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Fig. 16 Two-dimensionnal wavevector spectra beneath a turbulent boundary layer at 30m/s, with
additionnal sound sources, at 1kHz (left), 2kHz (center) and 10kHz (right). Solid black line:
acoustic region limit defined as |k| < k0
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Fig. 17 Frequency spectra obtained by integrating the wavenumber components from the two-
dimensionnal wavenumber spectra (Fig. 16). Integration on the whole wavenumber plane (blue), in
the acoustic region (red), and the spectrum without flow (black)

4.4 Physical Filtering with the Accelerometer Array

The interest of using accelerometer measurements is that the thin structure on which
sensors are fixed will be more efficiently excited by acoustic waves than by the
turbulent structures of the flow, due to the characteristic lengths of phenomena. A
pressure field will excite efficiently the plate-like structure if its wavenumber content
is lower than the natural flexural wavenumber of the structure. The convective ridge
of a TBL excitation, at relatively low flow speeds, goes rapidly above the flexural
wavenumber when increasing the frequency, while the acoustic wavenumber stays
below up to the critical frequency. In the present work, a thin aluminium plate of
1mm thickness is used, its critical frequency is about 12kHz. This means that the
whole wavenumber content lying in the acoustic circle is efficiently transmitted to
the plate up to 12kHz.
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The idea to use accelerometers to access to the acoustic part of an excitation field
is not new, it has been investigated in several previous studies [5, 6]. In these works,
an analytical model of the structure is used, together with a local method to identify
the pressure field. Thismethod suffers however from two drawbacks, firstly the added
mass and rotation inertia of the sensors is not taken into account in themethod, which
can be a limitation when using a lot of sensors and a light structure, as it is the case in
thiswork.A second drawback is that themethod requires the use of a regular sampling
mesh respecting the Shannon’s rule (two sensors at least by natural wavelength of
the structure). This would require too much sensors to cover the frequency range
of interest in this work (up to 10kHz). Another option is investigated in the present
work: the structure, equipped with accelerometers, is characterized experimentally
so as to avoid model and sampling issues. A regular excitation mesh is drawn on the
frontside of the plate (the side exposed to the pressure excitation). Transfer functions
between forces at excitation points and accelerations are measured using an impact
hammer. The use of a spatial sampling of 15mm guarantees to respect the Shannon’s
limit for an acoustic wave up to 10kHz. The dimension of the plate being 30 cm× 30
cm, a total of 400 excitation points have to be considered, which requires a significant
measurement effort. This preliminary experimental stage can be seen as a calibration
of a 2D sensor constituted by the plate with its boundary conditions, and embedding
the accelerometers. Note that a numerical model of the structure with sensors and
cables could have been an option, with limitation related to the difficulty to correctly
take into account boundary conditions and cables effects in a frequency range up to
10 kHz. The experimental option has been chosen so as to limit as much as possible
bias effects that would inevitably be introduced by the use of a numerical model.

The identification of the load distribution requires to inverse a linear system with
400 unknowns (excitation dofs) and 49 equations (number of accelerometers). This
inversion is underdetermined, and requires additional a priori information so as to
define a unique solution. This additional information is in this work that the pressure
field should be expressed in the specific basis of spherical waves generated by point
sources situated at a specific distance of the array (25cm in this work, corresponding
to the height of the wind tunnel in which source are located). Finally, the whole
processing can be written as follows

Spp = (�S)−2G2 (HG1)
+ Saa (HG1)

+H G2
H

where G1 stands for the spherical propagator through the flow from the source plane
to excitation points on the plate (analytical), Saa is the CSM of acceleration acquired
during the measurement configurations, H is the preliminarily measured transfer
matrix between excitation points and accelerometers, and �S the square of the dis-
cretization step of the excitation grid. G2 is a second analytical acoustic transfer
matrix from sources to the plate, to be defined as a function of the points where one
wants to generate the pressure field. In this work, the pressure field is assessed at
points corresponding to the microphone layout of the MEMS array, so as to compare
results in the wavenumber domain with the same PSFs. A+ denotes the regular-
ized pseudo-inverse of A, which is obtained using bayesian approaches (see [23]
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Fig. 18 Identified average spectrum from the accelerometer array at themicrophone positions of the
MEMS array for measurement configuration AT30 (solid red), A (dotted gray), and T30(solid thin
blue). The average pressure spectrum measured with the MEMS array is recalled for comparison
for the same configurations AT30 (solid blue) and A (dashed black)

for details). The averaged pressure autospectrum identified with the accelerome-
ter array is shown in Fig. 18, for configuration A and AT30, together with the one
directly measured with the MEMS microphone array. A first observation is that the
inverse procedure recovering pressures from accelerations seems to perform quite
well from a quantitative point of view. The difference between the recovered pres-
sures (configurations A or AT30) and the directly measured ones (configuration A)
lays between ± 1dB 500, 5000Hz (even 100Hz for the configuration without flow),
and does not exceed ±2 to 3dB up to 10kHz. Clearly, the pressure recovered from
the accelerometer array is not much sensitive to the presence of the flow: 200Hz
autospectra obtained from configuration with or without the flow are very similar.
The pressure autospectrum recovered for the configuration T30 (without acoustics)
is also drawn in Fig. 18 so as to estimate the denoising dynamic. For the whole
frequency range 200Hz, the reduction as compared to the TBL pressure level mea-
sured by microphones is between 30 and 40 dB, which illustrates well the denoising
potential of this approach—at least for the studied flow speed.

Beamformingmaps are displayed inFig. 19 at a frequency2100Hz for the pressure
field identifiedwith the accelerometer, configurationsAT30,A andT30. These results
can be directly compared to the ones in Fig. 4 (top figures corresponding to the
MEMSarray). It is verified qualitatively that thewavenumber content of the identified
pressure field is not affected by the presence of the flow: the convective peak is thus
efficiently filtered out by the structure for the configurations AT30 (center) and T30
(right). Note that color scales are intentionally left the same for the three maps, so
as to highlight the very low level of energy in the map obtained from configuration
T30 (without acoustics).
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Fig. 19 PlaneWave beamformingmaps for the pressure field obtainedwith the accelerometer array
at the MEMS microphone positions, 2100Hz. From left to right : Acoustics + TBL, Acoustics only,
TBL only

5 Conclusion

In this chapter, different experimental measurement devices and associated post pro-
cessing techniques have been presented, aiming at separating acoustic and flow con-
tributions in a pressure field. All approaches have been applied to the same mea-
surement configuration, so as to highlight objectively advantages and drawbacks
of each. From a general point of view, the methods can be classified into two cate-
gories, depending on the hypothesis formulated on either the statistical or geometrical
properties of the signals. The former can be implemented with or without reference
signals, the latter results from a space domain filtering approach, either based on
a high spatial sampling or using structural filtering. Of course, it could be possible
to combine the different methods to eventually achieve an optimal separation, this
option is left for future work. Another perspective of this work is to find indicators
so as to assess objectively the quality of the separation.
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and Noise



Flow Generated Noise Produced
by a Blunt Edged Plate in a Water Tunnel

Paul Croaker, James Venning, Mahmoud Karimi, Paul A. Brandner,
Con Doolan, and Nicole Kessissoglou

Abstract A numerical and experimental investigation into the flow and noise pro-
duced by a blunt-edged flat plate with a Reynolds number based on chord of 6.8
million and a Mach number of 0.0053 is presented. The flat plate had a 4:1 aspect
ratio elliptic leading edge and a square trailing edge with a thickness-to-chord ratio
of 0.0054. Experimental measurements were performed in a reverberant water tun-
nel. Pressure sensors were flush mounted on the top, bottom and rear faces of the
blunt edge at the mid-span plane. Further, a hydrophone was mounted in a flooded
cavity in the tunnel wall beneath a polyurethane diaphragm. An analytical model for
trailing edge scattering was extended to account for near-field effects and to consider
reflection of pressure waves by the tunnel walls. A large eddy simulation was also
conducted, with hydrodynamic pressures on the surface of the plate extracted and
combined with the analytical scattering model to predict the pressure fluctuations on
the wall of the water tunnel. Numerical predictions are found to agree well with the
experimental measurements.
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1 Introduction

The aimof the presentwork is to numerically predict flowgenerated noise for hydroa-
coustic applications, with a particular focus on the generation and propagation of flow
generated pressure waves for confined flows, such as axial and centrifugal pumps.
One of the mechanisms by which these devices produce sound is the scattering of
boundary layer pressures from trailing edges. This work focuses on the development
of a numerical technique to estimate the near-field radiation of flow generated pres-
sures from trailing edges in water, with experimental measurements also obtained to
validate the numerical technique.

Development and application of flow generated noise prediction techniques have
focused almost exclusively on aerodynamically produced sound, see for example
[1–4]. The vast majority of analytical methods derived to estimate flow generated
noise focus on the far-field acoustic response in air [5–8]. Further, a large number of
high quality aeroacoustic flow and noise measurements have been conducted [9–12].
These studies provide a valuable source of benchmark data for development of pre-
dictive numerical models. Applying aeroacoustic prediction techniques to study the
generation and propagation of flow generated noise in water is not always straightfor-
ward. The characteristic Reynolds number for marine applications is typically very
high. This is accompanied by a very lowMach numberwhich furtherwidens the sepa-
ration of hydrodynamic and acoustic scales that are present in aeroacoustic problems.
Recent work of Ianniello [13–16] and Cianferra et al. [17] has suggested that non-
linear flow noise sources, traditionally neglected in lowMach number aeroacoustics,
may make a significant contribution to the flow generated noise produced by objects
moving in water. Ianniello et al. [13–15] combined the Ffowcs-Williams and Hawk-
ings (FW-H) analogy with hydrodynamic data from incompressible computational
fluid dynamics (CFD) analyses to demonstrate that the non-linear flow noise sources
make a significant contribution to the far-field noise produced by marine propellers.
Cianferra et al. [17] extended this work to consider non-rotating bodies moving in
water and concluded that non-linear flow noise sources may also make a signifi-
cant contribution to the far-field sound produced by non-rotating bodies. However,
hydroacoustic scattering from sharp geometrical features is not captured when the
Ffowcs-Williams and Hawking analogy is combined with hydrodynamic data from
incompressible CFD simulations. This is because the incompressible CFD simula-
tion does not capture the propagation and interaction of flow generated pressures
with the trailing edge geometry [18]. As such, the technique developed by Ianniello
et al. cannot be applied to predict the noise produced by trailing edge scattering and
an alternate strategy is pursued here.

In the present work, experiments on the flow and noise produced by a blunt
edged flat plate are conducted in a cavitation tunnel. A computational fluid dynamics
(CFD) analysis of the flow is also conducted using large eddy simulation (LES). The
surface pressure on the plate is extracted and combined with an analytical trailing
edge scattering model originally proposed by Amiet [6] and modified by Roger
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andMoreau to account for leading edge back-scatter [8, 19]. The analytical model is
modified here to account for the near-field effects and reflection of pressure waves off
the tunnel walls. Numerical results and measured data are compared and discussed.

2 Experimental Setup

All experiments were carried out in the closed recirculating variable-pressure water
tunnel of the Cavitation Research Laboratory at the Australian Maritime College
(AMC). A schematic diagram of the tunnel circuit is shown in Fig. 1. The tunnel test
section is 0.6m square by 2.6m long and the tunnel volume is 365m3 with dem-
ineralised water as the working fluid. The nominal operating velocity and absolute-
pressure ranges are 2 to 13 m/s and 4 to 400 kPa, respectively. The circuit has low
background noise and vibration levels due to lowvelocities and isolation from the sur-
rounding building and all noise-generating machinery. The cavitation tunnel design
and specification is described in detail in [20].

A stainless steel rectangular plate with elliptical leading edge of 4:1 aspect ratio
was mounted vertically at the mid-span of the tunnel test section as shown in Fig. 2.
The thickness H is 46mm and chord 2b is 850mm, giving a test section block-
age of 7.7%. The freestream velocity was maintained at 7.93 m/s such that the
chord-based Reynolds number was 6.8 × 106 and theMach number was 5.3 × 10−3.
The freestream absolute pressure was maintained at 105 kPa and no cavitation was
observed.

Fig. 1 Schematic diagram of the AMC variable-pressure water tunnel. Circuit architecture for
continuous removal of microbubbles or large volumes of injected incondensable gas as well as
ancillaries for microbubble seeding and for degassing of water are shown. Microbubbles may be
either injected for modelling cavitation nucleation or generated by the cavitation itself
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Fig. 2 Top view of the bluff plate in the AMC tunnel test section

The hydrodynamic noise was measured with two hydrophones and three pressure
sensors. The hydrophones were Brüel & Kjær type 8103 models with a frequency
range up to 180 kHz. One hydrophone was mounted in the tunnel wall 70mm down-
stream of the trailing edge of the plate. The wall-mounted hydrophone was installed
in a flooded cavity behind a 149mm diameter, 10mm thick polyurethane diaphragm
as described in [21]. The acoustic impedance of polyurethane is similar to water,
thus providing a near reflection-free acoustic interface. The large sensing area of the
diaphragm provides attenuation of the turbulent boundary layer noise. The in-flow
hydrophone was positioned 150mm away from the tunnel wall and 280mm down-
stream of the plate trailing edge. Both these hydrophone signals were conditioned
with a Brüel & Kjær type 2692 charge amplifier with a 0.1 Hz high-pass filter and
a 100 kHz low-pass filter. Signals were recorded for 81 s with an acquisition rate
of 204.8 kHz. Only results for the wall-mounted hydrophone are presented here as
the measured flow generated noise relative to background noise is greatest for this
hydrophone.

The three pressure sensors were quartz-type PCB 105C02 sensors with 2.5mm
diameter sensing surfaces and a resonant frequency of over 250 kHz. Two pressure
sensors were mounted in the two sides of the plate, 23mm upstream of the trailing
edge. These are labelled ‘near’ and ‘far’ and are situated 311.5 and 288.5mm from the
tunnel ceiling, respectively. The third pressure sensor is located in the rear surface of
the plate and 300mm from the ceiling. These signals were conditioned with a Kistler
5080A amplifier.

3 Numerical Flow-Induced Noise Prediction

3.1 Hydrodynamic Data and Acoustic Sources

An LES of the unsteady flow field around the plate was performed by filtering the
incompressible Navier-Stokes equations to separate the hydrodynamic fluctuations



Flow Generated Noise Produced by a Blunt … 213

Table 1 CFD mesh resolutions used for current study

Mesh x+ y+ z+ Cells

1 100 24 120 22 × 106

2 100 24 60 44 × 106

3 50 24 60 88 × 106

4 50 12 60 120 × 106

into resolved and sub-grid scale components. The filtered incompressible Navier-
Stokes equations are given by

ρ0
∂ ûi
∂t

+ ρ0
∂

∂yi

(
ûi û j

) = − ∂ p̂

∂y j
+ 2 (μ0 + μSGS)

∂

∂y j
Ŝi j (1)

∂ û j

∂y j
= 0 (2)

where p̂ is the filtered pressure and ûi represents components of the resolved velocity
vector. μ0 and ρ0 are the viscosity and density of the fluid at rest. Ŝi j is the strain
rate tensor of the resolved scales. The wall-adapting local eddy-viscosity model in
[22] was used to define the eddy viscosity, μSGS, which accounts for the influence
of the sub-grid scales on the filtered motion. Due to the high Reynolds number, it is
computationally impractical to resolve the velocities into the plate viscous sublayer.
Instead, the wall model of Spalding [23] is used to model the effect of the near wall
stresses on the flow. Equations (1) and (2) were solved using OpenFOAM [24].

A hybrid mesh comprising a fully structured core mesh around the plate and in the
wake region was constructed. An unstructured mesh was also created away from the
plate to reduce cell count. Further, only a 0.07m spanwise section of the model has
been considered with periodic boundary conditions applied to further reduce the total
number of CFD mesh cells. A baseline mesh was created with near wall cell sizes
of x+ ≈ 100, y+ ≈ 24 and z+ ≈ 120, resulting in a total of 22 × 106 hexahedral
cells. A systematic grid refinement procedure was then followed to investigate the
influence of mesh resolution on the accuracy of the LES results. For each subsequent
mesh, the grid size in one of the principal directions was halved, with the mesh first
refined in the spanwise, then streamwise and finally wall normal directions. Table1
presents a summary of the different LES meshes. Similar to the experimental setup,
the plate is mounted in a water tunnel with cross-section of 0.6m × 0.6m. The CFD
model extends 1.5m upstream of the leading edge and 3.65m downstream of the
trailing edge. Figure3 shows the CFD model and associated mesh.

The pressure implicit with splitting of operator algorithm was used to deal with
the pressure-velocity coupling during solution of the LES equations. A second-order
backward implicit schemewas used for the temporal discretisation. A blended spatial
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Fig. 3 CFD mesh model for the blunt edge flat plate. Inserts show the CFD mesh near the leading
and trailing edges and the far wake

differencing scheme was used with 80% second order central differencing and 20%
second order upwind differencing for the non-linear terms in the momentum equa-
tions. A standard second order central differencing scheme was used for all other
spatial discretisations.

The transient simulation was executed with a time step size of 2.5 × 10−6 s and
was allowed to progress until the flow field achieved quasi-periodicity. Recording
of the surface pressures on the plate then commenced with the pressure stored at
intervals of 5 × 10−4 s. Time histories of the surface pressures were divided into
equal segments with a length of 458 time stepswith 50%overlap. AHanningwindow
function was applied to each segment of the surface pressure time histories before
converting them to frequency spectra.

4 Propagation of Flow-Induced Pressure Waves

4.1 Analytical Scattering and Propagation

A simple modification to the analytical scattering technique originally developed by
Amiet [6] and later extended by Roger and Moreau [8] is proposed to investigate
scattering and propagation of the flow-induced pressure waves that are generated in
the tunnel. Figure4 shows the idealised geometry and coordinate system used for
prediction of the flow-induced pressure wave propagation.

For a surface pressure distribution of wavenumber K = (K1, K2), with K1 and
K2 respectively denoting the streamwise and spanwise wavenumbers, Roger and
Moreau [8, 19] derived the following expression for the far-field pressure produced
by trailing edge scattering and radiation from the trailing edge of a flat plate

pK (x, ω) = − i kax3
4π S20

∫ 0

−2b

∫ L/2

−L/2
�P (K1, K2) e

i ka Rt d y1 d y2 (3)
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Fig. 4 Schematic diagram
showing geometry and
coordinate system used for
trailing edge scattering

pK is the far-field pressure produced by a surface pressure distribution denoted by
�P (K1, K2) associated with wavenumbers K1 and K2. ω is the angular frequency,
ka = ω/c0 is the acoustic wavenumber with c0 representing the speed of sound in
the fluid at rest and i = √−1. Rt represents the distance between source point y and
field point x. In the original work of Roger and Moreau [8], the effect of background
convection on acoustic waves was included. However, for applications in water with
very low Mach number, the effect of background convection on the propagation of
pressure waves becomes negligible. The distance between source and field points
can be expressed by

Rt = S0

(
1 − x1y1 + x2y2

S20

)
(4)

where S20 = x21 + x22 + x23 is the distance from the coordinate system origin at the
trailing edge to the far-field location x. This representation of distance is convenient
for use with analytical scattering methods as the contributions from individual com-
ponents of the source vector y are decoupled. However, it must be noted that Eq.
(4) is a simplification of the distance and only approaches the true distance between
source and field points when |x| >> |y|.

Amiet [6] and Roger and Moreau [8] have shown that the autospectral density of
the acoustic pressure at a far-field receiver location is given by

Spp,ff (x, ω) =
(

ωx3Lb

2πc0S20

)2 1

b

∫ ∞

−∞
�0

(
ω

Uc
, K2

)
sinc2

(
L

2b

(
K̄2 − k̄a

x2
S0

))

× ∣∣I
(
K̄c, K̄2

)∣∣2 d K̄2 (5)
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where xi represents the i th component of the far-field receiver position vector. L
is the span of the plate and b is the half chord. The convection velocity of the
surface pressure is denoted by Uc. K2 is the spanwise wavenumber of the surface
pressure and Kc = ω

Uc
is the convective wavenumber. Function sinc y = sin y

y and

�0
(
K̄c, K̄2

)
represents the energy of the fluctuating wall pressure at wavenumber

K2 and frequency ω. The form of �0 is discussed later. I
(
K̄c, K̄2

)
is the radiation

integral which accounts for how the fluctuating wall pressure at wavenumber K2 and
frequency ω radiates to the far field as sound. Wavenumbers with an overbar indicate
that the wavenumber has been normalised by the half-chord length b, for example
K̄c = Kc b. The radiation integral derived by Roger and Moreau [8] and including
the effect of leading edge back-scatter is used in the present work.

4.2 Near-Field Radiation

The radiation of sound to the far field is obtained by considering a distribution
of dipoles on the surface of the plate, with each dipole’s force obtained from the
disturbance pressure on the plate due to trailing edge scattering [6, 8]. As Amiet [6]
and Roger and Moreau [8] were primarily concerned with far-field sound, the near-
field component of the dipole’s radiation kernel was not included. To investigate the
impact of the near-field term of the dipole radiation kernel, we consider the sound
pressure radiated by a point force F oriented in the wall normal direction x3, which
corresponds to

pa (x, ω) = F (y, ω)
∂Gh (x, y, ω)

∂x3
(6)

Gh (x, y, ω) is the harmonic free-field Green’s function between the source point y
and receiver point x. In the context of the analytical scattering models of Amiet [6]
and Roger and Moreau [8], the harmonic free-field Green’s function is given by

Gh (x, y, ω) = eika Rt

4π S0
(7)

The derivative of Eq. (7) with respect to x3 yields

∂Gh (x, y, ω)

∂x3
= eika Rt

4π S20
(ikaS0 − 1)

x3
S0

= ikax3eika Rt

4π S20
− x3eika Rt

4π S30
(8)

Here, ∂Rt
∂x3

≈ x3
S0
has been used to simplify the derivation of Eq. (8) and retain the form

of the radiation kernel used in Refs. [6, 8]. The first term on the right hand side of
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Eq. (8) represents the far-field component of the dipole radiated from a point force,
with the second term representing the near-field component. To include the effects
of the near-field component on trailing edge noise, Eq. (3) is modified as follows

pK (x, ω) =
(
i kax3
4π S20

− x3
4π S30

)∫ 0

−2b

∫ L/2

−L/2
�P (K1, K2) e

i ka Rt d y1 d y2 (9)

An expression for the autospectral density of the sound pressure including near-
field effects becomes

Spp,nf (x, ω) =
(
i kax3
4π S20

− x3
4π S30

)2

4L2b
∫ ∞
−∞

�0

(
ω

Uc
, K2

)
sinc2

(
L

2b

(
K̄2 − k̄

x2
S0

))

× ∣∣I
(
K̄c, K̄2

)∣∣2 d K̄2 (10)

It should be noted that Eqs. (9) and (10) represent a significant simplification as
variation in distance between source and receiver points has not been considered
when calculating the derivative of the Green’s function.

Figure5 compares the autospectral density of the acoustic pressure in the far-field
and near-field respectively given by Eqs. (5) and (10), for a receiver located directly
above the trailing edge, with �0

(
K̄c, K̄2

) = 1, ∀ K̄c, K̄2. For spanwise wavenum-
bers k2/(βμ) ≤ 1, where β = √

1 − M2 and μ = kab/β2, the intersection of the
gust with the trailing edge travels faster than the speed of sound. These are called
supercritical gusts and have the greatest contribution to the far-field sound produced
by large span airfoils. For spanwise wavenumbers k2/(βμ) ≥ 1, the intersection of
the gust with the trailing edge travels slower than the speed of sound. These are called
subcritical gusts and typically do not contribute significantly to the far-field sound.
Figure5 shows that as the distance between source and field points decrease, the rel-
ative contribution of subcritical wavenumbers increases, with subcritical wavenum-
bers dominating the radiated pressure field for small separation distances. Figure5
also shows a significant increase in the radiated pressure when the near-field contri-
bution from the dipole radiation kernel is included in the transfer function for small
separation distances.

4.3 Reflections from Tunnel Walls

The tunnel walls are assumed to be perfectly rigid and the method of images is used
to approximate the reflection of radiated pressure by the tunnel walls. Figure6 shows
a schematic diagram of the method of images technique used to account for tunnel
reflections. Virtual receivers are placed where mirror images of the actual receiver
would be positioned beyond the tunnelwalls. Pressures recorded at the actual receiver
and each virtual receiver are combined together to predict the total response. In the
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Fig. 5 Autospectral density of the radiated pressure for a unit gust input for (a) the far-field
scattering model given by Eq. (5), and (b) the near-field scattering model given by Eq. (10). The
vertical axis represents the distance between source and receiver points, normalised by the acoustic
wavenumber ka . The horizontal axis represents the spanwise wavenumber normalised by Graham’s
parameter which marks the cut-off between supercritical and subcritical wavenumbers

present work, a total of 10 virtual receivers positioned beyond each wall of the tunnel
was sufficient to obtain a converged solution.

Figure6 also shows that the spanwise extent of the plate was discretised into
a finite number of spanwise strips. This is because the in-wall hydrophone is in
close proximity to the plate and the distance from the plate to the hydrophone varies
considerably based on spanwise position along the plate. By discretising the plate
into a number of spanwise strips and calculating the hydroacoustic response of each
strip individually, the influence of this spanwise variation in distance is captured in
the results.

The coordinate system origin identified in Fig. 4 must be placed in the centre of
each spanwise segment at the trailing edge. Hence, the source and receiver points
vary considerably for each spanwise segment.Recognising that the phase information
must be preserved when combining actual and virtual receiver pressures, and further,
the autospectral density of the pressure predicted for each spanwise segment can
simply be added together, the total autospectral density of the near-field pressure is
given by:

Spp,nf (x, ω) =
D∑

d=1

4L2
db

∫ ∞

−∞
�0

(
ω

Uc
, K2

) (
N∑

n=1

[(
i kax3,dn
4π S20,dn

− x3,dn
4π S30,dn

)

sinc

(
Ld

2b

(
K̄2 − k̄a

x2,dn
S0,dn

))
× ∣

∣I
(
K̄c, K̄2

)∣∣
])2

d K̄2 (11)

where Ld is the span of spanwise segment d and D is the total number of segments. n
is the receiver number, where n = 1 corresponding to the actual in-wall hydrophone
location and N is the total number of receivers. x2,dn and x3,dn correspond to the 2nd
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Fig. 6 Schematic diagram illustrating the method of images used to approximate the effect of
tunnel reflections on the radiated pressure. Orientation is from downstream of the plate, looking
upstream with the in-wall hydrophone positioned above the plate. Flow is out of the page

and 3rd components of the position vector for the nth receiver location relative to
the dth spanwise segment, with S0,dn the associated distance.

4.4 Estimating the Pressure Field from LES

The final step in the analytical treatment of near-field pressure radiation from trail-
ing edge scattering is to approximate the energy of the fluctuating wall pressure,

�0

(
ω
Uc

, K2

)
. In the present work, the following relationship is used [8]

�0

(
ω

Uc
, K2

)
= 1

π
	pp (ω) ly (K2, ω) (12)

where 	pp (ω) is the autospectral density of the pressure near the blunt edge, and
ly (K2, ω) is the spanwise correlation length of the pressure fluctuations.

Two alternate spanwise correlation length models are herein investigated. The
model derived by Corcos [25] is widely used to estimate the cross-correlation of
surface pressures under a turbulent boundary layer. The Corcos model is known to
over-predict the lowwavenumber response of the cross-correlation function, however
it is easy to implement which adds to its popularity. The other model considered
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here is the model of Smol’yakov [26] which aims to address the deficiencies in the
Corcos model. Details of these two models for the cross spectrum can be found in
Refs. [25, 26].

Combining Eqs. (11) and (12) gives the final form of the analytical expression for
near-field scattering as

Spp,nf (x, ω) =
D∑

d=1

4L2
db	pp (ω)

∫ ∞

−∞
ly (K2, ω)

(
N∑

n=1

[(
i kax3,dn
4π S20,dn

− x3,dn
4π S30,dn

)

sinc

(
Ld

2b

(
K̄2 − k̄a

x2,dn
S0,dn

))
× ∣∣I

(
K̄c, K̄2

)∣∣
])2

d K̄2 (13)

5 Results and Discussion

5.1 Hydrodynamic Flow Field

Figure7 presents isosurfaces of the Q-criterion coloured by the magnitude of the
vorticity vector and shows the flow structures in the flow past the plate. Slightly
downstream of the elliptical leading edge, the flow undergoes laminar to turbulence
transition with the turbulent boundary layer developing along the length of the plate.
At the blunt trailing edge the flow separates, forming two shear layers which roll up
into vortices that are shed into the wake forming a von Karman vortex street. Figure7
shows that the vortices contain flow features with a wide range of scales. Hence the
pressure waves produced at the vortex shedding frequency and its harmonics are
likely to contain significant broadening of the tonal peaks. Also, the smaller scale
turbulent structures in the boundary layer that convect past the blunt trailing edge
are expected to produce broadband noise at higher frequencies. The results shown in
Fig. 7 were prepared using the finest grid corresponding to Mesh 4 in Table1, with
near wall grid resolutions of x+ ≈ 50, y+ ≈ 12 and z+ ≈ 60.

5.2 Surface Pressure Results

Figure8 compares measured and predicted surface pressure at the ‘near’ pressure
sensor location shown in Fig. 2. Figure8a shows the prediction obtained using the
finest mesh resolution, corresponding to Mesh 4 in Table1. The broadened tonal
peaks correspond to the vortex shedding frequency and its harmonics. The LES
simulation predicts that the vortex shedding frequency occurs at Sth = 0.252, which
is within 7% of the measured value of 0.236. Within the frequency range 10–400Hz,
the autospectral density of the trailing edge pressure predicted with the LES follows
the same general shape observed in the measured data, with the vortex shedding
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Fig. 7 Isosurfaces of
Q-criteria showing flow
structures, coloured by
magnitude of vorticity

frequency and its second and third harmonics well captured. However, the magnitude
of the autospectral density of the trailing edge pressure predicted by the LES within
this frequency range is between 3 to 6 dB higher than the measured value. In this
low frequency region, all of the LES meshes considered produced similar results. It
is important to note that the same frequency bandwidth was used for both numerical
and experimental data processing to ensure that the tonal peaks from both data sets
encounter the same averaging.Overprediction at these low frequencies is attributed to
the reduced span of the model with the periodic boundary conditions, which enforces
greater coherence of the larger scale turbulence flow structures.

Fig. 8 (a) Autospectral density of the surface pressure at the trailing edge of the plate predicted
using Mesh 4. (b) Influence of mesh resolution on the spectral content of the autospectral density
of the trailing edge pressure
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Fig. 9 Wavenumber-frequency content of the surface pressures for (a) the streamwise wavenum-
bers, and (b) the spanwise wavenumbers, showing the energy contained at each wavenumber of the
surface pressure for a given frequency

Figure8b shows the influence of mesh resolution on the higher frequency surface
pressure predictions obtained using LES. Significant deviation is observed between
the high frequency surface pressure predicted by the LES for Mesh 1, 2 and 3. The
agreement between measured and predicted surface pressure improves substantially
when Mesh 4 is used for the LES, with good agreement over most of the frequency
range. However, even for Mesh 4 the predicted surface pressure begins to deviate as
the frequency increases, indicating that additional grid refinement may be necessary
to more accurately resolve the high frequency turbulence.

Figure9 presents the wavenumber-frequency decomposition of the surface pres-
sures on the top surface of the plate. Figure9a shows the streamwise wavenum-
ber distribution of the surface pressures as a function of angular frequency, ω. The
majority of the surface pressure transport occurs between the two dashed black lines,
representing convection velocities of 2.1 and 7.5m/s. This wide spread of convec-
tion velocities is due to the vortex shedding phenomenon, whereby the boundary
layer is alternatively accelerated and decelerated by the roll-up and shedding of the
trailing edge vortices. Figure9b presents the spanwise wavenumber distribution of
the surface pressure as a function of angular frequency. The dominant concentra-
tion of spanwise wavenumbers to the surface pressure occurs at the vortex shedding
frequency with the peak comprised of relatively low wavenumbers. This indicates
that the large spanwise structures in the vortices makes the most significant contri-
bution to the surface pressures on the plate. The dashed line in Fig. 9b represents a
wavenumber 100 times larger than the cut-on wavenumber between subcritical and
supercritical gusts. In Fig. 5, this corresponds to a vertical line at k2/(βμ) = 100with
energy to the left of this line having the greatest contribution to the radiated pressure.
Hence, a large proportion of the energy represented in Fig. 9b, corresponding to the
energy to the right of the dashed line, does not make a significant contribution to the
radiated pressure.
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5.3 Wall Mounted Hydrophone Results

The autospectral density of the surface pressure near the blunt edge of the plate
predicted using LES is combined with spanwise correlation length estimates of Cor-
cos, Ly,C and Smol’yakov Ly,S and the near-field analytical scattering model given
by Eq. (13). Including ten image receivers to account for reflections off the tunnel
walls and discretising the span into eight spanwise segments, the pressure at the
in-wall hydrophone location is estimated. Figure10a shows that there is excellent
agreement between the sound pressure level (SPL) predicted from the LES/analytical
scattering approach and themeasured pressure at thewallmounted hydrophonewhen
Smol’yakov’s correlation length is used. The broadened tonal peak at the vortex shed-
ding frequency is well predicted as is the broadband pressure at higher frequencies.
The low frequency pressures were over-predicted when the spanwise correlation
length of Corcos was applied. Figure10a also shows the background noise level
measured for 8m/s flow in the tunnel with no plate present. There is sufficient differ-
ence between background noise levels and the pressure levels measured at the wall
mounted hydrophone when the plate is present to allow for meaningful comparison
between numerical and measured data.

It is interesting to note that, although the surface pressure autospectral density
at the trailing edge is over-predicted by the LES at low frequencies (see Fig. 8a),
the estimated radiated pressure received at the in-wall hydrophone is in excellent
agreement with the experimental measurements. The over-prediction in the surface
pressure autospectral density at the trailing edge is caused by the reduced span of the
model and the periodic boundary conditions enforcing greater coherence of the larger

Fig. 10 (a) Comparison of SPL predicted using the spanwise correlation length proposed by
Smol’yakov, Ly,S and Corcos, Ly,C . (b) Changes in predicted pressure with incremental enhance-
ment of the analytical scattering model, using the correlation length of Smol’yakov
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scale flow structures. Figure9b shows that only a small component of the total energy
of the surface pressure fluctuations make a significant contribution to the radiated
pressure. Hence, it seems likely that the boundary-condition-induced increase in
surface pressure autospectral density is predominantly generated by wavenumber
components that do not radiate efficiently from the trailing edge. This will be further
investigated in future work.

Figure10b presents changes in predicted pressure from incremental modifications
to the scattering model. The ‘standard’ curve represents the result obtained using the
analytical scattering model of Roger and Moreau [8], including leading edge back-
scattering but considering only supercritical wavenumbers. The ‘near-field’ curve
shows the incremental change when the influence of near-field effects are included
in the analytical model. The ‘subcritical’ curve presents the additional effect arising
from inclusion of subcritical wavenumbers. The ‘reflections’ curve further considers
the reflection of the pressure from the rigid ductwalls.All results presented inFig. 10b
have been calculated using the Smol’yakov length scalemodel. Figure10b shows that
both near-field effects and subcritical wavenumbers contribute significantly to the
predicted pressure for this case study. Subcritical wavenumbers produce evanescent
pressure waves which decay rapidly away from the source region and typically do not
radiate to the far field as sound.However, in the current study, the receiver hydrophone
is well within the near-field of the source region. Hence subcritical wavenumbers,
near-field propagation effects and duct wall reflections must be included to give an
accurate estimate of the pressure.

6 Conclusions

Experimental measurements and numerical predictions of the flow and noise pro-
duced by a blunt edged flat plate in a reverberant water tunnel has been presented.
The experimental data indicates that the flow-induced noise levels measured at a
wall mounted hydrophone are significantly above the background noise levels of the
tunnel and hence are suitable for validation of numerical predictions of the flow and
noise. An analytical scattering model originally developed to predict far-field sound
radiated from turbulent flow over the trailing edge of an airfoil in free stream condi-
tions has been extended here to account for near-field effects and reflections from the
side walls of the water tunnel. The LES of the flat plate, and subsequent prediction of
the pressure fluctuations at thewallmounted hydrophone location using the near-field
analytical scattering model agree well with the measured data. The results indicate
that subcritical wavenumbers and near-field propagation effects must be included to
give an accurate estimate of the pressure for the case considered here.



Flow Generated Noise Produced by a Blunt … 225

References

1. J. Seo, Y. Moon, Aerodynamic noise prediction for long-span bodies. J. Sound Vib. 306, 564–
579 (2007)

2. M.Wang, S. Moreau, G. Iaccarino, M. Roger, LES prediction of wall-pressure fluctuations and
noise of a low-speed airfoil. Int. J. Aeroacoust. 8, 177–198 (2009)

3. W.R. Wolf, S.K. Lele, Acoustic analogy formulations accelerated by fast multipole method for
two-dimensional aeroacoustic problems. AIAA J. 48, 2274–2285 (2010)

4. M. Karimi, P. Croaker, N. Peake, N. Kessissoglou, Acoustic scattering for rotational and trans-
lational symmetric structures in nonuniform potential flow. AIAA J. 55(10), 3318–3327 (2017)

5. R.K. Amiet, Acoustic radiation from an airfoil in a turbulent stream. J. Sound Vib. 41, 407–420
(1975)

6. R.K. Amiet, Noise due to turbulent flow past a trailing edge. J. Sound Vib. 47, 387–393 (1976)
7. M.S. Howe, Edge-source acoustic Green’s function for an airfoil of arbitrary chord, with

application to trailing-edge noise. Q. J. Mech. Appl. Mech. 54, 139–155 (2001)
8. M. Roger, S.Moreau, Back-scattering correction and further extension of Amiet’s trailing-edge

noise solution. Part 1: theory. J. Sound Vib. 286, 477–506 (2005)
9. M.C. Jacob, D. Boudet, D. Casalino, M. Michard, A rod-airfoil experiment as a benchmark for

broadband noise modelling. Theor. Comput. Fluid Dyn. 19, 171–196 (2005)
10. W.J. Devenport, J.K. Staubs, S.A.L. Glegg, Sound radiation from real airfoils in turbulence. J.

Sound Vib. 329, 3470–3483 (2010)
11. D.Moreau, L. Brooks, C. Doolan, The effect of boundary layer type on trailing edge noise from

sharp-edged flat plates at low-to-moderate Reynolds number. J. Sound Vib. 331, 3976–3988
(2012)

12. D.J. Moreau, C.J. Doolan,W.N. Alexander, T.W.Meyers, W.J. Devenport, Wall-mounted finite
airfoil-noise production and prediction. AIAA J. 54(5), 1637–1651 (2016)

13. S. Ianniello, R. Muscari, A. Di Mascio, Ship underwater noise assessment by the acoustic
analogy part I: nonlinear analysis of a marine propeller in a uniform flow. J. Mar. Sci. Technol.
19(4), 547–570 (2013)

14. S. Ianniello, R. Muscari, A. Di Mascio, Ship underwater noise assessment by the acoustic
analogy part II: hydroacoustic analysis of a ship scaled model. J. Mar. Sci. Technol. 19(1),
52–74 (2014)

15. S. Ianniello, R. Muscari, A. Di Mascio, Ship underwater noise assessment by the acoustic
analogy part III: measurements versus numerical predictions on a full-scale ship. J. Mar. Sci.
Technol. 19(2), 125–142 (2014)

16. S. Ianniello, The Ffowcs Williams-Hawkings equation for hydroacoustic analysis of rotating
blades. Part 1. The rotpole. J. Fluid Mech. 797, 345–388 (2016)

17. M. Cianferra, V. Armenio, S. Ianniello, Hydroacoustic noise from different geometries. Int. J.
Heat Fluid Flow 70, 348–362 (2018)

18. S. Glegg, W. Devenport, The Ffowcs Williams and Hawkings equation (Chap. 5), in Aeroa-
coustics of Low Mach Number Flows, ed. by S. Glegg, W. Devenport (Academic Press, 2017),
pp. 95–114

19. M. Roger, S. Moreau, Addendum to the back-scattering correction of Amiet’s trailing-edge
noise model. J. Sound Vib. 331, 5383–5385 (2012)

20. P.A. Brandner, Y. Lecoffre, G.J. Walker, Design considerations in the development of a modern
cavitation tunnel, in Proceedings of the 16th Australasian FluidMechanics Conference, Crown
Plaza, Gold Coast, Australia (2007), pp. 3–7

21. C. Doolan, P. Brandner, D. Butler, B. Pearce, D. Moreau, L. Brooks, Hydroacoustic charac-
terisation of the AMC cavitation tunnel, in Acoustics 2013 - Victor Harbor, Victor Harbor,
Australia (2013)

22. F.Nicoud, F.Ducros, Subgrid-scale stressmodelling based on the square of the velocity gradient
tensor. Flow Turbul. Combust. 62(3), 183–200 (1999)

23. D.B. Spalding, A single formula for the “law of the wall”. J. Appl. Mech. 28, 455–458 (1961)



226 P. Croaker et al.

24. H.G. Weller, G. Tabor, H. Jasak, C. Fureby, A tensorial approach to computational continuum
mechanics using object-oriented techniques. Comput. Phys. 12, 620–631 (1998)

25. G.M. Corcos, The structure of the turbulent pressure field in boundary-layer flows. J. Fluid
Mech. 18, 353–378 (1964)

26. A.V. Smol’yakov, A new model for the cross spectrum and wavenumber-frequency spectrum
of turbulent pressure fluctuations in a boundary layer. Acoust. Phys. 52, 331–337 (2006)



Absorption and Transmission
of Boundary Layer Noise through
Micro-Perforated Structures:
Measurements and Modellings

Cédric Maury, Teresa Bravo, and Daniel Mazzoni

Abstract Mitigating flow-induced noise is currently a major goal in the acoustic
design of automotive and aircraft cabins. In order to avoid the introduction of active
or massive components, structures made up of backed or unbacked micro-perforated
panels (MPP) are potential lightweight solutions that could enhance the absorption
and decrease the transmission of flow-induced noise. The present work describes
experimental and modelling studies that examine the effect of MPPs, either flush-
mounted or in a recessed configuration, on the wall-pressure fluctuations induced
by a low-speed turbulent boundary layer (TBL) of air. The first part of this paper
focuses on the vibro-acoustic properties of flush-mounted MPP-Cavity-Panel parti-
tions forced by an aero-acoustic excitation. Parametric studies are carried out that
show the influence of the MPP and of the excitation parameters on the absorption
and transmission loss of the partition. In a second part, experimental studies and
Lattice-Boltzmann simulations are presented that examine the effect of a recessed
MPP, located at the floor of a shallow cavity, on the attenuation of the tunnel-cavity
resonances and of the broadband noise components under a low-speed TBL.
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Nomenclature

.
ã vector of the cavity modal amplitudes
A magnitude of the acoustic component in the aero-acoustic excitation
AMPP,P MPP and panel surface
bh holes separation distance
c0 sound speed in air
d̃ blocked pressures on the front panel
d̃ vector of blocked pressures on the front panel
dh holes diameter
dR reattachment distance of the flow in the cavity
D cavity depth
D modal damping matrix of the partition
f frequency
fAC aerodynamic coincidence frequency
fFW Ffowcs-Williams critical frequency
fH Helmholtz resonance frequency
fMAM mass-air-mass resonance frequency
fnz ,TC TC transverse resonance frequency of order nz
fnz ,T T transverse resonance frequency of order nz
FM flow-correction reactance factor for the MPP transfer impedance
F̂wP spatial Fourier transform of the back panel displacement
G dynamic stiffness matrix of the partition
H height of the tunnel test section
H cavity-hole-cavity modal coupling matrix
HC cross-coupling coefficient of the cavity modes through the MPP holes
H (1)

0 Hankel function of the first kind of order 0
Jn Bessel function of the first kind of order n
kc convective wavenumber
k f flexural wavenumber
kh perforate constant
k0 acoustic wavenumber
ky streamwise wavenumber
L MPP panel length
L panel-cavity modal coupling matrix
L(MPP,P) modal coupling coefficient between the cavity and theMPP or the panel
Lx,y TBL correlation lengths along the spanwise and streamwise directions
M Mach number
M diagonal mass matrix of the partition
MC number of cavity modes accounted for
MC,m generalized mass of the m-th cavity mode
M(MPP, P),n generalized mass of the n-th MPP or panel mode
nz transverse order of the tunnel mode
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NMPP, P number of MPP or panel modes accounted for
p̃ acoustic pressure in the cavity
p̃d external wall-pressure
p̃rad pressure back-radiated by the front panel
q̃MPP,P vector of MPP or panel modal amplitudes
Q̃ generalized modal excitation vector
Q̂ pd spatial Fourier transform of the pressures over the front panel
Q̂vd spatial Fourier transform of the normal velocities over the front panel
r, rx , ry moduli of the vector position over the front panel and its spanwise and

streamwise components
r vector position in the cavity partition.
Re external holes resistance
Rrad radiation resistance matrix
S diagonal stiffness matrix of partition
SMPP MPP surface area
Sdd , Sdd CSD function and matrix between the blocked wall-pressure fluctua-

tions
S̄dd Spatially-averaged PSDs of the blocked pressures over the MPP
S̄d(d−p) Spatially-averaged PSDs of the product between the blocked pressures

and the pressure jumps across the MPP
Spdvd CSD function between the pressures and normal particle velocities over

the MPP
SpPvP , SpPvP CSD function and matrix between the back panel pressures and

velocities
SqPqP CSD matrix between the back panel modal amplitudes
SQQ CSD matrix between the generalized modal excitations
SQX CSDmatrix between the partitionmodal amplitudes and the generalised

modal excitations
Sth hole-based Strouhal number
Std Strouhal number based on the boundary layer displacement thickness〈
S̄vMPPvMPP

〉
Frequency- and spatially-averaged PSDs of the normal velocity distri-
bution over the MPP

SwPwP ASD of the back panel normal displacement
SXX CSD matrix between the partition modal amplitudes
Ŝxy wavenumber Fourier transform of the CSD function Sxy
S0 point-power spectrum of the excitation
t time
Uc flow convection velocity
UG one-sided grazing flow velocity
U∞ flow free-stream velocity
|ṽ| magnitude of the flow velocity fluctuations
ṽMPP,P normal velocity of the MPP and back panel
VC cavity volume
w̃P normal displacement of the back panel
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W MPP panel width
Wflow power injected in the partition
〈Wflow〉 frequency-averaged power injected in the partition
Winc incident power
Wtrans transmitted power
x vector position on the MPP and on the back panel
X̃ vector of MPP cavity and panel modal amplitudes
ZMPP holes transfer impedance
Z0 air characteristic impedance

Greek Symbols
α absorption coefficient
αx,y empirical coefficients for the Corcos TBL model along the spanwise

and streamwise directions
δ TBL thickness
δv viscous boundary layer thickness
δ∗ TBL displacement thickness
η air dynamic viscosity
ηMPP MPP damping loss factor
λ acoustic wavelength
μMPP MPP surface mass density
ξC,m modal damping ratio of the m-th cavity mode
ξ(MPP, P),n modal damping ratio of the n-th MPP or panel mode
ρ0 air density
σ perforation ratio
σ2D 2D MPP perforation ratio
φm cavity m-th acoustic mode
� vector of cavity acoustic modes
ψ(MPP, P),n MPP or back panel n-th structural mode
ψMPP, P vector of MPP or back panel structural modes
ω angular frequency
ωC,m natural angular frequency of the m-th cavity mode
ω(MPP, P),n natural angular frequency of the n-th MPP-panel mode
Ω third-octave band central frequency
� flow vorticity vector
Ωy, Ω̃y y-component of the flow instantaneous vorticity and its fluctuating part
sMPP,P elemental area over the discretized MPP or panel surface
φ phase difference between wall-pressures
x,z spatial resolution along the x- and z- directions for the 2D LBM
t temporal resolution for the 2D LBM

Acronyms
APS Auto-Power Spectrum
CSD Cross-Spectral Density
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LBM Lattice Boltzmann Method
MPP Micro-Perforated Panel
MPPCP MPP-Cavity-Panel
PCP Panel-Cavity-Panel
PL Pressure Levels
PSD Power Spectral Density
T Tunnel
TBL Turbulent Boundary Layer
TC Tunnel-Cavity
TC-P Tunnel-Cavity-Panel
TL Transmission Loss
WT Wind-Tunnel

1 Introduction

Mitigating flow-induced noise is currently a major goal in the acoustic design of
automotive and aircraft cabins. The problem of reducing the airframe noise under
a low-speed flow is complex as it should comply with low drag and mass-saving
constraints. Moreover, the current use of lighter and stiffer structures with a low
critical frequency enables a more efficient transmission of the mid-frequency noise
components towards the cabin, such as those induced by a turbulent boundary layer
(TBL) of air. In order to avoid the introduction of massive components such as active
systems [1, 2], porous materials [3] or damping treatments [4], structures made up
of micro-perforated panels (MPP) are potential lightweight solutions that could be
used to enhance the absorption and decrease the transmission of flow-induced noise.

MPP resonance absorbers have been initially introduced [5] in the frame of
building acoustics. They are composed of sub-millimetric holes backed by an air
cavity. They are known to be efficient in the mid-frequency range, typically over one
or two octaves around the Helmholtz resonance, under plane wave and diffuse field
excitations [6]. Visco-thermal dissipation of the acoustic energy occurs within and
at the inlet/outlet of the MPP apertures, but acoustically-induced vorticity has also
been observed when theMPP is exposed to high sound pressure levels [7]. Moreover,
MPPs are tunable control devices. Their optimal performance can be targeted by a
suitable selection of their constitutive parameters, such as the panel thickness, the
size and shape of the perforations, the perforation ratio and the cavity depth. For
instance, their input impedance has been optimized to maximize the axial decay rate
of the least attenuated mode propagating in a duct, thereby leading to a compact
locally-reacting silencer with partitioned cavity [8]. Unbacked MPPs are also able
to provide damping due to their sole acoustic flow resistance [9].

The great bulk of studies on MPPs consider pure acoustic excitations. However,
there is a great number of applications dealing with flow-excited MPPs. They
include dissipative mufflers and external liners but also, when unbacked, deployable
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high-drag perforated spoilers mounted on aircraft wings [10], perforated cladding
panels wrapped around buildings to control light level exposure, but prone to wind-
induced noise [11] and double-glazed ventilation window systems [12]. The inter-
action between a TBL and a perforated facesheet has been assessed theoretically
[13, 14] and experimentally [15, 16]. These studies showed that additional broad-
band and tonal sound is generated for values of the hole-based Strouhal number,
Sth = f dh

/
U∞, greater than 0.1, with f the frequency, dh the holes diameter and

U∞ the flow free-stream velocity. ConsideringMPPs of locally- or extended-reaction
types, the influence of a low-speed grazing flow on their acoustical impedance has
been characterized from flow duct measurements [17].

In practice, both aerodynamic and acoustic wall-pressures excite the MPP
structure. Moreover, the use of lightweight micro-perforated facesheet with sub-
millimetric thickness requires to account for the effect of elasticity on the MPP
acoustical performance. The objective of the present work is to provide modelling
and experimental methodologies to assess the ability of elastic MPPs to enhance the
absorption and/or to reduce the transmission of aero-acoustic wall-pressures induced
by low speed flows through partitions, without the drawback of generating additional
noise. Wind-tunnel aero-vibroacoustic experiments as well as simulations have been
conducted on two configurations shown in Fig. 1 and assuming a low-speed subsonic
TBL:

1. A flush-mounted elastic MPP backed by a single layer cavity and excited by a
fully-developed TBL.

2. A recessed unbacked MPP constituting the flexible floor of a shallow cavity in
transitional flow regime.

Fig. 1 Drawings and photos of a MPP mounted-flush (a) and in a recessed position (b) at the top
wall of a low-speed wind-tunnel, respectively in backed (a) and unbacked (b) configurations; the
white points on theMPP (a) and on the cavity floor (b) are the wall-pressure measurement positions
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The paper is organized as follows. Section 2 addresses the absorption and trans-
mission of boundary layer noise through flush-mounted MPP partitions. Predictions
from analytical methods are assessed against measurements of the powers injected
and transmitted through the structure. The sensitivity of the system acoustical perfor-
mance is evaluated with respect to both the excitation and the MPP constitutive
parameters. Section 3 focuses on the wall-pressures distributed over an unbacked
MPP located at a recessed position, thus forming the base wall of a shallow cavity
exposed to an incoming TBL. Lattice-Boltzmann simulations have been performed
to interpret the attenuation results observed in the wall-pressure measurements.
Section 4 summarizes the main results of the paper.

2 Absorption and Transmission of Boundary Layer Noise
through Flush-Mounted MPP Partitions

The goals of this section are (i) to provide cost-efficient models able to predict the
absorption and transmission of boundary layer noise through flush-mounted elastic
MPPpartitions and (ii) to propose an experimentalmethodology in order to determine
part of the incident power injected or transmitted through these partitions. Although
multiple-layer MPP partitions have been studied, they do not substantially modify
the methods that will be presented here on a single-layer MPP partition, as the one
shown in Fig. 2.

Fig. 2 Sketch of a single-layer MPP partition flush-mounted in a rigid wall and with a front face
excited by a TBL
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2.1 Modelling Study

Formulations are presented that predict the vibro-acoustic response of a MPP parti-
tion to an aeroacoustic random excitation in the modal and wavenumber domains,
assuming respectively finite- and infinite-sized partitions.

2.1.1 MPP Impedance Model

One assumes that the MPP is made up of circular holes uniformly distributed and
separated by a distance bh , that is much lower than the acoustic wavelength (bh <

λ
/
4) to deduce effective properties, but greater than the holes diameter dh (bh > 5dh)

to neglect the aperture interaction effects. The acoustical effects of the MPP subject
to a grazing flow ofMach number M are described by an overall transfer impedance,
ZMPP

/
σ , given by

ZMPP

σ
= jωρ0 th

σ

[

1 − 2

kh
√−j

J1
(
kh

√−j
)

J0
(
kh

√−j
)

]−1

+ jωρ0

σ

8dh
3π

FM + 4Re

σ
+ K |M |

σ
Z0, (1)

where σ is the perforation ratio, J0 and J1 are Bessel functions of the first kind and
of respective orders 0 and 1, kh = (

dh
/
2
)/

δv, is the perforate constant, e.g. the

ratio of the holes radius to the viscous boundary layer thickness, δv =
√

η
/

ρ 0ω,
with η the dynamic viscosity of the air and ρ0 the air density. The first term in Eq.
(1) represents inner viscous dissipation and inertial effects while the second and
third terms account for added mass and frictional loss end-corrections that occur
at the inlet/outlet of the MPP holes [6]. The latter correction involves the external

resistance, Re =
√

ηρ 0ω
/
2, for holes with rounded edges, which is the case when

dealing with drilled perforations. Flow induced corrections [18] appear in the second
and fourth terms of Eq. (1). They increase the MPP resistance by K |M |Z0

/
σ , with

Z0 = ρ0c0 the air characteristic impedance and c0 the sound speed in air. A value
of K = 0.15 has been obtained from flow duct measurements for |M | < 0.15. The
flow also decreases the transfer reactance by a factor FM = [

1 + (12.6 |M |)3] −1
,

but this is second-order effect with respect to the increased resistance. Note that Eq.
(1) is valid for 1 ≤ kh ≤ 10.

2.1.2 Modal Formulation

A fully-coupled modal formulation is established for a single-layer flexible MPP
partition set in an infinite rigid baffle and undergoing boundary layer noise random
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excitation, as shown in Fig. 2. In frequency domain (ejωt ), stochastic variables such
as the velocities ṽMPP,P at a location x on the MPP and on the back panel, as well as
the acoustic pressure p̃ at a location r within the cavity, are respectively expanded
as truncated series of the panels structural modes and of the acoustic modes of the
rigid-walled cavity as follows

ṽMPP,P(x;ω) = jω ψT
MPP,P q̃MPP,P, (2)

p̃(r;ω) = −jω ρ0�
Tã, (3)

with ψT
MPP,P = {

ψ(MPP,P),n(x)
}
n=1,...,NMPP,P

and �T = {φm(r)}m=0,...,MC−1 the vectors
of the panels structural modes and cavity acoustic modes. q̃MPP,P and ã are the vectors
of the unknown modal amplitudes gathered in X̃ = { q̃MPP, ã, q̃P}T, the vector of
stochasticmodal variables,with T the transpose operator. Continuity of the air particle
velocity on the panel surfaces may be written as

1

jωρ 0

∂ p̃

∂ z

∣∣∣∣
z=0

= (1 − σ) ṽMPP + σ

ZMPP
( p̃d − p̃), (4)

over the front MPP [19] and,

∂ p̃

∂ z

∣∣∣∣
z=D

= jωρ 0ṽP, (5)

on the back panel. In Eq. (4), p̃d − p̃ is the pressure jump across the MPP holes,
p̃d is the external wall-pressure and σ

/
ZMPP is the overall acoustic admittance of

the MPP obtained from Eq. (1). Equation (4) is valid provided that the MPP holes
pitch is much smaller than the acoustic wavelength. It shows that the average air
particle velocity over the MPP is the sum of the panel normal velocity ṽMPP and
of the air particle velocity flowing through each hole ( p̃d − p̃)

/
ZMPP, weighted by

their respective filling fraction 1 − σ and σ .
Substituting the boundary conditions (4) and (5) into Green’s integral represen-

tation for the acoustic pressure in the cavity (see Eq. (6) in [20]) and using the
orthogonality property between the cavity modes φm , one obtains the following set
of MC coupled algebraic equations for the cavity pressure modal amplitudes ã:

VCMC,m
(
ω2
C,m + 2jωξC,mωC,m − ω2

)
ãm − jω c20

(
NMPP∑

n=1

q̃MPP,n LMPP,mn

+
NP∑

n=1

q̃P,n LP,mn − σ ρ0

ZMPP

MC−1∑

m ′=0

ãm ′ HC,mm ′

)

= − σ c20
ZMPP

p̃d,m, (6)
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where VC is the cavity volume and MC,m the cavity acoustic generalized mass such
that

˝
VC

φmφm ′dV = VCMC,m δm
′

m . ωC,m is the natural frequency corresponding to

the m-th cavity normal mode and ξC,m the associated acoustic modal damping ratio.
L(MPP,P),mn are the modal coupling coefficients between the m-th acoustic mode of
the cavity and the n-th structural mode of either the MPP or the back panel. They are
given by L(MPP,P),mn = ˜

A(MPP,P)

φmψn dAwith AMPP,P theMPPand back panel surfaces.

Cross-coupling of the cavity modes by the MPP apertures involves the factor HC,mm ′

that reads HC,mm ′ = ˜
AMPP

φmφm ′dA. The right-hand side of Eq. (6) is associated to

the overall generalized force exerted on the m-th cavity mode by the external wall-
pressures through the MPP holes. It involves the term p̃d,m = ˜

AMPP

p̃d φmdA where

p̃d = d̃ + p̃rad is the sum of the blocked pressure d̃, as if the MPP was rigid, plus the
pressure back-radiated by both the panel and the micro-perforations, p̃rad.

The structural modal equations are obtained after inserting the expansions (2) into
the panels Kirchhoff equations [19] governing the MPP and back panel vibrations
and projecting these equations onto the structural modal basis functions ψ(MPP,P),n .
Orthogonality of the structural modes leads to a set of N(MPP,P) coupled algebraic
equations given by

M(MPP,P),n

(
ω2

(MPP,P),n
+ 2jωξ

(MPP,P),nω(MPP,P),n − ω2
)
q̃(MPP,P),n

+jωρ0

MC−1∑

m=0

ãm L(MPP,P),mn = −F̃(MPP,P),n , (7)

with F̃P,n = 0 and F̃MPP,n = ˜
AMPP

p̃d ψMPP,ndA, the generalized force due to the

external wall-pressures p̃d exerted on the MPP n-th structural mode. In Eq. (7),
M(MPP,P),n are the structural generalized masses of the panels, ω(MPP,P)n their natural
frequencies and ξ

(MPP,P),n the corresponding structural modal damping ratio.
Equations (6) and (7) constitute a set of NMPP + MC + NP coupled algebraic

equations for the MPP-Cavity-Panel (MPPCP) system. It is given by GX̃ = Q̃
where G = −ω2M + jω (D + L + H) + S is the modal dynamic stiffness matrix
of the MPPCP partition with M, D and S the diagonal mass, damping and stiffness
matrices.L andH are sparse matrices related respectively to panel-cavity and cavity-
hole-cavity modal coupling. All these matrices are defined in the above.

Numerical simulations showed that the power back-radiated by the MPP was
negligible with respect to the power injected by the blocked pressures due
to p̃rad << d̃. The generalized modal excitation vector Q̃ thus reduces to{

−ψMPP d̃;−σ c20� d̃
/

ZMPP; 0 ; 0
}T

with d̃ the vector of the blocked pressures

on the partition front wall. The associated Cross-Spectral Density (CSD) matrix

is defined as SQQ = E
[
Q̃Q̃

H
]
with E

[
x̃ ỹ
]
the expectation operator between the
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stochastic variables x̃ and ỹ, and H the transpose conjugate operator. SQQ may be
written as

SQQ =

⎡

⎢⎢⎢⎢
⎣

ψMPPSddψ
T
MPP c20

σ
Z∗
MPP

ψMPPSdd�
T 0 0

c20
σ

ZMPP
ΦSddψ

T
MPP c40

σ 2

|ZMPP|2 ΦSdd�
T 0 0

0 0 0 0
0 0 0 0

⎤

⎥⎥⎥⎥
⎦

, (8)

in terms of Sdd = E
[
d̃d̃

H
]
, the CSD matrix between the blocked wall-pressure

fluctuations. SQQ is composed of four non-zero blocks: the (1, 1) block represents
the cross-coupling between the MPP modes and the external blocked pressures; the
(2, 2) block describes how the cavity modes are cross-coupled by the excitation
through the MPP holes; the (1, 2) and (2, 1) blocks determine how the MPP and the
cavity modes are cross-coupled by the random forcing. One thus obtains the CSD

between the modal amplitudes as SXX = E
[
X̃X̃

H
]

= G−1SQQ
(
G−1

)H = G−1SQX.

From the components of SXX, one can then calculate the transmission loss (TL)
of the partition as TL = 10 log10

(
Winc

/
Wtrans

)
with

Winc = sMPP

γEρ0c0
Tr
[
Sdd

]
, (9)

the equivalent incident power [4] due to an acoustic diffuse field (γE = 4) or to a
pure TBL excitation (γE = 8) and sMPP the elemental area over the discretized
MPP surface, and

Wtrans = ρ0ω
2

2
sPTr

[
ψT

PSqPqPψPRrad
]
, (10)

the sound power radiated by the transmitting baffled panel. It depends on sP the
elemental area over the discretized back panel surface and Rrad the radiation resis-
tance matrix [21]. In Eqs. (9) and (10), Tr[A] denotes the trace of the matrix A, e.g.
the sum of its diagonal elements.

The absorption coefficient of the partition corresponds to the part of incident
power flowing through the structure. It is defined as α = Wflow

/
Winc with

Wflow = sMPP

2
Re
{
Tr
[
E
(

d̃ṽ
H
d

)] }
, (11)

and Re the real part operator. Inserting the modal decompositions for the MPP
velocity and the cavity pressures, respectively given by Eqs. (2) and (3), into Eqs.
(4) and (11) provides the following expression for the power Wflow injected by the
blocked pressures into the MPPCP
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Wflow = 1

2
Re
{

− jω(1 − σ)Tr
[
S[1,1]

QX

]

+ σ

Z∗
MPP

(
sMPPTr[Sdd] − jωρ0ZMPP

σ c20
Tr
[
S[2,2]

QX

])}, (12)

in terms of the sub-blocks (1, 1) and (2, 2) of SQX = GSXX = SQQ
(
G−1

)H
the

expressions of which are detailed in [22]. The absorption and the transmission loss
still require knowledge of the CSD matrix for the random excitations modelled in
Sect. 2.1.4.

2.1.3 Wavenumber Formulation

A simplified 2D model is formulated in the wavenumber domain to predict the
absorption and TL of a single layer MPP partition of infinite extent, undergoing
an aeroacoustic excitation along the streamwise direction. From Parseval’s theorem
applied to the definition of Wtrans in the space-frequency domain, one gets:

Wtrans = 1

2
Re

⎧
⎨

⎩

∞∫

−∞
SpPvP(y;ω) dy

⎫
⎬

⎭
= 1

2
Re

⎧
⎨

⎩

∞∫

−∞
ŜpPvP

(
ky;ω

)
dky

⎫
⎬

⎭
, (13)

with Ŝ the wavenumber Fourier transform of S. Helmholtz integral representation of
the transmitted pressure leads to

SpPvP(y;ω) = ρ0c0k0ω2

2

∞∫

−∞
H (1)

0

(
k0
∣∣y − y′∣∣) SwPwP

(
y′;ω

)
dy′, (14)

with H (1)
0 the Hankel function of the first kind of order zero, k0 = ω

/
c0 the acoustic

wavenumber and SwPwP the auto spectral density of the back panel normal displace-
ment w̃P. Applying the convolution theorem to Eq. (14) provides the following
representation of SpPvP in the wavenumber-frequency domain:

ŜpPvP

(
ky;ω

) = ρ0c0k0ω2

2kz
ŜwPwP

(
ky;ω

)
, (15)

with kz =
√
k20 − k2y when dealing with supersonic trace wavenumbers (

∣∣ky
∣∣ ≤ k0)

and kz = −j
√
k2y − k20 when dealing with subsonic trace wavenumbers (

∣∣ky
∣∣ >

k0). Because the infinite back panel is a space- and time-invariant system, its
wavenumber-frequency response ŜwPwP to a random excitation is related to the
excitation wavenumber-frequency spectrum Ŝdd as follows [23]
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ŜwPwP

(
ky;ω

) =
∣∣∣F̂wP

(
ky
)∣∣∣

2
Ŝdd
(
ky; ω

)
, (16)

with F̂wP

(
ky
)
the spatial Fourier transform of the back panel normal displacement

when the front MPP is excited by a wave of trace wavenumber ky . The sound power
transmitted by the partition can then be obtained from Eqs. (13), (15) and (16):

Wtrans = ρ0c0k0ω2

2

k0∫

−k0

∣∣∣F̂wP

(
ky
)∣∣∣

2

√
k20 − k2y

Ŝdd
(
ky; ω

)
dky, (17)

which involves a finite integration over the supersonic trace wavenumbers.
A similar derivation can be achieved for the sound power injected by the aeroa-

coustic excitation into the partition. One first applies Parseval’s theorem to its
definition in the space-frequency domain:

Wflow = 1

2
Re

⎧
⎨

⎩

∞∫

−∞
Spdvd(y;ω) dy

⎫
⎬

⎭
= 1

2
Re

⎧
⎨

⎩

∞∫

−∞
Ŝpd vd

(
ky;ω

)
dky

⎫
⎬

⎭
. (18)

It can shown [23] that

Ŝpd vd

(
ky;ω

) = kz
ρ0c0k0

Q̂ pd

(
ky
)
Q̂∗

vd

(
ky
)
Ŝdd
(
ky; ω

)
, (19)

where Q̂ pd

(
ky
)
and Q̂vd

(
ky
)
are respectively the spatial Fourier transform of the

pressures and normal particle velocities over the MPP excited by a wave with either
supersonic or subsonic trace wavenumber. Hence, one obtains

Wflow = 1

2ρ0c0k0

∞∫

−∞
Re
[
Q̂ pd

(
ky
)
Q̂∗

vd

(
ky
)
kz
]
Ŝdd
(
ky; ω

)
dky . (20)

The indefinite integral in Eq. (20) is evaluated by a Gauss-Legendre quadrature
over an interval that will be discussed in Sect. 2.1.4.

2.1.4 Random Excitation Models

Wall-pressure measurements in an anechoic wind-tunnel showed that both the
acoustic and the turbulent components coexist in the aeroacoustic excitation of a
smooth panel by a fully-developed TBL [24]. Their spatial correlation properties
may be described by assuming an additive aeroacoustic excitation whose CSD is
given by
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Sdd
(
rx , ry; ω

) = S0(ω)

1 + A

[
e−|rx |/ Lx e−|ry|/ Lye−jω ry

/
Uc + A sinc (k0r)

]
, (21)

with S0(ω) = Sdd(0;ω) the excitation point-power spectrum, k0 the acoustic
wavenumber and A the magnitude of the acoustic component. Measurements in
[24] at U∞ = 55 m s−1 provided an acoustic contribution of A = 5% above 1kHz,
with a magnitude that may significantly increase at low frequencies due to the
wind-tunnel resonances. The first term in (21) is a Corcos-type model [25] that
accounts for pure aerodynamic excitation in which Uc is the convection velocity,
Lx,y = αx,y Uc

/
ω are the correlation lengths, respectively along the spanwise

x- and streamwise y-directions, and αx,y are empirical coefficients estimated from
wall-pressure measurements.

The convection velocity was estimated from Uc ≈ −ωry
/

φ where φ is the
phase difference between the wall-pressure signals of two microprobes separated
by a distance ry along the streamwise direction. It followed Chen’s law [26], Uc =
U∞

(
0.6 + 0.4 e−2.2 Std

)
, for Strouhal numbers, Std = ωδ ∗/U∞, greater than 0.2,

with δ ∗the boundary layer displacement thickness. This provides a steady decay of
the convection velocity down to Uc = 0.6U∞ when the frequency increases.

Moreover, the values of αx and αy have been made frequency-dependent in order
to obtain a good correlation between the measured and predicted cross-correlation
functions of the TBL wall-pressures along the spanwise and streamwise directions,
as those presented in Fig. 5 of Sect. 2.2. The values of αx and αy were found to be
lower than those initially provided by Corcos for a high-speed subsonic TBL [25].
They provided amplitudes of the TBL sub-convective components that complied,
in the wavenumber domain, with those predicted by the Smol’yakov-Tkatchenko
model [27]. More details are given in Sect. 2.2. on the correlation lengths frequency
dependence.

The second term in Eq. (21) is related to an acoustic diffuse field excitation [28].
By taking the spatial Fourier transform of Eq. (21) along the streamwise direction,
one obtains a 2Dmodel for Ŝdd the CSD of the excitation in the wavenumber domain,
as follows

Ŝdd
(
ky; ω

) = S0(ω)

1 + A

⎧
⎨

⎩
αykc

π
[
k2c + α2

y

(
kc − ky

)2] + π A

k0

⎫
⎬

⎭
, (22)

with kc = ω
/
Uc the convective wavenumber. It accounts for both supersonic and

subsonic trace wavenumbers, respectively associated to the acoustic and turbu-
lent components. The incident sound power is then readily obtained as Winc =
π Ŝdd

(
ky = 0; ω

)/
(4ρ0c0 ). Given Winc and substituting Eq. (22) into Eqs. (17)

and (20), the transmission loss and the absorption coefficient of the MPPCP parti-
tion under an aeroacoustic excitation can be calculated from the 2D wavenumber
model. Note that a suitable interval of integration for Eq. (20) is a priori given
by
[−kmax

y , kmax
y

]
with kmax

y = 4max
(
kc, k f

)
, k f being the flexural wavenumber of
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the MPP. For low-speed flow applications and for frequencies well-above the aero-
dynamic coincidence frequency (kc >> k f ), this criterion reads kmax

y = 4kc. In
practice, it can further be reduced to kmax

y = 4k f due to the weak contribution of the
convective peak with respect to the structural filtering effect [26], as shown in [29]
for an infinite stiffened panel under a TBL excitation.

2.1.5 Finite- Versus Infinite-Sized Models Predictions

Figure 3 shows the TL and absorption coefficient of a MPPCP partition made up
of two steel simply-supported panels of dimensions 0.22m × 0.35m with a modal
damping ratio of 0.01. The 1 mm thick front MPP has circular holes of diameter 0.5
mmand a perforation ratio 0.52%.The back panel is 0.7mm thick. They are separated
by an air cavity depth D = 0.15m so that the Helmholtz resonance theoretically
occurs at 216 Hz [6].

The TL and absorption curves present variations consistently predicted by both
modal and wavenumber formulations under a pure TBL or an acoustic diffuse field

Fig. 3 Predictions of the TL and absorption coefficient of a MPPCP partition using modal [(a),
(c)] and wavenumber [(b), (d)] formulations for a pure TBL (TL: blue; absorption coefficient: red)
with increasing values of the flow free-stream velocity (U∞ = 10 m s−1: dots; 100m s−1: dashed;
300m s−1: thick solid) and for an acoustic diffuse field (thin solid)



242 C. Maury et al.

with, as expected, an underestimate of the TL below the firstMPPCPmode resonance
frequency at 52 Hz. For increasing values of the flow free-stream velocity, e.g. for
U∞ = 10 m s−1, 100 m s−1 and 300 m s−1, the MPP is efficiently excited over an
aerodynamic coincidence frequency range of increasing extent, namely up to 6 Hz,
648 Hz and 5800 Hz respectively. Moreover, the TBL correlation area increases
accordingly and couples more and more efficiently with the MPP modes up to kc =
k f . As a consequence, both formulations lead to a gradual decrease of the TL by
about 16 dB, as seen in Fig 3a, b, due to an increase of Wtrans with U∞.

The absorption coefficient shown in Fig. 3c, d also presents variations consistently
predicted by both formulations. When U∞ increases from 10m s−1 to 300 m s−1, a
maximumof absorption due to theHelmholtz-type resonance of theMPPCPpartition
progressively emerges at 230 Hz, due to the half-bandwidth supersonic components
of the TBL that growingly fall into of the acoustic domain. It is preceded by absorp-
tion peaks that correspond to the MPP volumetric resonances that efficiently couple
with the supersonic forcing field components. WhenU∞ = 10m s−1, the absorption
coefficient stays above 0.5 below 200 Hz due to weak back-scattering and signif-
icant transmission of the hydrodynamic pressures by the MPP holes. It complies
with Ffowcs-Williams theory [13] that predicts a dipole-type behavior of the circular
orifices beneath a fully-developed TBL as long as the hole-based Strouhal number,
Sth = f dh

/
U∞, stays lower than 0.1. It provides, in the low-speed regime, a critical

frequency, fFW = 2σ c0
/(

π2dh
)
, here at 716 Hz, above which the turbulence is effi-

ciently back-scattered into sound by the MPP apertures that behave like monopoles
above fFW. It explains the low values of absorption and transmission observed in
Fig. 3c, d above 716 Hz.

One should bear inmind that the above results do not consider aeroelastic coupling
effects between the MPP structural response and the turbulent boundary layer of air.
These effects are negligible for a low speed TBL, but, as the flow Mach number
increases and approaches 1, they lead to a downshift of the panel natural frequencies
and an increase in the level of aeroelastic damping, e.g. an increase of the transmission
loss [30]. So, this effect may counterbalance for high subsonic flow speeds, the
monotonic decrease of TL observed in Fig. 3a, b. However, the beneficial effect of
aeroelastic damping on the transmitted sound power is overwhelmed by the TBL
point-power spectrum that increases, at a faster rate, with the square of the mean
flow speed [31].

2.2 Comparisons Against Wind-Tunnel Measurements

The absorption and TL results predicted using the modal formulation have been
assessed against measurements performed in a closed-loop wind tunnel (WT) of the
IRPHEFluidDynamics Laboratory (“Institut de Recherche sur les PhénomènesHors
Equilibre”, Marseille, France). A sketch and photos of the experimental facility is
shown in Fig. 4.
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Fig. 4 Sketch and overall view (a) of the experimental facility used to estimate the TL and the
absorption of a MPP partition flush-mounted onto the top wall of a low-speed WT test section and
excited by a fully-developed TBL; The transmitted sound power is estimated from two collocated
pressure-velocity sensors (b) and the front panel vibrations are obtained from laser vibrometer
measurements (c)

The MPPCP test partition is made up of two aluminium panels, 1 mm thick, of
dimensions 0.38m× 0.47m, clamped along their edges and separated by an air gap
D = 0.03m. The MPP apertures are circular holes, 0.5 mm diameter and with a
perforation ratio of 0.59%. The measurement plan was as follows:

• Flow characterization has been achieved from hot-wire probe measurements
performed at several distances from the top wall where the partition was flush-
mounted. They showed that a fully-developedTBL is established in the test section
with a free-stream velocity U∞ = 30.7 m s−1. The TBL mean flow velocity
follows a seventh power law of the wall distance normalized by the boundary
layer thickness, δ = 0.115 m. The boundary layer shape factor is nearly equal to
1.28 so that it precludes the effect of an axial pressure gradient.

• Wall-pressure measurements have been carried out using two pinhole micro-
probes, one of them being sequentially displaced over the flush-mounted MPP
surface, and then over a plain panel ahead of theMPP. The spatially-averaged auto-
power spectra (APS) collapse between both experiments [23], showing spatial
homogeneity of the TBL wall-pressures. Moreover, the APS well correlate with
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Fig. 5 Comparison between wall-pressure measurements (dots) performed over the flush-mounted
MPP and updated Corcos-type model (solid) of the correlation functions of the TBL pressure
fluctuations estimated at 200 Hz (blue) and at 600 Hz (red) along the streamwise [real part, (a)] and
spanwise (b) directions

Goody’s model [32] above 100 Hz. When spatially-averaged over the front panel
partition, they provide a measure of the incident sound power Winc. As shown in
Fig. 5, the CSDs of the wall-pressures estimated along the streamwise and span-
wise directions are in reasonable agreementwith those calculated by aCorcos-type
model provided that the empirical coefficientsαx,y aremade-frequency-dependent
as well as the convection velocity Uc. This implies that the correlation lengths
Lx,y are upper bounded by δ at low frequencies with a steady decay of their values
as the frequency increases, following a ω−(1+ε)-dependency above 500 Hz with
ε ≈ 0 along the spanwise direction and ε ≈ 0.3 along the streamwise direction.
For instance, Lx (resp. Ly) decreased from 0.020 m (resp. 0.114 m) at 200 Hz
down to 0.008 m (resp. 0.048 m) at 600 Hz. Above 500 Hz, αx and αy asymptote
towards values (1.1 and 7.6) somewhat lower than the classical ones (1.4 and 8.6)
which were found to overestimate the true correlation lengths.

• The TL measurements require an estimate of the active sound power radiated by
the partition transmitting panel, that scales on Tr

[
SpPvP

]
. This has been achieved

using two collocated near-field pressure-velocity sensors sequentially positioned
over a plane surface at a distance 0.01 m apart from the transmitting panel that
radiates into an enclosure of 0.56 m3 plugged onto the WT top wall, as shown in
Fig. 4a, b. Figure 6 shows a good agreement between the predicted and measured
TLs assuming a TBL excitation, with a higher transmission performance (by up to
20 dB) with respect to that due to a pure acoustic excitation, as already observed in
Sect. 2.1.5. The acoustic forcingwas experimentally achieved using a loudspeaker
in the test section, thus leading to a multimodal excitation of the partition. It was
accounted for in the model through an acoustic diffuse field, thereby leading to a
greater variability in the correlation with the experiment, when compared to the
TBL.

• The absorption coefficient requires an estimate of part of the incident power
flowing into the MPP. When frequency-averaged, it reads
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Fig. 6 Comparison between
measurements (dots) and
predictions (solid) of the
third-octave averaged TL of a
MPPCP partition undergoing
TBL wall-pressure
fluctuations (blue) and
acoustic multimodal
propagation condition (cyan)
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〉}
, (23)

where Ω is the central frequency and the overbar denotes spatial averaging of the
PSDs over the MPP surface area SMPP. The first term in Eq. (23) accounts for the
power structurally dissipated by the MPP with ηMPP its damping loss factor taken to
be 0.002 andμMPP its surface mass density.

〈
S̄vMPPvMPP

〉
is readily evaluated from laser

vibrometer measurements performed by transparency through a thick rigid block of
Plexiglas flush-mounted in the bottom wall of the test section, as shown in Fig. 4c.
The second term represents the power injected through the holes and either dissipated
through or radiated by the apertures. It depends on ZMPP

/
σ defined in Eq. (1) and on

S̄d(d−p), the CSD between the wall-pressures and the pressure jump across the MPP.
This term requires collocatedmeasurement of the pressures on the external and cavity
sides of the MPP. This could not be achieved in the experiment, so this term was
approximated inEq. (23) by S̄dd obtained bymicroprobemeasurements over theMPP
external side. Themodel showed that neglecting the wall back-pressures in the cavity
overestimates the absorption coefficient below 200 Hz, which is confirmed by the
trends observed in Fig. 7. In accordance with the predictions discussed in Sect. 2.1.5,
Fig. 7 shows that most of the power injected by the aerodynamic pressures into the
MPPCP partition are transmitted at low frequencies through the apertures that exhibit
inefficient back-scattering properties below fFW ≈ 716Hz. In the case of a Panel-
Cavity-Panel (PCP) with a plain front panel, Wflow is only dissipated through the first
volumetric panel modes highly excited by the TBL correlation function below the
aerodynamic coincidence frequency of 64 Hz.
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Fig. 7 Comparison between measurements (dots) and predictions (solid) of the third-octave aver-
aged absorption coefficient of a flush-mounted single layer partition undergoing TBL wall-pressure
fluctuations: MPPCP (red) and PCP (grey); the pink shaded area corresponds to the frequency range
over which efficient back-scattering of the TBL wall-pressures into sound by the MPP apertures is
predicted [13]

2.3 Influence of the Excitation and of the MPP Parameters

Cost-efficient parametric studies have been performed using the wavenumber formu-
lation presented in Sect. 2.1.3 to assess the effect of the acoustic component and of
the MPP constitutive parameters on the TL and on the absorption coefficient of a
MPPCP partition. The nominal layout is made up of two aluminium panels, 1 mm
thick, separated by an air gap D = 0.03m. The front panel is a MPP with circular
holes, 1 mm diameter and with a perforation ratio of 0.2%, undergoing an aeroa-
coustic TBL excitation with free-stream velocity U∞ = 30 m s−1 and an acoustic
component A = 5%.

• It can be seen from Fig. 8a that, as soon as the acoustic magnitude exceeds the
TBL component by at least 20%, an absorption peak due to the Helmholtz-type
resonance starts to appear and increases up to 0.4 for equal magnitudes of the
acoustic and aerodynamic components (A = 100%). When A > 20%, absorp-
tion peaks occur at both the aerodynamic coincidence frequency fAC and at the
Helmholtz resonance frequency fH of the partition. Otherwise, large absorption
only occurs up to fAC. Moreover, Fig. 8b shows that a small increase, say 5%, of
the acoustic component already lowers the TL by 5 dB with a systematic TL dip
and change of slope at fH.

• Figure 9a shows that increasing theMPPperforation ratio as from1%significantly
widens the absorption bandwidth around fAC since fFW linearly increases with
σ . This is accompanied by an efficient damping of the mass-air-mass resonance
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Fig. 8 Influence of the acoustic component A (%) on the absorption coefficient (a) and TL (b) of
a MPPCP partition undergoing an aeroacoustic excitation [modelled by Eq. (13)] and assuming a
free-stream velocity of 30 m s-1: A = 0% (black), 5% (red), 50% (green) and 100% (blue); the
frequencies at which aerodynamic coincidence (f AC) and Helmholtz-type resonance (f H) occur are
also shown
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Fig. 9 Influence of the perforation ratio σ (%) on the absorption coefficient (a) and TL (b) of a
partition undergoing an aeroacoustic excitation assuming U∞ = 30 m s-1 and A = 5 %: σ = 2 %
(MPPCP, dash-dotted), σ = 0.2 % (MPPCP, dashed), σ = 0 % (PCP, grey solid); the frequencies
at which aerodynamic coincidence (f AC), mass-air-mass resonance (fMAM) and Helmholtz-type
resonance (f H) occur are also shown

that occurs as a drop of TL at fMAM = 365Hz, as it can be seen from Fig. 9b for
the PCP partition (σ = 0%).

• Figure 10a shows that increasing the holes diameter from 0.1 to 1 mm downshifts
fH from 580 Hz down to 360 Hz while reducing the absorption bandwidth when
dh ≤ 0.5mm. This is due respectively to an increase the magnitude of the MPP
reactance and to a decrease of theMPP resistance. These combined effects reduce
the absorption around fH but hardly affect the absorption values around fAC. Note
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Fig. 10 Influence of the holes diameter d (mm) on the absorption coefficient (a) and TL (b) of
a MPPCP partition undergoing an aeroacoustic excitation assuming U∞ = 30 m s-1 and A = 5
%: d = 0.1 mm (dotted), d = 0.5 mm (dash-dotted), d = 1 mm (dashed); the frequency at which
aerodynamic coincidence (f AC) occurs is also shown in a

that enlarging the holes diameter lowers theTLabove fH byup to 6 dB, as observed
in Fig. 10b.

3 Absorption of Flow Cavity Noise by an Unbacked MPP

Analternative configuration is studied experimentally and numerically in this section,
examining the effect of a recessed MPP, as shown in Fig. 1b and (11), to reduce the
cavity noise induced by a low-speed flow. One considers an unbacked panel, either
plain ormicroperforated, of dimensions L×W = 0.53m×0.41m, of thickness 1mm
and clamped along its edges. It constitutes the floor of a cavity of depth D = 0.05m.
The MPP has circular holes of diameter 0.5 mm and a perforation ratio 0.8%. It is
exposed to a flow boundary layer of free-stream velocityU∞ = 30.7 m s−1. Given a
length-to-depth ratio L

/
D = 10.6, the cavity is in transitional flow regime, e.g. flow

reattachment may occur at the cavity floor due to the shear layer that only extends
over part of the cavity length, as confirmed by the simulations shown in Fig. 16.

3.1 Experimental Study

As seen inFig. 11,wall-pressuremeasurements havebeenperformed in the low-speed
WT test section on top ofwhichwas plugged the shallow cavity. Theywere performed
using a pinhole micro-probe with tip diameter 1.25 mm, flush-mounted over the flow
side of the cavity floor, as shown in Fig. 11a. The micro-probe was sequentially
displaced over 19 positions evenly distributed along a streamwise line on the cavity
base that was either plain or microperforated. The positions, separated by a distance
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Fig. 11 Drawing and photos of the experimental set-up used to measure wall-pressures on the
MPP floor of a flow cavity with a view in a of the micro-probe pressure sensor used to measure the
wall-pressure fluctuations on the cavity floor from the MPP no-flow side

of 0.028 m, are represented by white dots in Fig. 1b and their numbering is shown
in Fig. 12. Because one is interested in the reduction of the impinging aerodynamic
wall-pressures by the sole MPP apertures, the cavity floor was unbacked during the
measurements, thus transmitting flow-induced noise within an enclosure, the same
than that used in Sect. 2.2.

Fig. 12 Spatial distribution
of the wall-pressure levels
(PL) measured at 19
observation points evenly
distributed along the
mid-line of a plain cavity
floor in transitional flow
regime (L/D = 10.6, U∞ =
30.7 m s–1); the broadband
spectra are in blue and those
involving tonal components
are in red
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3.1.1 Characterization of the Cavity Flow-Induced Noise

Variations of the wall-pressure PSDs along the 19 base wall positions are shown in
Fig. 12 for a plain cavity floor. It can be seen that the flow broadband components
(blue curves) are more intense towards the downstream edge of the cavity, e.g. at
about 3.64D from the leading edge, whereas tonal components emerge towards the
cavity leading edge (red curves).

As the observation point gets closer to the upstream edge, one observes in Fig. 12
an overall decay of the wall PLs with a clear emergence of tonal peaks above the
broadband components. These dominant peaks are related to the resonance frequen-
cies of theTunnel-Cavity (TC) andTunnel (T) transversemodes of the non-symmetric
cavity test section. The TC modes have a cut-on frequency lower than that of the
corresponding T modes, so they emerge in a frequency range bounded by the cut-on
frequencies of a TC mode and of the corresponding T mode. This has already been
observed by Alvarez and Kerschen [33] that showed the existence of confined trans-
versemodes with high amplitude in the TC section of a low-speedWT andwith small
radiation leakage due to the non-symmetric cavity configuration.Moreover, the trans-
verse TC resonances, experimentally detected above the background noise levels up
to nz = 6, systematically occur below the expected range of frequencies, respectively
left- and right-boundedby fnz ,TC = nzc0

/
(H + D) and fnz ,T = nzc0

/
H , theTCand

T transverse resonance frequencies, with H the height of the tunnel test section and
nz the transverse modal order. This could be interpreted by elasto-acoustic coupling
with the volumetric panel flexural modes of the thin cavity floor that well couple with
the TC transverse modes and that are resonant at the same frequency, thereby causing
a significant downshift of the TC resonance [34]. Hence, the observed resonances are
related to TC-Panel modes nearly-trapped by the cavity-test section configuration.

3.1.2 Effects of Micro-Perforating the Cavity Floor

The plain panel has been replaced in the experiment by a MPP. Figure 13 shows that
microperforating the cavity floor reduces by up to 8 dB the amplitudes of the first
TC-P resonances between 300 Hz and 2 kHz. A priori, such reduction may be due to
a large airframe relative normal velocity within the micro-holes that damps the TC-P
transverse modes by thermo-viscous dissipation. However, numerical simulations
presented in Sect. 3.2 will show that other mechanisms such as acoustically-induced
vorticity play an important role. This is plausible since the perforate constant kh [see
Eq. (1)] takes values between 3 and 5 between 324 and 990 Hz, respectively the first
and last peaks detected, so that the viscous boundary layer thickness is respectively
only 1/3 and 1/5 of the holes radius at these frequencies.

Figure 13a also shows that the MPP is less efficient in reducing the small peaks
that emerge above the broadband flow noise components, preponderant towards the
cavity downstream edge, with only a 3 dB reduction on the first peak.Moreover, it can
be seen that interaction between the flow and the MPP generates excess broadband
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Fig. 13 Effect of a microperforated base wall on the spectra of the pressure levels measured at 16.8
cm (a) and at 8.4 cm (b) after the upstream edge of a cavity in transitional flow regime; the grey
and red curves correspond respectively to plain and microperforated floors

Fig. 14 Effect of microperforations on the spatial distribution of the pressure levels measured along
19 observation points along the streamwise direction over the base wall of a transitional cavity at
324 Hz (a), 690 Hz (b), 990 Hz (c) and 1800 Hz (d); the grey and red curves correspond respectively
to plain and microperforated floors; also shown in a a semi-microperforated cavity

wall-pressures above 1.2 kHz. This complies with the potential of circular micro-
perforations, in contact with a uniform one-sided flow of grazing velocityUG , to effi-
ciently back-scatter aerodynamicwall-pressures into sound for a hole-based Strouhal
number f dh

/
UG ≥ 0.6, as found in [14]. Assuming a value of UG = 2 m s−1, as

suggested from the numerical simulations of Sect. 3.2, back-scattering occurs above
2.4 kHz, as confirmed by the measurements.
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Figure 14 shows that one consistently observes an attenuation zone that occupies
about one third of the cavity length towards the upstream edge. TheMPP is inefficient
to attenuate the wall-pressure fluctuations out of this zone. It even generates extra
noise, up to 5 dB at 1800 Hz, as seen in Fig. 14d, due to back-scattering of the
aerodynamic wall-pressures as frequency increases.

Thus, a strategy for reducing the flow-induced wall-pressure levels would be to
microperforate only part of the cavity floor towards the upstream edge, as sketched in
Fig. 14a, in order to achieve attenuation of the TC-P resonances without enhancing
the aerodynamic wall-pressures further downstream.

3.2 Lattice Boltzmann Numerical Study

The Lattice Boltzmann Method (LBM) has been used to numerically assess the
potential ofmicroperforations to reduce the amplitude of theTC-P resonances excited
by the flow-induced noise above the cavity. The LBM is well-suited for simulating
the dynamics of complex gas flows. Instead of discretizing the macroscopic Navier-
Stokes equations, it tracks the evolution of discretized particle velocity distribution
functions defined at mesoscopic scales. They satisfy the Boltzmann kinetic equation
with a suitable collision operator [35] and with restricted advection and collision
rules. It is shown in [36] that the LBM equation with a third-order expansion of
the Bhatnagar-Gross-Krook collision operator [35] in terms of the fluid velocity,
reproduces exactly the Navier–Stokes equations for a weakly-compressible flow for
Mach numbers less than 0.4. The LBM has been used to analyse the non-linear
behaviour of MPP holes [37], the sound absorption by a circular orifice termination
in a turbulent pipe flow [38] and the aeroacoustic resonances of partially-covered
cavities [39].

As shown in Fig. 15, the 2DLBM is here implemented on a square lattice structure
with nine neighboring lattice nodes, also termed theD2Q9 lattice Boltzmann scheme.

A laminar boundary layer flows with a free-stream velocity of 30.7 m s−1 in a
tunnel of height H = 0.24 m towards a cavity of depth D = 0.05 m and length
L = 0.53 m. The tunnel height has been reduced with respect to the experiment to

Fig. 15 a 2D geometry and boundary conditions of the computational domain used in the LBM
simulations of the flow cavity noise; b D2Q9 lattice Boltzmann scheme defining at each node of
the computational domain restricted advection and collision rules along 8 directions
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Fig. 16 Snapshot of the vorticity calculated by LBM over and within a cavity in transitional flow
regime undergoing a laminar boundary layer flowing from the right to the left

lower the computational cost. The cavity floor, 1 mm thick, is rigid as well as the
cavity side walls and the leading and trailing edges. The cavity floor is either plain or
micro-perforated with sharp-edged apertures of width dh = 0.5 mm. In order to keep
the same perforation ratio, σ2D = dh

/
bh = 0.8%, than in the experiment, σexp . =

πd2
h

/(
4b2h

) = 0.8%, the apertures in the LBM model have a larger separation
distance bh = 6.25 cm. The temporal and spatial resolution in the whole domain
with a plain cavity floor was set to t = 6.33 10−6 s and x = z = 50 μm,
which provided a numerical error on c0 lower than 1% in the 8 directions of the D2Q9
scheme. When the cavity floor is micro-perforated, a minimum number of 80 cells
per aperture length is required for the wall-pressure levels to converge up to 3 kHz.

Figure 16 shows a snapshot of the component Ωy of the flow instantaneous
vorticity, � = ∇ ∧ v, over the whole cavity domain. The vortical flow structure
is characterized by a roll-up of the shear layer that extends up to half of the cavity
length from the leading edge. The shed vortices, no more than 3 over a cycle of
oscillations, have dimensions of nearly the cavity depth, and reattach at a distance
dR
/
D ≈ 6.2 from the leading edge, in accordance with Direct Numerical Simulation

results [40].
Figure 17 shows the effect of microperforating the cavity floor on the levels of

the pressure fluctuations, calculated respectively over the base wall and at the mouth
of the cavity. Transverse TC modes are well predicted by the 2D LBM. They occur
in a frequency range limited by the cut-on frequencies of the TC and T modes.
For instance, the first dominant peak is predicted at 703 Hz which is in-between
f1,TC = c0

/
2(H + D) = 694 Hz and f1,T = c0

/
(2H) = 708 Hz.

The model well captures the attenuation effect induced by the microperforations
on the transverse modes, not only at the floor, but also at the mouth of the cavity.
The pressure levels are attenuated at the cavity floor by 10 dB at 703 Hz and 16 dB
at 1391 Hz and 2083 Hz, and at the cavity mouth by 9 dB at 703 Hz, 13 dB at 1391
Hz and 7 dB at 2083 Hz. They clearly overestimate the measured attenuations that
were not exceeding 8 dB on the second transverse mode at the cavity floor, but 3D
flow effects as well as extraneous sources of leakage/dissipation are likely to occur
in the WT test section. Moreover, the 2D MPP radiation conditions may not be fully
representative of the 3D ones.
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Fig. 17 Effect of microperforations on the pressure levels calculated by LBM at a horizontal
distance 8.4 cm from the upstream edge of a cavity in transitional flow regime: a over the cavity
floor and b at the cavity mouth; grey solid (resp. red dotted) curves correspond to a plain (resp.
microperforated) floor

The interaction between the cavity flow and the MPP apertures has been further
examined through the LBM simulation results shown in Fig. 18. The vorticity

fluctuations Ω̃y shown in Fig. 18a scale on 10sgn
(
Ω̃y

)
log10

( ∣∣∣Ω̃y

∣∣∣
/

Ω0

)
with

Ω0 = 10−2Ωmax in order to correctly visualize the variations of fluctuations across
the apertures over a 20 dB dynamic range. The velocity fluctuations ṽ scale on
10 log10

( |ṽ|/v0
)
with v0 = 10−3vmax in order to correctly visualize the variations

of velocity over a 30 dB dynamic range. Note that the apertures pitch has been reset
to 5 mm, as in the experiment, but this does not drastically modify the vorticity and
velocity dynamics.

Fig. 18 Snapshots of
instantaneous vorticity
(a) and magnitude of the
velocity fluctuations
(b) calculated by the LBM
across a microperforated
floor and towards the
upstream edge of a
transitional cavity under a
laminar boundary layer
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Figure 18a shows outflow conditions that occur across the apertures from the
cavity side (z > 0) towards the back of the MPP (z < 0). These conditions generate
clockwise (resp. counterclockwise) vortex shedding at the inlet and outlet of the
apertures right (resp. left) side. On the MPP cavity side, the holes inlet vortices
located away from the upstream edge tend to be swept by the near-wall vorticity.
On the MPP no-flow side, vortex shedding from the holes is not prone to convection
effects and occurs parallel to the orifices axis.

It can be seen from Fig. 18b that the regions of maximum velocity fluctuations
occur within and at the inlet-outlet of the MPP apertures, the most intense being
induced by well-established outflow conditions, in relation to Fig. 18a. The dissi-
pation of energy takes place in these regions and, given a boundary layer viscous
thickness lower than one third of the apertures half-width above 350 Hz (as in the
experiment), it is likely that vortex shedding plays a more important role than the
viscosity in the dissipation mechanisms at the origin of the attenuation of the TC
resonances.

4 Conclusions

Experimental methodologies have been presented for evaluating, in a low-speed
wind-tunnel, the potential of flush-mounted or recessed microperforated partitions
to absorb the wall-pressures induced by a TBL, but also by the transverse acoustic
modes of the test section. The latter modes were found to be nearly-trapped by the
non-symmetric cavity configuration, in which case they are tunnel-cavity modes,
whereas they are propagating when cut-on in the symmetric flush-mounted config-
uration, in which case they are pure tunnel modes. When micro-perforating the
flush-mounted flow side of the partition, broadband absorption and large transmis-
sion of the boundary layer noise have been observed around the MPP aerodynamic
coincidence frequency, as long as the hole-based Strouhal number stays lower than
0.1. At higher frequencies, low absorption and high TL values occur due to signifi-
cant back-scattering of the TBL pressure fluctuations into sound. Micro-perforating
a single recessed MPP, thereby constituting the floor of a shallow cavity, attenuates
by up to 8 dB the first tonal peaks caused by the flow-excited tunnel-cavity reso-
nances, that efficiently couple with the MPP volumetric modes. These peaks only
emerge on one third of the cavity floor towards the leading edge whereas they are
drowned in the broadband flow noise further downstream. A strategy would thus be
to micro-perforate only one third of the cavity floor to reduce the tonal peaks without
enhancing the broadband flow components.

The measured acoustical performance have been confirmed by wavenumber and
fully-coupled modal formulations in case of a flush-mounted MPP partition under
an aeroacoustic TBL excitation and by 2D LBM numerical simulations in case of a
microperforated cavity floor under a laminar boundary layer. In the latter case, the
simplified geometry used in the LBM simulations captured, but overestimated the
amount of attenuation of the tonal peaks. It however pointed out the key role played
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by acoustically-induced vorticity in the attenuation mechanisms of the transverse
test section resonances. These validated models could serve to optimize the MPP
parameters (shape, diameter, perforation ratio…) in order to enhance the absorption,
the TL or the attenuation of the flow-induced noise over the partition.
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Noise Radiated from Fluid Loaded
Stiffened Cylindrical Shells Subject
to a Turbulent Boundary Layer

Valentin Meyer, Laurent Maxit, Oriol Guasch, and Mahmoud Karimi

Abstract Cylindrical shells are often employed as simplified models to represent
the physics of underwater vehicles. When a vehicle is moving underwater, the flow
is likely to create a turbulent boundary layer (TBL) over the shell surface. The
TBL induces vibrations on the shell, which results in the radiation of noise. Semi-
analytical formulations are nowadays widely used to predict the vibro-acoustics of
structures and re-design them to mitigate the flow-induced noise. However, most of
the methods available in literature tackle the case of flat plates and only few results
can be found for cylindrical shells. In this chapter, we give an overview of a method
for calculating both the response of a fluid loaded cylindrical shell and the outward
emitted noise, with different degrees of complexity. The considered test cases involve
various phenomena and underlying physics. Aspects such as the role of propagative
Bloch-Floquet waves in noise radiation by periodically stiffened structures, or the
influence of mechanical coupling between the shell and non-axisymmetric inner
structures are addressed. An explanation is also given for the very different behavior
of the radiated acoustic pressure in the near and far fields.
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1 Introduction

Cylindrical shells are often used to model industrial systems. At early design stages,
numerical models give insight on the physical behavior of the system. This chapter
focuses on the response of a cylindrical shell excited by a turbulent boundary layer.
This problem can be typically encountered for an airplane fuselage or for a subma-
rine hull. For underwater applications, Chevalier and Audoly [1] highlighted the
importance of the TBL excitation for warfare strategy. In a scenario where two
submarines are chasing each other, they must be as quiet as possible, while being the
most efficient in detecting the opponent. Radiated noise and self-noise (i.e. the noise
polluting the sonar array) need to be as low as possible. Predicting the vibrations and
radiated pressure of a cylindrical shell is therefore an important practical issue. As
experimental procedures are long, costly and cannot be used at the early stage of a
submarine design, numerical methods are required to solve this problem. However,
several factors make that difficult, namely,

• the dimensions of the structures are large and the frequency range of interest is
wide (for naval applications, the radiated and self-noise noise must be controlled
from a few Hz to several kHz);

• the cylindrical shell may have stiffeners and other internal structures;
• in the case of underwater applications, the strong coupling between the cylindrical

shell and the surrounding fluid must be accounted for.

The approach adopted here is based on the wavenumber formulation of the
structure excited by random wall-pressure fields. Several assumptions are made:

• the Turbulent Boundary Layer (TBL) is assumed to be fully developed, stationary
and homogeneous over the surface of the cylindrical shell;

• the vibrations of and the radiated pressure from the cylindrical shell do not interact
with the TBL wall-pressure field. The wall-pressure is thus taken as an input to
the vibro-acoustic problem.

The method relies on the reciprocity principle and setting the response of the
fluid-loaded structure in the wavenumber domain. On the one hand, the TBL is a
partially space-correlated random pressure field that can be characterized by means
of the wall pressure cross-spectral density (CSD). As in typical practical applications
the radius of the cylindrical shell is large in comparison with the TBL thickness, clas-
sical models for planar TBLs can be used with minor adaptations. On the other hand,
one can define the sensitivity function at a point on the shell surface as its vibroa-
coustic response when excited by a cylindrical acoustic plane wave. This allows
one to compute the auto-spectral density (ASD) of the radiated noise by integrating
the product of the TBL wall pressure CSD with the sensitivity functions, over the
wavenumber domain. Besides, Lyamshev’s reciprocity principle shows that such
sensitivity functions are totally equivalent to the radial velocity response of the shell
when excited by an acoustic unit monopole in the wavenumber domain (i.e. using a
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Fourier transform along the axial coordinates and a Fourier series along the circum-
ferential coordinates). Resorting to the reciprocity principle has the advantage of
considerably reducing the number of load cases which shall be considered to obtain
the sensitivity functions.

In this work, the above technique is applied to predict the acoustic pressure radi-
ated by different submerged cylindrical shells under TBL excitation. For infinite
shells, an analytical formulation is described to calculate the sensitivity functions.
That also includes the case of an infinite shell with regularly spaced stiffeners. For
finite shells with arbitrary internal structures, a dedicated sub-structuring approach
is employed. This sub-structuring approach, known as condensed transfer functions
(CTF) method, permits coupling the analytical model of a submerged cylindrical
shell with a finite element model (FEM) of its internal structures. The CTF method
allows for a significant geometric versatility at a very reasonable computational cost,
which makes it very appealing for industrial applications up to several kHz.

2 Vibro-Acoustic Response of a Cylindrical Shell Under
a TBL

2.1 Presentation of the Problem

Let us consider a cylindrical shell as depicted on Fig. 1. It is excited by a TBL on
its external surface �p. The TBL acts on the whole circumference of the cylindrical
shell but can be of finite extent in the axial direction (as in Fig. 1) or of infinite extent.
The thickness of the shell h is supposed to be small compared to the radius of the
cylinder R, allowing us to use thin shell theory for describing its vibratory motions.
Cylindrical coordinates are used as shown in Fig. 1.

The shell is made of isotropic homogeneous material of density ρ, Young’s
modulus E , Poisson’s coefficient ν and structural damping η. The complex Young’s
modulus accounting for the structural damping is defined as E∗ = E(1 + jη).

Fig. 1 Cylindrical shell
excited by a turbulent
boundary layer on �p
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2.2 Mathematical Formulation

Strawderman presented an extensive review of wavenumber and frequency analysis
techniques in vibro-acoustics [2]. In particular, the wavenumber domain can be used
to describe the response of a linear system under random pressure fields. Maury
et al. [3] developed the formalism to link the statistics of the random forcing field
to the structural response. They showed that the response can be written either in
the physical domain or in the spectral domain for space and time. In this study, the
approach using spectral descriptions in space and time is chosen. Considering a point
x of cylindrical coordinates (x, r, θ), the auto-spectral density (ASD) of the pressure
radiated by the cylindrical shell excited by the TBL can be expressed as follows [4],

Spp(x, ω) = 2π
+∞∑

n=−∞

+∞∫

−∞

∣∣H̃p(x, θ, r, kx , n, ω)
∣∣2φ̃tbl

pp (kx , n, ω)dkx , (1)

where ω is the angular frequency. H̃p is called the sensitivity function and describes
the dynamic behavior of the structure. It expresses the radiated pressure at xwhen the
system is excited by a unit wall-pressure field p(x, θ) = e− j(kx x+nθ) with x ∈ R and
θ ∈ [−π;π ]. φ̃tbl

pp is the cross-spectrum density of the wall-pressure in the (kx , n)

space and characterizes the wall pressure induced by the TBL on the shell. kx and n
are respectively the Fourier transform variables of x and θ .

There are several ways to solve the problem described here [5]. Equation (1)
requires the sensitivity function of the structure to be calculated for a large number
of wall-pressure excitation fields to describe the wavenumber domain defined by kx

and n. The next section explains how the reciprocity principle can be used to make
the calculation process more efficient.

2.3 The Reciprocity Principle

The reciprocity principle in acoustics was formally established by Lyamshev in 1959
and later by Fahy [6]. It states that the transfer function remains identical when the
source and receiver positions are exchanged. Fahy extended the reciprocity principle
to vibroacoustics problems. He showed the that the transfer function of the pressure
p at location x in the fluid when the structure is excited by a point force F at x

∧

,
equals the transfer function of the velocity v at x

∧

when excited by a monopole of
volume velocity Q placed at x. This sentence can be summarized in the following
equation,

p(x)

F
(
x
∧) = v

(
x
∧)

Q(x)
. (2)
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Fig. 2 Illustration of the reciprocity principle for the calculation of sensitivity functions, from
Marchetto et al. [6]

The reciprocity principle remains valid in the wavenumber domain, as demon-
strated by Marchetto et al. [7], who used sensitivity functions to derive it. As illus-
trated in Fig. 2, the pressure radiated by the structure excited by a unitary wall-
pressure field of wavenumber vector k equals the spectral velocity of the structure,
when excited by a monopole of unitary volume velocity. If the sensitivity function
with the direct approach is written as,

H̃p(x, θ, r, kx , n, ω) = R

2π

+∞∫

−∞

2π∫

0

Hp/F
(
x, θ, r, x̃, θ̃ , R, ω

)
e− j(kx x̃+nθ̃)d θ̃dx̃, (3)

with Hp/F being the transfer function of pressure over force, then the sensitivity
function using the reciprocal approach (i.e. using Eq. (2)) becomes

H̃p(x, θ, r, kx , n, ω) = R

2π

+∞∫

−∞

2π∫

0

Hv/Q
(
x̃, θ̃ , R, x, θ, r, ω

)
e− j(kx x̃+nθ̃)d θ̃dx̃, (4)

where Hv/Q is the transfer function of velocity over volume velocity. This approach
has been experimentally validated for a panel excited by an acoustic diffuse field [7],
as well as by a pressure field beneath a TBL [8].

Using the reciprocity principle for calculating the sensitivity functions is more
efficient because in most cases it is easier to calculate the velocity in all points of
the structure due to a single excitation, rather than the radiated pressure in one point,
but for a large number of excitations. Analytical and numerical methods to calculate
sensitivity functions are presented in Sect. 3 for fluid-loaded cylindrical shells. Next
section describes the excitation term used in Eq. (1) due to the TBL.

2.4 Wall-Pressure Fluctuations on a Cylindrical Shell

Most models in literature for characterizing the wall-pressure fluctuations of a
TBL were developed using experimental data acquired on planar surfaces. These
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models usually take TBL parameters as inputs, such as the convection flow speed,
the boundary layer thickness and the friction velocity. The TBL parameters can be
measured experimentally or calculated through computational fluid dynamics. The
readers are referred to the first issue of Flinovia for an extensive literature review of
TBL models for flat plates [9]. For naval applications, the radius of the cylindrical
shell is large compared to the TBL thickness and the curvature occurs in the cross-
wise direction of the flow. In this situation, classical models of wall-pressure fields
for planar surfaces can be used [10], but need to be adapted to the present mathe-
matical formulation. Assuming the cross-spectral density of the wall-pressure for a
planar surface Stbl

pp (x, y, ω) to be known in the spatial domain, Maxit et al. adapted
the formulation for cylindrical coordinates [4]. If the cross-spectral density of the
wall-pressure for a planar surface in the wavenumber domain is given by

S̃tbl
pp

(
kx , ky, ω

) =
+∞∫

−∞

+∞∫

−∞
Stbl

pp (x, y, ω)e− j(kx x+ky y)dxdy, (5)

then one can establish the following relation (see [4]),

φ̃tbl
pp (kx , n, ω) = 1

2π R
S̃tbl

pp

(
kx ,

n

R
, ω

)
(6)

2.5 Numerical Aspects

The calculation of the radiated pressure ASD in Eq. (1) involves a summation of an
infinite number of terms and an integral over an infinite domain. To compute it, first
a discretization of the axial wavenumber is done to calculate the functions in the
integrand for a finite number of kx values. A constant and small discretization step
δkx is chosen to properly describe the peaks of the responses in the axial wavenumber
domain. Then, the integration domains must be truncated and the integrand needs to
be discretized along kx . Williams et al. showed that in the wavenumber domain, the
structure filters the vibro-acoustic response for frequencies beyond the hydrodynamic
coincidence frequency [11]. Above the flexural wavenumber, the amplitude of the
spectral displacement drastically decreases with increasing wavenumber. Therefore,
the flexural wavenumber serves as a criterion to truncate the integration domain and
Eq. (1) can be approximated as

Spp(x, ω) = 2π
+N∑

n=−N

+kx∑

−kx

∣∣H̃p(x, θ, r, kx , n, ω)
∣∣2φ̃tbl

pp (kx , n, ω)δkx , (7)

with,
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[
N
kx

]
=

[
κN R
κx

]
max(k f , k0). (8)

k f in Eq. (8) is the flexural wavenumber of a plate of thickness h and k0 stands for
the acoustic wavenumber. κN and κx are safety coefficient to truncate the domains
at wavenumbers bigger than the flexural wavenumber k f . Typically, κN and κx are
taken between 1.5 and 2.

3 Sensitivity Function Calculations

3.1 Analytical Method for an Infinite Cylindrical Shell

As explained in the previous section, the reciprocity principle is used to calculate
the sensitivity functions in Eq. (1) to obtain the ASD of the acoustic pressure at x,
radiated by a cylindrical shell under TBL excitation. We will first consider the case
of an infinite cylindrical shell. To get the sensitivity functions, the spectral velocities
on the surface of the cylindrical shell in response to a monopole excitation of unit
volume velocity must be calculated. The Flügge shell operator for thin shells is
chosen to write the dynamic equations of the fluid-loaded cylindrical shell because
of its ease of implementation and its good agreement with other theories [12]. The
Flügge equations are given along with further shell theories in Leissa’s book on
shell vibrations [13]. A very clear expression was written by Fuller and used to
analyze the dispersion curves of a cylindrical shell [14]. Besides, Maxit and Ginoux
employed Fourier transforms along the axial coordinate and Fourier series along
the circumferential coordinates to express the Flügge equations in the wavenumber
domain [15],

[L̃(kx , n)
]
⎡

⎣
Ũ (kx , n)

Ṽ (kx , n)

W̃ (kx , n)

⎤

⎦ = −γ

⎡

⎣
0
0

p̃(kx , n) + F̃e(kx , n)

⎤

⎦ (9)

where L̃ denotes the spectral Flügge operator, Ũ , Ṽ , W̃ are respectively the axial,
tangential and radial spectral displacement, γ = (

1 − ν2
)
R2/E∗h, p̃ is the spectral

reacting pressure from the external fluid loading and F̃e the spectral excitation force
applied on the cylindrical shell. Considering a monopole source at x, the blocked
pressure generated on the shell is (see [16]),

F̃e(kx , n) = jωρ0

2πkr R

H (2)
n (krr)

H (2)′
n (kr R)

e− j(kx x+nθ) (10)
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where ρ0 is the fluid density, kr = (
k2
0 − k2

x

)1/2
and H (2)

n and H (2)′
n respectively stand

for the Hankel function of the second kind and its derivative. The spectral reacting
pressure can be linked to the radial displacements through [17],

p̃(kx , n) = ρ0ω
2

kr

H (2)
n (kr R)

H (2)′
n (kr R)

W̃ (kx , n). (11)

The solution to Eq. (9) has been derived in [18] and reads,

W̃ (kx , n) = iωρ0γ e− j(kx x+nθ)

2πkr R

H (2)
n (krr)

H (2)′
n (kr R)

Λ̃(kx , n) (12)

The term Λ̃ depends on the shell characteristics and represents the response of the
fluid-loaded shell to a unitary point force (see Eq. (17) in [15] and Eq. (20) in [18],
for details). The sensitivity function is the response in terms of spectral velocities so
it can be deduced from Eq. (12) as,

H̃p(x, θ, r, kx , n, ω) = jωRW̃ (kx , n) (13)

3.2 Analytical Method for an Infinite Stiffened Cylindrical
Shell

In industrial applications, stiffeners are usually added to the cylindrical shell to
increase the resistance of the structure while limiting the additional weight. These
stiffeners have an influence on the dynamic behavior of the system and need to be
accounted for in the mathematical model. In our model, the contacts between the
stiffeners and the cylindrical shell are assumed perfect and along a circumferential
line at discrete positions in the axial direction. Considering a regular stiffener spacing
d, Eq. (9) becomes,

[L̃(kx , n)
]
⎡

⎢⎣
Ũ (kx , n)

Ṽ (kx , n)

W̃ (kx , n)

⎤

⎥⎦ = −γ

⎡

⎢⎣
0

0

p̃(kx , n) + F̃e(kx , n)

⎤

⎥⎦ + γ

+∞∑

m=−∞

⎡

⎢⎣
L̄m (n)

T̄m (n)

F̄m (n) − jkx M̄m (n)

⎤

⎥⎦e− jkx md , (14)

where Lm , T m , Fm and Mm designate the axial force, tangential force, radial force and
tangential moment applied by the m-th stiffener to the cylindrical shell, respectively.
These forces are unknown and expressed in the circumferential order space. The
stiffeners are characterized by their circumferential admittancematrixY , which links
the forces F

r
m along the 4 degrees of freedom (DoF) at the junction of the stiffeners

with the displacements W
r
m along the 4 same DoF,
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F
r
m(n) = −Y

−1
(n)W

r
m(n). (15)

The circumferential admittance matrix Y is a 4 × 4 matrix for each circumfer-
ential order n and pulsation ω. It can be obtained from a standard FEM simulation.
Unlike beam models, FEM modelling allows to account for all stiffener’s deforma-
tions. Writing the displacement and rotation continuity at the junctions between the
stiffeners and the cylindrical shell, and imposing force equilibrium, yields [4],

W̃ (kx , n) = I(kx , n)

[
Fe(kx , n) − 1

d

[
Y(n) + S0(kx , n)

]−1
T 0(kx , n)

]
. (16)

In Eq. (16), I is the spectral admittance of the fluid loaded shell. S0 and T 0 are
terms that depend on I and Fe. The developments are detailed in [4]. As for the
unstiffened case, the sensitivity function can be deduced through Eq. (13).

3.3 Numerical Method for Finite Shells with Various
Internal Structures

Analytical formulations are not well-adapted to deal with more complex systems,
such as a stiffened cylindrical shell coupled with internal structures, like floors or
engine foundations. For this purpose, a specific numerical method, the condensed
transfer function (CTF) approach was developed in [19]. It consists of a sub-
structuring technique based on the concept of mechanical admittance. The method
was first developed for a non-regularly stiffened shell having invariant geometry
along the circumferential coordinate [15], and then extended to non-axisymmetric
cases. The system under analysis is divided into several subsystems, as illustrated in
Fig. 3. These are,

Fluid-loaded cy-
lindrical shell 

(analytical) 

Axisymmetric frames 
(axisymmetric FEM) 

Non-axisymmetric in-
ternal frames 

(FEM) 

Fig. 3 Illustration of the substruturing approach
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• The infinite fluid loaded cylindrical shell;
• The axisymmetric internal structures (stiffeners, bulkheads);
• The non-axisymmetric internal frames.

A set of condensation functions is defined at the interfaces between the subsystems
to serve as a basis to physical quantities needed for the coupling. The coupling
between subsystems is considered by means of the mechanical admittances at the
junctions of each uncoupled subsystem, and taking into account the displacement
continuity and force equilibrium between subsystems at the junctions [20]. One of
the main advantages of this approach is that the admittances of each subsystem can
be calculated separately by any method. For the case of a stiffened cylindrical shell,
the chosen approach is to describe it with Flügge’s equations. These are solved in
the wavenumber domain, in a similar manner as described in Sect. 3.1, to yield the
mechanical admittances at the junctions with the stiffeners. Conversely, the stiffener
admittances are calculated with axisymmetric FEM models. The non-axisymmetric
internal frames are also characterized with 3D FEM models. More details on the
principle of CTF and its practical implementation for modelling stiffened shells with
non-axisymmetric internal frames can be found in [19, 20].

In our case, the monopole excitation is applied to the cylindrical shell when it is
uncoupled with the other subsystems, yielding what is called the free displacements
of the shell. These are used as the right-hand term to calculate the coupling forces
between the subsystems (see [19], Eq. (7)).

As the method uses Flügge’s analytical formulation for the cylindrical shell,
the system is of infinite extent. However, the finite extension of the shell can be
approached using two simple tricks. First, clamped boundary conditions are defined
at the end of the cylindrical shell by setting virtual stiffeners of null admittance (infi-
nite rigidity). By comparison to the FEM model of a cylindrical shell, it has been
shown that the boundary conditions only play a role at very low frequencies and that
the analytical approach is able to model the radiation of a finite cylindrical shell [21].
Then, in accordance with the reciprocity principle, the sensitivity functions of a finite
section of the shell is deduced from the Fourier transforms of the displacement field
of the infinite shell excited by the monopole windowed to the finite section. This is
equivalent to saying that these sensitivity functions are equal to the convolution in
the axial wavenumber domain of the sensitivity functions of the infinite shell, with
a sinus cardinal.

4 Applications and Discussion

4.1 Test Case Definitions

Three configurations are considered to illustrate the previously presented method,
which correspond to the three approaches to calculate the sensitivity functions shown
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in Sect. 3. All structures are made of steel having the following properties: ρ = 7800
kg m−3, E = 2.1 × 1011 Pa, ν = 0.3 and η = 0.02. Their geometries are defined as
follows, showing an increasing complexity,

A. Infinite fluid-loaded cylindrical shell with R = 5 m, h = 0.03 m.
B. Cylindrical shell A + regularly spaced stiffeners. The stiffeners spacing is d =

1.35 m and they are all identical, having a T-shaped cross-section of dimensions
200 × 15/200 × 15 mm (see Fig. 4d).

C. Cylindrical shell B, but of finite length of 42.3 m and including a non-
axisymmetric internal frame. The internal frame is an 8.1 m long floor depicted
in Fig. 4e.

Our goal is to predict the radiated acoustic pressure at a point located at distance
Dobs from the shell’s surface. In the case of the finite shell, the observation point is at
a distance x = 22.05 m from the end of the shell. In the case of the raft, the latter is
connected to the shell at the distances x = 18.9 and x = 27 m, as shown in Fig. 4c.

The TBL excitation is characterized by a convection flow speed of Uc = 3.2
m/s, a friction velocity v f = 0.16 m/s and a thickness δtbl = 0.11 m. For the
numerical applications, the Chase model [22] adapted for the cylindrical problem
through Eq. (6) is used,

φ̃tbl
pp (kx , n, ω) = (2π)2ρ2

0v
3
f

R
[
K 2+ + (bδtbl)

−2
] 5

2

(
CM k2

x + CT K 2

[
K 2+ + (bδtbl)

−2

K 2 + (bδtbl)
−2

])
(17)

with K 2+ = (ω − Uckx )
2/

(
3v f

)2 + K 2, K 2 = k2
x + n2/R2 and recommended

parameters b = 0.75, CM = 0.1553 and CT = 0.0047.
The calculations are performed between 100 and 1000 Hz with 400 values with

logarithmic separation.

4.2 Results for the Infinite Cylindrical Shell

Let us first plot in Fig. 5 the wall-pressure spectrum defined by Eq. (17) in the
wavenumber domain, for two frequencies, 100 and 1000 Hz. For our case of interest,
the coincidence frequency between the flexural and acousticwaves is around 7.6 kHz.
Likewise, the coincidence frequency between the flexural and convective waves
(i.e. hydrodynamic coincidence frequency) is around 0.03 Hz. This means that the
frequency domain of interest is in the subconvective subsonic region [23]. There,
the spectrum decreases with frequency for a fixed wavenumber, as can be seen by
comparing the colors in Fig. 5a, b. For a given frequency, the wavenumber-frequency
spectrum increases with wavenumber

Examples of sensitivity functions for the infinite cylindrical shell (test case A) are
given in Fig. 6 for two frequencies and two observation distances, Dobs = 0.1 m and
10 m. The white dashed line represents the flexural wavenumber for the equivalent
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Fig. 4 Sketches of a test case A, b test case B, c test case C (dimensions in m), d the cross-section
of the stiffeners used in test cases B and C (dimensions in mm), e example of a mode of vibration
of the non-axisymmetric internal frame used in test case C
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Fig. 5 Wall-pressure spectrum as a function of the axial wavenumber and the circumferential order
for a 100 Hz and b 1000 Hz

Fig. 6 Sensitivity functions of the infinite cylindrical shell (test case A) at a 100 Hz and Dobs = 0.1
m, b 1000 Hz and Dobs = 0.1 m, c 100 Hz and Dobs = 10 m and d 1000 Hz and Dobs = 10 m
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fluid-loaded plate, while the white solid line represents the acoustic hemi-ellipse. In
Fig. 6a, at 100 Hz and Dobs = 0.1 m, the maxima of spectral velocities form a horse-
shoe shape, fitting the flexural wavenumbers of the equivalent plate for kx close to 0.
This shape is typical of cylindrical shells for frequencies below the ring frequency,
which in this case is 173 Hz. Above this frequency, the flexural waves on the fluid
loaded cylindrical shell resemble those in a plate of equal thickness, and taking into
account the fluid loading [24], as seen in Fig. 6b. As observed for the sensitivity
functions at Dobs = 0.1 m, the cylindrical shell responds to all wavenumbers up
to the flexural wavenumber. Above the flexural wavenumber, the amplitude of the
spectral velocity decreases, validating the truncation discussed in Sect. 2.5.

When the pressure is collected far away the shell, at Dobs = 10 m, the sensi-
tivity functions shown in Fig. 6c, d become quite different. In this case, only the
wavenumbers inside the acoustic domain contribute to radiation [11].

ThepressureASDat 100Hz, for instance, is calculated fromEq. (1) bymultiplying
the wall-pressure spectrum in Fig. 5a by the sensitivity functions in Fig. 6a or c and
integrating over the wavenumber domain. Doing this for each frequency yields the
frequency response represented in Fig. 7. The ASD is obviously higher at Dobs = 0.1
m than at Dobs = 10 m. But this is not only due to geometric losses (i.e. divergence
of cylindrical waves), but also to the fact that more components of the sensitivity
functions play a role at short distances than at long distances, as shown in Fig. 6. It
can also be observed that oscillations occur close to the shell in the low frequency
range, which disappear when the frequency increases. These oscillations are due to
the cut-on frequencies of the circumferential order contributions to the near-field
radiation. The oscillations do not appear at large distances from the shell because of
the acoustic filtering effect mentioned earlier. In this case, the higher order modes
play a less important role than the lower order modes whose cut-on frequencies are
below the lowest frequency of interest [18].

Fig. 7 ASD function of the radiated pressure for the infinite cylindrical shell for two observation
distances
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4.3 Influence of Stiffeners

The response of test case B is calculated using the analytical model presented in
Sect. 3.2. The frequency response of the radiated pressure at Dobs = 10 m is plotted
in Fig. 8 and compared to the non-stiffened case presented in the previous section.
A noticeable increase in the ASD is observed over several regions of the frequency
domain.

To understand the reason for that behavior, the sensitivity functions are examined
in Fig. 9 for two frequencies, namely 310 Hz where there is only a small pressure
level increment and 495 Hz where a huge rise is appreciated. If we first compare
Fig. 9a, b,we can observe that the sensitivity functions of the unstiffened and stiffened
cylindrical shells are similar, the only difference being the size of the acoustic domain
for low wavenumbers. The stiffener effects on the sensitivity functions is clear when
comparing e.g., Figure 9a, c. The stiffeners create periodic copies of the acoustic
domain along the axial wavenumbers with a period of 2π/d. This phenomenon is
also observed for the sensitivity function in Fig. 9d. There is however a difference
between Fig. 9c, d. For stiffened plates, it has been highlighted that Bloch-Floquet
waves can be propagative for some frequency bands called pass-bands and evanescent
for other frequency bands, called stop-bands [25, 26]. Recently, similar behaviors
have been observed for stiffened cylindrical shells [4]. If a Bloch-Floquet wave
has a wavenumber within the acoustic domain, or one of its periodic copies, it will
contribute to the far-field radiated pressure. In Fig. 9d, this coincidence occurs around
|kx | = 10 m−1, where spots with significant amplitudes (10 dB higher than the ones
in the acoustic semi-ellipse) are localized in the second copy of the acoustic semi-
ellipse. The locations of these spots can be related to the wavenumbers associated to
propagative Bloch-Floquet waves as shown in [4] through the analysis of dispersion
curves. It can be concluded that the bumps observed in the radiated noise spectrum

Fig. 8 ASD function of the radiated pressure for the infinite cylindrical shell with and without
stiffeners
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Fig. 9 Sensitivity functions of the infinite cylindrical shell at Dobs = 10 m a without stiffeners at
310 Hz b without sitffeners at 495 Hz, c with stiffeners at 310 Hz and d with stiffeners at 495 Hz

of Fig. 8 can be attributed to propagative Bloch-Floquet waves, which barely suffer
from acoustic filtering and thus radiate to the far field (see [4] for details).

4.4 Influence of the Finite Length

Before addressing test case C, let us study the influence of the finite length of the
cylindrical stiffened shell without considering the non-axisymmetric internal frame.
The results are compared to those of test case B in Fig. 10. The sensitivity functions
for the finite shell have been calculated using the numerical approach presented
in Sect. 3.3. The ASD for the finite and infinite shells in Fig. 10 are close one to
the other, meaning that the finite shell also exhibits the propagative Bloch-Floquet
phenomena. An additional peak is observed at low frequencies for the finite shell
due to its resonances (i.e. axial standing waves).



Noise Radiated from Fluid Loaded Stiffened … 275

Fig. 10 ASD function of the radiated pressure for the infinite and finite stiffned cylindrical shell

4.5 Influence of the Non-axisymmetric Internal Frame

The influence of a non-axisymmetric internal frame is next examined by comparing
the ASD function of the radiated pressure at Dobs = 10 m for the finite stiffened
shell with and without the raft. The results, in Fig. 11 show a level increase due
to the non-axisymmetric frame. The underlying physics can be grasped again from
the sensitivity functions. These are represented in Fig. 12 for two frequencies (310
and 495 Hz, as in the previous section), with and without the non-axisymmetric
internal frame (compare Fig. 12a with c and Fig. 12b with d). Let us remember
from the exposition of the reciprocal approach in Sect. 2.3, that a monopole placed
far away from the axisymmetric shell only excites the circumferential orders within
the acoustic semi-ellipse. When the non-axisymmetric internal frame is added to
the system, it tends to transfer energy from the low to the higher circumferential

Fig. 11 ASD function of the radiated pressure with and without the raft for the finite stiffened
cylindrical shell
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Fig. 12 Sensitivity functions of the finite stiffened cylindrical shell at Dobs = 10 m a without raft
at 310 Hz b without raft at 495 Hz, c with raft at 310 Hz and d with raft at 495 Hz

orders, as seen in the sensitivity functions of Fig. 12c, d. Actually, the effect of non-
axisymmetric geometries on the circumferential orders coupling has been highlighted
before in the literature [19, 24, 27]. Moreover, Fig. 5 showed that the wall-pressure
spectrum level increases with the circumferential order. Inserting these quantities in
Eq. (1) explains the strong influence of the non-axisymmetric internal frame on the
ASD of the radiated pressure.

5 Conclusions

A general approach based on wavenumber formulations and on the reciprocity prin-
ciple has been presented to calculate the radiated pressure from various submerged
cylindrical shells under a TBL excitation. The proposed method is based on analyt-
ical formulations for relatively simple shells and on hybrid approaches for more
complex ones, covering various configurations which include axisymmetric and non-
axisymmetric internal frames. One of the main advantages of the method is that the



Noise Radiated from Fluid Loaded Stiffened … 277

response to different TBL excitations can be calculated at a low numerical cost if
the sensitivity functions are stored in a database. This makes it a very powerful tool
for parametric studies. Physical phenomena have been analyzed, showing that the
acoustic radiated pressure noticeably increases with complexity (i.e., when including
stiffeners, assuming finite length shells or considering non-axisymmetric internal
frames).
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A Viscoelastic Model of Rough-Wall
Boundary-Layer Noise

Ian MacGillivray, Alex Skvortsov, and Paul Dylejko

Abstract We present an analytical framework that can be used for quantitatively
estimating the effect of wall roughness on turbulent boundary-layer noise. For this
purpose we extend the viscous-elastic analogy for boundary-layer noise (the well-
known analogy between the motion of a viscoelastic medium and a viscous fluid)
that was proposed in our previous work. The refined model accounts for the elastic
(impedance) properties of the underlying surfacewith some fine-scalemorphological
features (natural roughness or special engineering coating). Our analysis is restricted
to significantly-subsonic flows. The speed of the flow is also assumed to be much
less that the speed of elastic waves (both longitudinal and shear) in the material of
the underlying surface.

Keywords Flow noise · Turbulent boundary layer · Vibroelastic materials ·
Roughness
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B0 Smooth surface log-law constant of Eq. (3)
B1 Constant of Eq. (9)
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cs Shear (transverse) wave speed, actual or effective (m/s), Eq. (19)
C1 TBL thickness scale constant in Eq. (8)
C2 Normalisation constant for E in Eq. (15)
C f Total (average) friction coefficient, Eq. (10)
E von Karman energy spectrum (m3/s2), Eq. (15)
f Roughness shift term for the log law of Eq. (3)
Fv(k,ω) Fourier transform (in x and t) of v (m4), Eq. (20)
G(k,ω) Reflected velocity squared energy spectrum (m5/s), Eq. (22)
h Equivalent sand-grain roughness or scale (m), Eq. (5)
k General wavenumber, k = ‖k‖ = ‖(k1, k2, k3)‖
ks Shear wavevector, with magnitude ks = ω/cs
kn , k General wavevector, k = (k1, k2, k3)
ki , k j Wavevector components (1/m)
K Turbulent kinetic energy (m2/s2), Eq. (15)
L Downstream dimension (m)
M Mach number U/cl
Qi j (r, t) Fluctuation velocity correlation function (m2/s2), Eq. (16)
Qi j (k,ω) Fourier transform (in r and t) of Qi j (r, t) (m5/s), Eq. (17)
r Space vector (m)
R(τ , k) Time correlation function (dimensionless)
R(ω, k) Fourier transform (in time τ ) of R(τ , k) (s), Eq. (18)
Rex , ReL Reynolds numbers Ux/ν, UL/ν
SNGR Stochastic noise generation and radiation methods
t , τ Time (s)
TBL Turbulent boundary layer
T (θ,ω) Shear-to-sound energy coefficient (dimensionless), Eq. (25)
u(z) Mean velocity profile at distance z from the wall (m/s)
U Fluid free-stream flow velocity (m/s)
v Fluid velocity fluctuation, v = (v1, v2, v3) (m/s)
vi , v j Velocity fluctuation vector components (m/s)
vτ Frictional velocity (m/s), Eq. (4)
v̂n Velocity amplitude of mode n (m/s), Eq. (1)
V , V (k,ω) Shear-to-sound v (amplitude) reflection coefficient, Eqs. (2), (21)
V∗ V for a rigid surface
w Radiated acoustic power per unit surface area (kg/s3), Eq. (24)
x Space vector (m)
x Downstream distance (m)
z Distance from the wall surface (m)
κe Wavenumber of energy-containing eddies, Eq. (15)
μ = μr + iμi Effective shear modulus of the fluid, following Eq. (19)
ν Kinematic viscosity of the fluid (m2/s), Eq. (3)
νe Effective fluid viscosity caused by roughness h (m2/s), Eq. (6)
ρ Mass density of the fluid (kg/m3), Eq. (2)
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ρ(1) Mass density of an elastic half-space (kg/m3), Eq. (2)
τ0 Correlation time (s), Eq. (18)
ϕn Phase of mode n, Eq. (1)
ω, ωn Angular frequency, angular frequency of mode n (rad/s), Eq. (1)

1 Introduction

Generation of acoustic waves by turbulent flow near elastic boundaries has been
traditionally the focus of many studies on aeroacoustics (flow noise), geophysics
(mechanisms of ambient noise of atmosphere and ocean) and industrial applica-
tions (exhaust noise, new sensor design, soundproofing). There is a vast amount of
literature devoted to this subject (see [1, 2] and references therein).

Formany realistic geometries and operational conditions, the direct computer sim-
ulation of aeroacoustic sources of turbulent flow using DNS and LES is still a chal-
lenging task, imposing severe limitations on achievable frequencies and Reynolds
numbers for any credible prediction. When coupled with FE models of the elas-
tic (impedance) boundary this computational framework often becomes unusable in
an operational context or for prototyping studies. This necessitates development of
different techniques based on underlying physical principles that can promptly pro-
vide approximate solutions and indicate the main trends of the phenomena. Future
numerical refinement can be implemented at a later stage.

One of the promising approaches often applied in this context employs so-called
synthetic turbulence reconstruction methods. The basis of the method goes back to
by Kraichnan [3] and different revisions of this model have been presented since
then [4–9]. Early attempts relied on expressing the turbulent velocity field as a finite
sum of Fourier modes

v = 2
∑

n

v̂n cos(kn·x − ωnt + ϕn), (1)

where mode amplitudes v̂n , wavevectors kn , frequencies ωn(kn) and random phases
ϕn are chosen in such a way to match the properties of the turbulent flow (usually the
modified Von-Karman spectrum for isotropic turbulence, see below). This approach
is used to model aeroacoustic sources and is often referred to as Stochastic Noise
Generation and Radiation methods (SNGR) [4–6].

In application to the problemof flownoise generated by a turbulent boundary layer
(TBL) over an elastic (impedance) surface, the framework of the SNGR method has
been presented in our earlier work (see Fig. 1) [10].More specifically, if the boundary
layer turbulence is modelled as an ensemble (sum) of random shear waves trapped
near the boundary then transformation into longitudinal waves (sound) at the bound-
ary (elastic interface) can be evaluated by applying the well-known analogy between
the motion of a viscoelastic medium and a viscous fluid. For a single harmonic
(Fourier mode) TBL ‘reflecting’ at a simple interface between a fluid and a soft
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Fig. 1 Transformation of
vorticity perturbations (shear
waves, solid) in a turbulent
boundary-layer into sound
waves (longitudinal waves,
dashed) at the elastic wall:
k1 is the wavevector of the
incident shear (vorticity)
wave, k2 is the wavevector of
the reflected shear wave, k3
is the wavevector of the
transmitted shear wave; and
k4, k5 are wavevectors of
generated sound waves

medium (such as a rubber) the effectiveness of this transformation was calculated
explicitly in [10]. Analysis of this effectiveness can provide insightful criteria for
material selection for TBL noise reduction that would be very difficult to deduce by
other means. For instance, for a TBL over a viscoelastic half-space, as with a water–
rubber boundary, the expression of effectiveness of vortex-sound transformation can
be simplified to [10]

V/V∗ � ρ(1)/ρ − 1 , (2)

where ρ(1) is the density of the material in the elastic half-space, ρ is the density of
the fluid medium, V is the shear-to-sound amplitude reflection coefficient (including
phase), and V∗ is V for a rigid surface. This equation therefore provides an estimation
of the relative change of TBL noise caused by the change of the material properties
of the underlying surface (for the range of validity of this expression see [10]).

Equation (2) implies that the intensity of TBL noise can be significantly decreased
if the material underlying the TBL has fluid-like properties (such as with rubber)
and its density is close to the density of the fluid. More complex multi-layer-material
calculations, which avoid this assumption, can be made using the theory of Lévesque
and Piché [11] and are presented in [10].

If the elastic surface underlying the TBL has some fine-scale morphological fea-
tures (natural roughness or special engineering coating) then the problem becomes
evenmore challenging since these features affect the parameters of the turbulent flow
(e.g. drag) and the fluctuating forces acting on the surface. Both effects will change
the level of TBL generated sound. This problem has recently attracted significant
attention and extensive experimental efforts (see [12–18] and references therein).
Such research motivates development of a simplified physics-based model, similar
to SNGR, that can be applied in this context to provide prompt trend analysis and
reasonable estimations before more advanced modelling tools can be applied.
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The purpose of the paper is twofold. First we generalise our previous work to
be able to provide an absolute prediction of flow noise generated by a TBL over an
elastic surface. This is implemented by integrating the contribution from all vorticity
modes of the TBL, assuming the von Karman model of its turbulence spectrum
[19]. Second, we demonstrate how a simple model of interface roughness can be
integrated into the viscous-elastic analogy leading to quantitative estimation of the
effect of roughness on TBL noise. We emphasise that there are many well-known
models of roughness noise generated by turbulent flows over a rigid surface [1, 17].
The aim of the reported study is a consistent integration of the effect of surface
elasticity in the SNGR-based models of roughness noise.

2 Turbulent Boundary Layer over a Rough Surface

Following our previous work [10] we assume that the elastic surface does not affect
the flow in the TBL. This assumption imposes some limitation on the velocity of
turbulent flow for which the proposed framework can be applied. More specifically,
it is required that the flow speed should be significantly less than the velocity of
any elastic (longitudinal, shear and surface) waves in the material of the underlying
surface. This allows the decoupling of fluctuations in the TBL from the acoustic
response of the underlying surface.

The topic of a TBL over a rough surface is one of the traditional subjects of
engineering hydrodynamics [20–22] and geophysical fluid dynamics [23, 24]. It is
still an area of active research and there is a vast body of work on this subject (for
review see [1, 17, 25–30] and references therein). It is well recognised [1, 17, 22,
26, 28, 29] that the effect of roughness concentrates in a thin layer adjacent to the
underlying surface and can be accounted for by a downward shift f (called the
roughness function) in the conventional log law

u(z)

vτ
= 1

κ
ln

(vτ z

ν

)

+ B0 − f, (3)

where u is the mean velocity parallel to the surface, z is the distance from the surface,
κ = 0.41, B0 = 5.5, ν is kinematic viscosity of the fluid,

vτ = U

√

c f

2
(4)

is the frictional velocity, U is the free stream velocity, and c f is the surface friction
coefficient (in general modified by roughness). The limit f = 0 corresponds to the
TBL over a smooth surface.

There are numerous models for the roughness function f (sometimes referred as
the Hama roughness function [21]) that have been extensively validated numerically
and experimentally. These models provides different trade-off between feasibility
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and complexity and can be tailored to a modelling scenario [1, 17, 20, 22, 25,
26, 28]. To illustrate the capabilities of the proposed framework we use the tra-
ditional Colebrook model [31, 32] that leads to a simple analytical treatment and
provides reasonable agreement with experimental data over a broad range of rough-
ness parameters. More complex models of the roughness function can be integrated
into the proposed framework in a similar manner.

In the Colebrook model (also see [28]) the roughness function is given by the
expression

f = 1

κ
ln

(

1 + 0.3
vτh

ν

)

, (5)

where h is the scale of the so-called equivalent sand-grain roughness (a unified
measure that canbederived for an arbitrary rough surface, see [18, 20, 33]).Condition
h = 0 (smooth surface) corresponds to f = 0 in Eq. (3).

In order tomake a connectionwith our earlierwork on shear–sound transformation
at the fluid-solid interface [10], we introduce an effective (turbulence) viscosity νe
that accounts for the effect of roughness. More specifically, we define a scaling
parameter q according to

νe = qν, (6)

and derive q by substituting this expression into Eq. (3). This results in q = exp(κ f )
or

q = 1 + 0.3vτh/ν. (7)

For h = 0 (no roughness) we have q = 1 and νe = ν, as expected.
The next step is to deduce an equation for c f . As shown in [34, 35] it can be

derived from the condition u(δ) = U , where δ is the TBL thickness as a function of
downstream distance x . The estimation for δ(x) follows from kinematic relation

dδ

dx
� δ

x
= C1

vτ

U
, (8)

where C1 = 0.3 [34]. Combining Eqs. (3)–(8) we arrive at the closed equation for
c f :

1√
c f

= 1

κ
√
2
ln

(

c fRex
q

)

+ B1, (9)

where B1 = [B0 − ln(C1/2)/κ]/√2 and Rex = Ux/ν is the Reynolds number at
the downstream location x . Note that q here is also a function of c f through Eqs. (4)
and (7). The solution of Eq. (9) provides c f as function of Reynolds number and
roughness scale h. When used in Eqs. (3), (4), and (8) this solution describes the
effect of roughness on boundary layer parameters and u(z), vτ and δ.

In many practical applications the total friction coefficient C f is measured. For a
plate of length L this coefficient is related to the ‘local’ friction coefficient c f (x) by
a formula
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C f (L) = 1

L

∫ L

0
c f (x) dx . (10)

As we will see below, c f (x) is a weak function of downstream distance x , so up to
a numerical factor C f (L) ≈ c f (L). To translate all the above equations to C f we
can therefore use this approximation with Rex ≈ ReL = UL/ν, where ReL is the
Reynolds number defined for full length of the plate surface.

In general, Eq. (9) can be readily solved numerically, but to get insights into its
analytical solution we employ the method recently proposed in [36]. The method
uses the definition of the Lambert-W function W (ζ), defined as [36, 37]

W (ζ) + lnW (ζ) = ln ζ, (11)

and then Eq. (9) is reduced to this form, assuming C f = c f (L). The straightforward
transformation (for details see [36]) leads to the following limit solutions,

C f = κ2

2W 2(ζ)
, ζ = (κ/

√
2) exp(κB1/

√
2)

√

ReL ≈ 0.35
√

ReL , (12)

for a hydrodynamically smooth plate (vτh/ν 	 1), and

C f = 2κ2

W 2(ζ)
, ζ = (2/0.3)κ exp(B1κ

√
2)(L/h) ≈ 3.9L/h, (13)

for the completely rough case (vτh/ν 
 1) .
The properties of the Lambert-W function are well documented [37]; its leading

term is approximately logarithmic,W (ζ) ≈ ln ζ, and this allows us to write the limit-
ing solutions, Eqs. (12) and (13), in terms of elementary functionswithC f ∝ 1/ ln2 ζ.
Although Eq. (9) is easily solved numerically, the following simple approximation
for C f is presented, which preserves the functional form of Eqs. (12) and (13) and
smoothly interpolates these two limits. With additional data fitting constants (similar
to the Colebrook equation [20]) the approximation is

C f = 1

[1.350 − 1.43 ln(0.82h/L + 57.7/ReL)]2 . (14)

There are many more complex formulas relating C f with roughness parameters
such as the effective roughness height and morphology [18, 20, 33]) that could be
integrated to improve the predictions of the model.

As discussed further in Sect. 3, we use the effective viscosity νe, given by Eqs. (4),
(6), (7), and (14), to generate the effective shear modulus μ = μr + iμi for the
water as an effective ‘soft’ medium, with μr � ρU 2, μi � 2ρωνe. We then apply the
theoretical framework proposed for a smooth surface [10] to estimate dependency of
TBL noise on the roughness parameter h/L and elastic properties of the underlying
surface.
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In modelling of statistical properties of turbulent flow we follow the approach
of [19, 38, 39]. The energy content of turbulent fluctuations in a TBL is given by a
von Karman spectrum

E(k) = C2(K/κe)(k/κe)
4[1 + (k/κe)

2]−17/6, (15)

where parameterκe represents thewavenumber associatedwith the energy-containing
eddies, K is the kinetic energy of the turbulent flow, and C2 = 0.97 [19]. In general,
parameters K and κe should be derived from RANS calculations, but for the purpose
of the current study we can use the scaling relations with the ‘global’ parameters of
the TBL flow and assume κe = 2π/0.55δ and K = 4.5v2τ [40].

The fully defined energy spectrum E(k) of Eq. (15) leads to parametrisation of
the velocity correlation function

Qi j (r, τ ) = 〈vi (x, t)v j (x + r, t + τ )〉, (16)

transformed to the wavenumber-frequency domain [38, 39]

Qi j (k,ω) = E(k)

4πk2
R(ω, k)[δi j − ki k j/k

2], (17)

where R(ω, k) is the Fourier transform of the dimensionless time correlation func-
tion R(τ , k). Function R(ω, k) is assumed to be a universal function of one dimen-
sionless variable ξ = ωτ0 [38, 39], where τ0 = τ0(k) is the wavenumber-dependent
correlation time of fluctuations in the turbulent flow. For the current study we use
the stretched-exponential form

R(ω, k) = 1

2π

∫ +∞

−∞
exp (−|τ/τ0|ς − iωτ ) dτ , (18)

where ς = 2/3 in agreement with the Kolmogorov scaling [34]. This integral can be
evaluated in terms of conventional Levy distribution, but for the current study it was
evaluated numerically. Two models for τ0 were incorporated in Eq. (17), viz. 1/τ0 =
K 1/2k and 1/τ0 = K 1/2(κek2)1/3 which corresponds to Eulerian and Lagrangian
correlation time, respectively [38, 39]. A selection of a particular expression for τ0
will slightly change the high frequency tail of the spectral density of TBL noise.

3 Viscous-Elastic Analogy

Our analysis is restricted to that of a slightly compressible fluid, i.e. flows for which
Mach number M = U/cl is much less than unity, where cl is the speed of sound and
U is the velocity of unperturbed flow far from the the underlying surface. The surface
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is assumed elastic with the speed of elastic waves in its material much greater than
U .

The main step in the viscous-elastic analogy is to assume that the ensemble of
random shear (vortex) waves, Eq. (1), propagates in a soft (rubber-like) medium (see
Fig. 1). By considering the decoupled equation describing the vorticity perturbations
in a fluid with constant flow velocity U , then linearizing, using harmonic solutions,
and matching the wavenumber real and imaginary terms, it can be shown (see [10,
41, 42]) that the properties of this soft medium can be consistently mapped to the
parameters of the turbulent flow in the TBL with the condition

ω/ks = cs = U − iνks . (19)

Here cs is the phase velocity of the shear waves, ks is their wavenumber, and ν is is
the kinematic viscosity of the fluid. The effective longitudinal sound speed cl for the
fluid in flow is unaltered, with cl = c. Equation 19 can also be expressed in terms of
the effective shear modulus of the medium, μ = μr + iμi , with cs = √

μ/ρ where ρ
is the fluid density. Thereforeμr � ρU 2 andμi � 2ρων. In linewith the assumptions
of SNGR [4–6] the condition cs ≈ U implies that the shear waves are ‘convected’
with the mean flow velocity. Note that Eq. (19) follows from the mathematics as
described in [10], that cs ≈ U is not an assumption, and that the imaginary term of
cs is included in this work for the shear–longitudinal conversion.

Next, conventional methods of elastic wave transformation can be applied to
study the process of flow noise generation near the elastic boundary by considering
the transformation of vorticity perturbations (shear waves) into sound waves (lon-
gitudinal waves) at the boundary. In this work, such transformation is expressed
using potential or energy-based reflection coefficients for multilayered materials.
Such coefficients quantitatively give the vortex–sound conversion efficiency at the
underlying surface that takes into account elastic properties of both the fluid and the
boundary (for more details see [10]). These coefficients can be used for absolute
estimation of flow noise from a TBL over an elastic interface.

The starting point for this estimate is the full space-time correlation function
Qi j (r, τ ) of Eq. (16) for velocity within the flow near the surface, which has full
spatial-temporal Fourier transform Qi j (k,ω) of Eq. (17). If Fv(k,ω) is the spatial-
temporal Fourier transform of the velocity fluctuations v, then

Qi j (k,ω) = |Fv(k,ω)|2 dk dω. (20)

The correlation function Qi j (r, τ ) at τ = 0 is the conventional spatial correlation
coefficient Bv(r) with assumed isotropic spatial Fourier transform F(k) = F(k),
and E(k) = 4πk2F(k). Note that Qi j (k,ω) of Eq. (20) is a spectrum and the mean
‘energy’ (m2/s2 here) per unit k and ω is Qi j (k,ω) dk dω.

We are interested in the correlation of the velocities normal to the displacement r,
rather than those parallel, for thewavevectork (see [35]). Thenormal and longitudinal
transforms are comparable so we will not explicitly separate them here. Importantly,
the normal transform relates to shear (vortex)motion, and is the important contributor
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in the conversion to sound at the surface. This conversion is described by the general
equation

|H(k,ω)|2 = |Fv(k,ω) V (k,ω)|2, (21)

where V (k,ω) is the transfer function for reflection of the velocity field for a plane
wave with wavevector k and frequency ω, and H(k,ω) is the full Fourier transform
of the reflected compressional (sound) wave velocity components. From Eqs. (20)
and (21), the final outgoing energy spectrum (in terms of velocity squared) is

G(k,ω) = |H(k,ω)|2 dk dω,= Qi j (k,ω) |V (k,ω)|2, (22)

where we have regarded Qi j as a source term. In this work, the velocity reflection
coefficients V are obtained directly from any velocity or displacement potential
formulation of multilayer reflection.

The main quantity of interest for us is the acoustic power of the noise radiated
by a TBL. By integrating G(k,ω) dk of Eq. (22) over all radiating values of source
k, and multiplying by ρcl to convert the reflected velocity amplitudes to radiated
acoustic power, we obtain the frequency based spectral density of radiated power
w, per unit area of surface, ignoring all edge-related effects. As shown by Eq. (19),
cs 	 cl , so only those wavevectors very close to normal produce propagating sound
components in reflection (Snell’s law applied to reflection for interconversion from
cs to cl ). The relevant values of source wavevectors k sit within a narrow cone of
solid angle which is cut-off at a critical angle θc defined by

sin θc = cs/cl ≈ U/cl , (23)

where θ is measured from the normal to the surface. For θ > θc the reflected sound
components are evanescent and do not radiate. The integral is therefore taken over
all k = ‖k‖, θ, and polar angle φ, giving the following expression for the spectral
density of TBL noise

dw

dω
= ρU

2

∫ π/2

0
T (θ,ω) sin θ dθ

∫ ∞

0
E(k)R(ω, k) dk, (24)

where T (θ,ω) is a conventional energy based reflection coefficient for shear–
longitudinal wave transformation. In the specific case of cs 	 cl (M 	 1 here) the
connection between an energy based T and the corresponding potential amplitude
reflection coefficient V is

T (θ,ω) =
{

(cs/cl)|V (θ,ω)|2, θ ≤ θc

0, θ > θc
(25)

where cs and cl are assumed real, which leads to the factor of ρcs = ρU rather than
ρcl in Eq. (24). Note that V has been written as a function of θ as it is independent
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of both φ and k = ‖k‖, and that the evanescent non-zero values of V for θ > θc are
excluded as they do not radiate.

Methods for calculating T or V are given, for example, by Refs. [11, 43, 44].
In this work T has been computed for multi-layered materials using the theory of
Lévesque and Piché [11], as in [10]. Explicit approximate analytical expressions
can be derived in simple cases, such as those used to derive Eq. (2), but general
multilayered materials are more easily addressed with a numerical approach.

4 Numerical Results

In this section we present some results obtained by applying the proposed analytical
framework. All data in Figs. 2–4 correspond to a TBL in water. The downstream
distance is assumed L = 50m, with flow velocity U = 6m/s or U = 12m/s. For
illustrative purposes, Fig. 2 shows the spectrum of turbulent fluctuations in the TBL
given byEq. (15). This spectrum is used later in the correlation function, Eq. (17), and
the radiated power calculation of Eq. (24). The important point is that in the model
this spectrum is also affected by roughness (via drag coefficient, c f ). For L = 50m,
U = 12m/s, the TBL thickness is about δ ≈ 0.3m.

Next,we estimate the effect of underlying surface roughness on the shear-to-sound
conversion efficiency represented by T of Eq. (25) for bare steel, 20mm thick, backed
by air. The results of these calculations are summarised in Fig. 3, spanning over four
decades of non-dimensional frequency ωh/U . The plot depicts the change in the
θ-averaged value of T compared with Ts for a smooth surface of the same material,
relative to the smooth-surface, expressed in dB (not the ratio of the rough surface T
relative to the smooth surface Ts). This is simply a decibel measure of the increase in
the efficiency of conversion induced by the roughness when referenced to the smooth
surface. Zero dB therefore corresponds to an increase equal to that from the smooth

Fig. 2 Plot of the turbulence
energy spectrum E(k) for
different parameters of a
TBL over a rough surface in
water, with L = 50m
(Colour online)
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Fig. 3 The average increase
in T of Eq. (25) (in
comparison with smooth
surface Ts ) for a TBL over a
steel surface in water, backed
by air, where h is the
effective roughness height
(Colour online)

surface, and −∞ dB to no change at all. Note that radiated power itself depends on
both T , E and R in Eq. (24).

The results follow a general trend with some fine (and often non-monotonic)
deviations. The general slope is an increase of approximately 10–15 dB per decade
of frequency. A number of visible peaks are the result of resonances with the elastic
structure of the underlying surface materials. These resonances are relatively small
on a power plot but appear much larger when compared as differences from the
reference, h = 0, case. They are difficult to explain in detail as they are produced by
numerical simulation of multilayered materials, but some observations can be made.
In particular, the peaks near ωh/U ≈ 1 come from change in the imaginary term
of cs with the roughening of the surface, and scale with frequency as the inverse of
the square-root of the steel thickness, indicating bending wave effects. In contrast,
the broad dips at higher frequencies scale as the inverse of the thickness, suggesting
simple thickness interferences. Note also that this method of presenting data assumes
that T increases with roughness. Conversely, decreases are negative and cannot be
displayed on such a logarithmic plot. Apparent missing data on the plot is where
some local decreases have occurred.

Finally, to demonstrate the capability of themethod, we present in Fig. 4 examples
of the absolute estimation of the spectral density of TBL noise from air-backed bare
steel and rubber-coated steel with rough surfaces using Eq. (24). The steel is 20mm
thick and the generic rubber is 6 cm thick. The four curves correspond to flowvelocity
U = 12m/s with two roughness heights. The Lagrangian correlation time given by
1/τ0 = K 1/2(kek2)1/3 is used in these calculations. The Eulerian correlation time
leads to similar results (not shown here).

The results presented above illustrate of the capability of the method. More exten-
sive numerical data sets will be reported in further work.
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Fig. 4 The spectrum of TBL
noise for the case of a steel
surface with or without a
rubber coating of 6 cm,
backed by air, where h is the
effective roughness height
(Colour online)

5 Concluding Remarks

We have presented an analytical framework that allows estimations of flow noise
generated by a TBL over an elastic (or impedance) surface that includes interface
roughness. To illustrate the capability of our method we provided some quantitative
estimation of the effect of elastic properties of an underlying surface and its roughness
on the TBL noise. An improvement of the accuracy of the predictions can be achieved
by refining the numerical constant in Eqs. (8) and (15). Our method is restricted to
substantially subsonic flows and tomaterialswith speed of elasticwavesmuch greater
than the velocity of the TBL flow. Under these conditions the proposed method is not
specific to the simplest case of a TBL over a flat surface and can be extended to other
flow conditions that include external pressure gradients, underlying surface curvature
and change in materials properties of the fluid (such as polymer solutions [45])
and surfaces (such as hydrophobic coatings [46]). More rigorous validation of the
proposed analytical framework including more specific estimation of the range of its
validity will be reported in further publications.
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Numerical Predictions
of the Vibro-Acoustic Transmission
Through the Side Window Subjected
to Aerodynamics Loads

Dimitri Binet and François Van Herpe

Abstract The acoustic comfort level in modern car design mainly depends on the
aerodynamic noise generated at high speed. This noise is characterized by a mid- and
high- frequency spectrum and mainly radiates inside the passenger cabin through
the different car glass surfaces. Predicting such noise can be done by coupling a
Computational Fluid Dynamics (CFD) code solving the compressible turbulent flow
with a vibro-acoustic simulation software. The simulation of the flow around the
vehicle gives access to the wall pressure applied on the car glass surfaces, while
the vibro-acoustic model takes this aerodynamic loading as excitation to predict the
internal noise. In this paper, the vibro-acoustic frequency response of an existing
Finite Element (FE) model is extended using a Statistical Energy Analysis (SEA)
approach called Virtual SEA. In this approach, that simulates an experimental SEA
process, the necessary information required to build the SEA matrix are extracted
from the FE models. The evaluation of the injected power corresponding to the wall
pressure field, which excites the Virtual SEA model, relies on the decomposition
of the glass surfaces wall pressure into a turbulent and an acoustic contribution.
Finally, the efficiency of the proposed methodology is demonstrated on an industrial
car model, where numerical acoustic responses predicted by the Actran software
are compared to experimental data measured in wind tunnel over a large frequency
range.
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1 Introduction

Silence inside vehicles is an important issue for car manufacturers. For the acoustic
comfort of the passengers, but also to facilitate intelligibility of voice commands and
messages from human-machine interfaces that are developing to help the driver.

The three main sources of perceived noise in the passenger compartment are the
engine, the rolling noise (contact between road and tyre) and aerodynamic noise. In
this paper we focus on the last point.

The aerodynamic noise is generated by the turbulent air flow surrounding the
vehicle. With conventional heat engine, it becomes predominant when travelling on
motorways or peri-urban from 80 km/h and for frequencies greater than 400 Hz. On
the other hand, new and quieter hybrid and electrical engines increase the risk of
noise at low speed and low frequency as aerodynamic noise is not masked anymore.

However, the development of aero-acoustic design of vehicles is still often based
on very expensive wind tunnel test. These tests require a lot of prototypes and can
therefore only take place at the end of the process, where a new design solution can
generate critical situations. For these reasons, PSAGroupwishes to improve its noise
computation system for the aero-dynamic noise in order to consider it earlier in the
development process, during the design phase, and in order to decrease the number
of wind tunnel tests.

The main path for the aero-dynamic noise is the vibro-acoustic transmission
through the window subjected to aerodynamic loads. These phenomena can be esti-
mated by coupling a Computational Fluid Dynamics (CFD) [1, 2] software which
assesses the aerodynamic loads and a vibro-acoustic software (VA) which computes
the sound pressure level radiated by the windows into the car.

At high frequencies, it is possible to use the Statistical Energy Analysis (SEA) [3].
In this paper we present the Virtual SEA approach based on the Finite Element (FE)
model classically used in lowandmiddle frequencies (0–4000Hz).A feasibility study
has been performed in 2011 and 2018 based only on the Finite Element modelling
[1, 4].

Aerodynamic sources are computed by Power FLOW software. The Sound Pres-
sure Level (SPL) at the driver’s ear is computed by the Virtual SEA methodology
thanks to Actran software and the numerical results are compared to the wind tunnel
test.

2 Flow Simulation

The flow surrounding the car is computed based on the Lattice-Boltzmann (LBM)
methods [1, 2, 4]. They are an alternative to the classical CFD methods, based on
microscopic and mesoscopic kinematics equations contrary to the traditional macro-
scopic Navier Stokes equations. The flow simulation is the result of a simulation
comprised of transient and steady phases to capture the pressure fluctuations of the
acoustic component.
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Fig. 1 Variables resolution area

Fig. 2 Maximal resolution areas

2.1 Mesh

The flow mesh is built around the exterior skin of the vehicle which is considered as
a rigid wall. The mesh is composed of cubic elements (voxels) and surface elements
(surfels) which are generated at the interface between the rigid body and the fluid
flow. It is divided into different regions of variable resolution (VR). The size of the
edge of a cubic element in a VR is twice of the next VR. For example, voxels size in
the region 7 is equal to 8 mm, then 4 mm in the region 8, 2 mm in the region 9 etc.
We used 11 variable resolution areas and the element size in the highest resolution
area (VR11) is equal to 0.5 mm on the wing mirror and window pillar (Fig. 1).

Once the VR are defined, the mesh is automatically generated. In the case of the
308-model studied here the size of the fluidmesh is 225million voxels and 17million
surfels (Fig. 2).

2.2 Results

To use the results of the flow simulation for a vibro-acoustic response, the Mach
number is set as “same as experiments” in the numerical set-up [2]. It means that
the flow speed (140 km/h) compared to the sound speed (343 m/s) is directly similar
to the wind tunnel test. Two simulations are performed, with and without yaw angle
(10°) (Fig. 3).
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Fig. 3 Yaw angle

The turbulent wall pressure fluctuations are stored on the windshield and the front
side windows with a space resolution equal to 1 mm (Fig. 4 and Table 1).

In order to use this data with Actran, results are stored in binary files under
Ensight-gold format. There is one file per time step and for each window (leading to
14 627 files for each window at yaw angle 0° and 10 576 files for each window at
yaw angle 10°). These spatio-temporal distributions of pressure will be used as the
excitation in the Virtual SEA model.

Fig. 4 Aerodynamic
load—Turbulent wall
pressure fluctuation

Table 1 Store data Yaw angle 0° 10°

Number of time step 14 627 10 576

RAM Memory (Go) 131 99

Simulation time (s) 0.627 0.453

CPU Time (h) 61 539 49 680

Time step �t (s) 4.28636 × 10−5

Fe (Hz) 23 329.8
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3 Vibro-Acoustic Computation

3.1 Theory

In this section the Statistical Energy Analysis is described along with the Virtual
SEA and SmEdA approaches that are used to obtain the SEA model parameters, i.e.
the coupling loss and damping loss factors. In the same time a new technology is
used based on the pellicular modes.

3.1.1 Statistical Energy Analysis

Statistical Energy Analysis is an energy-based approach to assess the vibro-acoustic
behavior of complex structures in the mid- and high frequency domain. It was first
introduced in the 1960s by Lyon and Maidanik [5] and Smith [6]. The first step
of the analysis is to decompose the complete system into a set of coupled subsys-
tems that fulfill the SEA weak coupling condition, meaning the dissipated power of
each subsystem is higher than the powers exchanged with others. Furthermore, the
subsystems must have homogenous vibrational energy density and sufficient modal
overlap. Then, the spatially and frequency band averaged energy of the subsystems
can be estimated, and the power balance equation of each subsystem is written as: [3]

Pi
in = Pi

diss +
∑

i �= j

Pi, j
c . (1)

The sum of the dissipated power Pi
diss in a subsystem and the exchanged powers

with others Pi, j
c is equal to the power injected by external loads to that subsystem,

Pi
in . The dissipated power is given by

Pi
diss = ηiωEi , (2)

where ηi is the damping loss factor, ω is the center frequency of the considered
frequency band and Ei is the subsystem energy. The power exchanged is assumed
to be

Pi, j
c = ω

(
ηi j Ei − η j i E j

)
, (3)

where ηi j and η j i are the coupling loss factors. According to SEA theory, the
reciprocity relation is given by

niηi j = n jη j i , (4)
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Fig. 5 Power balance of a
3-subsystem SEA model

in which ni and n j are the modal densities of the subsystems. Invoking the coupling
power proportionality assumption that implies the coupling between any two subsys-
tems is independent of the presence of other subsystems, the power balance equation
for a general case can be written as [7]

Pi
in = ηiωEi +

∑

i �= j

ω
(
ηi j Ei − η j i E j

)
, (5)

or in matrix form

P = ωηE. (6)

The most challenging part of the analysis is to obtain the coupling matrix
containing the SEA model parameters. There are several methodologies in the liter-
ature for this purpose such as analytical SEA [8, 9], experimental SEA using the
Power Injection Method (PIM) [10, 11] and Statistical modal Energy distribution
Analysis (SmEdA). The last two are used by the Virtual SEA approach.

According to the SEA equation, the number of degrees of freedom is equal to
the number of subsystems and independent from wavelength which allows afford-
able solution at high frequencies. Regarding output quantities, the energy content
of subsystems is more suitable in the mid- and high frequency range than local
responses. Figure 5 represents a simple SEA power balance model containing 3
subsystems as an example [12].

3.1.2 Virtual SEA

Virtual SEA performs the Power Injection Method (PIM) virtually in order to obtain
the SEA model parameters (coupling loss and damping loss factors). It was first
introduced by Gagliardini et al. [13] to use finite element computations to build an
energy distribution model for the PIM. The energy distribution model is based on the
eigenmodes, mass, and stiffness matrices of the model that can be obtained through
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the eigen mode calculation. The PIM is then performed. Each subsystem is individ-
ually excited with uncorrelated random excitation, while the energetic response of
all subsystem is stored. The following system of equations is obtained

⎡

⎢⎣
P1
in · · · 0
...

. . .
...

0 · · · Pi
in

⎤

⎥⎦ = ωη

⎡

⎢⎣
E1
1 · · · Ei

1
...

. . .
...

E1
i · · · Ei

i

⎤

⎥⎦. (7)

The coupling matrix can be obtained by a simple matrix inversion and should
approximate the SEA assumptions such as the reciprocity relation and the coupling
power proportionality assumption as closely as possible. Once the SEA parameters
are available, it allows to investigate the same model with different boundary condi-
tions at low computational cost. Various types of loads can be applied as they are
converted into injected powers according to Eq. 8, where F is the amplitude of the
excitation force and Y is the mobility of the excited subsystem

Pin = 1

2
|F |2Re(Y ). (8)

3.1.3 SmEdA

The virtually performed PIM in Virtual SEA only provides coupling loss factors
between subsystems that belong to the same physical object, either structure or fluid.
The coupling between different physical objects is calculated by SmEdA introduced
by Maxit et al. [14, 15]. In their work, Maxit et al. set out to describe the energy
exchange between two subsystems, without the limitation of the energy equipartition
assumption for the subsystemmodes, that applies in classic SEA. The Coupling Loss
Factor derived based on their model, depends on the interaction modal works of pairs
of modes that belong to the two subsystems. Assuming the pth stress mode shape σp

of the uncoupled-blocked fluid subsystems 1 and the qth displacement mode shape
Wp of the uncoupled-free structure subsystem 2, the interaction modal work of this
pair of modes is given by

Wpq = ∫
s
WpσpndS. (9)

Herein, S is the surface between the two subsystems and n denotes the unit vector
normal to it. Then, the expression for the CLF between the fluid and structure subsys-
tems takes into account the interaction modal work terms of all the mode pairs that
are resonant in the frequency range of interest according to Eq. (10).
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ηi j = 1

Niωc

Ni∑

p=1

N j∑

q=1

[ (Wpq
)2

ω2
pMpMq

(
�pω

2
q + �qω

2
p

(
ω2

p − ω2
q

)2 + (
�p + �q

)(
�pω2

q + �qω2
p

)

)]
,

(10)

whereWpq is the modal work of the pth and qth resonant mode pairs, Ni and N j are
the number of resonantmodes in the frequency bandwith the center frequencyωc,ωp

and ωq are the natural frequencies, �p and �q are the modal damping bandwidths,
Mp and Mq represent the modal mass of mode p and q.

3.1.4 Pellicular Modes

The pellicularmodes [4, 16] correspond to a generalization of themode concept on an
arbitrary non-planar surface. For a rectangular planar section, they would correspond
to classical sine and cosine functions. The same properties as the orthogonality are
still valid. The pellicular modes provide a complete set of basis to decompose any
signal available on this surface. Specifically, let us consider a surface Ω delimited
by the contour ∂Ω . The surface can be non-planar and the curvilinear orthonormal
coordinates ξ j define the position on this surface. The pellicular modes are defined
by the two following conditions (11)

−λ2
i φ

λi − c2
∂2φλi

∂ξ j∂ξ j
= 0 in Ω,

∂φλi

∂ξ j
n j = 0 in ∂Ω. (11)

The pellicularmodesφλi

(
→
ξ

)
are orthogonal on the surface. Equation (11) shows

that given mode φλi

(
→
ξ

)
corresponds to the natural acoustic mode for a frequency

ω = λi . The different pellicular modes are classified by increasing values of associ-
ated eigenvalues λi : λi < λi+1. For each frequency, the pressure field acting on the
window will be decomposed in a basis of pellicular modes.

3.2 Studied Case Description

The studied case is based on a Peugeot 308 finite element model. In this model,
the windshield, the front windows and the interior cavity are considered. The aero-
dynamic load is provided by CFD computation gives the turbulent wall pressure
fluctuations on the windows. The vibro-acoustic response gives the SPL inside the
car up to 10 kHz (Fig. 6).
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Fig. 6 Peugeot 308 FE
model with aerodynamic
load on the windows

3.3 FE Model

The vibro-acoustic model is divided in three parts, the interior cavity, the front side
windows and thewindshield. The inner cavity is meshedwith amesh size of 42.5mm
to respect the criteria of 4 quadratic elements per acoustic wavelength up to 2000 Hz.
A vibro-acoustic coupling is realized with the windows and the windshield. The free
faces of the cavity are considered as rigid if not coupled with the structure (Fig. 7).

Damping in the cavity is modelled thanks to reverberation time measurement TR

inside the passenger compartment with a complex sound speed (12)

c = c0(1 + iη) with = 13.8

ωTR
. (12)

The structure, in other words side windows and windshield, are meshed to respect
4 quadratic elements per bending wavelength up to 10 kHz. Thus, the mesh size is
equal to 10 mm for the side windows and 8 mm for the windshield (Fig. 8).

Damping in the structure is modelled thanks to the Power Injection Method in
measurement. The boundary condition of the structure is considered as clamped
(Table 2).

As the number of modes becomes prohibitive after 2 kHz for the cavity (more than
100 000 modes to reach 10 kHz) pellicular modes are used to represent the cavity.

Fig. 7 Cavity mesh
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Fig. 8 Structure mesh

Table 2 FE model summary Name Number of nodes
per part

Modal
extraction

Cavity 1 173 123 2 kHz → 4 527
modes

Window left 33 183 10 kHz → 276
modes

Window right 33 183 10 kHz → 276
modes

Windshield Upper glass 137 679 10 kHz → 1 212
modesPVB 137 679

Lower glass 137 679

3.4 Computation Performance

Table 3 compares the computation time and the RAM consumption for each step.
For aerodynamic loads, results are obtained in 18h45 min for the Direct Frequency
Response (DFR) to reach 4 kHz whereas results are obtained in around 9 h with the
Virtual SEA to reach 10 kHz.

Table 3 Computation time

Methodology RAM DMP/SMP Computation time Frequency

DFR 151 Gb 1/20 18 h 45 min 20 Hz–4 kHz

Modal extraction cavity – 4/6 6 h 35 min Up to 2 kHz

Modal extraction window
side left

– 1/6 2 min Up to 10 kHz

Modal extraction window
side right

– 1/6 2 min Up to 10 kHz

Modal extraction
windshield

– 1/6 18 min Up to 10 kHz

Virtual SEA 275 Gb 1/44 2 h 25 min 500 Hz–10 kHz
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Fig. 9 Vehicle in the wind
tunnel fitted with sleeve

4 Wind Tunnel Test

Tests have been performed at S2A aerodynamic and aero-acoustic wind tunnel. As
the air flow between the ground and the chassis has a significant contribution for
the aerodynamic load inside the vehicle cabin in low and middle frequencies but its
radiation is not considered in the numerical modelling, the test vehicle is fitted with
sleeve to block the air flow under the car.

Interface between the chassis and the openers, between the windows and the
openers and between the windows and the chassis are taped to prevent leakage and
thus only the windows contribution is measured. The SPL is evaluated in the vehicle
at the passenger’s ear using an acoustical head (Fig. 9).

5 Simulation and Test Comparisons

Figure 10 compares the SPL between the wind tunnel andActran in third octave band
at the driver’s ears. The aerodynamics noise is generally perceived from 400 Hz thus
the comparison is made between 500 Hz and 10 kHz.

Numerical results are really similar to the wind tunnel test. The slope around
7.5 dB/octave is well caught by the simulation up to 2500 Hz. Below 2500 Hz and for
the yaw angle 0° a discrepancy about 2 dB occurs between the numerical prediction
andmeasurements in S2Awind tunnel. For the yaw angle 10° the discrepancy ismore
significant around 4 dB due to the injected power. Indeed, for this configuration the
injected power at low frequency is not correctly computed at the time this paper is
being written (indeed the injected power is underestimated from the CFD probably
due to the interpolation technique). At 3150 Hz a peak is observed in the wind tunnel
test instead of 2500 Hz in the simulation. This difference of resonance frequency,
side windows, is explained by the boundary condition in the simulation (perfectly
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Fig. 10 SPL computed by
Actran and measured at S2A
for yaw angle 0° and 10°

clamped). After 3150Hz, a discrepancy between the test and the simulation is around
4 dB.

The yaw angle effect, difference between the yaw angle 10° and 0°, is similar
between the wind tunnel test and the simulation around 1–2 dB above 1250 Hz.

The discrepancies between the test and the simulation can be explained in part by
the simplification of modelling, damping in the cavity and boundary conditions for
the structure. Moreover, the FE model was scaled before being used. Nevertheless,
the good correlation between tests and simulation has been demonstrated, hence
showing the relevance of using simulation in the pre-design phase.

6 Conclusions

This paper shows a numerical methodology for the prediction of the windows contri-
bution in the aerodynamic noise in the passenger compartment up to 10 kHz. In a first
part, the turbulent flow surrounding the vehicle is simulated usingCFDsolution based
on theLattice-Boltzmannmethodology. This steady computation catches the acoustic
and turbulent components of pressure. The turbulent wall pressure fluctuations are
the aerodynamic excitation in the vibro-acoustic Finite Element model.

The Virtual SEA method is based on the modal extraction of the Finite Element
model for the cavity and the structure. Once the eigen values and mode shapes are
computed, the Coupling Loss Factors and Damping Loss Factors are computed by
Actran and thus the SPL inside the passenger compartment. At high frequencies,
when the number of modes extraction becomes prohibitive a new technique is used
called pellicular modes.

This numerical methodology was applied on Peugeot 308 and the results were
compared to the wind tunnel test.
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The correlation between simulation and test demonstrated that this methodology
is relevant to evaluate the SPL inside the vehicle cabin. The remaining discrepancies
can be explained by themodelling simplification, damping in the cavity and boundary
conditions for the structure.
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Wave Finite Element Schemes for
Vibrations and Noise Under Turbulent
Boundary Layer Excitation

Fabrizio Errico, Francesco Franco, Sergio De Rosa, Giuseppe Petrone,
and Mohamed Ichchou

Abstract In the framework of finite elements based methods, this work proposes
two numerical approaches to deal with the vibrations and noise induced by a random
excitation on periodic and homogeneous structural systems. First, a 1D Wave Finite
Element scheme is developed to deal with flat, curved and tapered finite structures.
A single substructure is modelled using finite elements and one-dimensional peri-
odic links among nodes are applied to get the set of waves propagating along the
periodicity direction. The set of waves is then used to calculate the Green transfer
functions between a set of target degrees of freedom and a subset representing the
loaded ones. A 2D approach is also developed in combination with a wavenumber-
space load synthesis to simulate the sound transmission of infinite flat, curved and
axisymmetric structures: both homogenised and complex periodic models are anal-
ysed. The proposed numerical approaches are validated with analytical, numerical
and experimental results and under different load conditions. From the experimental
point of view, the approach is validated comparing results in terms of transmission
loss evaluated on aircraft fuselage panels under diffuse acoustic field excitation.

1 Introduction

Flow-induced vibrations are among the major causes of high noise levels for almost
all modern transport means, especially in the aerospace sector [2, 4]. Reduced levels
of cabin noise, which can be pursued by using dedicated predictive tools, are desir-
able both for comfort and health-related issues of the passengers [47, 53]. In the
space industry, the flow-induced vibrations on missile and launchers’ fairings may
deteriorate a fragile payload, including electronic components of on-board equip-
ments. Therefore, reboust and reliable predictive models are necessary in order to
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determine the vibration and noise levels of the structures, in the entire frequency
spectrum, before the system gets operational.

Nowadays most of the methodological issues are associated with the complexity
of the analytical modelling and the computational cost of the numerical simulations.
For example, in terms of structural vibrations, some analytical and finite element
based approach have been developed in the literature [13, 19, 27, 30, 32]. Most of
the attention is placed on modal approaches with applications for simply-supported
plates. For instance, De Rosa et al. [13] present both the exact and numerical proce-
dures for the response of a simply-supported plate under a turbulent boundary layer
excitation.DaRocha [46] analyses the influence on the boundary layer induced vibra-
tions of different TBL models, while Hambric et al. [30] studies the effects of the
boundary conditions of a flat plate, identifying how the modal acceptance function
changes with respect to the convective wavenumber peaks.

However, the main drawback, when using modal based approaches, is connected
to the required number of the finite elements [27]; for most of industrially relevant
applications, the convective wavelengths are much smaller than the structural ones,
requiring finer mesh rules compared to the isolated structure. Some authors propose
different methods to reduce the computational cost associated with this approach.
A method of load approximation through equivalent deterministic forces, analysing
the eigenvalues distributions of the load matrix for a general convective load dis-
tribution, is proposed in [12]. Scaled models or similitude approaches prove to be
a feasible solution [8, 14]. Bonness et al. [6], on the other hand, propose a mod-
elling approach using asymptotic approximations of the modal force matrix, that can
remove any dependence of the structuralmesh resolution [6].Maxit [36] proposes the
use of the wavenumber space to simulate random loads using uncorrelated wall plane
waves. The randomization of load cases is required to avoid excessive computational
cost [36].

More recently, Birgersson et al. [3] propose a spectral finite element method for
the simulation of structural vibrations under distributed pressure fluctuations that
Finnveden et al. [26], later validate with an experimental-numerical comparison.

When the noise radiation is targeted, energy approaches are often preferred to
avoid the aero-acousto-elastic coupling issues. In the framework of the Statistical
Energy Analysis (SEA), Ichchou et al. [31, 32], considering that spatially-correlated
fluctuations can be represented by uncorrelated models at high-frequencies, propose
an equivalent rain-on-the-roof load which approximates the real load correlation
function, giving huge advantages to the calculation of the joint acceptance integrals.

Finnveden [25] uses a spectral finite element approach to get the modal densities
and coupling loss factors of SEA subsystems loaded with stochastic excitations, as
turbulent boundary layer. Similarly, Orrenius et al. [41, 42] propose an SEA-based
approach using a single 2D periodic cell for the calculation of SEA parameters.
Another efficient alternative in terms of computational cost, to the classic modal-
based approaches, is the Transfer Matrix Method (TMM), generally used for the
prediction of the propagation of monochromatic plane waves in planar and multi-
layered structures of infinite extent [1]. This approach in particularly suitable for
homogenised and infinite multi-layered structures, made up from a combination
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of elastic, porous and fluid layers, using a representation based on the plane wave
propagation in different media in terms of transfer matrices.

This Chapter proposes two wave-based finite element approaches for the simu-
lation of flow-induced vibrations and noise respectively; flat, curved, homogenised
and complex periodic structures are analysed. Mean-flow effects, thus considering
the approximated effects of structural vibrations of the external fluid excitation, are
also modelled.

2 Vibrations of Finite Structures (1D-WFE)

Asingle repetitive substructure in a one-dimensional periodic or homogeneousmedia
is schematically represented in Fig. 1. In a finite-element framework, the dynamic
stiffness equation of the unit-cell can be written as:

[K + ωB − ω2M]q = Dq = f + e, (1)

where q are the vectors of nodal degrees of freedom, f and e are, respectively, internal
and external forces applied to the cell; D, M and K are the dynamic stiffness, the
mass and stiffness matrices, respectively; B represents a damping model that can be
viscous and/or structural (K being complex), as it is assumed here, for simplicity.

The idea is to move in a new base, made up by elastic waves propagating in the
structure. These waves can be derived by imposing the periodic conditions to the unit
cell (Bloch-Floquet conditions [5]). For one-dimensional systems, these periodic
conditions are imposed considering the common hypernodes of two adjacent unit
cells (see Fig. 1): displacements must agree and forces must balance. By separating
the the left and right side of the unit cell, in the periodicity direction, the dynamic
stiffness matrix can be written as:

[
DLL DLR

DRL DRR

]{
qL
qR

}
=

{
FL

FR

}
, (2)

where L and R stand for the indices of the left and right side of the unit-cell, as
in Fig. 1. Imposing continuity of displacements and equilibrium of forces at the
interface between adjacent points (see Fig. 1), a transfer matrix (T) linking the state
vectors between adjacent cells can be derived as in Eq. 3 [35, 37, 38, 52].

[
T

] =
[ −D−1

LRDLL D−1
LR

−DRL + DRRD−1
LRDLL −DRRD−1

LR

]
. (3)

The eigenvalues of the transfer matrix, which represent complex propagating
constants, result in pairs corresponding to waves propagating in the arbitrary defined
positive (+) and negative (–) direction [52]. The corresponding eigenvectors (φ−,+

j )
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Fig. 1 Two adjacent elementary cells of a waveguide

represent the cross-sectional waveforms that propagate in the periodic structure.
Every eigenvector can be partitioned, as in Eq. 4, into a sub-vector representing the
displacements (�+,−

q ) and internal forces/moments distribution (�+,−
f ).

The selection ofwaves’ direction is dependent on themagnitude of the propagation
constants. If a wave propagates in the positive direction, its amplitude must decrease
(|λ+

j | < 1); vice-versa for reverse-going waves.
With this new wave base, one can move in a domain where the dynamics of

the system is described in terms of wavemodes and waves’ amplitudes [43, 44]. In
particular, the following frequency-dependent relation holds:

{
q(x)

f(x)

}
=

[
�+

q �−
q

�+
f �−

f

] {
a+(x)

a−(x)

}
, (4)

where a+,− are the amplitudes of the set of waves. The filtering issues associated
with the wave basis are deeply investigated in literature [22, 35, 38].

2.1 Curvature Simulation

The previously described approach is also applicable to curved structures, in fact, to
simulate it in our unit-cell, the local reference of each grid point in the finite element
model of the cell, as shown in Fig. 2, must be rotated with respect to the global
one [21, 23]. Block diagonal matrices (Rot), assembled from rotation matrices for
each node, can be pre and post multiplied to the original mass and stiffness matrices,
in order to simulate the curvature. Each layer can have a different nature and even
fluid-structure coupling at cell scale can be included if fluid layers are present [35].
Hence the following relations can be used to derive the FE matrices of the cell with
simulated curvature:

Mcurv = RotTMRot

Kcurv = RotTKRot.
(5)



Wave Finite Element Schemes for Vibrations … 315

Fig. 2 The rotation of the
global reference into the
local one in each location
and layer of the cell [23]

Fig. 3 Illustration of degrees
of freedom distribution in a
transfer matrix framework:
target degrees of freedom
and wetted/loaded ones

When the curvature is imposed, the wave propagation of the structure, which is
studied from Eq.3, is considered along the circumferential and axial direction of the
structure and the waves represent circumferential and/or helical waves [21, 23].

2.2 Transfer Functions Using Waves’ Superposition

The response to the random load can be calculated using a transfer matrix approach
[21, 30]:

Svv(xi, xj, ω) = �v
T (xi, ω)SFF (ω)�v(xj, ω), (6)

where �v is the transfer matrix, Svv is the matrix of the auto/cross spectral densities
of the target quantity v (i.e. displacements) and SFF is the load matrix [14]. The size
of the transfer matrix �v is linked to the target DoFs and the fluid mesh (wetted
surface); Fig. 3 shows an illustrative example. If, on the contrary, the excitation is
distributed but deterministic, Eq. 7 can be used instead.

V (xi, ω) = �v
T (xi, ω)PF(ω), (7)
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Fig. 4 Scheme of waves in a finite structure excited by point load

where V is the target quantity of interest, while PF is the matrix describing the
pressure load distribution.

Here, the assumption is made that the structural vibrations do not influence the
pressure field outside, and analogously, the flow field have no effect on the structural
dynamics.

The elements �
i,j
v are the Green transfer functions between the grid points i and

j, and can be calculated using a WFE approach, as proposed here, and using the
Maxwell-Betti theorem of reciprocity. With reference to Fig. 4, the vibrations in any
point of the structure are calculated by superposition of the direct and reverberant
wavefield.

At the point of application of the force, using the wave-base expansion in Eq. 4,
the following equilibrium equation holds:

[
�+

q −�−
q

�+
f −�−

f

] {
e+

e−

}
=

{
0

fext

}
. (8)

The inversion of the wavemodes’ matrix in Eq. 8 can lead to numerical errors and
it is extensively discussed in [52].

At the same time, waves incident upon boundaries are reflected and transmitted.
In Fig. 4 this is illustrated with d−,+ and c−,+, at the edges of the structure.

The dynamics at the border can be described using a matrix (R) dependent on the
type of constraint. Each boundary condition can always be described in the form [52]:
A1f + A2q = 0. Substituting the wave base expansion for forces and displacements
[22, 43]:

Rright = −(
A1�

−
f + A2�

−
q

)−1(
A�+

f + A2�
+
q

)
Rleft = −(

A1�
+
f + A1�

+
q

)−1(
A1�

−
f + A2�

−
q

)
,

(9)

where the matrices A1 and A2 change depending on the type of constrain [52].
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Now, if some discontinuities, such as linear or complex joints, are reached by the
waves, the scattering properties become largely impactive on the structural behaviour.
In Fig. 4 this is illustrated with b−,+

1 and b−,+
2 , at the edges of the joint. The scattering

matrix s can be defined as:
{
b−
1

b+
2

}
=

[
s1 s2
s3 s4

]{
b+
1

b−
2

}
= s

{
b+
1

b−
2

,

}
(10)

where the scattering matrix has been splinted in four matrices in Eq. 10: s1 and s4
represent transmission matrices, while s2 and s3 represent reflection ones.

Condensing the FE of the junction to the borders, one gets Eq. 11:

DJ QJ = FJ , (11)

whereQJ and FJ are the vectors of displacements and nodal forces of the joint to its
borders, which are in common with the two waveguides and can be thus expressed
in wave base using Eq. 4:

QJ =
[
�1,+

q b+
1 + �1,−

q b−
1

�2,+
q b+

2 + �2,−
q b−

2

]
(12)

FJ =
[

�
1,+
f b+

1 + �
1,−
f b−

1

−�
2,+
f b+

2 − �
2,−
f b−

2

]
. (13)

Substituting the previous equations in Eq. 11, the scattering matrix can be obtained:

s =
[
−DJ

[
�1,−

q 0
0 �2,+

q

]
+

[
�

1,−
f 0

0 −�
2,+
f

]]−1 [
DJ

[
�1,+

q 0
0 �2,−

q

]
−

[
�

1,+
f 0

0 −�
2,−
f

]]
. (14)

The inversion in Eq. 14 can cause numerical instabilities and the use of the left
eigenvalues is required [40].

Using again Fig. 4 as reference we can evaluate the amplitude of waves in any
point; here, the excitation location is considered as the reference point. At the exci-
tation location, one can sum the incident and direct field:

a+ = e+ + g+; g− = e− + a−. (15)

At boundaries, instead, the following reflection relations are valid (see Fig. 4):

c− = Rrightc+; d+ = Rleftd−. (16)

At the same time, along the waveguide, the following propagation relations hold:
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g+ = Tr(xf )d+; d− = Tr(xf )g−; a− = Tr(L − xf )c−; c+ = Tr(xf )a+. (17)

where Tr is the wave propagation matrix in a periodic framework (Bloch-Floquet
conditions), that can be expressed as:

Tr(x) = diag
(
e−ik1x, e−ik2x, . . . , e−iknx

)
. (18)

Finally, the amplitudes of the waves can be calculated at a given response point by
considering the excitation, reflection and propagation relations. First the scattering
equation can be solved obtaining the values of the incoming and out-coming waves
at the joint:

b+
2 = [

I − s4Tr(L2)RleftTr(L2)
]−1[

s3Tr(L1 − xf )
]
a+ (19)

b−
1 = s1Tr(L1 − xf )a+ + s2Tr(L2)RleftTr(L2)b+

2 , (20)

with L1 and L2 the lengths of the first (left) and second (right) waveguide, xf the
position of the force. The following formof thewave amplitudes is derived, assuming,
in this case, that the force is applied, for example, on the first waveguide:

a+ = [
I − Tr(xf )RleftTr(xf )Tr(L1 − xf )s2Tr(L2)RleftTr(L2)

[
I−

+s4Tr(L2)RleftTr(L2)
]−1

s3Tr(L1 − xf )−
+Tr(xf )RleftTr(xf )Tr(L1 − xf )s1Tr(L1 − xf )

]−1

[
e+ + Tr(xf )RleftTr(xf )e−]

(21)

a− = Tr(L1 − xf )
[
s2Tr(L2)RleftTr(L2)

[
I − s4Tr(L2)RleftTr(L2)

]−1×
s3Tr(L1 − xf ) − s1Tr(L1 − xf )

]
a+.

(22)

Finally, the response in the reception point can be then calculated applying the prop-
agation relations to the target distance [11, 21, 22, 43].

If curved or axisymmetric structures are considered, Fig. 5 becomes a reference,
with equivalent considerations applicable, taking into account that no real boundaries
are present, if impedance variations do not appear.

For example, with reference to the scheme in Fig. 5, the response in a target point
can be expressed as:

a+ = [
I − Tr(2π − θ1)s3Tr(θ1) − Tr(2π − θ1)s4Tr(2π − θ1)

[
I − Tr(θ1)s2Tr(θ1)

]−1

Tr(θ1)s2Tr(θ1)
]−1[e+ + Tr(2π − θ1)s4Tr(2π − θ1)

[
I − Tr(θ1)s2Tr(θ1)

]−1e−] (23)

a− = [
I − Tr(θ1)s2Tr(θ1)

]−1[e− + Tr(θ1)s1Tr(θ1)a+] − e−. (24)
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Fig. 5 Waves in an
axial-symmetric jointed
structure excited by a point
load

Equations (23) and (24) represent the general solution when an impedance varia-
tion is also present on the circumferentialwave-path. In the case that the axisymmetric
structure is homogeneous, or simply there is no variation of impedance, Eqs. (23) and
(24) remain the same, while the values of the sJ (J =1,…,4) matrices change in zeros
and identity matrices since a full transmission must be simulated. For example, in the
case of closed axisymmetric structures with no impedance variations, no scattering
is present and assuming a �θ>0, the reverberant field is simply given by:

g+ = Tr(2π)b+ g− = Tr(2π − �θ)b−. (25)

3 Sound Transmission of Infinite Structures (2D-WFE)

A 2DWFE approach is here proposed to target the wave propagation and the sound
transmission in infinite periodic structures. With reference to Eq. 1 and Fig. 6, the
periodicity conditions can be applied as follows:

⎡
⎣q2
q3
q4

⎤
⎦ =

⎡
⎣ IλX

IλY

IλXλY

⎤
⎦q1 = �q1, (26)

with
λX = e−ikX LX ; λY = e−ikY LY , (27)

where kX and kY are the wavenumbers in the periodicity directions X and Y , LX and
LY the sizes of the cell in the same plane while I is the identity matrix. The dynamic
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Fig. 6 Bi-dimensional unit
cell model with in-plane
periodicity

stiffness matrix of the reduced model can be derived by pre and post multiplying
Eq. 1 with the 2D periodicity matrix �:

�H [K − ω2M ]� q1 = �H�f + �H�e. (28)

Modal order reduction becomes mandatory when fine meshes are employed; the
internal degrees of freedom, which can be a consistent part of the unit cell degrees of
freedom, are replaced by the modal participation factors for a relatively small subset
of constrained cell modes [17, 23, 54].

3.1 One-Way Fluid-Structure Coupling

As said before, we assume here that the structural vibrations do not influence the
pressure field outside, and analogously, the flow field have no effect on the structural
dynamics. An infinite structure can separate two fluid domains which correspond to
the excitation side (subscript 1; Fig. 7) and the radiation side (subscript 2; Fig. 7).

A forcing pressure wave can excite the structure and make it vibrating; it can be
described as such, omitting the time harmonic dependence for simplicity:

• for a flat structure:

PW = pIe
−i(kX X+kY Y−kZ,1Z); (29)

• for a curved/cylindrical structure:
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Fig. 7 Illustration of an infinite the structure excited by a plane wave and radiating sound

HW = pIe
−i(kX ′X ′+kY Y−kZ ′,1Z ′) ≈ pIe

−i(kθ θ+kY Y−kZ ′ ,1Z ′); (30)

where, kX , kY and kZ are the wavenumbers of the plane wave along the global ref-
erence and kX ′ kY and kZ ′ are the projected components in the local reference as in
Fig. 2, this local reference is coherent with the circumferential direction being kX ′

= kθ x R, where R is the radius of curvature. The nodal forces, acting on the single
cell, can be expressed using the sound pressure amplitudes and the nodal surfaces.
Consistent nodal forces can be calculated as follows:

e1 = S · (pI + pR)w1 − S · pTw2, (31)

where S is vector of the nodal areas, w1 and w2 are vectors of all zeros and ones
in the position corresponding to the out-of-plane displacements degrees of freedom
of the nodes belonging to the surfaces in contact with the flow (effective for the
sound transmission), pI , pR and pT are the amplitudes of the excited, reflected and
transmitted pressure waves, respectively. A link between pressure and displacements
can be derived using the dynamic stiffness of the fluids, as follows [23]:

Df ,1 = −iρ1ω
2

kZ,1
; Df ,2 = −iρ2ω

2

kZ,2
, (32)

where ρ1 and ρ2 are the fluid densities, kZ,1 and kZ,2 the wavenumber components
in Z (i.e. out-of-plane) and Df ,1 and Df ,2 the dynamic stiffness of the fluid domains.

Exploiting the relationships of Eqs. 31 and 32 in Eq. 28, the final system equation
becomes:

[Dr + (Df ,1w1 + Df ,2w2)S�H�]q1 = 2pIw1S�H�. (33)
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The sound transmission coefficient τ for each couple of wavenumbers kX and kY ,
is derived by solving in q1 Eq. 33:

τ(kX , kY ) = (kZ,2/ρ2)S|(Df ,2w2q1)
2|

(kZ,1/ρ1)S|p2I |
, (34)

while the average velocity is given by:

vavg(kX , kY ) = −iωq1. (35)

The results are valid for infinite structures, but can be re-scaled to include the effects
of the finiteness of the structure [33, 45, 51].

3.2 Mean-Flow Effects

To remove the assumption of one-way coupling and simulate mean flow effects, on
one side (or two) of an infinite structural domain, a specific aerodynamic theory has
to be used to model the self excited aerodynamic components of the load.

Under the hypothesis of small disturbances, the aerodynamic pressure can be
normally considered as made up of two components [16], as in Eq. (36): one is given
by the pressure fluctuations for a rigid body (�M

P ); the second is dependent on the
structural motion/elasticity (�E

P). The following developments are connected to the
second of these contributes; an illustration is given in Fig. 7.

�P = �M
P + �E

P; e = eM + eE . (36)

For sake of simplicity, the simplest aerodynamic theory (Piston Theory), valid
from Mach > 1.5 [16, 48], is used for the following developments. With reference
to Eqs. 28 and 36, the self-excited force terms can be written as a function of the
convective and continuity derivative, [16, 18, 39, 48]:

eE = −ρ0a0An

(
∂w
∂t

+U
∂w
∂x

)
, (37)

where w represents the vector of the out-of-plane displacements of the structural
nodes belonging to the surfaces in contact with the flow (coordinate Z in Fig. 8), ρ0

is the fluid density, a0 the sound speed,An the nodal area vector andU the flow-speed.
The out-of-plane displacements can be expressed by multiplying q for a matrix (ε)
of 0 and 1 in the positions corresponding to the target degrees of freedom (i.e. the
translations in Z).

For example, the matrix ε, can be built as such:
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Fig. 8 An illustration on the effects of a flexible structure in terms of variation of pressure distri-
bution in a turbulent boundary layer

εi,j =
{
1 if j = 3; i = 1,N ;
0 else

(38)

where i represents the number of nodes and j the nodal degree of freedom (3 corre-
sponds to translation along Z). In a periodic structural framework, the spatial deriva-
tive in Eq. (37) is a function of the structural propagation constant (λx, assuming X
as the flow direction), and can be expressed, using a simple numerical scheme for
the first derivative, as follows:

∂w
∂x

= �

(
λx − 1

Lx

)
εq1. (39)

The final dynamic stiffness equation can be derived, as in Eq. (40), substituting
Eqs. (37) and (39) in Eq. (28).

�H

[
K − ω2M − iωρ0a0Anε +Uρ0a0Anε

(
λx − 1

Lx

) ]
� q1 = �H�f = 0.

(40)
Additional damping and stiffness terms are observed in the new dynamic stiffness
equation (Eq. (40)). The additional damping is proportional to the circular frequency,
but, as discussed in [16], it is not a dominant term. A strong variation of the results
of Eq. (28) versus the Eq. (40) ones, is given by the additional stiffness terms, which
are proportional to the stream-wise elastic waves’ propagation coefficient.

A detailed development is available in [20].



324 F. Errico et al.

Fig. 9 Load sinthesys approach employed in this work: a Real phenomena; b Simulated equivalent
conditions

3.3 Load Synthesis in Helical Waves

To simulate a general random excitation, a wavenumber synthesis approach is here
proposed as in Fig. 9.

The idea is to assume a model of excitation and derive its unknown parameters
imposing an analogy between its wavenumber spectra and the one of the real/physical
(targeted) excitation. A finite sum of wall surface waves of unknown amplitude (Aj),
number (NW ) and wavenumbers (K̄j) is considered:

P(X̄ ) =
NW∑
j=1

Aje
−iK̄j X̄ , (41)

where the harmonic dependence has been omitted and X̄ stands for the surface
coordinates (i.e. X–Y in Fig. 6). The unknown parameters of Eq. 41 are obtained
with an analogy of the wavenumber spectra (φPP for the simulated load and PP the
real one):

φPP(K̄, ω) = PP(K̄, ω) = 1

4π2

(NW∑
j=1

A2
j

[
ei(K̄j−K̄)( ¯�X1− ¯�X2)

i(K̄j − K̄)

]+∞

−∞

+
NW∑
j=1

NW∑
n=1;n �=j

AjAn

[
ei(K̄j−K̄)( ¯�X1)

−i(K̄j − K̄)

]+∞

−∞

[
ei(K̄n−K̄)( ¯�X2)

−i(K̄n − K̄)

]+∞

−∞

)
=

=
∫

4π2
A2
j

�K̄j
δ(K̄j − K̄)dK̄j +

∫ ∫
8π4 AjAn

�K̄j�K̄n
δ(K̄j − K̄)δ(K̄n − K̄)dK̄jdK̄n,

(42)
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where δ is the Dirac functional and the auto/cross correlations are considered sepa-
rately.

The δ(K̄j − K̄)δ(K̄n − K̄) term in Eq. 42 is null being the indices j and n different.
For each couple kX and kY , the synthesised load model can be written as:

PW (X ,Y , kX , kY , ω) =
√

PP(kX , kY , ω)�kX�kY
4π2

e−i(kX X+kY Y ). (43)

The approach is applicable independently on the spatial correlation load and the refer-
ence. Finally, the total sound transmission coefficient will be given by an integration
of all the kX and kY contributes, as follows:

τTOT (ω) =
∫ ∫

τ(kX , kY ) × WA(kX , kY , ω)dkX dkY∫ ∫
WA(kX , kY , ω)dkX dkY

, (44)

where WA(kX , kY , ) represents the normalized amplitude function for the couple
kX , kY among the whole set of waves used for the load synthesis. The integration
limits are not defined on a general basis but they are modified depending on the type
of load to simulate; a dedicated study for TBLmodels is proposed in the next section.
The final transmission loss is, by definition:

TL(ω) = −10 log10(τTOT(ω)). (45)

In the case of curved finite structures, some correction factors must be used [23, 28].

4 Results: Flow-Induced Vibrations

In this section, a validation is proposed for a flat and cylindrical structure under a
turbulent boundary layer load; no-gradient effects are taken into account and the
TBL is assumed to be fully developed.

First, a 3mm-thick flat panel (0.36 × 0.20 m2) is considered under a Corcos
turbulent boundary layer model, in Fig. 10. The wavenumber spectra,PP , proposed
by Corcos [10], is here reported for the sake of completeness assuming the directions
X and Y as the stream-wise and cross-wise ones:

PP(kX , kY , ω) = Spp(ω)
4αXαY[

α2
Y + U 2

c k
2
Y

ω2

][
α2
X +

(
1 + UckX

ω

)2] , (46)

where Uc is the convective flow speed, Spp is the single-point auto spectral density
of the wall pressure distribution. The stream-wise and cross-wise correlation coeffi-
cients, αX and αY , are assumed to be 0.15 and 0.77, respectively, in all the following
test-cases.
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Fig. 10 Velocity auto spectral density in a grid point for a flat panel under TBL load [Reference:
1m/s]

Table 1 Computation times for the vibrations of a flat panel under TBL load

Method Aliasing (kHz) Relative Time/Frequency

FEM 2 35

WFE 2 1

The panel has the following material properties: E = 7.0 1010 Pa, ρ = 2750kg/m3,
ν = 0.33 and 1% of structural damping. The analytical and FEM solutions are used
as a reference [13]; simply supported boundary conditions are considered on the four
sides of the panel.

The flexural aliasing frequency, which is the frequency where the adopted mesh
becomes unable to simulate the fluid wavelength, is 2.0 kHz and the convective
critical frequency 580Hz. Considering Eq. 18, a variable size of the transfer matrix
(�v) can be employed in the periodicity direction [21], extending the accuracy of
the numerical scheme over the standard aliasing frequency (for lumped-on-nodes
approximations, as in this case). A comparison in terms of calculation time is given
in Table 1, where the elapsed time is averaged in frequency band of analysis and
normalised on the minimum one.

Then, a 0.6m long cylinder, with a 0.4m diameter and the samematerial as before,
is used as a test-case under TBL excitation, using again a Corcos model [10], with an
aliasing frequency 1250Hz; a simple application of this model to a curved structure
is still acceptable, if the stream-wise direction is parallel to the axis of rotation and the
cross-wise is assumed to be the circumferential one [34]. The θWFE method (here
named as aWFE version for curved structures, see Fig. 5) is used and compared with
the FEM (Fig. 10).

The results show an excellent agreement in the whole frequency range and a
computational cost comparison is given in Table 2.
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Fig. 11 Velocity auto spectral density in a grid point for a cylindrical shell under TBL load [Ref-
erence: 1m/s]

Table 2 Computation times for the vibrations of a cylindrical shell under TBL load

Method Aliasing (kHz) Relative time/Frequency

FEM 1.25 287

θWFE 1.25 1

5 Results: Flow-Induced Noise

Here, the flow-induced transmission caused by a random excitation is considered,
with a specific focus on turbulent boundary layer (TBL). The results, presented
here for validation purposes, deal with flat panels and, with reference to the flow
characteristics, no-gradient effects are taken into account and the TBL is assumed to
be fully developed. In each of the following cases a 10-elements mesh per minimum
wavelength (in the frequency band) is used for convergence purposes.

First, a 2mm-thick aluminiumpanel is studied, in Fig. 12, under a turbulent bound-
ary layer modelled using the Corcos model [10] (Uc = 180m/s; αx = 0.125 and αy

= 0.78). The full FEM model is made using the same elements of the WFEM and
is built by repeating the elementary cell along the two directions, up to achieve the
size of the full panel. The results for theWFE approach are calculated in logarithmic
scale (100 points), while the FEM solution is presented in third octaves. Given the
assigned model, the aerodynamic coincidence (critical frequency) is 1.8 kHz while
the acoustic one is 6 kHz. The results are scaled including approximated finite size
effects, as proposed in [33].

A second test-case is also shown in Fig. 12. An honeycomb sandwich panel whose
cell is modelled as an homogenised multi-layered panel is analysed under the same
turbulent boundary layer. The panel has 1mm-thick aluminium skins and a 10mm-
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Fig. 12 The transmission loss under TBL excitation. Reference results calculated using the
approach in [27]—a 0.5 × 0.3m2 isotropic plate; Uc = 180m/s. b 0.82× 0.58m2 sandwich plate;
Uc = 160m/s

Fig. 13 Sound transmission
under a supersonic turbulent
boundary layer load (Mach
1.3) for a flat panel (0.58 ×
0.4m2)
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thick core (E = 0.145 GPa, ν = 0.2, ρ = 110.4 Kg/m3). Both the aerodynamic and
acoustic coincidences are described in frequency and the averaged amplitude values
are properly identified.

In Fig. 13, the sound transmission loss of the same aluminium structure is sim-
ulated with and without aeroelastic effects. A supersonic flow is simulated (Mach
1.3) and a Cockburn-Robertson TBLmodel is used [9], being the most suited for this
speeds. The supersonic flow is simulated since the mean flow effects are here pre-
sented for the Piston-Theory. Differences are observed in the low frequency region
and also before the acoustic coincidence (≈ 6 kHz). The drop caused by the criti-
cal aerodynamic frequency is hardly visible being close to the acoustic coincidence
(≈ 6.5 kHz).
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5.1 Limits of the Integration

The presented numerical method, requires some care on convergence aspects.
First the cell must have a size coherent with a proper description of the structural

wavelengths, at the maximum frequency of analysis. Here, at least 6 elements per
(minimum)wavelength are used. In addition, the integration scheme inEq. 44must be
carried out using apropermesh in thewavenumber space, to describe thewavenumber
spectrum of the excitation model of interest, at each frequency step. No general
approach is available since, depending on the characteristics of the load, a coarser or
finer meshing of the wavenumber space can be a good compromise solution between
accuracy and calculation time.

In the work by Maxit [36], a specific case for a flat plate under turbulent bound-
ary layer is investigated and some rules are given with respect to the wavenumber
sampling of the load. In that case, it is suggested to take, as limits of integration, the
maximum between the flexural wavenumber and the convective one, for the stream-
wise direction, and the maxim value of the structural bending wavenumber, for the
cross-wise direction. These solutions, which are justified by the filtering effects of the
structure, and thus represent an approximation of the total response, are not always
applicable. In fact, when a complex media (i.e multi-layered, ribbed, curved, etc.)
is analysed, some coupled bending wavemodes might arise in the frequency band
of interest and these can be equally excited by the turbulent layer load. Moreover,
to set the choice of the integration limits on maximum frequency of analysis, as in
[36], is computationally inefficient. The convective wavenumbers, as the structural
ones connected to dispersive waves, are frequency dependent and, therefore, if the
wavenumber resolution is fixed (as in [36]), keeping large integration limits even in
the lower frequency bands would induce a useless higher computational cost. On
the other hand, with respect to the wavenumber sampling, a general rule, to identify
the correct resolution, is not given and a trial-error approach is suggested before
launching the simulations [36].

Nevertheless, the present developments can be considered as an evolution of the
work done in [36] since they are in the same research line aiming at the same goal.
In this framework, a study on different criteria based solely on the fluid operator, is
conducted for two different turbulent boundary layer models: the Corcos model [10]
and the Chase one [7]. Two approaches are initially followed: first the wavenumber
space is sampled using a fixed number of points in kX and kY , for each frequency;
then a fixed wavenumber resolution is used.

5.1.1 Corcos TBL Model

Four integration domains are described in Table 3 and Fig. 14 and they are valid
for each frequency step. The use of reduced integrations limits stands in using the
advantage coming from the symmetry of the wavenumber spectra of some excitation
models, as the Corcos one (which is also used in this study). Differently from [36],
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Table 3 Integration limits in the wavenumber domain (see Fig. 14)

I II III IV

kX ,min [m−1] 0 −1.9 ω / Uc 0 −1.9 ω / Uc

kX ,max [m−1] 1.9 ω / Uc 1.9 ω/Uc 1.9 ω / Uc 1.9 ω / Uc

kY ,min [m−1] 0 0 −1.9 ω / Uc −1.9 ω / Uc

kY ,max [m−1] 1.9 ω / Uc 1.9 ω/Uc 1.9 ω / Uc 1.9 ω / Uc

the scaling factor for the limits of integration is assumed to be 1.9 (Table 3). The
results in Fig. 15 show the transmission loss for the same isotropic plate tested in
Fig. 12a, when the wavenumber spectrum is sampled first with a coarse scheme
(50 × 50 mesh) and then with a finer one (120 × 120 mesh). In using integration
limits that exclude the lowest amplitude sector of the wavenumber spectrum of the
load, which coincides with the reverse-stream-wise wavenumber components (kx
≤ 0; as Domain III; Table 3), the sound transmission levels are not affected. The
integration of Eq. 44, being the ratio of equally weighted integrations, allows the use
of symmetric domains (as Domain I or II; Table 3), with excellent accuracy even if
coarsewavenumbermeshes are used for the integration. On the contrary, when higher
limits have to be imposed, a finer mesh is needed to avoid aliasing (see Domain IV
in Fig. 15a). The computational cost in Fig. 15 is kept constant since the same mesh
is used for each frequency.

It is worth to underline that, the use of Domain III is physically justified by the
joint-acceptance of Corcos-like TBL models, which have a dominant amplitude of
the spectra in the positive stream-wise direction, inducing dominant wavenumber
components of the structural response in the positive kx sector. Differently, the use
of Domain I and II, derives from pure mathematical considerations on the form of
the weighted integration in Eq. 44, which gives band-averaged sound transmission
levels. In fact, for a purely structural response in weak coupling conditions, as in
[13, 27, 30, 36], the use of these reduced domains as I and II (Fig. 14) would
reduce the accuracy of the response, especially in the anti-resonance regions, due
to an incomplete description of the single structural modes for the cutting of the
negative-cross-wise structural wave components in the solution.

Differently, in Fig. 16, a fixed wavenumber resolution is kept. This approach
increases, at each frequency step, the mesh size in the wavenumber domain and,
thus, the computational cost of the integration, depending on the wavenumber limits
of integration. In this case, thus, the integration over the domain I, II or III (Table 3)
can speed up the total computation. In Fig. 16 it is observed how a finer resolution
in the wavenumber domain gives a better accuracy, especially in the low frequency
domain. This effect is physically justified by the enlargement of the boundaries
of the convective region versus frequency. For a fixed wavenumber resolution, the
smoother shape of the wavenumber spectrum, based on the model of Corcos, at
higher frequencies, helps the predictive power of coarser resolutions.
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Fig. 14 The wavenumber spectra of a TBL load (Corcos: Uc = 130m/s; f = 1 kHz). The four
solutions correspond to the four integration tests performed with variable domains in Eq. 44
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Fig. 15 The sound transmission of a flat isotropic panel loaded with TBL (Corcos: Uc = 190m/s).
The four integration domains is Fig. 14 are compared with a fixed mesh in the wavenumber domain.
Mesh: a 50× 50; b 120× 120
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Fig. 16 The sound transmission of a flat isotropic panel loaded with TBL (Corcos: Uc = 190m/s).
The fours integration domains is Fig. 14 are compared with a fixed resolution in the wavenumber
domain. Sampling: a Coarser; b Finer

5.1.2 Chase TBL Model

A similar investigation is conducted for the TBL model proposed by Chase, which,
differently from theCorcosmodel, proposed a correlation functionwith un-separable
variables [7, 29]. Differently from the model of Corcos, this model is dependent on
the boundary layer thickness (δ), displacement thickness (δ∗) and the friction velocity
(uT ). The Chase II formulation [29] implemented here, is a modified version of the
original Chase model. A comparison of the normalised wavenumber spectrum, in the
positive stream-wise wavenumber space, is presented in Fig. 17: the Chase model
presents a narrower convective peak and lower relative amplitudes at high and low
wavenumbers.

First, in Fig. 18a a comparison amongfixedwavenumbermeshes of finer sampling,
is proposed. The critical frequency, for a convective velocity of 80m/s, 380Hz and
is correctly captured in the TL curve. The sensitivity of the solutions is larger around
the acoustic coincidence (6 kHz) since the Chase model (Chase II) is characterised
by strong derivatives versus the cross-wise wavenumber components. Similarly, in
Fig. 18b, the effect of the limits of integration are investigated using the domains
described in Table 3. As for the Corcos model, the domain III (Table 3), physically
justified by the form of thewavenumber spectrumof theChasemodel, gives excellent
results. Differently, enlarged domains as IV (Table 3), require finer meshes: in this
case, in opposition to the case of Corcos, the effects are visible at higher frequencies.
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Fig. 18 The sound transmission of a flat isotropic panel loaded with TBL (Chase II: Uc = 80m/s)
a Comparison of mesh sizes; b Comparison of integration domains for a 100 × 100 mesh (Fig. 14).
Flow data (see [29]): δ = 0.027m; δ∗ = 0.0018m; uT = 1.9m/s

5.2 The Influence of the Cross-Flow Components

It is interesting to verify if the reduced cross-wise amplitude gradient of thewavenum-
ber spectra, around the convective ridge region of the Corcos and Chase model, with
respect to the stream-wise component, allows the use of larger sampling in the cross-
flow direction. A simple example is reported in Fig. 19 where two computations are
presented, with a fine stream-wise sampling and a larger cross-wise one and vice-
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versa. A full integration domain is used (Domain IV; Table 3). The results demon-
strate that, in the case of Corcos (Fig. 19a), the stream-wise resolution has a higher
impact than the cross-wise one. Thus, a strong speed-up of the computation, can be
achieved by using larger cross-wise sampling and a restricted integration domain,
making use of the symmetry of the loading wavenumber spectra and the smoother
decay of the convective region in the cross-wise direction. However, as shown in
Figs. 15 and 16, some sensitivity and variations are observed below the aerodynamic
coincidence, which is the frequency band where the structural bending wavenumber
is higher than the convective one. In these frequency bands, an integration criterion,
based solely on the load,might lead to a critical approximation, because the structural
wavelength is lower than the convective one. On the other hand, a criterion based
just on the excitation model has the advantage of not being case-dependent and not
requiring an a-priori the knowledge of the structural filtering effects.

When themodel of Chase (Fig. 19b) is used instead, the sensitivity of the solutions
seems to be higher for the cross-wise wavenumber components. As said, this can be
addressed to strong amplitude gradients of the model in the acoustic region, which
lead to a deficient description, not in accordance with many experimental data, as
discussed extensively by Graham [29]. The convective region, on the other hand,
does not seem to be sensitive to directional sampling parameters and is always well
described.
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Fig. 19 The sound transmission of a flat isotropic panel loaded with TBL. The wavenumber sam-
pling is studied for single stream-wise and cross-wise resolutions. TBL Model: a Corcos, Uc =
190m/s; b Chase II, Uc = 80m/s
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5.3 A Comparison of Different TBL Models

Many works, dealing with flow-induced vibrations, compare the auto and cross cor-
relation function of different TBL models [29]. Here, using the approach described
in the present work, some of the most commonly used TBL models are compared in
terms of induced noise on a flat isotropic plate. The choice of such a simple structural
model is necessary to avoid filtering the effects and peculiarities of each single exci-
tation model. The turbulent boundary models compared here are: Corcos [10], Chase
[7], Cockburn–Robertson [9], Smolyakov–Tkachenko [49]. The same unitary auto
spectral density is assumed for all the models, in order to evaluate the sensitivity to
the cross-correlation model. The results here proposed, should be coherently scaled
for the autospectra assumed in each TBL model, if the real transmission loss is the
target.

In Fig. 20, the comparison shows how the Corcos model and the Cockburn-
Robertson are in agreement almost in the whole frequency band. A higher transmis-
sion loss is observed, for the Cockburn-Robertson, around the aerodynamic coinci-
dence, while a good agreement is evident among the other models. The Smolyakov-
Tkachenkomodel, instead, seems the one that induces the highest sound transmission
in the superconvective and subsonic frequency region, as in the subconvective one.
On the other hand, with the modified Chase model (Chase II) a strong overestimation
of the transmission loss, above the convective ridge is simulated. In that case, the
drop starts critically before the other models and somewhat re-joins the others just
before the aerodynamic coincidence. The results are also in accordance with the ones
in [15] where the difference in the radiated power of a plate, associated to each TBL
model, is investigated. In accordance to Fig. 20, in [15], the Corcos model induces
a higher radiated sound power with respect to the Chase one, in the low frequency
range.
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Fig. 20 A comparison of the sound transmission resulting from different of TBL models (Uc =
190m/s). Flow data (see [29]): δ = 0.027m; δ∗ = 0.0018m; uT = 1.9m/s; α = 0.125; β = 0.83
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It must be pointed out that each model might fit specific operational conditions
and thus a preliminary study of the excitation environment to be simulated, might
lead to a better choice in selecting the most adequate model. In respect to this, the
status of the research is such that the models are not generally predictive: each of
them works well for specific cases and frequency ranges.

6 Experimental Validation for Curved Structures

In this section a comparison with experimental data is performed on two different
curved panels, under diffuse acoustic excitation.

The measurements are performed in coupled reverberant-anechoic rooms, fol-
lowing closely the standard (ISO 15186-1: 2000) [24]. The Schroeder frequency is
400Hz and the acoustic excitation is generated using loudspeakers and white noise
signal up to 5.0 kHz. The details of the experimental process are given in [24].

A composite and a stiffened panel are considered as in Fig. 21. The first is 1.54
m-long and 1.62 m-large, with a 0.94 m curvature, while the ribbed is made of
aluminium and is 1.45 m-long and 1.70 m-large, with a 1.30 m curvature. Additional
data on material and geometry are included in Tables 4 and 5.

The composite panel is modelled using 7 solid elements through-thickness; the
curvature is simulated using the approach described in Eq. 5, with a ring frequency of

Fig. 21 The panels mounted in the testing facility [24]: a Thick sandwich panel with unit cell; b
Ribbed fuselage panel with unit cell
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Table 4 Curved composite panel: material data

Skins Core

E1 (GPa) 46.0 0.01 × 10−3

E3 (GPa) 46.0 0.179

G1,2 (GPa) 17.7 1.0 × 10−3

G1,3 (GPa) 17.7 26.0 × 10−3

G2,3 (GPa) 17.7 56.0 × 10−3

ν1,2 0.3 0.45

ν1,3 0.3 0.01

ρ (kg/m3) 1570 64

h (mm) 0.98 25.5

Table 5 Geometrical data of the curved fuselage panel

Frames Stringers Skin

Thickness (mm) 1.8 1.2 1.2

Height (mm) 72 28

Spacing (mm) 40.6 15.2

Fig. 22 The sound
transmission loss for a
curved composite panel
under diffuse acoustic field
load. Reference
measurements from [24]
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≈500Hz. The load, which is a diffuse acoustic field is synthesised using Eq. 44. The
agreement with measurements in Fig. 22 is excellent above the Schroeder frequency.
The structural damping is simulated to be 3% in the whole frequency band (from
measurements in [50]), to simulate the added damping from the installation; this is
visible in the transmission loss measurements’ drops being very smooth both at the
ring frequency (≈500Hz) and acoustic coincidence (≈1.5 kHz). Discrepancies in the
lower frequency bands are confined below the cut-on frequency of the reverberant
room.

The last andmost complex validations are carried out on the ribbed fuselage panel
in Fig. 21. The unit cell (illustrated in Fig. 21) is modelled using shell elements, while
substructures as joints are notmodelled.Amodal order reduction scheme is employed
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Fig. 23 The sound
transmission loss for a ribbed
fuselage panel under diffuse
acoustic field load.
Reference measurements
from [24]; Numerical
reference from [42]
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(see [23]) to reduce the computational effort, still guaranteeing mesh convergence
up to 3 kHz.

In Fig. 23, a good agreement with the present method is observed in the 0.3–2.5
kHz frequency band. The numerical solution agrees coherently with the measured
data, above the Schroeder frequency. The ring frequency is ≈ 670Hz and induces
a dip in the transmission loss, which is well simulated too. This proves that the
simulation of the curvature using Eq. 5 is still a good approximation even for large
cell sizes. A pre-curvature of the cell finite element model is not needed unless
extremely small radius of curvature are to be simulated.

7 Concluding Remarks

Two numerical approaches are developed and validated. These can be categorised by
considering the wave propagation tracked in the structure: for structural vibrations a
one-dimensional wave propagation is considered, while for the flow-induced noise
a two-dimensional wave propagation is analysed.

For structural vibrations, the main achievements with respect to the previous
literature, are linked to a reduced modelling complexity and the release of mesh
constraints in the periodicity/homogeneity direction. This allows to keep the same
accuracy of a standard finite element approachwhile reducing the computational cost
of the calculation. The formulations developed are quite general and applicable for
flat, curved and axisymmetric structures even in presence of impedance variations
along the direction ofwave propagation. Differently, the literature is limited to simple
geometries and reduced frequency bands to constrain the computational cost.

In terms of flow-induced noise, the method is generally applicable independently
on the curvature, load model and model homogeneity/heterogeneity. Validations are
provided with numerical and experimental data for acoustic and aerodynamic load,
for flat and curved structures. A real aircraft fuselage panels is also considered and
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the results validated in terms of transmission loss. The method requires a simple FE
modelling (unit cell) and provides accurate band-averaged results. The sensibility of
the approach to meshing and wavenumber resolutions is also investigated.

The method allows also the introduction of mean-flow effects (aeroelastic cou-
pling) at cell scale; this is only briefly introduced here.

However, some drawbacks are present in the developedmethodologies. For exam-
ple, in the 1D approach, the increasing number of operations for increasing number
of target degrees of freedom. For what concerns the 2D approach, the increasing
computational cost if a proper baffled window integration has to be calculated for
finite size effects, and the required modal order reduction at cell scale if the model
has too many internal degrees of freedom.
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Abstract A hybrid uncorrelated wall plane wave (UWPW) and finite element
method (FEM) technique is introduced to the predict vibroacoustic response of a
panel under turbulent boundary layer (TBL) excitation. The spectrumof thewall pres-
sure fluctuations is evaluated from the TBL parameters and by using semi-empirical
models from literature. TBL parameters can be estimated by different means, using
theoretical formula, Reynolds-averagedNavier Stokes (RANS) simulations or exper-
imental data. The wall pressure field (WPF) underneath the TBL is then synthesized
by realisations of uncorrelated wall plane waves. The FEM is employed to compute
the structural and acoustic responses of the panel for each realisation of uncorre-
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lated wall plane waves. The responses are then obtained from an ensemble average
of the different realisations. Selection criteria for cut-off wavenumber, mesh size
and number of realisation are discussed. Two simply-supported baffled panels under
TBL excitation are examined. Numerical results are compared with analytical results
using the sensitivity functions of the panels, showing excellent agreement.

1 Introduction

Predicting the vibroacoustic responses of structures subject to random pressure fields
is important in naval and aerospace industries. The correct prediction of the vibra-
tional response is crucial tominimise structural fatigue aswell as structure-borne radi-
ating noise [1–3]. A large and growing body of literature has investigated the vibra-
tional responses of plates excited by a turbulent flow field in air, including analytical
models of infinite and finite plates [4, 5], numerical models [5–11], and from experi-
ments [10]. Further, many researchers have investigated the vibroacoustic responses
of planar structures excited by turbulent flow, for example, see Refs. [2–8, 12–26]. To
predict the vibroacoustic response of a structure excited by a TBL, the turbulent pres-
sure field should be obtained on the surface of the structure. This can be done using
direct numerical simulation (DNS) or large eddy simulation (LES). However, these
simulations are computationally very expensive. An alternative approach involves
a steady-state RANS solution to predict the TBL parameters [27, 28]. Researchers
have shown an increased interest in using RANS. This is due to its capabilities to
predict TBL parameter mean values with good fidelity. These parameters can then
be used as an input to analytical or semi-empirical models to predict the WPF under
the TBL [29–31].

The vibroacoustic response of a structure excited by a TBL depends on the cross
spectrum density (CSD) function of the wall pressure fluctuations. Therefore, to
correctly describe the partial correlation of the excitation, a large number of frequency
response functions needs to be obtained for the distributed points on the surface of
structure [7, 9]. To describe the random WPF, a statistical model is required. The
coupling between the statistical model and a deterministic numerical model of the
structure represents a difficulty in the calculation process. In this work, a hybrid
approach is proposed to overcome this difficulty by coupling the UWPW technique
to simulate the WPF underneath a TBL and a deterministic method to model the
structural-acoustic domain. A deterministic input load to the vibroacoustic solver
based on the FEM is computed from each realisation of the WPF. The vibroacoustic
response of the panel is then obtained from an ensemble average of the different
panel responses. The major advantage of the UWPW technique is that it is a non-
intrusive technique which produces deterministic loads. As such, any element-based
numerical method can be used in conjunction with the UWPW technique to examine
vibroacoustic response of the structure under TBL excitation. For example, the FEM
aswell as the boundary elementmethod (BEM) can be employed to analyse structural
and acoustic responses of the structure subject to a TBL excitation [11, 32, 33].
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In this work, criteria for selecting calculation parameters in the hybrid UWPW-
FEM technique such as cut-off wavenumber, mesh size and number of realisations
are initially discussed. To demonstrate the hybrid technique, two case studies are con-
sidered corresponding to two different simply supported plates made of aluminium.
The first case study only examines the vibrational response. Acoustic radiation from
a panel is also studied in the second case study. Numerical results are compared
with analytical results using sensitivity functions, showing excellent agreement. The
analytical method is limited in its application to simple panels with simply supported
boundary conditions. In contrast, the numerical method can be applied to complex
structures with arbitrary boundary conditions.

2 Numerical Formulation

Figure 1 shows an elastic rectangular finite baffled panel excited by a turbulent flow
field. It is assumed that the TBL is homogeneous, stationary and fully developed
over the panel surface.

TheUWPWtechnique recently introduced byMaxit [32] is used herein to simulate
the pressure field beneath a TBL. The pressure beneath a TBL for the l th realisation
can be represented by a set of UWPWs at the q th node, xq = (xq , yq), of an FEM
mesh as follows [11, 32, 34]

pl
inc(x

q , ω) =
Nx∑

i=1

Ny∑

j=1

√
φpp(ki

x , k j
y , ω)δkxδky

4π2
ei(k

i
x xq+k j

y yq+ϕl
i j ), (1)

where ω is the angular frequency and ϕ is a random phase uniformly distributed in
[0 2π ]. Criteria for selecting the wavenumber resolutions δkx , δky as well as the
truncated numbers of plane waves Nx and Ny are discussed in Sect. 3. The CSD
can be expressed in terms of the auto spectrum density (ASD) of the pressure field
�pp(ω) and the normalized CSD of the pressure field φ̃pp(k, ω) as follows [32, 35]

Flow 
direction 

TBL excitation 

x

z y

Lx

Ly

Radiated noise 

Fig. 1 An elastic baffled panel under TBL excitation
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φpp(k, ω) = �pp(ω)

(
Uc

ω

)2

φ̃pp(k, ω), (2)

where Uc is the convective velocity. Using equation (1) as the deterministic load,
the FEM is now implemented to simultaneously compute the l th realisation of the
structural displacement ul and the radiated pressure pl by solving the following fully
coupled structural-acoustic equations [36]

[−ω2Ms + Ks −H f s

−ω2ρ f c2f H
T
f s −ω2M f + K f

]

︸ ︷︷ ︸
A

[
ul

pl
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=

[
f l
s
f f

]
, (3)

whereK,H andM are respectively stiffness, coupling and mass matrices. Subscripts
s and f respectively refer to the structure and fluid. f l

s is the structural force vector
corresponding to the l th realisation of the TBL pressure field given by equation (1).
f f is the load from acoustic sources in the fluid domain, which is zero for the current
case. After the inverse of the coefficient matrixA is obtained, the panel displacement
response and radiated pressure can be computed for each realisation as follows

[
ul

pl

]
= A−1

[
f l
s
0

]
. (4)

The ASD of the panel velocity Svv, the cross spectrum between the sound pressure
and the fluid particle velocity Spv f due to the TBL excitation are then calculated from
the ensemble average of the different realisations by

Svv = −ω2E
[
ulu∗l

]

l
, (5)

Spv f = E
[
plv∗

f
l
]

l
, (6)

where E [ ] represents the ensemble average of the realisations. The cross spectrum
between the sound pressure and the fluid particle velocity can be used to determine
the radiated sound power [33].

The computational steps for the proposed hybrid technique is illustrated in
Fig. 2. First, an FEM mesh is created from the geometry of the structure.
To estimate the TBL parameters over the surface of the structure for a given
geometry andflowcondition, aRANSsimulation, theoretical formula or exper-
imental data can be employed. The TBL parameters are then substituted into
semi-empirical models to evaluate the CSD of the WPF. The deterministic
WPF is synthesized using the UWPW technique. The WPF is then used as an
input to the FEM solver to calculate the structural and acoustic responses. This
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Fig. 2 Flowchart outlining the computational process of the hybrid UWPW-FEM technique

process is repeated for each realisation of the WPF. Finally, the vibroacoustic
response of the system is obtained from an ensemble average of the different
realisations of the WPFs at each frequency.

3 Selection of Calculation Parameters

3.1 Determination of Cut-Off Wavenumbers and
Wavenumber Resolutions

To obtain the panel response, one needs to truncate the wavenumber domain in the
x and y directions for Eq. (1). It was shown that in the vibrational response, for
the frequencies of interest well above the aerodynamic coincidence frequency, the
wavenumbers below or close to the flexural wavenumber of the plate are domi-
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nant [7, 25, 32]. At the aerodynamic coincidence frequency, the flexural wavenum-
ber kp = (ω

√
ρsh/D)1/2 equals the convective wavenumber kc = ω/Uc and the

TBL strongly excites the structure. D is the flexural rigidity, ρs is the density
and h is the panel thickness. The aerodynamic coincidence frequency is given by
fc = U 2

c

√
ρsh/D/(2π) [25]. Hence, a cut-off wavenumber of 2kp,max was used in

both the streamwise and spanwise directions, where kp,max = (ωmax
√

ρsh/D)1/2 is
the flexural wavenumber of the plate at the maximum frequency of interest, denoted
by ωmax. This criterion was chosen based on the fact that for frequencies well above
the aerodynamic frequency, the structural response of a panel excited by a TBL
can be obtained by neglecting the effect of the convected ridge as confirmed in
Refs. [11, 32]. The criterion defined here takes into account the effect of the convec-
tive ridge at lower frequencies as the cut-off wavenumber was defined as twice the
flexural wavenumber at the highest frequency of interest. The validity of this crite-
rion for evaluating the acoustic response of a panel excited by a TBL was recently
examined by Karimi et al. [33]. It was shown that this criterion can be employed to
predict the vibroacoustic response of a panel under a TBL excitation.

To represent the spatial variations in the wavenumber space of the wall pres-
sure spectrum, a constant wavenumber resolution can be determined through a trial
and error process [11, 32]. Alternatively, a frequency dependent increment in the
wavenumber domain could be chosen similar to the work by Karimi et al. [34] for
acoustic scattering prediction.

3.2 Criterion for the Mesh Size

The mesh size must be defined such that it enables us to properly describe the
hydrodynamic field on the surface of structure. This requires taking into account the
spatial distribution of the CSD function of the surface pressure. To synthesize the
WPF, the Nyquist sampling theorem for space and wavenumber was adopted. The
sampling wavenumber is given by [9]

ks = 2π

	h
, (7)

where 	h is the element size. According to the Nyquist theorem, the sampling
wavenumber must be at least twice the highest wavenumber of interest, that is,
ks = 2kp,max. Substituting this expression into equation (7), the mesh size is given
by

	h = π

kp,max
. (8)

Further, to properly resolve structural modes by considering the FEM mesh size
requirement of at least 10 elements per wavelength, the grid size in the streamwise
and spanwise directions can be defined as follows



A Hybrid UWPW-FEM Technique for Vibroacoustic Analysis … 349

	x = 	y = min

{
λp,max

10
,

π

kp,max

}
, (9)

where	x ,	y are the element size in the x and y directions and λp,max is the flexural
wavenumber of the plate at the maximum frequency of interest. Since kp,max =
2π/λp,max, the mesh size criterion is given by 	x = 	y = λp,max/10.

4 Verification of the UWPW-FEM Technique

To demonstrate the UWPW-FEM technique, two case studies comprising rectan-
gular baffled panels with simply supported boundary conditions excited by a TBL
are examined [11]. Dimensions and material properties of both panels are given in
Table 1. The first case study investigates the vibrational response of panel A. The
second case study examines the acoustic response of panel B. Numerical results
obtained using the UWPW-FEM technique for the both panels are compared with
analytical results. An analytical model based on sensitivity functions of the panel
was used as a reference solution to verify the numerical method [11, 33]. The fluid
density and the kinematic viscosity were set to 1.225kg/m3 and 1.5111× 10−5 m2/s,
respectively. The simulations were conducted using Matlab on a desktop personal
computer with 32 GB of RAM and a total of four physical cores. For the UWPW-
FEM technique, the WPF was synthesized in Matlab and then imported as a load
to the FEM model of the panel in the commercial software COMSOL Multiphysics
(v5.3a) using Matlab LiveLink.

Table 1 Dimensions and material properties of the panels

Parameter Panel A Panel B

Young’s modulus E (GPa) 70 68.9

Poisson’s ratio ν 0.3 0.3

Density ρs (kg/m3) 2700 2740

Length Lx (mm) 480 600

Width L y (mm) 420 525

Thickness h (mm) 3.17 2.4

Damping loss factor η 0.005 0.01
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Table 2 TBL parameters for Panel A at flow speeds of 40m/s, 60m/s and 80m/s

Parameter U∞ = 40m/s U∞ = 60m/s U∞ = 80m/s

TBL thickness δ (m) 0.0349 0.0322 0.0304

TBL displacement
thickness δ∗ (m)

0.0044 0.0041 0.0038

Wall shear stress τ

(Pa)
2.5228 5.2341 8.7848

4.1 Synthetic Pressure Field

To obtain the WPF, the Goody model was used to evaluate the ASD function of the
WPF [11, 37]. Note that �pp(ω) is a one-sided angular frequency spectrum. Hence
�pp(ω) was multiplied by 2π to convert it to a one-sided cyclic frequency spectrum
density �pp( f ). For the normalized CSD function, the Mellen model was employed
[38]. The TBL parameters were calculated based on theoretical formula for a flat
plate from literature and are given in Table2 [11]. The convective velocity Uc was
approximated as follows [11, 39]

Uc
∼= U∞(0.59 + 0.3e−0.89δ∗ω/U∞), (10)

where U∞ is the free flow velocity and δ∗ is boundary layer displacement thickness.
Employing the Goody and Mellen models, different realisations of the WPF were
synthesized on the surface of panel A using Eq. (1). Figure 3 shows the visualization
of two realisations of the surface pressure field at two discrete resonance frequencies
corresponding to 177Hz and 1005Hz, for a flow speed of 40m/s. Figure 3a shows
that at low frequencies, a coarse mesh can resolve the waves as they have larger
wavelengths. However, at higher frequencies, a finer mesh is needed to properly
describe and synthesize the WPF for plane waves with short wavelengths (Fig. 3b).
In this work, the criteria defined in Sect. 3.2 for the mesh size ensures that the plane
waveswith the shortest wavelength corresponding to the highest frequency of interest
are adequately resolved.

4.2 Effect of the Number of Realisations

The number of realisations used in the calculation process has significant effect on
the accuracy of the UWPW method. This effect has been investigated for acoustic
scattering prediction [34], vibrational analysis of a panel [11] and acoustic radiation
from a baffled panel [33]. In all of these cases, it was confirmed that 30 realisations is
sufficient to obtain the response of the systemwith the maximum estimated error less
than 1 dB for the frequency range considered. For example, the effect of the number of
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Fig. 3 Two realisations of the WPF (in Pascal) using the Mellen and Goody models for a flow
speed of 40m/s at (a) 177 Hz and (b) 1005 Hz

Fig. 4 ASD of the panel velocity predicted numerically using the UWPW-FEM technique for 30
realisations (grey lines), as well as predicted using the average of 30 realisations (black line), for a
flow speed of 40m/s (dB ref. 1 (m/s)2/Hz)

realisations on the structural response of panel A excited by a TBL at a flow speed of
40m/s is shown in Fig. 4. The spectral level predicted using 30 different realisations is
shown in grey lines and the black line represents the predicted results by averaging of
30 realisations. Fig. 5 compares the velocity spectra obtained numerically using the
average of 30 realisations with analytical results. The analytical solution described
in Ref. [11] is provided as a reference solution. It can be observed from Figs. 4
and 5 that the numerical results become smoother and converge quickly towards the
reference solution by increasing the number of realisations.
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Fig. 5 ASD of the panel velocity predicted numerically using the UWPW-FEM technique by
averaging of 30 realisations, as well as predicted analytically, for a flow speed of 40m/s (dB ref. 1
(m/s)2/Hz)

4.3 Structural Response

To predict the panel responses, the synthesized WPF was applied as a load to the
structural-acoustic solver. Figure 6 presents the predicted velocity spectra using the
UWPW-FEM technique as well as the analytically calculated velocity spectra for
panel A at flow speeds of 60m/s and 80m/s. The vibration of the panel was obtained
at (x =0.3m, y =0.33m, z =0m) on the panel surface with respect to the coordinate
system shown in Fig. 1. The numerical results are in excellent agreement with analyt-
ical results. As expected, with increasing flow speed, themagnitude of the vibrational
response of the panel increases. For the parameters chosen here, the aerodynamic
coincidence frequency is 66Hz and 117Hz for flow speeds of 60m/s and 80m/s,
respectively.

4.4 Acoustic Response

The hybrid technique was applied to predict the acoustic response of panel B with
simply-supported boundary conditions and excited by a TBL. The panel was tested
in an anechoic wind tunnel at the Université de Sherbrooke [40]. The experiments
were conducted at a free flow speed of 40m/s. The wall pressure fluctuations of the
turbulent flow generated over the baffle were measured by a flush-mounted micro-
phone array as described in [25, 40]. The Mellen model was fitted to the measured
WPF using the least square method to estimate the decay rates, αx and αy , and the
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Fig. 6 ASD of the panel velocity for a simply supported plate predicted using the UWPW-FEM
technique and analytical formulation, for flow speeds of 60m/s and 80m/s (dB ref. 1 (m/s)2/Hz)

Fig. 7 Sound power spectrum level predicted using the UWPW-FEM technique and analytical
formulation for flow speed of U∞ = 40 m/s (dB ref. 1 ×10−12 W/Hz)

convective velocity Uc. The experimentally fitted Mellen model as well as the mea-
sured autospectrum of the WPF, presented in Ref. [33], were used for evaluation of
the CSD function of the WPF. Numerical prediction of the acoustic power is com-
pared with the analytical results in Fig. 7. It can be seen that numerical results are in
excellent agreement with analytical results. Readers are referred to Refs. [11, 33] for
detailed discussions on validation of the numerical results with experimental data.
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5 Conclusions

An uncorrelated wall plane wave technique has been presented to deterministically
synthesize the WPF underneath a TBL from the CSD of the WPF expressed in the
frequency-wavenumber domain. The pressure field was then used as an input to an
FEM solver to predict vibroacoustic responses of panels under TBL excitation. One
of the main advantages of using the non-intrusive UWPW technique in the vibroa-
coustic solver is that the deterministic WPF is calculated at each FEM nodal point,
and can be applied as an input to the FEM or other element-based approaches to
evaluate the panel structural-acoustic response. Further, it was shown that the hybrid
UWPW-FEM technique produced converged results using small number of realisa-
tions. An analytical method based on the sensitivity function was employed to verify
the numerically obtained vibroacoustic results for two different simply-supported
panels. It was shown that the hybrid UWPW-FEM technique can be confidently used
to predict the vibroacoustic responses of panels excited by turbulent flow. Whilst
the case studies presented here comprise simple panels with simply supported con-
ditions, the proposed method can be applied to study the vibroacoustic responses
of complex panels with arbitrary boundary conditions under TBL excitation. For
example, the vibroacoustic response of a stiffened plate under TBL excitation has
been recently analysed in Ref [33] using the hybrid UWPW-FEM technique. The
technique is also well adapted for investigating the effects of design modifications.
Once the WPF fields of the different realisations have been calculated, they can be
applied to different panel models to study the influence of the design on the vibroa-
coustic response. Moreover, in the presence of complex flow conditions, a RANS
simulation can be performed for more accurate calculation of the TBL parameters.
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Leveraging Flow-Induced Vibration
for Manipulation of Airfoil Tonal Noise

Irsalan Arif, Garret C. Y. Lam, Randolph C. K. Leung, and Di Wu

Abstract A novel method for reduction in the airfoil tonal noise using flow-induced
vibrations is explored by using a flush-mounted elastic panel over the suction surface
of a NACA 0012 airfoil at low Reynolds number of 5 × 104. The fundamental aim of
this approach is to reduce the airfoil tonal noise while maintaining laminar boundary
layer over the airfoil with minimum or no penalty on the aerodynamic performance
of the airfoil. Direct aeroacoustics simulation using conservation element and solu-
tion element method along with linear stability analysis is employed to study the
aeroacoustic structural interaction between the flow field and elastic panel. Panel
parameters are carefully selected to ensure that the natural frequency of panel in
the presence of flow field coincides with the first dominant frequency of naturally
evolving boundary layer disturbance on the airfoil suction surface. To gain further
insight on the sensitivity of panel parameters on its vibration behavior andmagnitude
of reduction in tonal noise, a parametric study is also carried out. Contributions of
panel density and thickness are found to be dominant in noise reduction. Amaximum
sound pressure level reduction of 2.74 dB is achieved for the current flow conditions
through the proposed strategy.
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Nomenculture

A amplitude of pulse
a speed of sound
C panel structural damping coefficient
C f coefficient of friction
Cp coefficient of pressure
c airfoil chord
cp specific heat at constant pressure
D panel bending stiffness
E total energy
F, Fv, G, Gv,U flow flux conservation variables
( fbl)n harmonic of natural boundary layer instability
f frequency
h panel thickness
K stiffness of foundation supporting the panel
k thermal conductivity
L panel length
M Mach number
N panel internal tensile stress
n mode number
Pr Prandtl number
p pressure
qx , qy heat flux
Re Reynolds number based on airfoil chord
r radius of pulse
T panel external tension
t time
u, v velocity components along streamwise and transverse directions
w panel vibration displacement
α angle of attack
γ specific heat ratio
ρ density
τxx , τxy , τyy flow shear stresses
μ viscosity

List of Acronyms

CFL = Courant–Friedrichs–Lewy condition
EP = elastic panel
NR = non-resonating panel
RS = Rigid airfoil
rad = radius of curvature
SPL = sound pressure level
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Superscript

′ = perturbation
ˆ = dimensional quantities

Subscript

0 = freestream condition
base = base flow
f ar = far field
le = leading edge
rms = root mean square value
te = trailing edge

1 Introduction

Airfoil self noise is one of themost undesirable phenomenon associatedwith its flight
operations at variousflowconditions.Researchon the physicalmechanismassociated
with airfoil self-noise generation and its underlyingprinciples has received significant
attention from aerospace and fluid mechanics community. Over the years, a number
of attempts have beenmade to explore themechanismof airfoil tonal noise generation
for devices operating with low Reynolds number flow such as Micro Air Vehicles
(MAV), wind turbines, and cooling fans etc. The earliest work on studying this
phenomenonwas carried out by Paterson et al. [1] with NACA 0012 andNACA0018
airfoil in an open jet wind tunnel. They observed a ladder-like frequency structure of
dominant frequencywhich variedwith freestreamvelocity to the power of 0.8 locally.
They attributed this phenomenon to vortex shedding at trailing edge. Later, Tam [2]
claimed that a self-excited feedback loop exists between the airfoil trailing edge
and some location in the airfoil wake which is responsible for airfoil tonal noise
generation. Subsequently, Longhouse [3] proposed that the feedback loop exists
between the airfoil trailing edge and some upstream location over the airfoil surface,
whereas Arbey et al. [4] observed the existence of feedback loop between the airfoil
trailing edge and the location of maximum velocity point on the airfoil surface. Nash
et al. [5] performed experimental study with NACA 0012 in a closed wind tunnel
and observed that only a single dominant tonal frequency exists without any ladder
structure. Itwas claimed that feedback loop is not a necessary condition for tonal noise
generation. Desquesnes et al. [6] carried out a detailed numerical investigation of a
NACA 0012 airfoil and confirmed the existence of primary and secondary feedback
loops. Furthermore, the most dominant frequency was found to be related to the
most amplified boundary layer instability. Later, Jones et al. [7] and Fosas de Pando



360 I. Arif et al.

et al. [8] also carriedout numerical investigations to study the tonal noise phenomenon
and boundary layer stability and receptivity mechanisms.

Although, a large amount of research have been carried out to enhance the under-
standing of the tonal noise generation mechanism, the study on its control and reduc-
tion is still being explored. Some of the recent passivemethods includemodifications
on the airfoil trailing edge such as sawtooth [9, 10], serrations [11–13], porous trailing
edge [14], flaplets [15] and leading edge modifications [16]. Application of porous
trailing edge has been able to reduce the sound pressure level at low frequencies,
however, the noise is adversely amplified at high frequencies [14].Wang [17] applied
perforations at trailing edge for noise reduction. However, the aerodynamic perfor-
mance of the airfoil was severely affected. Hansen et al. [16] reduced the airfoil noise
by using leading edge serrations which modified the boundary layer formation over
the airfoil. As a collateral effect, the aerodynamic performance was degraded. Modi-
fications in the airfoil geometry has resulted in appreciable noise reduction, however,
there are certain limitations associated in their applicability such as manufacturing
and performance degradation.

The present study aims to explore a novel approach for tonal noise reduction
at low Reynolds number flows by applying a flush mounted elastic panel over the
airfoil suction surface. Direct aeroacoustics simulation (DAS) using Conservation
Element and Solution Element (CE/SE) along with linear stability analysis (LSA)
is employed to study the aeroacoustic-structural interaction between the flow field
and elastic panel. The panel is designed in such a way that it weakens the unsteady
flow fluctuations within the boundary layer before they scatter as acoustic noise with
trailing edge interactions. The panel aims to leverage flow energy absorption by fluid-
structure interaction to suppress the flow instabilities and even weaken the acoustic
feedback loop. Furthermore, the study also investigates the panel design parameters
and their dependence on tonal noise reduction or amplification. In this regard, a
parametric study is also carried out to analyze the sensitivity of panel parameters
reducing the boundary layer instabilities and subsequent tonal noise reduction.

2 Research Methodology

2.1 Direct Aeroacoustic Simulation

Direct aeroacoustic simulation (DAS) is employed in the present study due to its
capability to accurately capture flow and acoustic features. DAS solves unsteady
compressible Navier-Stokes (N-S) equations and equation of state simultaneously.
Its applicability in aeroacoustic research has been validated by a number of researches
including jet flows, cavity and duct flow [18, 19]. To solve the unsteady N-S equa-
tions, Conservation Element and Solution Element (CE/SE) method is adopted.
CE/SE is a multidimensional method for solving conservation laws with high reso-
lution [20]. Since its inception, it has been successfully applied to simulate various
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physical problem including shock interaction, jet noise and acoustic wave propa-
gation [18, 21, 22]. The two dimensional N-S equations in dimensionless strong
conservative form can be written as:

∂U
∂t

+ ∂ (F − Fv)

∂x
+ ∂ (G − Gv)

∂y
= 0, (1)

The above equation is normalized by reference density, velocity, viscosity, tem-
perature, specific heat at constant pressure cp in free stream flow and reference chord
length. The speed of sound is defined by â0 = (γ R̂T̂0)1/2 , where γ = 1.4 and the
specific gas constant for air R̂ = 287.058J/(kgK ). Re, M and Pr can be calculated
by:

Re = ρ̂0Û0ĉ0/μ̂0; M = Û0/â0; Pr = ĉp,0μ̂0/k̂0 = 0.71.

where k0 is reference thermal conductivity. In Eq 1, U , F and G are given by:

U = [ρ ρu ρv ρE]T ;
F = [ρu ρu2 + p ρuv (ρE + p)u]T ;
G = [ρv ρuv ρv2 + p (ρE + p)v]T .

The flux vectors Fv and Gv are defined by:

Fv = (1/Re)[0 τxx τxy τxx u + τxyv − qx ]T ;
Gv = (1/Re)[0 τxy τyy τxyu + τyyv − qy]T .

where τxx , τxy and τyy are defined by:

τxx =
(
4

3

∂u

∂x
− 2

3

∂v

∂y

)
μ; τxx =

(
4

3

∂v

∂y
− 2

3

∂u

∂x

)
μ; τxy =

(
∂u

∂x
− ∂v

∂y

)
μ.

The total energy E and pressure p are defined as:

E = p/ρ(γ − 1) + (u2 + v2)/2; p = ρT/(γM2).

and thermal fluxes are calculated by:

qx =
[
μ/(γ − 1)PrM2

]
(∂T/∂x) , qy =

[
μ/(γ − 1)PrM2

]
(∂T/∂y) .

2.2 Linear Stability Analysis

Linear Stability Analysis (LSA) is widely used in studying the boundary layer insta-
bilities and its transition as it can effectively analyze stability response of boundary
layer [23, 24]. For the present study, we also employed LSA to analyze the stability
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characteristics of boundary layer over the airfoil surface at low Reynolds number.
An infinitesimal perturbation in the flow field is introduced near the leading edge of
airfoil which could lead to tonal noise generation due to scattering of boundary layer
instabilities at the trailing edge of the airfoil. For an unstable boundary layer, the
perturbation introduced would lead to growing instabilities convecting downstream,
resulting in stronger noise generation [7]. This approach opens up the possibility of
even conducting the parametric study for panel design due to its lower computational
time as compared to DAS.

One of the most classical method for employing LSA is by using Orr-Sommerfeld
equation. However, it is only limited to parallel flows which is not appropriate for our
current study due to presence of complex non-parallel flow over an the airfoil. Hence,
a modified two-dimensional linear stability analysis using forced N-S equations
is employed which circumvent the limitation of parallel flows only [7, 25]. In
this approach, the normalized two-dimensional compressible N-S equations with a
constant forcing S may be written in strong conservative form as:

∂U
∂t

+ ∂(F − Fv)

∂x
+ ∂(G − Gv)

∂y
= S (2)

Given a base flow for Eq. 2, we introduce an infinitesimal perturbation to start the
LSA calculation. We may write U(x, y, t) = Ubase(x, y) + U ′(x, y, t) and take the
forcing term derived from spatial gradients of the base flow, so Eq. (2) becomes:

∂(Ubase + U ′)
∂t

+
(

∂(F − Fv)
∂x

+ ∂(G − Gv)

∂y

)
base

+
(

∂(F − Fv)
∂x

+ ∂(G − Gv)

∂y

)′

= S =
(

∂(F − Fv)
∂x

+ ∂(G − Gv)

∂y

)
base
(3)

Assuming no modification to the flow field to maintain the initial condition as
a reference state, the behavior of small perturbations introduced to the solution of
Eq. 3 can be traced to illustrate linear stability behaviors. The final form of equation
with small perturbations can be written as:

∂
(
Ubase + U ′)

∂t
+

(
∂(F − Fv)

∂x
+ ∂(G − Gv)

∂y

)′
= 0 (4)

Since the base flow is steady, i.e. ∂Ubase/∂t = 0, Eq. 4 becomes,

∂U ′

∂t
+

(
∂(F − Fv)

∂x
+ ∂(G − Gv)

∂y

)′
= 0, (5)

The flow fluctuation equation (Eq. 5) is then solved by the CE/SE method. A
weak Gaussian pulse is introduced just ahead of the airfoil leading edge which can
generate a weak disturbance over the airfoil surface and convects towards trailing
edge. The introduced pulse is defined as:
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u (x, y) = − A

ρbase (x, y)

(y − y0)

r
exp

(
− (x − x0)

2 + (y − y0)
2

r2

)

v (x, y) = A

ρbase (x, y)

(x − x0)

r
exp

(
− (x − x0)

2 + (y − y0)
2

r2

) (6)

where, A and r are the amplitude and radius of pulse respectively. A very small
amplitude of 10−5 is chosen which does not alter the overall flow characteristics.
The proposed LSA can effectively capture the hydrodynamic instabilities within the
boundary layer and subsequent acoustic propagation and boundary layer receptivity
to acoustic disturbances [7]. However, an established base flow is required as an
initial condition for the analysis [25]. For the present study, we used time averaged
solution as the base flow for LSA. The time averaged solution was obtained from
DAS of the rigid airfoil [26]. Quality of time averaged solution as a base flow was
evaluated by LSA without any perturbation and the deviation from its initial state
was checked. A negligible deviation of order 10−10 was observed which is five orders
of magnitude weaker than the pulse excitation amplitude. Hence, the time averaged
solution can be confidently selected as base flow for our study.

2.3 Numerical Setup

Numerical analysis of flow at low Reynolds Number of 5 × 104 around a NACA
0012 airfoil at α = 5◦ is analyzed for the present study due to availability of extensive
literature [6, 7, 27]. Also, at this flow condition the boundary layer tends to be
laminar over the airfoil and is found to be unstable due to acoustic feedback loop [7].
Hence, the existing condition can provide an opportunity to design and implement
elastic panel over the airfoil suction surface for possible tonal noise reduction. The
schematic of computational domain is shown in Fig. 1 where the airfoil trailing edge
is located at (x, y) = (1, 0). The domain is set as a rectangular box with a length of
6c and width of 6.5c. Flow is allowed to swipe through the whole domain from left
and bottom boundary at an angle of 5◦. A buffer zone is used around the boundaries of
domain to suppress any numerical reflections. No-slip boundary condition is used for
the airfoil surface and a buffer zone of width 1.5 surrounding the physical domain is
set to eliminate any possible erroneous numerical reflection. All domain boundaries
adopt non-reflecting boundary condition except the inlet boundaries to allow the flux
from the interior fluid domain to exit into the exterior of the domain smoothly [28].
The pulse is introduced at a location of (x, y) = (−0.015,−0.01). A small time step
size of 10−5 is set to maintain the CFL ≤ 1. Mesh size at different locations around
the airfoil is shown in Fig. 1b–d. Details of mesh sizes are listed in Table 1.
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Fig. 1 Schematic sketch of computational domain and definition of mesh parameters

Table 1 Mesh parameters

�xle �yle �xte �yte �x f ar �y f ar

5 × 10−4 6 × 10−4 9 × 10−4 6 × 10−4 1 × 10−2 1 × 10−2

3 DAS of Rigid Airfoil

DASof rigid airfoil is initially analyzed to ascertain important flow features including
laminar separation bubble, scattering of flow instabilities at trailing edge, and acoustic
wave propagation. Furthermore, it would also allow us to establish base flow solution
for subsequent stability analysis. The coefficient of pressureCp for both both suction
and pressure surface based on time-averaged solution are plotted in Fig. 2 along with
the results of Jones et al. [7]. A strong adverse pressure gradient can be observed
near the leading edge of suction surface. The Cp values remains stable from x =
0.2 − 0.45c which is followed by a rapid transition from x = 0.44 − 0.6c.

Coefficient of friction C f plot based on time-averaged solution for suction sur-
face of the airfoil is shown in Fig. 3. The separation and reattachment point can be
identified where C f crosses zero. The separation of laminar boundary layer over the
suction surface occurs at 0.18c and the flow reattaches at 0.58c. Hence, a laminar
separation bubble of a length 0.4c is observed at the selected flow conditions.

Spectral plot of transverse velocity fluctuations over the airfoil suction surface at
x = 0.9c is analyzed and shown in Fig. 4. From FFT plot, the first dominant non-
dimensional frequency is found to be 3.37 whereas its second and third harmonics
appear at 6.6 and 10 respectively which are in close agreement with Jones et al. [7].
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Fig. 2 Distribution of Cp on airfoil. –, CE/SE result, - - , Jones et al. [7]

Fig. 3 Distribution of C f on airfoil suction surface

Since, the first dominant frequency of naturally evolving boundary layer disturbance
on the airfoil suction surface is 3.37, therefore, the natural frequency of elastic panel
should take a similar value in order to initiate a resonance condition.

4 Panel Design

To study the aeroacoustic-structural interaction, a thin elastic panel is analyzed for
present work. The panel dynamics is governed by the dimensionless equation [29]:
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Fig. 4 Spectra of transverse fluctuations over the airfoil suction surface at x = 0.9c

DEP
∂4w

∂x4
− (TEP + NEP)

∂2w

∂x2
+ ρEPhEP

∂2w

∂t2
+ CEP

∂w

∂t
+ KEPw = pex , (7)

where pex is the net pressure across the panel. For a panel with membrane like
dynamical properties, structural damping and bending stiffness can be neglected. The
panel dynamics equation is coupled with N-S equation in a monolithic manner [30],
which are then solved by CE/SE method. The methodology is fully validated with
a series of benchmark aeroacoustic-structural interaction problems and is proven
to accurately resolve aeroacoustic-structural coupling of various complexity over a
long solution time [30].

4.1 Panel Location

An elastic panel similar to a thin membrane is designed to manipulate fluid-structure
interactions for tonal noise reduction. One of the most important requirements for
the implementation of this approach is to ascertain the panel location over the airfoil
suction surface. In order to evaluate the optimum location of panel, the transverse
velocity at the first ( fbl)0 and second ( fbl)1 dominant frequencies, i.e, 3.37 and
6.6 along the airfoil chord are plotted as shown in Fig. 5. It can be observed that
the amplitude of the transverse velocity fluctuations starts to grow at x > 0.27c. A
significant growth is observed at x ∼ 0.4 − 0.45c. For ( fbl)0, amaximumgrowth rate
is achieved at a location of x ∼ 0.45 − 0.55c and subsequently decreases to a smaller
amplitude from x ∼ 0.57c. For ( fbl)1, magnitude of growth is much smaller than
first dominant frequency. Furthermore, the velocity fluctuations magnitude for both
frequencies reach its maximumwithin the separation bubble over the suction surface
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Fig. 5 Spatial growth of flow instability over the airfoil suction surface. The two blue dashed lines
show the extent of separation bubble

of the airfoil which confirms the presence of Tollmien–Schlichting instability waves
within the laminar boundary layer. Hence, applying an elastic panel at a location of
maximum amplitudemay lead to significant reduction in boundary layer instabilities.
Therefore, the leading edge of elastic panel is set at x = 0.4c for the present study
with an aim to reduce the boundary layer instabilities just at the onset of growth of
magnitude of velocity fluctuations.

4.2 Panel Length

The proposed approach aims to maintain the laminar boundary layer over the airfoil
with minimum or no penalty on the airfoil aerodynamics. Therefore, the length of
panel is required to be minimal so that the radius of curvature over the airfoil suction
surface is not affected. Keeping in view this limitation, the length of panel is chosen
to be only 0.05c and the curvature radius is calculated by:

rad (x) =
(
1 +

(
dy

dx

)2
) 3

2

/

(∣∣∣∣d
2y

dx2

∣∣∣∣
)

(8)

where y = y (x) is the function of NACA 0012 geometry. It is observed that the ratio
between panel size and local curvature radius is less than 1.5% which is quite small
and part of the airfoil surface at that location can be replaced by flexible panel.
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Table 2 Elastic panel configurations

Case Material Density Tension Thickness

NR Steel
(Non-Resonating)

6367.34 4.023 0.0090

ST1 Steel 6367.34 0.7249 0.0090

ST2 1.4339 0.0079

AL1 Aluminium 2212.24 0.5696 0.0090

AL2 1.4339 0.0057

CF1 Carbon Fiber 1469.38 0.3784 0.0090

CF2 1.4339 0.0086

4.3 Material Properties

In order to analyze the effect of panel material properties on tonal noise reduction
a parametric study is conducted. We selected three different panel materials namely
Steel (ST), Aluminium (AL), and Carbon Fiber (CF). For each material, thickness
and tension are changed simultaneously in a way that the natural frequency of the
panel coincides with the flow dominant frequency to achieve a resonance condition.
The panel natural frequency in the presence of flow can be evaluated by [31, 32]:

( fE P)n = n

2LEP

√
TEP

ρEPhEP

/√
1 + LEP

πnρEPhEP
. (9)

A non-resonating panel (NR) is also chosen for the present study to analyze and
compare the effect of panel resonance in tonal noise reduction. Hence a total of seven
different combinations were selected for the present study. All the panel parameters
are chosen in non-dimensional form. Details of selected parameters are shown in
Table 2.

5 Results and Discussion

LSA results for all seven cases are evaluated and compared with the rigid airfoil
to study the effectiveness of elastic panel in tonal noise reduction and its depen-
dence on panel properties. The following section is divided into three subsections,
where the effect of panel properties for each material is discussed and subsequently
a comparative analysis is presented.
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5.1 Steel

For both ST1 and ST2 cases, the acoustic scattering due to hydrodynamic fluctuations
are analyzed. Transverse velocity fluctuations near the airfoil suction surface trailing
edge at three locations, i.e. 0.8c, 0.9c and 0.99c for each case is evaluated as shown in
Fig. 6. It is observed that the amplitude of transverse velocity fluctuations are reduced
for ST1, ST2 and NR cases as compared to RS. Also, the difference in magnitude
of fluctuations between ST and RS cases increases along the chord. Hence, it can
be seen that the resonating panel is more effective than the non-resonating panel in
reducing flow instabilities. Furthermore, the velocity fluctuations plot reveals that the
reduction in flow instabilities for ST1 is much higher than ST2 for all three locations.

To evaluate the overall tonal noise reduction, pressure fluctuations around the
airfoil at a radius of 2 chord lengths are calculated. Hence, an azimuth map of
pressure fluctuations around the airfoil is plotted as shown in Fig. 7. It is evident
that a significant pressure reduction all around the airfoil is achieved with the help of
an elastic panel. The reduction in magnitude of pressure fluctuation is non uniform
around the airfoil and a maximum reduction is achieved at an angle of 168◦ for ST1,
ST2 and NR cases. Based on pressure fluctuations, the reduction in sound pressure
level (SPL) can be calculated by:

�SPLreduction = 20 × log10

(
p′
rms,EP

p′
rms,RS

)
(10)

The SPL reduction achieved for ST1 and ST2 cases are plotted and compared with
NR case as shown in Fig. 7. A significant sound reduction is observed for both ST1
and ST2 cases as compared to the non-resonating case NR. An average reduction of
2.74 dB and 2.69 dB in SPL for ST1 and ST2 is observed respectively, whereas an
average reduction of 1.27 dB is observed for NR. Hence, the overall effectiveness of
ST1 case is slightly better than ST2 case in terms of SPL reduction.

5.2 Aluminium

For the case of aluminium panel, a similar methodology is adopted as discussed in
previous section. Once again, reduction in velocity fluctuations at all three locations
near the airfoil trailing edge is observed for AL1 and AL2 cases. Azimuth plot of
pressure fluctuations for all cases are shown in Fig. 8. A significant pressure reduction
is observed for AL1 case as compared to AL2 and NR cases. SPL reduction for AL1
andAL2 cases are plotted and comparedwithNR case in Fig. 8. An average reduction
of 2.54 dB and 1.67 dB in SPL is achieved forAL1 andAL2 respectively as compared
to 1.27 dB for NR case. Hence, the overall effectiveness of AL1 is much higher than
AL2 and NR cases in terms of SPL reduction.
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Fig. 6 Comparison of v′ time histories at locations 0.8 (first row), 0.9 (second row) and 0.99 (third
row). Left column, ST1; Right column, ST2. - - -, ST1/ST2; - - -, NR; —, RS

5.3 Carbon Fiber

For carbon fiber panel, a similar procedure is adopted. Reduction in magnitude of
velocity fluctuations near the airfoil trailing edge was observed for both CF1 and
CF2 cases with respect to RS case. Pressure fluctuations around the airfoil is shown
in Fig. 9. A significant reduction is observed for CF1 case as compared to CF2 and
NR cases. SPL plot reveals an average reduction of 2.37 dB and 1.67 dB for CF1
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Fig. 7 Azimuthal p′
rms comparison and SPL reduction. Left column, ST1; Right column,

ST2.- - -, ST1/ST2; - - -, NR; —, RS

and CF2 respectively in Fig. 9. The overall effectiveness of CF1 is found to be better
than CF2 and NR cases.

5.4 Comparative Analysis

In the previous section, effect of panel material and properties were evaluated which
revealed some significant insights. It is evident that both the resonating and non-
resonating elastic panel are able to reduce sound pressure level all around the airfoil.
Hence, the approach of using elastic panel to reduce flow instabilities seems quite
feasible. However, a noticeable difference inmagnitude of SPL reduction is observed
for resonating and non-resonating panel, where the former is observed to effectively
reduce noise level much better than its counterpart of non-resonating panel in each
case. A comparative plot of pressure fluctuations for all seven cases are shown in
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Fig. 8 Azimuthal p′
rms comparison and SPL reduction. Left column, AL1; Right column,

AL2.- - -, AL1/AL2; - - -, NR; —, RS

Fig. 10. It is observed that the material with low density is less effective in tonal
noise reductionwhen the panel thickness is kept constant. Furthermore, for a selected
material, an increase in panel thickness favorably enhances the panel performance in
noise reduction as shown in previous section. However, an increase in panel tension
adversely affects its performance in terms of noise reduction. Hence, an elastic panel
with high density and thickness but low tension is preferred for effective tonal noise
reduction, provided that a resonance condition is achieved in the presence of flow.

6 Conclusions

Anovel approach of using elastic panel mounted on the suction surface of an airfoil is
explored. Linear stability analysis is employed to predict the noise generation using
elastic panel over a NACA 0012 airfoil at low Re. A parametric study is also carried
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Fig. 9 Azimuthal p′
rms comparison and SPL reduction. Left column, CF1; Right column,

CF2.- - -, CF1/CF2; - - -, NR; —, RS

out to analyze the effect of panel parameters in reducing the airfoil tonal noise.
Results revealed that the panel efficiency in tonal noise reduction is significantly
increased by ensuring a resonance condition between flow dominant frequency and
panel natural frequency. Furthermore, a thick elastic panel with high density and low
tension is the best candidate for tonal noise reduction.
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Fig. 10 Azimuthal p′
rms comparison and SPL reduction. Left column (ST1, AL1, CF1); Right

column (ST2, AL2, CF2). - - -, ST1/ST2; - - -, AL1/AL2; - - -, CF1/CF2; - - -, NR; —, RS
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Broadband Aerodynamic Noise
Simulation Using Synthetic Turbulence
Methods

Xin Zhang and Siyang Zhong

Abstract Turbulence generated broadband noise is an important source of noise
that can be found in many applications. The characteristics of noise are defined
by a combination of turbulence statistics, flow and geometry, imposing challenges
in developing efficient and robust prediction methods. Direct simulations of flow
governing equations are currently too costly for design optimisation. An efficient
strategy is to solve governing equations such as the full or linearized Euler equa-
tions with a synthetic turbulence model, which reproduces main turbulence statis-
tics, therefore capturing the physics of noise generation and sound propagation. In
this paper, synthetic turbulence methods for aeroacoustics, especially those suitable
for the broadband noise simulations of leading edge noise problems, are introduced.
Examples are provided, together with progresses made in tackling the challenges of
computational aeroacoustics for transonic flows and far-field noise computation.

Keywords Synthetic turbulence · Computational aeroacoustics · Leading edge
noise

1 Introduction

Turbulence generated broadband noise can be found in many applications such as
turbofan engines, contra-rotating open rotors, cooling fans, wind turbines, etc. There
exist a number of sources of broadband noise, e.g. scattering of turbulence off the
trailing edge of a wing, tip vortex breakdown, etc. Numerical simulations based
on the state-of-the-art computational aeroacoustics methods are promising solutions
with the increasing computer power. The requirement of precursory computation
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to initiate turbulence flow is a long-standing problem in turbulent flow simulations
using computational fluid dynamics (CFD) [1]. With different precursory computa-
tion setups, the simulation outcomes can differ, as nonlinear processes are involved in
amplifying the initial differences in the flow variables. A direct approach is to invest
in expensive computations to capture the laminar-to-turbulence transition process,
and recycle computations to arrive at a fully developed inflow turbulence. Alterna-
tively, an efficient simulation approach is to inject synthetic turbulence into the flow
field to initialize the turbulence simulation; a synthetic turbulence method intro-
duces fluctuations to the mean flow field to approximate the turbulence statistics
[2]. The synthetic turbulence methods for aeroacoustics are the focus of this paper.
Specifically, this paper will focus on broadband airfoil-turbulence interaction noise
simulation using synthetic turbulence methods [3].

The airfoil-turbulence interaction is a major source of broadband noise in many
applications, e.g. turbofan engines [4, 5], contra rotating open rotors (CRORs), etc.
In general, the rotating fan blades generate turbulent wakes behind the trailing edges
of the rotating blades, which in themselves are acoustically inefficient. However,
the turbulence convected through the background mean flow can experience signif-
icant distortion, which can lead to interaction noise with downstream aerodynamic
surfaces. These noise sources can be found in turbofan engines fan-OGV (outlet
guide vanes) section or at the aft blades of CROR. Similar processes can occur if the
ingested turbulence [6, 7] or the oncoming boundary layer flow [4] interacts with the
fan blades in an aero-engine. In evaluating the leading edge noise, awidely used noise
prediction method is based on Amiet’s flat plate solution [3, 8], in which the mean
flow is assumed to be uniform and the acoustic response is caused by the transverse
velocity fluctuations, i.e. in the direction normal to the flat plate. Experimental studies
[9–13] and simulations based on computational aeroacoustics (CAA) [14–20] have
been conducted on the impact of geometry, background mean flow and turbulence
statistics on noise generation and sound propagation. A good understanding of the
physical problem has been obtained and many physics-based predication methods
are developed based on the Amiet solution. High-fidelity CAA simulations, though,
can still play an important role in simulating both the resulting near-field noise
generation process and far-field directivity, providing physical insights into the noise
generation process. High-fidelity CAA can also be used to validate the accuracy of
analytical solutions, to assess their underlying assumptions [21, 22], and to improve
physics-based prediction models.

To capture the key physics of interaction noise, a synthetic turbulence method is
often employed in CAA simulations as an efficient and robust approach in solving
either the full or the linearized Euler equations [23].With this method the flow field is
decomposed into mean flow and fluctuation components. The mean flow can then be
solved either by the Euler equations or the averaged solutions of the Navier-Stokes
equations;whereas the randomvelocity fluctuations can be represented by a synthetic
turbulence model to reproduce the desired statistics. In a turbulent flow field, the
fluctuations may contain vortical (the main component of the turbulence), entropy
and acoustic velocity modes [24]. The acoustic and vortical velocity modes can be
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converted to one another due to the interactive aeroacoustic processes [25]. Under the
assumption of slowly varyingmean flow and small amplitude of velocity fluctuations
[26], the turbulence could be regarded as frozen, such that the motion of the turbulent
eddies is characterized by the convection process of the background mean flow
[27]. The conversion of the turbulence (vortical mode) to the acoustic waves usually
appears at abrupt variations or discontinuities in the flow and geometry, such as near
the leading edge of an airfoil. The role of the synthetic turbulence is to generate the
vortical velocities numerically, and to reproduce the key turbulence statistics of the
flow field. In direct numerical simulations (DNS) and large eddy simulations (LES),
synthetic turbulence is one of the means to initialize the random fluctuations with
deterministic coherent structures [1]. InCAAsimulations, the synthesized turbulence
should be divergence-free to avoid the appearance of non-physical and spurious noise
sources. As will be seen in the following analysis, in uniform mean flows where
the synthetic turbulence is introduced in CAA simulations, the frozen turbulence,
divergence-free velocity and spurious noise-free properties are rigorously valid. In
this case, the linearized Euler equations that govern the fluctuation variations are

Dρ ′

Dt
+ ρ0∇ · u′ = 0,

Du′

Dt
+ ∇ p′

ρ0
= 0,

Dp′

Dt
+ γ p0∇ · u′ = 0, (1)

where ρ, u and p are the density, velocity and pressure respectively, and D/Dt =
∂/∂t + u0 · ∇ is the substantial derivative. The subscript of (·)0 refers to the back-
ground mean flow, whereas the superscript (·)′

denotes the fluctuation properties.
To model the vortical components, it is required that ρ ′ = p′ = 0, which is
achieved when ∇ · u′ = 0 (divergence-free condition). The linearized momentum
equation is then reduced to Du′/Dt = 0, suggesting that the frozen turbulence,
divergence-free velocity fluctuation and non-spurious noise generation properties
are valid simultaneously.

In the remaining part of the paper, Sect. 2 reviews the synthetic turbulencemethods
for CAA and their recent developments. Section 3 gives several examples of applying
the synthetic turbulence technique to various aeroacoustics problems relating to the
airfoil-turbulence interaction. Lastly, a summary is produced in Sect. 4.



380 X. Zhang and S. Zhong

2 Development of Synthetic Turbulence Methods for CAA

In this section, a review of the existing synthetic turbulence methods is given.
Different methods are classified into Fourier modes superposition, synthetic eddy
and digital filter, based on their numerical implementation strategies.

2.1 Fourier Modes Superposition Methods

Fourier modes superposition is the most direct method to synthesize turbulence,
in which the fluctuating velocity field is represented by a summation of weighted
sinusoidal functions in space and time. These weighting factors are determined by
the turbulence energy spectra, and the turbulent kinetic energy is computed by the
overall amplitude [1]. For the fluctuation at each wavenumber k, which is also known
as a harmonic gust, the velocity components in a two-dimensional (2D) domain are

{
u1(x, t)
u2(x, t)

}
=

{
A1

A2

}
cos(ωt − k1x1 − k2x2 + φ), (2)

where φ is the phase, ω = k1U∞ since the turbulence is frozen (assume the mean
flow has a speed U∞ and the direction is in the x1-direction) and A1k1 + A2k2 =
0 due to the divergence-free property. An early study of using Fourier modes to
generate the homogeneous isotropic Gaussian energy spectrum turbulence was made
by Kraichnan [28], which was then extended to the von Kármán spectrum turbulence
byKarweit et al. [29], by adjusting the amplitudeof eachmode. For three-dimensional
(3D) problems, Smirnov et al. [30] and Huang et al. [31] reproduced the velocity
correlation tensor of isotropic and anisotropic turbulence, whereas Battern et al.
[32] calculated the modal amplitude by performing Cholesky decomposition of the
Reynolds stress tensor. For CAA simulations, a stochastic noise generation and sound
radiation method was developed by Bechara et al. [33] to study jet noise problems
by solving the linearized Euler equations, and the temporal variation of the velocity
fluctuations was later introduced by Bailly et al. [34] to account for the convection of
the turbulent eddies. One-component Fourier method was employed by Clair et al.
[14] to study airfoil interaction noise produced by the transverse velocity disturbances
(perpendicular to the airfoil surface). Gill et al. [15, 19] developed a method to take
into account velocity fluctuations in other directions, besides studying various flow
and geometrical parameters.

Usually, the velocityfluctuationof eachFouriermode appears in thewhole compu-
tational domain. However, for many practical problems, the main sound generating
physical process often occurs in confined regions, such as the leading edge of a wing
or a rotor blade. To isolate the key aeroacoustic mechanisms in different regions,
Zhong et al. [35] developed a local gust injection method whereby a profile function
is introduced that allows gradual decay of velocity fluctuations away from the region
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of interest, and the flow variables are varied accordingly to ensure the divergence-free
property.

Although the Fourier mode method is direct and easy to implement, it can incur
a high computational cost when used for broadband noise simulations, as a large
number of modes and phase variations are required to remove the pseudo-periodic
property caused by the discretized sinusoidal treatment [36].

2.2 Synthetic Eddy Method

A synthetic eddy method employs multiple, superimposed elementary eddies to
model the target turbulence spectra. The discrete eddies are distributed in space, typi-
cally at locations upstream of aerodynamic objects such as wings or rotor blades. The
combination of eddies is made to reproduce necessary velocity distributions, which
then yield desired random velocity fluctuations. By using the synthetic eddy method,
Jarrin et al. [2, 37] reproduced the target Reynolds stress tensor for LES. For CAA
simulations, the target is to produce divergence-free eddies. A common approach is
to compute the curl of a vector potential function that often displays the Gaussian
distribution [38]. Another possible distribution that can be used is the Mexican hat
function [39]. To simulate realistic turbulence energy spectra, elementary eddies with
various length scales are typically superimposed, leading to the general formulation
for the divergence-free synthetic eddy method [39]

ψ(x, t) =
Ne∑
i=1

Aiψ i (x, t),

u′(x, t) = ∇ × ψ(x, t), (3)

where ψ i is the time varying potential of the elementary eddy. In a numerical imple-
mentation, the number of the eddies Ne, the properties of the eddy ψ i and the
amplitude of the eddy Ai could influence the simulation accuracy. For interaction
noise problems, Kim and Haeri [39] reconstructed the 3D von Kármán energy spec-
trum with more than 15 eddies, and the parameters of the eddies were obtained by
optimization using genetic algorithms.

2.3 Digital Filter Method

The continuous velocity fluctuations can also be produced by a digital filter method,
in which filters are applied to white noise to produce target velocity fluctuations.
The main idea is to design filters that are characterized by the key turbulence statis-
tics. An early digital filter method was proposed by Careta et al. [40], in which the
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velocity fluctuations are governed by the stochastic Langevin equation, where the
coefficients that affect the white-noise evolution are directly linked to the turbulence
structure. However, many digital filter methods designed for CFD simulations are not
divergence-free [41, 42] and are therefore not suitable for CAA simulations. This
problem was overcome by the random particle-mesh (RPM) method proposed by
Ewert [43] and Ewert et al. [44]. In the RPM method, the velocity fluctuations are
computed as the curl of the stream function, which is the convolution of a spatial
filter and white noise [36], as shown below

ψ(x, t) = ∫
V
G(x − y)U( y, t)d y,

u′(x, t) = ∇ × ψ(x, t),
(4)

where U and G represent the white noise and the digital filter respectively, the latter
is determined by the turbulence correlation function in the wavenumber space. For
isotropic turbulencewith aGaussian energy spectrum, the formulation and realization
of G are simple. In a CAA computation, superposition of several Gaussian filters
is employed to realize non-Gaussian [45] or anisotropic [46] turbulence. For 2D
problems, Dieste and Gabard [47] derived direct filters for isotropic turbulence with
either a Liepmann or a von Kármán energy spectrum to study the airfoil-turbulence
interaction noise. The resultant velocity profilesmay have abrupt variation in the filter
center because the spectrum decay algebraically at large wavenumbers. Therefore,
they developed interpolations of the filters to deal with the associated singularities.

In the RPM method, the integral in Eq. (4) needs to be numerically implemented
[43] for all filters used in superposition treatment. An extension to reduce the number
of parametric constraintswasmade byGea-Aguilera et al. [36]. For frozen turbulence
in a 2D domain, the random velocity fluctuations of the isotropicGaussian turbulence
with zero mean and standard deviation �e are explicitly represented as

u
′
x,p(x, t) = εp(t)�e

∂

∂y
G

(
x − xp

)

u
′
y,p(x, t) = −εp(t)�e

∂

∂x
G

(
x − xp

)
,

(5)

where xp is the location of the center of the p-th eddy in the computational
domain. When the eddies are introduced into the domain, εp is randomly set as
+1 or −1 such that the velocities are randomly varying in both space and time.
The numerical implementation of the filter method is similar to the synthetic eddy
method, where velocity fluctuations are introduced, and no spatial integrations
are performed as in the RPM method. The eddies are determined by the filter
G(x − y) based on the turbulence energy spectra. For isotropic energy turbulence,

Gp = G
(
x − xp

) ∝ exp
(
−π

∣∣x − xp
∣∣2/2Λ2

)
, where Λ is the turbulence integral

length scale. The accuracy of the synthetic turbulence method can be evaluated
through examining the 1D turbulence energy spectra Ei j (kx )
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Fig. 1 Energy spectra produced by an advanced digital filter [36], for a background mean flow at
a Mach number of 0.5, and a turbulence integral length scale � of 0.1. The analytical solutions are
the target isotropic Gaussian energy spectrum

Ei j (kx ) = 2

∞∫
−∞

Φi j
(
kx , ky

)
dky,

where Φi j (k) is the turbulence velocity spectra, which is linked to the energy spectra
E(k), where for isotropic turbulence, Φi j (k) = E(k)/πk

(
δi j − ki k j/k2

)
[48]. An

example of using a synthetic turbulence method to reproduce the isotropic Gaussian
energy spectra is shown in Fig. 1.

For general turbulence spectra, a superposition of multiple Gaussian eddies (typi-
cally more than 5) is also needed for the advanced digital filter approach [36]. Before
the numerical simulations, optimizations of the eddy parameters are needed. To avoid
ad hoc calculation of specific flow speed dependent coefficients, Shen andZhang [49]
developed a generalized filter for anisotropic turbulence, based on the homogeneous
axisymmetric turbulence proposed by Kerschen and Gliebe [50]. It produces the
Liepmann spectrum in the case of isotropic turbulence [51]. This method differs
from previous approaches. Only one eddy (or filter) is needed in the numerical
implementation, and the model coefficients are independent of Mach number. It
is suitable to produce the turbulence statistics in many practical applications. By
linking to the turbulence velocity spectrum tensor, the anisotropic turbulence filter
in the wavenumber space is determined as

Ĝ(k) = l0.5a l2t u
′
rms

2π2.5
(
1 + l2ak

2
a + l2t k

2
t

)1.5 (6)

where ka = kx and kt =
√
k2y + k2z are the axial and tangential wavenumbers, la and lt

are the corresponding turbulence length scales. In the spatial domain, the anisotropic
filter is given as
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G(r) =
∞∫

−∞

∞∫
0

2π∫
0

Ĝ(k)ei(kara+ktσn cos θ)ktdθdktdka = 2u′
rms K0(ξ)

π1.5l0.5a

, (7)

where ra is the projection of r in the x-direction, and σ = √
r2 − r2a is the projection

in the tangential direction, ξn =
√

(ra/ la)
2 + (σ/ lt )

2 and K0 is the 0th ordermodified
Bessel function of the second kind. In simulations, various eddies are introduced in
the computational domain at different locations x p, at which only one filter described
in Eq. (7) is needed, and the induced velocity fluctuations are

u
′
p(x, t) =

(
εp,z

∂G
(
rp

)
∂y

− εp,y
∂G

(
rp

)
∂z

)√
�x�y�z

v
′
p(x, t) =

(
εp,x

∂G
(
rp

)
∂z

− εp,z
∂G

(
rp

)
∂x

)√
�x�y�z

v
′
p(x, t) =

(
εp,x

∂G
(
rp

)
∂z

− εp,z
∂G

(
rp

)
∂x

)√
�x�y�z

(8)

where εp,x (t), εp,y(t) and εp,z(t) take values of ±1 randomly at each time step to
introduce the p-th eddy to ensure the velocities are random in both space and time.
The parameters �x , �y and �z are the vortex separation distances in each direction.
The subscript (·)p denotes the variables for the p-th eddy in the computational
domain. An example of turbulent flow field is shown in Fig. 2.

3 CAA Examples and Challenges

Auseful application of using synthetic turbulence in CAA is to study the noise gener-
ated by airfoil-turbulence interaction. High-fidelity CAA simulations can effectively
examine the influence of local aerodynamic flow, geometry and anisotropic turbu-
lence, whereas these factors are often omitted in analytical solutions [3] due to math-
ematical simplifications and restricted physical assumptions. In this section, recent
CAA studies of anisotropic turbulence effect, cascade noise, leading edge serration
and transonic flow effect are reviewed. The related issue and challenge in computing
far-field directivities and proposed solutions are outlined.
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Fig. 2 A turbulence field obtained by the direct anisotropic filter method [49]. The dots are the
locations to introduce the eddies. The Mach number is M∞ = 0.6 and the iso-contours of the
constant Q-criterion are shown

3.1 Effects of Anisotropic Turbulence on Airfoil Leading
Edge Noise

Anisotropic turbulence, of which the integral length scales differ in various directions
[52], can be commonly found in aero-engine applications, e.g. fan-OGV interaction.
In the wake region downstream of the fan rotor of turbofan engines, the ratio of
streamwise-to-transverse integral length scales is often higher than one [4, 5]. The
variation in the integral length scales changes the turbulence spectra, and therefore
alters the acoustic responses of OGV, located downstream of the fan [53]. For turbu-
lence stretched in the axial direction, more turbulent kinetic energy is contained
in the low wavenumber component, making the maximum noise level appear in
the low-frequency range [53, 54]. The noise variation was attributed to “energy
re-distribution” of anisotropic turbulence by Gea-Aguilera et al. [55]. For isotropic
turbulence, the airfoil-turbulence interaction noise is insensitive to the angle of attack
of airfoil [10, 12]. For anisotropic turbulence, there is an increase in noise with the
angle of attack of the airfoil, suggesting that additional noise is produced by the
airfoil incidence [10]. Consequently, the noise prediction can be sensitive to the
input turbulence spectra [54, 56].

A study of the anisotropic turbulence on the airfoil leading edge noise was
conducted by Gea-Aguilera et al. [57]. In the study, anisotropic Gaussian eddies
were employed as the elementary filters, and a total of 5 eddies with optimized
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Fig. 3 Left: Far-field noise spectra of a NACA0001 airfoil leading edge noise at an observation
angle of 90◦ (above the airfoil) [49]. The simulated results (dashed lines) are compared with the
analytical flat plate solutions (solid lines) [3]. Right: Overall noise reduction of a NACA0012 airfoil
interacting with anisotropic turbulence. �SPL is defined as OASPL plate − OASPLair f oil

parameters were superimposed (at each location to introduce turbulence) to realize
the target homogeneous axisymmetric turbulence (anisotropic). Airfoil parameters
such as thickness, angle of attack and camber were investigated, and the noise varia-
tion was compared with the flat plate analytical solution [3]. Similar computational
simulations were also made by Shen and Zhang based on the direct anisotropic filter
method [49]. Figure 3 shows the noise prediction results atMach number M∞ = 0.5,
for a thin NACA0001 airfoil. Variations in the turbulence integral scales can result in
different acoustic spectra, but the results are consistent with the flat plate solution, as
shown in Fig. 3 (Left). For a NACA0012 airfoil, an increase in the thickness of airfoil
leads to a noise reduction in the high-frequency range, which is more pronounced
in the downstream direction (low observer angle). However, the sound level of the
NACA0012 airfoil is higher in the upstream direction, as shown in Fig. 3 (Right)
that �SPL < 0 at high observer angles (higher than 60◦ for this case).

For the NACA0012 airfoil, the increase of noise level in the upstream direction
is more pronounced for turbulence stretched in the flow direction, in which case
the turbulence kinetic energy is mainly contained by the streamwise fluctuations.
Using both numerical and analytical methods, Zhong and Zhang [58] showed that
the noise increase was caused by the coupling of streamwise fluctuations with the
non-uniform mean flows in the near field. In the CAA studies, the 1D turbulence
kinetic energy E22(k1) was kept unchanged to ensure that the noise induced by
the transverse disturbance distortion remained constant. On the other hand, E11(k1)
was changed (via adjustment of the integral length scales) to highlight the impact
of streamwise fluctuations. As a result, more noise was produced in the upstream
direction with a thicker airfoil, at a higher flowMach number and a larger ratio la/ lt
(larger value means more streamwise fluctuations). An illustration of the impact of
the anisotropic turbulence on the sound generation is shown in Fig. 4. It is shown that
the sound produced in the upstream direction is higher if the turbulence is stretched
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Fig. 4 Instantaneous sound pressure distribution for the airfoils interacting with anisotropic turbu-
lence [58]. The flowMach number is M∞ = 0.8. (Left) NACA0002 airfoil and la/ lt = 0.5; (Right)
NACA0006 airfoil and la/ lt = 2.0

in the streamwise direction, and the effect is more profound for the thicker airfoils
since the non-uniformity of the flow is more significant.

The theoretical analysis [58] to study the influence of the streamwise fluctuation
was based on the acoustic analogy by recasting the flow governing equations in
the form of an inhomogeneous convected wave equation. To solve the equation, an
approximation of the equivalent source was made by using turbulence components
only, as the amplitudes of sound are low. The coupling of the near-field non-uniform
mean flow with the streamwise fluctuations is more acoustically efficient than the
transverse disturbances. Also, the equivalent sources yield higher noise radiation at
high observer angles. The analysis explains the findings in the numerical simulations.
Also, a correction to the Amiet’s flat plate solution based on the analysis (to account
for the non-uniform flow effect) was proposed in that study. The accuracy of the
corrected solution is observably improved in the upstream direction, especially for
the larger la/ lt cases, as shown in Fig. 5.

Fig. 5 Correction of the sound radiation patterns of a NACA0012 airfoil interacting with
anisotropic turbulences in a non-uniform mean flow [58]. The Mach number is 0.5. The ratio
of streamwise/transverse integral length scales are la/ lt = 0.5 (Left) and la/ lt = 2 (Right)
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3.2 Fan-Wake Modelling and Cascade-Turbulence
Interaction Noise

Many leading-edge noise studieswere conducted for isolated airfoils, and their aeroa-
coustic features have been well understood. For practical aero-engine applications,
the propagation of sound can be scattered by the solid surfaces of the fan cascade, and
the noise properties can be significantly altered. A challenge of studying the cascade
interaction noise is to model the turbulent fan wake. Early studies modelled the inter-
action of cascade with the harmonic gusts [59, 60]. In many physics-based models
based on analytical solutions, the underlying assumptions are flat plate geometry,
uniform mean flow, and homogeneous and isotropic turbulence [61]. In practice, the
wake turbulence shed from the fan blades is unsteady and non-uniform due to the
rotating motion of the fan. The modelling of the turbulent wake can play a large role
in defining the resulting noise spectra [62, 63]. An approach to model the variation
is based on the cyclostationary assumption, in which the turbulent kinetic energy
varies as [64, 65]

KW (y, t) = u
′2
rms,b + u

′2
rms,w

∞∑
n=−∞

exp

(
− ln 2

(y − V (t + nTW ))

h2w

)
, (9)

where urms,b is the root-mean-square fluctuation velocity of the background turbu-
lence, urms,w is the maximum value in the wake region, hw is the half-width, V is
speed of the airfoil cascademovement and Tw is the period of the fanwakes.Using this
approach, the turbulence length scales can also be changed spatially and temporally
as in Eq. (9). This could then be used in conjunction with the synthetic turbulence to
consider the varying turbulent kinetic energy and integral length scales in the flow
field. At each time step of a CAA computation, the eddies are placed in the upstream
injection plane, and they will be convected downstream by the background mean
flow. Empirical parameters are introduced in the cyclostationary approach, through
which one can control the turbulence distribution in the computational domain.When
KW and the turbulence integral length scale are set as constants, the turbulence will
be the common homogeneous turbulence often employed for isolated airfoil studies.
Figure 5 shows an example of using the cyclostationary synthetic turbulence to
study the noise generated in a cascade. Through a systematic CAA investigation,
Gea-Aguilera et al. [65] showed that the broadband noise is mainly influenced by the
circumferentially averaged spectrum perceived by the cascade. The airfoil thickness
can reduce the sound, especially in the high-frequency range, and the periodic airfoil
blades distribution could lead to cut-off modes of the sound propagation.

An alternative approach to model the turbulent wake cast by rotating fan is to
implement a moving/sliding mesh in the CAA solvers [67]. In the moving part of the
CAA grids, the synthetic turbulence that reproduces the target turbulence statistics is
introduced at fixed locations to mimic the fan wake. The CAA grids move during the
numerical computation at the rotating speed of the fan. At different time steps, the
relative positions of grids (to introduce the turbulent fluctuations) to the downstream
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Fig. 6 Simulation of the turbulence-cascade interaction noise using cyclostationary method. Left:
vorticity distribution. Right: sound pressure distribution [66]

blades are changed, leading to spatial and temporal variations of the modelled wake
turbulence. The flow data at the interface between the moving and the stationary
grids are exchanged via a high-order interpolation [67]. An illustration of the wake
realization using the movingmesh approach at different time steps is shown in Fig. 6.
In this method, there are no empirical parameters to control the wake profile. Also,
the effect of relative motion between the fan blades (with moving grid) and OGV
cascade (stationary grid) on the blockage of broadband noise propagation in the
upstream direction [68] can be investigated numerically if the blades are considered
in the computation.

3.3 Airfoil-Turbulence Interaction Noise in Transonic Flow

Most studies on airfoil-turbulence interaction noise were conducted at subsonic
speeds. In situations such as contra rotating open rotors, locally supersonic flows
can be generated around the tips of rotor blades at high rotating speeds [69, 70]. The
supersonic flow may also be generated at the tips of aero-engine fan blades, the flow
becomes more complex as the ingested turbulence and boundary layer turbulence on
the internal wall of any ducted fan, such as the casing of the turbofan engine, interact
with the supersonic flow [6]. A schematic of the noise mechanisms in a transonic
flow is shown in Fig. 7. For a typical transonic airfoil-turbulence interaction problem,
a locally supersonic region can appear on the surface of airfoil and is terminated by
a shock, producing process rich in aeroacoustic features such as turbulence-shock
interaction, turbulence-airfoil interaction, sound scattering by shock waves, oscil-
lation of shock waves anchored on the surface [35], etc. In previous studies of the
shock-turbulence interaction problem, normal and infinite shockswere assumed [71].
Evers [72] and Evers and Peake [73] developed an analytical solution for transonic
flow based on the small disturbance theory for thin airfoils and predicted noise gener-
ation in the downstream direction. For general cases with more complex geometrical
and flow features, achieving accurate analytical solutions can be challenging. CAA
simulations using synthetic turbulence could potentially offer better solutions to the
problem.
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Fig. 7 Schematic of the fan wake modelling using the moving mesh method

A systematic CAA investigation of airfoil interactingwith oncoming turbulence at
transonic speeds was conducted by Zhong et al. [35]. A localized artificial diffusivity
scheme [75] was implemented in the CAA solver [76, 77] for shock capturing, and
the synthetic turbulence was introduced upstream of airfoil in the computational
domain where the background flow is uniform. Based on single-frequency Fourier
mode computations, it was found that the noise radiation pattern of a transonic airfoil
contains more radiation peaks in both the upstream and the downstream directions
than those in subsonic flows. By placing equivalent acoustic sources on the surface of
airfoil, similar radiation patterns were found, suggesting that the radiation peaks are
likely caused by the interference of the direct radiation and the sound scattering by
shocks. As a result, for leading edge noise problem with shocks, the near-field sound
distribution become irregular, accompanied by noise produced in both the upstream
and the downstream directions, as shown in Fig. 8 (Left). In cases of oncoming high

Fig. 8 Schematic of the aeroacoustic physics of airfoil-turbulence/gust interaction noise in a
transonic flow [74]
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intensity turbulence or gusts, the shocks may experience local oscillation due to the
nonlinear aerodynamic process. Then, the sound radiation in the near field can be
significantly altered as shown in Fig. 8 (Right).

A systematic CAA study of geometry effect on the interaction noise in transonic
flows was conducted by Zhong et al. [78]. It showed that in transonic flows, the effect
of the thickness of the airfoil on noise reduction is not as significant as in subsonic
flows. This is the result of different noise mechanisms, where the noise generated
by non-uniform mean flow and shock-turbulence interaction can compensate the
thickness-induced noise reduction. However, the thickness is still the most influential
parameter as it alters the shock patterns and sound radiation.As for the angle of attack,
it changes the acoustic response of a single-frequency harmonic gust. The overall
effect, though, is relatively small for isotropic turbulence because of the symmetric
turbulence velocity. In addition, the far-field directivities and overall sound pressure
levels varywith the airfoil camber in transonic flows, but the effect is not as significant
as the thickness.

3.4 Effects of Leading-Edge Serrations

Experimental [79, 80] and analytical [81, 82] studies have demonstrated that leading-
edge serration on a wing can reduce the turbulence interaction broadband noise
compared with a conventional straight-edged wing. The aerodynamic performance
of a wingwith a serrated leading edge can be improved as the onset of flow separation
is delayed [83, 84], suggesting that the leading edge serration can be a promising noise
reduction solution. Investigations of the noise reduction mechanism and parametric
studies for optimal design are nevertheless still required. For numerical simulations,
single-frequency studies using a harmonic gust [85] and broadband noise studies
based on synthetic turbulence [55, 86] have been conducted, showing that size and
the length scales of the eddies relative to the serration are the influential parameters.
Particularly, Gea-Aguilera et al. [55] systematically studied the distortion and the
resultant noise production of different anisotropic turbulence interacting with a wing
with a serrated leading edge and a NACA0012 airfoil profile. The vorticity of the
synthetic turbulence in 3D and the pressure distribution on the surface of the wing
are shown in Fig. 9. The CAA simulation shows that the mean flow gradient in the
root region of the serration is more impactful than that in the peak region. The study
has also confirmed that the turbulence length scale in the spanwise direction is more
influential than in other directions, this might be due to the variation of spanwise
coherence of the turbulence. The implication is that for different turbulent flow fields
with similar turbulence kinetic energy, the properties of the noise generation are
sensitive the ratio of the turbulence length scale and the size of serration.
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Fig. 9 CAA study of the turbulence-airfoil interaction in transonic flows with shocks. Left: broad-
band simulationusing synthetic turbulence (with the vorticity distribution in the right bottomcorner).
Right: single-frequency simulation with shock oscillation [35]

3.5 Computation of the Far-Field Directivities

The broadband noise simulation using CAA faces challenges aside from realizing
correct turbulence properties. Usually, the far-field directivities are obtained through
an integral solution of the Ffowcs-Williams and Hawkings (FW-H) equation [87],
which in turn is derived from the flow governing equations [88]. Of various elements
of the integral solution, the volume integral part is often omitted as it is acoustically
inefficient but computationally expensive. However, for broadband noise problems
where there exists turbulence in the flow field, the location of the integration surface
could significantly affect the noise predictionwithout considering the volume integral
parts.

Often in a CAA computation, the integration surface is placed on the solid aero-
dynamic surface. This can produce errors in predictions as the influence of the non-
uniform flows in the near field is not accounted for. Moreover, this method is invalid
for transonic flowdue to the likely presence of shockwaves in the flowfield.However,
if an off-body permeable integration surface is used, the computation can suffer from
spurious wave contamination arises from the passage of the non-acoustical turbulent
eddies through the integration surface. The errors can be eliminated by including the
volume integral terms in the computation [89], but the procedure is computationally
expensive.

To compute acoustic far-field directivity in the presence of vortical disturbances
in the flow field effectively and accurately, Zhong and Zhang developed an improved
sound extrapolationmethod [90] in seeking an integral solution of acoustic governing
equations. In calculating the equivalent sources collected on the integration surface,
the vortical components arefilteredby additional operations, basedon the divergence-
free and frozen turbulence properties.Only the acoustic components on the permeable
integration surface are then used in the far-field directivity computation. The integra-
tion surface should be placed at a sufficiently large distance from the non-uniform
mean flow region to yield an accurate far-field noise prediction. Figure 10 shows an
example of far-field directivity computation of a thin NACA0001 airfoil interacting
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Fig. 10 Anisotropic turbulence interacting with a wing with serrated leading edge. (Left) the iso-
surfaces of the turbulence stretched in the spanwise direction; (Right) the root-mean-squire pressure
fluctuations on the surface of the wing [55]

with a harmonic gust, where the permeable integration surface is indicated by the
black dashed line. If the Farassat Formulation 1A of the integral solution of the FW-H
equation is used [91], incorrect far-field directivity due to spurious wave contami-
nation is produced. In contrast, the new sound extrapolation method matched well
with the Amiet’s flat plate analytical solution [3].

Further extensions to the sound extrapolation method was also made by Zhong
and Zhang [92], to treat more general turbulent flows. The key idea is to filter out the
non-acoustic components of the turbulent flow by applying a convection operator to
the locally convecting turbulence fluctuations. A third-order wave equation, sharing
similarity with Lilley’s acoustic analogy [93], was proposed and solved to compute
the acoustic far-field directivities. The method was tested for various aeroacoustic
problems including the turbulence-airfoil interaction noise, vortex shedding noise
from cylinders, airfoil trailing edges noise and co-flowing jet noise; generally good

Fig. 11 Example of the far-field directivity of the airfoil gust interaction noise. The thinNACA0002
airfoil is studied at M∞ = 0.5 and the wavelength of the single-frequency harmonic mode is 0.5
of the chord. The black dashed line indicates the location of the off-body integration surface. The
result obtained by the sound extrapolation method [90] is compared with the Amiet’s flat plate
solution [3] and the Farassat Formulation 1A [91] of the FW-H equation [87]
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results were obtained. On top of this development, work on the frequency-domain
formulation [94] has also been carried out, this formulation offers comparable perfor-
mance with the multi-surface averaging FW-H method at a reduced computational
cost [94].

4 Summary

CAA simulations of leading edge noise problems based on synthetic turbulence
methods are reviewed, with focus on typical broadband noise problems such as the
airfoil-turbulence interaction noise that can be found in turbofan aero-engines and
contra rotating open rotors. The swirling and highly turbulent flows have various
length and time scales and the resultant sound fields are rich in aeroacoustic features.
The problems include varying geometries, non-uniform flow and acoustic physics
due to the possible appearance of shocks at transonic speeds. These call for compre-
hensive examinations and validation of available analytical predictive models, which
tend to over-simplify the problems.

For typical leading-edge noise problems, high-fidelity simulations using the full
Navier-Stokes equations for aeroacoustic problems are computationally expensive.
Moreover, it is often desirable to study specific noise generation mechanisms in
isolation, which has been proven difficult using a full solution of Navier-Stokes
equations. InsteadCAAsimulations of either the full or the linearizedEuler equations
with synthetic turbulence modelling, to reproduce the turbulence statistics such as
the energy spectra and two-point correlation tensors are effective for many practical
problems.

For CAA simulations, synthetic turbulence should be divergence-free to avoid
the appearance of spurious noise sources. Usually, the synthetic turbulence can
be realized by either Fourier modes summation, synthetic eddy superposition or
through using digital filters in convolution with random noise signals, the suit-
ability of which is highly depending on the problem of interest. The Fourier mode-
basedmethods aremathematically straightforward but computationally expensive for
calculating the continuous anisotropic turbulence. Many of the earlier synthetic eddy
and digital filter methods require semi-empirical coefficients (often Mach number
dependent) of various elementary eddies/filters to reproduce an arbitrary turbulence
spectrum. Recent development of using a single direct anisotropic digital filter has
been proposed for generic axisymmetric turbulence.

This paper provides examples of broadband noise simulation using CAA with
synthetic turbulence, including the effect of anisotropic turbulence, leading serra-
tion, fan-wake modelling, airfoil cascade interaction noise and transonic flow. The
proposed synthetic turbulence method is not limited to the above applications, it can
also be applied in other CAA problems such as airframe noise [43] and more general
CFD studies [1]. For future CAA studies, synthetic turbulence method in sheared
mean flows will need to be developed, and the applications in 3D problems will also
be important.
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