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Preface

The Centenary of von Laue and Bragg’s discovery and interpretation of the diffrac-
tion of X-ray by crystals prompted several Festschrifts celebrating the wonderful
achievements of X-ray crystallography during the last century. To a large extent, the
solving of the structures of small molecules has become relatively straightforward
and is accessible to many chemists who do not have long or mature knowledge of the
fundamentals of the subject. Although the danger of errors being made by less
experienced practitioners has not been completely eliminated, the software used to
process the raw data and refine the structures has become more sophisticated and
now provides additional steps to limit the introduction of obvious mistakes in space
group assignments and the introduction of doubtful procedures. These changes also
raise the important question regarding the directions in which small molecule
crystallography should be taking in the coming century. Paul Raithby and I decided
it would be useful to have a volume of Structure and Bonding summarising recent
developments in small molecule X-ray crystallography, identify problems that may
be encountered when using the technique and explore new techniques that point
towards future directions for the subject. These include the studies of structures as
they evolve under light irradiation, with high pressures or under a range of different
environmental conditions. We were also fortunate that several world leading experts
in the subject have agreed to provide chapters for this volume.

This introductory chapter on The Early History of X-Ray Crystallography by
Michael Mingos recounts the development of X-ray crystallography at the beginning
of the twentieth century by von Laue and the Braggs. The technique they discovered
did not enable scientists to look at the molecular world by looking through a more
powerful microscope, but it provided data that when processed enabled scientists to
calculate the structures of molecules and appreciate their three-dimensional struc-
tures. It provided the zeitgeist of our time, and the belief that knowledge of the
structure leads to a more profound understanding of the function and properties of
that class of molecule has influenced the developments of all sciences from physics
to medicine. It is a fascinating technique because unlike the optical microscope it
required the development of a deeper understanding of the way in which the X-rays
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interact with the electron density in the planes of the crystal and the development of
models in order to model this electron density satisfactorily. This chapter traces how
these problems were overcome. In the early days, the structures of even simple
organic molecules would take a Ph.D. student several months or even years to solve
the structure. In time and particularly since the 1950s, the development of more
sophisticated equipment and the massive rise in computing power made it possible to
solve the three-dimensional structure of an organic molecule within a few minutes
with the latest detectors on a laboratory instrument. This successful trajectory has
resulted in the ability to study evermore complex molecules and use smaller and
smaller crystals. The structures of over a million organic and organometallic com-
pounds are now archived in the most commonly used database and this wealth of
information creates a new set of problems for future generations of scientists.

Recent Developments in Refinement and Analysis of X-Ray Crystal Structures has
been assembled by Richard Cooper. This chapter discusses the development and
testing of structural models which accurately represent disordered crystal structures
and guest molecules. The interpretation and control of structural geometry and
displacement parameters are also discussed. For routine structure determinations,
the independent atom model (IAM) is sufficient to explain X-ray scattering with
enough accuracy that atom positions and displacements can be confidently deter-
mined. This structure analysis paradigm has not changed significantly since the early
days of crystallography, nor have the underlying mathematical procedures. Never-
theless, increased computing power and optimised algorithms for linear algebra and
Fourier transforms have increased the practical limits of the complexity that can be
handled within a reasonable timescale.

The chapter Leading Edge Chemical Crystallography Service Provision and Its
Impact on Crystallographic Data Science in the Twenty-First Century is discussed
by Simon Coles, David Allan, Christine Beavers, Simon Teat, Stephen Holgate and
Clare Tovee. The authors are responsible for national crystallographic services and
cyclotron facilities in the UK and the USA. National facilities provide state-of-the-
art crystallographic instrumentation and processes and tend to act as an indicator for
the direction of travel for the community. This chapter discusses the future devel-
opment of national facilities including those using synchrotron radiation sources and
also addresses the challenges of harnessing the development of the resulting large
databases so that they are able to drive new science in areas such as crystal
engineering. The chapter provides insight into how specific aspects of crystallogra-
phy are currently developing and shows how they can increasingly interact or
integrate with other areas. This increased inter-operation will provide a much richer
methodology and enable crystallography to be a key component in a broad range of
research long into the future. The main message of this review is that chemical
crystallography has the potential to do much more. Taking a more data-integrated, or
even data-centric, approach it can be a leader in chemical and materials science
research in the longer term. The discipline does, nevertheless, need to embrace
different mindsets and give appropriate training for working in the changing
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laboratory conditions, adopting new approaches to “publishing” and introducing
new data science ways of undertaking research.

The chapter by Iain Oswald and Stephen Moggach Reviews the Crystallographic
Analysis of Crystals Under High Pressure Conditions. Recent advances in the field
are discussed with a focus on both organic and inorganic systems. It is an area of
crystallography that has seen a rapid expansion over the last two decades. Advances
in technology and data processing have facilitated the discovery of new materials,
polymorphs and chemistries under extreme conditions. The occurrence and charac-
terisation of polymorphs are of particular concern for the pharmaceutical industry.
They discuss these advances using examples of organic and metal–organic materials
as well as providing guidance to the pitfalls to be avoided while conducting these
studies.

Jonathan Skeleton, Lauren Hatcher, Mark Warren, Anuradha Pallipurath and
Lucy Saunders’ have contributed the chapter Watching Photochemistry Happen:
Recent Developments in Dynamic Single-Crystal X-Ray Diffraction Studies. Mech-
anistic information on solid-state photochemical reactions has traditionally come
from spectroscopy and qualitative or quantitative modelling. The crystallographic
contribution was limited to snapshots of endpoints and long-lived intermediates.
Recent advances in X-ray sources and detectors have made it possible to follow
solid-state reactions in situ with dynamic single-crystal X-ray diffraction (SCXRD)
methods, allowing a full set of atomic positions to be determined over the course of
the reaction. These experiments provide valuable structural information that can be
used to interpret spectroscopic measurements and to inform materials design and
optimisation. Paul Raithby has contributed a chapter on Time Resolved Single-
Crystal X-Ray Crystallography which traces the development of this technique
from its beginnings more than 30 years ago. The importance of being able to
“watch” chemical processes as they occur rather than just be limited to three-
dimensional pictures of the reactant and final product is emphasised, and time
resolved crystallography provides the opportunity to bring the dimension of time
into the crystallographic experiment. The technique has evolved in time with
developments in technology: synchrotron radiation, cryoscopic techniques, tuneable
lasers, increased computing power and vastly improved X-ray detectors. The shorter
the lifetime of the species being studied, the more complex is the experiment. The
chapter focusses on the results of solid-state reactions that are activated by light since
this process does not require the addition of a reagent to the crystalline material and
the single-crystalline nature of the solid may be preserved.

The sequel volume Twenty-first Century Challenges in Chemical Crystallogra-
phy II: Structural Correlations and Data Interpretation covers the way in which the
structural information obtained from chemical crystallography has been utilised and
interpreted. The chapter headings are given below:

1. Mingos: Historical Development of Historical Correlations
2. Grabowsky et al: The Advent of Quantum Crystallography: Form and Structure

Factors from Quantum Mechanics for Advanced Refinement and Wavefunction
Fitting

Preface vii



3. Overgaad et al: Experimental Charge Densities from Multipole modelling: Mov-
ing into the twenty-first Century

4. Macgregor et al: Computational Studies of the Solid-State Molecular Organo-
metallic (SMOM) Chemistry of Rhodium Alkane Complexes

Oxford, UK D. M. P. Mingos
Bath, UK P. R. Raithby
August 2020
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Abstract The discovery of the optical microscope played an important role in the
scientific revolution of the seventeenth century because it enabled one to directly
view objects which were invisible to the naked eye. In 1667 Robert Hooke improved
the microscope invented in the previous century in Holland and used it to examine
the “microscopic” appearance of snowflakes and plants. Others were able to view for
themselves the presence of very small objects and the structures of plants, hair, skin,
bones etc. The development of X-ray crystallography at the beginning of the
twentieth century by von Laue and the Braggs played an equally important role in
the scientific revolution which has shaped our lives. The technique they discovered
did not enable scientists to look at the molecular world by looking through a more
powerful microscope, but it provided data which when processed enabled scientists
to calculate the structures of molecules and appreciate their three-dimensional
structures. It provided the zeitgeist of our time that the knowledge of the structure
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would lead to a more profound understanding of the function and properties of that
class of molecule.

This chapter recounts the early history of the development of this important
technique and describes how the early technical problems were overcome. It is a
fascinating technique because unlike the optical microscope it required the devel-
opment of a deeper understanding of the way in which the X-rays interact with the
electron density in the planes of the crystal and the development of models in order
to model this electron density satisfactorily. This chapter traces how these problems
were overcome. In the early days, the structures of even simple organic molecules
would take a PhD student several months or even years to solve the structure. In time
and particularly since the 1950s, the development of more sophisticated equipment
and the massive rise in computing power made it possible to solve the three-
dimensional structure of an organic molecule within a few minutes with the latest
detectors on a laboratory instrument. This successful trajectory has resulted in the
ability to study ever more complex molecules and use smaller and smaller crystals.
The structures of over a million organic and organometallic compounds are now
archived in the most commonly used database, and this wealth of information creates
a new set of problems for future generations of scientists.

Keywords Bragg equation · Crystals · Databases · Diffraction · Fourier series

1 Introduction

Structure and Bonding has been published by Springer for more than 50 years, and
as its title suggests, it seeks to publish reviews associated with the structure of
chemical compounds and their interpretation using current models of chemical
bonding [1]. However, we have never published a volume devoted completely to
the most important structural technique of modern chemistry, i.e. X-ray crystallog-
raphy. Paul Raithby and I decided it would be timely to publish a volume of
Structure and Bonding, which not only celebrates the great advances made in this
technique over the last 110 years but highlights issues which remain problematic. It
also seeks to identify new emerging areas which will enable the subject to continue
growing at the same rapid rate that it has achieved over the last century. This growth
has been possible by effective interdisciplinary collaborations between physicists,
chemists, biologists, mathematicians, computer programmers and engineers who
have worked together to enlarge the technical capabilities of the discipline and
provide the equations and programmes to enable the conversion of the raw data
into an accurate description of the molecule. They developed new X-ray sources
with more monochromatic and focussed beams and improved the measurements of
the diffraction spots, sped up the acquisition of data and the conversion of the data
into accurate structural information and improve the knowledge of the fundamental
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physics underlying the technique. Most importantly the subject has attracted suc-
cessive generations of talented scientists who wanted to answer the really big
scientific problems of the age and were willing to push the subject to new limits
and develop techniques to study ever more complex systems. It was inconceivable
that when the structure of sodium chloride and zinc sulphide was initially solved in
1912 that within 50 years the same technique would be used to solve the structures of
myoglobin and haemoglobin and provide information concerning the structure of the
DNA which would revolutionise the field of genetics.

This extraordinary successful scientific endeavour has to a large extent made the
solving of small molecules structures routine, but the solution of many structures
within hours carries with it the responsibility to ensure that the structural information
is accurate and reproduceable and archived in a fashion which makes it accessible to
the whole scientific community. As the technology has developed, opportunities
have arisen to undertake crystallographic experiments that were not possible a few
years previously. These include the studies of structures as they are irradiated by
light, exposed to high pressures or other environmental conditions. The question of
crystallographic disorder has remained a continuing issue with structural determi-
nations and cannot always be handled satisfactorily using automatic structure solu-
tion programmes. Distinguishing atoms which are adjacent in the periodic table and
very light atoms such as hydrogen have always been a problem for the technique
since X-ray scattering and diffraction depend on the number of electrons associated
with the atom. The use of quantum mechanical calculations to model the electron
densities in atoms and molecules has developed greatly in recent decades and
enabled scientists the opportunity to use this technique to investigate bonding issues
in molecules and solids [2, 3]. This introductory chapter introduces the historical
background to the discovery and exploitation of this technique. The subsequent
chapters written by world experts in small molecule crystallography discuss recent
developments and the prospects for the future. The extension of the technique to
molecules of biological systems has proved to be particularly successfully and has
resulted in many important and significant insights and will not be covered in this
volume, and the reader is directed to other excellent sources [4]. Examples of
excellent textbooks which present a more detailed account of the theoretical princi-
ples of X-ray diffraction and its practical aspects are given in references [5–14].

2 Early Experiments

In 1895 Wilhelm Conrad Röntgen [15] became the first person to detect and
appreciate the novel properties of X-rays, and he started the sequence of experiments
which led to the development of X-ray crystallography. Several centuries earlier the
discovery of the optical microscope enabled scientists to directly view objects which
were invisible to the naked eye and contributed greatly to the scientific revolution. In
1667 Robert Hooke improved the microscope first developed in 1590 by two Dutch
spectacle makers, Hans and Zacharias Janssen, and he explored and illustrated the
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structures of snowflakes and plants and introduced the public to the widespread
occurrence of fleas and lice and their detailed appearance. Hooke’s study of the bark
of the cork tree revealed its microscopic structure and resulted in the discovery of the
cell, which proved to be the building block of all life forms. He also used his
microscope to show that ancient cells were present in fossilised wood. He concluded
that fossils had once been living creatures whose cells had become mineralised. He
also concluded that some species that had once existed must have become extinct.
He thereby started a process which was to lead to Darwin’s theory of evolution in
1865. In 1665 at the age of 30, Hooke published Micrographia, the first ever
scientific bestseller, which illustrated his understanding of nature and light, his
highly developed skills in designing and constructing scientific instruments and
his skills as an artist. Antonie van Leeuwenhoek, who used a microscope with one
lens to observe insects and other specimens, was the first to observe bacteria. Despite
many innovative developments, it did not prove possible in the subsequent two
centuries to use the increased power of microscopes to examine the structures at the
atomic level of metals, nonmetals and the compounds they formed when they
combined. The discovery of X-rays at the end of the nineteenth century did not
immediately enable scientists to look directly at the structures of molecules. Never-
theless, the diffraction patterns produced on photographic plates when crystals were
exposed to X-rays enabled scientists to mathematically manipulate the data and
calculate the three-dimensional arrangements of atoms in crystals for the first time.
This procedure now described as X-ray crystallography has had an enormous impact
on physics, chemistry, biology and medicine during the last century [5–14].

Röntgen’s discovery occurred accidentally in his laboratory in Wurzburg, Ger-
many, where he was trying to establish whether cathode rays could pass through
glass [15]. Cathode rays observed in discharge tubes were first discovered in 1867
and were shown to be streams of electrons by J.J. Thomson in 1897 [16] and led to
his determination of the e/m ratio of the electron particle. In the darkened room,
Röntgen observed a glow coming from a nearby chemically coated screen. He
attributed this glow to a novel but not previously studied form of radiation, which
he described as X-rays, and he set about to define their true nature by further
scientific studies. These established that X-rays unlike cathode rays are electromag-
netic energy waves that act similar to light rays but have wavelengths approximately
1,000 times shorter than those of visible light. The absence of a charge and their
higher energies meant that they could penetrate human flesh and muscles but not
higher-density substances such as bone. The significance of this observation was
rapidly recognised by the medical profession and has proved to be the most
important application of his discovery for humanity ever since. The X-rays were
unable to penetrate heavier metals such as lead, and this property was used to
develop effective protection procedures for doctors and physicists who subsequently
developed the medical and scientific applications.

In 1912 Max von Laue, at the Institute of Theoretical Physics in Munich, became
aware of his colleague’s Paul Ewald’s theoretical research on the optical properties
of a solid containing a regular arrangement of resonators and argued that a crystalline
solid consists of a three-dimensional arrangement of atoms and molecules whose
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interatomic distances may correspond approximately to the wavelengths of X-rays
and may generate a three-dimensional diffraction pattern when radiated with X-rays.
He persuaded Walter Friedrich and Paul Knipping, who had previous experience
with a more powerful X-ray bulb than available to Röntgen and were able to produce
a collimated and narrower primary X-ray beam, to undertake some preliminary
experiments [17, 18]. Using large single crystals of hydrated copper sulphate and
zinc sulphide, they showed that when the beam of X-rays strikes the crystal the
incident beam is scattered in many directions and the resultant diffraction pattern
could be observed using a photographic plate (after it had been developed using
standard photographic reagents). In this experiment the X-rays were not directly
being used as microscope in the manner described earlier by Hooke, but the
observation of a diffraction pattern suggested the possibility of obtaining informa-
tion about the separations of a regular atomic grid within the crystal [17, 18]. This
required a clearer understanding of the physics responsible for the diffraction process
and the development of mathematical equations which could be used to convert the
diffraction pattern into a model which may give information about the positions of
the atoms. The major obstacle in the pathway leading from the observed diffraction
pattern to the desired crystal structure is known as the phase problem and is
discussed further below.

The interference patterns observed in these experiments supported the character-
isation of X-rays as electromagnetic waves with very short wavelengths rather than
as corpuscles. Von Laue with his able coworkers’ demonstration of the phenomenon
of X-ray diffraction proved to be inspirational. Remarkably within the next decade
and even with the interruptions caused by the outbreak of World War I, these initial
observations were developed into an important scientific tool which contributed to
the second scientific revolution. This proved to be an important landmark in modern
science because it enabled chemists, physicists and molecular biologists to obtain a
unique understanding of the fundamental structures of molecules, minerals, metals,
alloys, proteins and enzymes at atomic resolutions. It underpinned what was to
become the zeitgeist of the age, i.e. establishing the structures of molecules leads
to an understanding of their function. More germane to the present volume of
Structure and Bonding, the structural information it provided was used to understand
the principles of chemical bonding and led to the deeper understanding of physical
and chemical properties of important key building blocks of physics, chemistry and
biology. Such an important discovery has of course attracted many scholars, and it is
not possible to summarise all the relevant contributions in a short review. References
[19–27] give more detailed accounts and personal reminiscences. The important
early papers on the diffraction of X-rays have also been collated in two volumes
[25, 26]. My brief summary has drawn extensively on the excellent book by Andre
Authier – Early Days of X-ray Crystallography published in 2013 [21].

Friedrich and Knipping experiments and Laue’s initial interpretation published in
June 1912 had an immediate impact within the scientific community [21]. Max
Planck recalled that scientists in Berlin “felt that a remarkable feat had been
achieved”, and Albert Einstein defined the experiment as “among the most glorious
that physics has seen so far”. Not surprisingly this paper received a good reception
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from traditional optical crystallographers since the well-defined spots and their
regular disposition on the photographic plate were seen as conclusive evidence
that atoms are arranged regularly in a space-lattice configuration in crystals and
suggested the possibility of atomic resolution. As Alfred Tutton, the English crys-
tallographer, overstated in November 1912, “the space-lattice structure of crystals
. . . is now rendered visible to our eyes” [21]. Within a year of the discovery of X-ray
diffraction, William Lawrence Bragg had reinterpreted the phenomenon responsible
for the diffraction pattern and determined the first unit cell dimensions of simple
salts, and within 2 years he and his father (William Henry Bragg) had reported the
first crystal structure determinations [19, 20, 23, 24]. The discoveries of von Laue
and Bragg gave birth to two new sciences, X-ray crystallography and X-ray spec-
troscopy, and two Nobel Prizes: Max von Laue “for his discovery of the diffraction
of X-rays by crystals” in 1914 and to the Braggs “for their services in the analysis of
crystal structure by X-ray Crystallography in 1915 (see Table 1).

Von Laue’s experiment had confirmed unambiguously the wave nature of X-rays
and suggested that the wavelength was sufficiently short that it gave rise to a
diffraction pattern from the target crystal. However, he did not completely or
succinctly articulate the physics which was responsible for the phenomenon. He
argued that the internal order of atoms within the crystal, which had been hinted at
for several centuries, results in a three-dimensional diffraction grating with spacings
much smaller than that commonly associated with visible light and their exposure to
X-rays resulted in the observed diffraction pattern. Specifically, the lack of knowl-
edge concerning the nature of the lattice and the wavelength(s) of the X-rays limited
his contribution. Nonetheless, this seed of an idea rapidly grew and blossomed, and
it was able to draw on the circumstantial evidence which had been obtained
previously from optical crystallography which had been developed initially to
study mineralogical samples but was also used to study inorganic crystals made by
chemists in the nineteenth century. This cross fertilisation is discussed in more detail
in the subsequent section.

Table 1 gives an indication of the enormous subsequent impact of von Laue’s
contribution by listing the Nobel Laureates who were recognised for their contribu-
tions to the development of this important structural technique. In the early days, the
winners were physicists who contributed to our understanding of the basic diffrac-
tion phenomenon. Specifically, the contributions of Arthur Compton and Louis de
Broglie resolved the wave/particle duality of small atomic particles which resulted
from the quantum mechanical description pioneered by Planck and Einstein and
demonstrated that such particles were capable of giving diffraction patterns through
their wave nature. Their insight was verified by Davisson and Thomson’s demon-
stration of diffraction patterns obtained when an electron beam was passed through a
crystal of nickel. Peter Debye defined the importance of thermal vibrations of atoms
in crystals, and he showed that microcrystalline samples also produced diffraction
patterns and thereby established X-ray powder diffraction, which proved to be so
important in metallurgy, materials science and solid-state chemistry. Although
Bragg’s initial contributions were made studying crystalline samples, he encouraged
his students to adopt a broader appreciation that the technique may be applied to
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Table 1 Nobel Prizes directly associated with X-ray crystallography

Year Laureates Prize Citation

1914 M. von Laue Physics “Diffraction of X-rays by crystals”

1915 W.H. and W.L. Bragg Physics “The analysis of crystal structures by means of
X-rays”

1927 A.H. Compton Physics For showing that X-ray quanta scattered by elec-
trons had longer wavelengths, the surplus energy
having been transferred to the electrons – the
Compton effect – demonstrated the particle
properties of electromagnetic radiation

1929 L-V. de Broglie Physics Contribution to wave/particle duality and the
equation which defines the wavelength of quan-
tum particles such as electrons, neutrons and
protons

1936 Petrus J. W. Debye Physics “For his contributions to our knowledge of
molecular structure through his investigations on
dipole moments and on the diffraction of X-rays
and electrons in gases”

1937 C.J. Davisson and
G.P. Thomson

Physics “Or their experimental discovery of the diffrac-
tion of electrons by crystals”

1946 James B. Sumner Chemistry “For his discovery that enzymes can be
crystallised”

1962 M.F. Perutz and
J.C. Kendrew

Chemistry “The structures of globular proteins”

1962 J.D. Watson,
F.H.C. Crick and
M. Wilkins

Medicine “The molecular structure of nucleic acids and its
significance for information transfer in living
matter”

1964 D. Hodgkin Chemistry “X-ray techniques for the structures of important
biochemical substances”

1972 S. Moore and
W.H. Stein

Chemistry “The chemical structures and catalytic activity of
the active centre of the ribonuclease molecule”

1976 W.N. Lipscomb Chemistry “The structures of boranes illuminating problems
of chemical bonding”

1982 A. Klug Chemistry “Development of crystallographic electron
microscopy and the structural elucidation of
nucleic acid-protein complexes used methods
from X-ray diffraction, microscopy and structural
modelling”

1985 J. Karle and
H.A. Hauptman

Chemistry “Developing direct methods for the determina-
tion of crystal structures”

1988 J. Deisenhofer,
H. Michel and R. Huber

Chemistry “Three-dimensional structure of a photosynthetic
reaction centre”

1944 C. Shull and
B. Brockhouse

Physics Neutron diffraction and neutron inelastic
scattering

1997 J. E. Walker Chemistry “Elucidation of the enzymatic mechanism
underlying the synthesis of adenosine triphos-
phate (ATP)”

2003 R. MacKinnon and
Peter Agre

Chemistry “Structural and mechanistic studies of ion chan-
nels and water channels”

(continued)
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biological systems. Specifically, John Bernal and William Astbury were encouraged
to study the diffraction patterns of proteins. Sumner established in 1946 that
enzymes produced diffraction patterns, and in subsequent years, the majority of
Nobel Prizes summarised in Table 1 were awarded for the application of crystallo-
graphic techniques to biological systems. These contributions led to the establish-
ment of molecular biology, and some individual contributions are summarised in
Table 1. Despite their outstanding importance for the subsequent development of
science, they will not be discussed in detail in this review, because the emphasis of
this volume is on small molecule crystallography. Their inclusion in Table 1 does
nonetheless emphasise the way in which technical and computing techniques
advances have made it possible to extend a technique which initially was used for
simple crystalline salts which have been developed to solve the structures of very
large proteins and enzymes. The enormous amount of new structural data created by
X-ray structural determinations also resulted in the award of many Nobel Prizes,
which did not mention X-rays in the citation, but nonetheless would not have been
possible without the structural information and insight obtained from this technique.
These contributions will be discussed in a subsequent chapter of this volume. The
enormous amount of new structural data which resulted from this technique and the
related fields of X-ray powder diffraction, neutron diffraction and electron diffrac-
tion have created its own new problems, and the procedures which have been taken
to deal with the archiving of the data and their subsequent accession are discussed in
the chapter by Coles et al.

Table 1 (continued)

Year Laureates Prize Citation

2006 R. Kornberg Chemistry “Molecular basis of eukaryotic transcription”

2009 A.E. Yonath,
T.A. Steitz and
V. Ramakrishnan

Chemistry “The structure and function of the ribosome”

2011 D. Shechtman Chemistry “Discovery of quasicrystals”

2012 B. Kobilka Chemistry “Structural studies of the G-protein-coupled
receptors”

2017 J. Dubochet, J. Frank
and R. Henderson

Chemistry “For developing cryo-electron microscopy for the
high-resolution structure determination of bio-
molecules in solution”

For further biographical details of the Nobel Laureates and longer descriptions of their contribution
go to http://nobelprize.org/nobel_prizes/chemistry/laureates/19xx/index.html inserting the appro-
priate year 19xx or 20xx or substitute chemistry for physics
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3 Optical Crystallography

The discoverers of X-ray diffraction were able to draw on the knowledge and
expertise which had been developed by geologists and mineralogists over several
centuries in universities, but the study of crystals has a much longer history. The
occasional discovery of crystalline materials by primitive man was probably looked
upon as a generous gift from the Gods, and they were incorporated into beautiful
jewellery. Their colours, magnetic properties and sharp edges were utilised to enrich
life, simplify daily tasks and enable them to explore the larger world. The properties
of quartz in the natural state led the Greeks and Romans to define the more general
term “crystal”, and they were attracted by their obvious symmetry properties which
resonated with the mathematically derived regularity of the Platonic solids. The
mathematical basis of crystallography therefore had its origins in ancient Greece and
Rome, and Pliny devoted five entire volumes of his work Naturalis Historia (77 CE)
to the classification of “earths, metals, stones and gems”. He described many
minerals not known to the Greeks and discussed their applications and properties.
He laid the fundamentals of crystallography by discussing crystal habits and was
particularly taken by the octahedral shape of diamond crystals. It developed into a
rigorous scientific discipline in the Renaissance with the discovery of the microscope
which enabled mineralogists to examine and measure in a scientific manner a wide
range of minerals and appreciate the great beauty of hexagonal symmetries in the
diverse range of ice crystals. This eventually formed the basis of the following
qualitative classification of crystalline minerals in the nineteenth century [28]:

1. Predominant crystal faces (prism-prismatic, pyramid-pyramidal and pinacoid-
platy)

2. Crystal forms (cubic, octahedral, dodecahedral)
3. Aggregation of crystals or aggregates (fibrous, botryoidal, radiating, massive)
4. Crystal appearance (foliated/lamellar (layered), dendritic, bladed, acicular, len-

ticular, tabular (tablet shaped))

Perhaps the most influential text in the nineteenth century was the Manual of
Mineralogy by James Dwight Dana, first published in 1848. The fourth edition was
entitled Manual of Mineralogy and Lithology (1887), and it became the standard
college text. It has been successively revised and updated in its subsequent
23 editions.

The atomistic view of the universe associated with Democritus (370 BCE) led to
the proposal that crystals were made up of indivisibly small regularly shaped and
identical “units”. The Pythagorean school had defined around 550 BCE the five
regular Platonic solids which bore some resemblance to the crystalline forms found
in nature. The problem was related to the principles familiar to masons, who had
successfully built pyramids in ancient Egypt and South America. Aristotle specu-
lated that a crystal could be assembled if very small polyhedral “bricks”were packed
together without leaving any space between, thereby avoiding vacuum cavities. In
two dimensions all space could be tiled in this way using triangles, rectangles and
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hexagons, and they speculated that in three dimensions construction blocks based on
the Platonic solids could achieve the same result. Mathematically it was shown that
pentagons could not completely tile 2D space and consequently Platonic solids with
fivefold symmetry (icosahedron and the dodecahedron) were excluded as potential
building blocks for crystals, leaving tetrahedra, cubes and octahedra as the remaining
polyhedral building blocks. Kepler in the early seventeenth century rigorously
established that the complete 3D space filling could be achieved by the cube, the
octahedron, the rhomb-dodecahedron and the hexagonal prism. The observation that
calcite could be fractured into smaller rhombohedra provided support for this view.
Haüy argued that repeated cleavage would lead ultimately to the smallest and
fundamental crystallite that could not be cleaved further without altering its essential
physical and chemical nature, and this evolved into what we now describe as the
unit cell [21].

Guglielmini and Carpeller at the end of the seventeenth century were the first to
suggest that crystals shapes were related to chemical composition. For example,
common salt was characterised by a cube, vitriol by a rhombohedral parallelepiped,
nitre by a hexagonal prism and alum by an octahedron. Later studies demonstrated
that the same chemical salt could crystallise in more than one modification and the
significant and measurable feature of a crystal was not its shape but the “constancy of
its interfacial angles”. It also became apparent that the shape of a crystal could
change as it grew (see Fig. 1). The accurate measurement of the interfacial angles
was made possible by the construction of optical goniometers byWollaston based on
the crystal being mounted on a rotating spindle at the focal point of an adapted
microscope. These measurements spawned the field of optical crystallography by
Westfield, Gahn, Bergmann, Haüy and Pryce. These measurements also led to the
realisation that crystals of different but related compounds could be isomorphic
(Mitscherlich 1819), i.e. belong to identical crystal systems, but with slightly
different dimensions [28–36]. These properties had important implications for the
development of the periodic table because salts of compounds belonging to the same
column of the periodic table not only had similar formulae but frequently proved to
be isomorphic because their underlying atomic structures had similar symmetries
although they have different cell dimensions because of changes in the sizes of the
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(010)
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(110)
-
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Fig. 1 An illustration of how crystal morphology may evolve as it grows. Starting as a cube it
evolves into a cube with truncated edges into a rhombic dodecahedron with truncated corners and
finally a rhombic dodecahedron
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constituent atoms [37]. The interfacial angles could be related to the fundamental
building block which is the unit cell shown in Fig. 2 [28–36].

The measurement of interfacial angles in crystals required a classification and
notation for each face. This was achieved with a reference system based on three
Cartesian axes collinear with the three axes of the unit cell. The crystal faces were
associated with planes defined by multiple lengths of the unit cell (see Fig. 2). Weiss
developed the mathematics underlying this methodology, and his student Neumann
first suggested the use of the reciprocal of the lattice lengths to define the direction of
the faces of the crystal planes by defining their intercepts with the axes of the crystal
form. Neumann and Weiss’s law of rational intercepts states that there exists a set of
crystal axes which permits a specific crystal face to be characterised in terms of
intercepts of the face with these axes. Each crystal face is thereby characterised by
three indices (Miller indices). For those planes parallel to one of the crystal axes, its
intercept is infinity, and hence its reciprocal is 0. If a face cuts a crystal axis along the
negative axis, then this is indicated by a negative Miller index. Specific examples
illustrating the Miller indices for a cubic and octahedral crystal are illustrated in
Fig. 3. Figure 1 gives the Miller indices of the faces of a crystal as its morphology
evolves from cubic to rhombohedral as discussed above. The results of the optical
crystallographic measurements were generally represented by stereographic presen-
tations, and the plane’s reflection angle was assigned the appropriate Miller index.

3

2
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3

21

3

2

1

a

b

c

Miller planes
(322) and (111)

Fig. 2 A cubic cell, lattice and illustrations of the (111) and (322) Miller planes are shown on the
right
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Fig. 3 Examples of the characterisation of crystal faces using Miller indices for a cube, octahedron
and truncated cube

Early History of X-Ray Crystallography 11



Bravais calculated the unit area of a given lattice plane and showed that it is the
inverse of the rectilinear area of the plane [28–36]. He ordered the lattice planes
according to their decreasing rectilinear densities and developed the hypothesis that
the most important planes of a crystal habit are those with maximum rectilinear
densities. The Bravais law expresses this as “The cleavage planes of a crystal are the
planes with the highest interplanar distances”; although as Fedorov and Friedel
pointed out 50 years later, the order of the most important faces observed does not
always coincide with the identical theoretical order because some faces may be
missing. In modern terms crystal growth is controlled by kinetic as well as thermo-
dynamic factors.

Weiss’ major contribution was the classification of crystals into categories based
on an analysis of the symmetry around the main axes. This regular arrangement
defines what is now described as the crystal lattice. The classification of crystals as
cubic, tetragonal, orthogonal, monoclinic and triclinic based on three axes and three
angles and hexagonal and trigonal based on four axes three of which are separated by
120� which originate from this time are summarised in Table 2.

Fedorov had previously analysed the 2D wallpaper symmetry groups which can
tile a Euclidian plane and demonstrated that they numbered 17. Bravais extended
this to 3D lattices and showed that the additional lattice symmetries result from the
translations of the lattice points involving combinations of the axes’ directions.
These result in the face-centred and body-centred lattices (the 14 Bravais lattices)
illustrated in Fig. 4. The study and symmetry analysis of stereographic representa-
tions led Bravais to suggest that there were only 32 crystallographic groups permit-
ted by symmetry. Sohncke, Fedorov, Schönflies and Barlow subsequently showed
that the incorporation of additional translational symmetry operations, i.e. screw
axes and glide planes, led to a total of 230 crystallographic space groups (see Fig. 5).
Using the mathematics of group theory, Fedorov and Schönflies classified them in
1891. Barlow subsequently derived the space groups in an alternative fashion as part
of his theoretical studies of close-packed spheres. Schönflies developed a notation
for point groups, which is still used by theoreticians and spectroscopists, and
extended it to three-dimensional crystallographic space groups by including the
translational symmetry operations. It did not incorporate the specific symmetry

Table 2 Crystal systems

Crystal
system Essential symmetry

Restrictions on lengths and angles of
unit cell

Triclinic None None

Monoclinic A twofold rotation axis and/or a mirror
plane

a 6¼ b 6¼ c; α ¼ γ ¼ 90�; β 6¼ 90�

Orthorhombic Three twofold rotations and/or mirrors a 6¼ b 6¼ c; α ¼ β ¼ γ ¼ 90�

Tetragonal One fourfold rotation a ¼ b 6¼ c; α ¼ β ¼ γ ¼ 90�

Trigonal One threefold rotation a ¼ b ¼ c; α ¼ β ¼ 90�; γ ¼ 120�

Hexagonal One sixfold rotation a ¼ b 6¼ c; α ¼ β ¼ 90�; γ ¼ 120�

Cubic Four threefold rotation axes a ¼ b ¼ c; α ¼ β ¼ γ ¼ 90�
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operations for space groups, and the alternative Hermann-Mauguin notation was
more widely adopted and published by the International Union of Crystallography. It
proved to be an essential source book for crystallographers and was invaluable for
the early crystallographic structural investigations when computers and the ability to
access websites were not available. Model building and optical techniques were used
to unravel the patterns observed in diffraction patterns, and these were greatly
assisted by these symmetry considerations.

TrigonalHexagonal Cubic Tetragonal Orthorhombic Monoclinic Triclinic

Primitive

Face centred

Body centred  

Fig. 4 The 14 three-dimensional Bravais lattices. For the face-centred and body-centred lattices,
the additional atom lattice sites are shown in colour although all lattice points are equivalent

7 Crystal systems

14 Bravais Lattices

230 space groups

32 point groups

Add rotation, reflection 
and inversion symmetry
operations

Introduce face and 
body centering

Add screw and 
glide symmetry
operations

Fig. 5 The relationship between the 7 crystal systems, the 14 Bravais lattices, the 32 crystal point
groups and the 230 space groups
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The idea of the close packing of atoms in crystals can be traced back to Kepler,
and by the end of the nineteenth century, Barlow and Pope had developed its
consequences for the periodic table. Barlow explored not only the packing of
identical spheres but also combinations of spheres of different sizes, and his studies
proved useful when the initial structures of simple salts were solved. Pope and
Barlow’s work interrelating crystal morphologies and crystal packing proved to be
very helpful for W.L. Bragg and W.H. Bragg’s analysis of the structures of alkali
metal halides, zinc blende and calcite in the early days of X-ray crystallography
[28, 33–36].

Finally, in order to emphasise the importance of symmetry in the first 50 years of
X-ray diffraction, it is useful to digress to make a few comments concerning the
proposal of the structure of DNA in 1952 [4]. The X-ray photographs on DNA taken
in 1952 and particularly Rosalind Franklin’s infamous photo 51 of hydrated β-DNA
showed that it belonged to the monoclinic C2 space group and it had a diffraction
pattern characteristic of a helical structure. The symmetry properties of the C2 space
group implied that the DNA strand had a twofold symmetry axis. This piece of
symmetry information implied an intertwined pair of helices proceeding in opposite
directions. Model building based on putting together the base pairs through hydro-
gen bonds whilst maintaining the twofold symmetry axis contributed significantly to
the proposed structure by Francis Crick and James Watson (Table 1 gives details of
their Nobel Prize). The progress made in the subsequent 50 years takes us to the
2009 Nobel Prize which was awarded to Venkataraman Ramakrishna, Thomas Steitz
and Ada Yonath for “studies of the structure and function of ribosome”. A ribosome
consists of the related RNA molecule and associated proteins and is found in the
cytoplasm of living cells. Its biological function is to bind messenger RNA and
transfer RNA to synthesise polypeptides and proteins. Yonath achieved the impor-
tant tasks of producing the crystals, which are prerequisites of all diffraction
experiments, and Steitz managed to solve the structure of these important molecules,
and Ramakrishnan developed techniques which enabled the positions of single
atoms to be identified (Table 1 gives details of their Nobel Prize).

4 Early Development of X-Ray Crystallography [19–27]

Von Laue’s success depended more on intuition than careful analysis of the under-
lying physics because he had no equations to enable him to predict the possible
appearance of the interference pattern [18, 21]. Based on traditional optics, he did
not think that an interference pattern could result from white X-ray radiation,
because of the wide range of frequencies generated by the X-ray source. He hoped
that a crystalline sample with heavy atoms would produce a narrow band of
fluorescence radiation which would produce an interference pattern via a secondary
effect. William Lawrence Bragg the son of W.H. Bragg, a Professor of Physics at
Leeds and who had passed onto him an interest in X-ray phenomena, recognised this
flaw in his logic. The recent graduate in Natural Sciences at Cambridge speculated
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that perhaps what was happening in the Laue experiment was that the different
crystal planes which had geometric determined interplanar distances were selecting
out from the white radiation those frequencies which gave the observed interference
spots [19–23]. Moseley was more scathing in his criticism “The men who did the
work (the German experiments of passing X-rays through crystals) failed to under-
stand what it meant and gave an explanation which was obviously wrong. After
much work Darwin and I found the real meaning of the experiments” [21, 40].

William Henry Bragg’s interest in X-rays and γ-rays started round 1907, and he
was sceptical of Stoke and Thomson’s views that they were pulses of electromag-
netic radiation and favoured their description as neutral pairs of material particles.
Between 1885 and 1908, he was the Professor of Mathematics and Experimental
Physics at the University of Adelaide, Australia, and returned to England to take up
the chair at the University of Leeds. His son William Lawrence Bragg obtained a
first-class honours degree in Mathematics in 1908 in Adelaide and returned to the
England with his parents and enrolled at Trinity College Cambridge and obtained a
first-class honours degree in Natural Science in 1912. The father had conveyed his
enthusiasm for physics to his son, and they spent much time discussing his father’s
research and the recent developments in the study of X-rays. The combination of
genetic inheritance, his father’s interest in X-rays and a broad education in mathe-
matics and the physical sciences meant that Bragg Jr. appreciated more clearly than
the majority of 22 year olds the importance of von Laue’s publication on the
diffraction patterns of X-rays by crystals. In a remarkable example of synchronicity,
he made a singular contribution to the development of science in the twentieth
century. His interpretation of von Laue’s X-ray diffraction patterns set in train a
series of discoveries which enabled chemists to determine the structures of chemical
compounds at the atomic level for the first time. This resulted in X-ray crystallog-
raphy eventually becoming the most important physical technique for revealing the
structures at atomic resolution not only for simple salts and molecules but also
metals, alloys, ceramics, liquid crystals, hormones, vitamins and important classes
of biologically important molecules, viz., proteins, enzymes and nucleic acids.
Invariably, but not always, the structural determination resulted in a deeper under-
standing and interpretation of the function of the molecule. The Braggs were also
instrumental in developing techniques which enabled the technique to be applied to
increasingly complex species and ultimately to biological molecules. It was in
W.L. Bragg’s laboratories 40 years later, that Perutz and Kendrew solved the
structures of myoglobin and haemoglobin and Watson and Crick proposed the
structure of DNA. Many distinguished crystallographers received their training in
X-ray crystallography under his guidance as postgraduate students or postdoctoral
fellows. A more complete list of scientists who obtained Nobel Prizes for X-ray
crystallography and related techniques are summarised in Table 1. With P.P. Ewald
he was instrumental in setting up the International Union of Crystallography, which
provided an important forum for progressing the interdisciplinary nature of the
subject and the development of new techniques for obtaining X-ray crystallographic
structural information for an extraordinary range of materials which went on to shape
our century and provide the practitioners with the computer programmes and
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essential basic physical and mathematical procedures for accurately and reproduc-
ibly solving structures of ever increasing size and complexity.

Bragg Jr.’s undergraduate courses at Cambridge included theoretical and exper-
imental optics given by C.T.R. Wilson [21]. Wilson’s use of amplitude phase
diagrams to illustrate diffraction and interference would prove to be a particularly
important component of Bragg’s breakthrough. He had been made aware that when
white light fell on a diffraction grating, either it can be regarded as composed of all
light of all colours which are sorted out by the grating into a spectrum or it can be
regarded it as a regular pulse from which the grating manufactures a train of waves
which are concentrated by interference effects. Whilst at Cambridge he also become
familiar with the work of Pope and Barlow on the theory of crystal morphologies.
As he started his research project with Professor J.J. Thomson on the theory of
X-rays, he had a flash of inspiration. “As I was walking along the “Backs” by St
John’s College, I had a brainwave. X-ray diffraction could be considered in the same
way as the diffraction of light by a diffraction grating, with the sheets of atoms
playing the roles of the lines of a grating. As Authier has noted in his excellent book,
Early Days of X-ray Crystallography [21], Bragg repeated Laue’s calculation of the
indices h1, h2, and h3 of the spots on the published photograph using five different
wavelengths for the X-rays, but he found that there were other sets of three integers
which satisfied the interference requirement. Since this direction proved to be
fruitless, he made the alternative assumption that the incident beam was composed
of a wide range of wavelengths. If a pulse forms on a number of particles distributed
over a plane, these particles act as centres of disturbance, and the secondary waves
from them build up a wavefront, as if part of the pulse had been reflected from the
plane as in Huygens’ construction. Even if a minute part of the energy of a pulse is
reflected by each plane in succession, this could lead to a significant interference
maximum, because of the large number of parallel planes within the crystal [38–
40]. The path length difference of pulses striking two successive parallel planes is
2dsinθ (as shown in Fig. 6), and the waves reinforce each other when 2dsinθ ¼ nλ,
where n is an integer. The simplicity and elegance of this equation was immediately

dhkl

2 x dsin



Lattice planes

Fig. 6 The Bragg
construction for diffraction
by a three-dimensional
crystal with one set of
parallel lattice planes seen
edge on. For a cubic crystal
with cell dimension ¼ a
dhkl ¼ a/ (h2 + k 2 + l2)1/2
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recognised, and it has been described as Bragg’s law ever since [19, 20, 23]. Bragg
used the equation to reinterpret Laue’s published results and specifically for zinc
blende, ZnS, which Laue had assumed belonged to a simple cubic lattice. Barlow
and Pope’s previous optical work in developing the valence volume theory had
shown it belonged to a face-centred cubic lattice. Bragg obtained a perfect fit
between the observed and calculated diffraction spots for a face-centred cubic lattice,
and this analysis provided a cell dimension for the lattice. Figure 7 illustrates
schematically how different sets of planes with different dhkl spacings could select
different wavelengths to produce the observed spots in the observed diffraction
pattern. His interpretation also accounted for the way in which the diffraction
spots changed shape as the distance between the sample and the photographic
plate was increased. As a 22-year-old research student, William Bragg presented
his work to the Cambridge Philosophical Society in November 1912, and it was
published in full on February 13, 1913, with a shorter version of his results having
been published in December 2012 in Nature. He confirmed the reflective nature of
the diffraction process by studying thin laminar samples of mica, which was known
to form a layered structure which could be readily cleaved from more regular shaped
crystals and confirmed that the observed spacings of the spots were consistent with
the interference geometry illustrated in Fig. 6 and the individual spots satisfied the
Bragg equation.

William Bragg Sr. and Jr. joined forces in the winter of 1912–1913 to explore
more fully the possibilities of X-ray diffractometry. Bragg senior used his previous
experience with X-rays tubes and ionisation detection chambers to design an X-ray

d1

d2

d3 d4

a

a

Fig. 7 Lattice planes
projected onto the x,y plane
for a unit cell with
dimensions of a and α¼ 90�
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diffractometer, which resembled an optical spectrometer. The collimator was
replaced by a lead block pierced by a hole, and the crystal was mounted like a
prism on a rotating table, which could be rotated about a vertical axis. The X-rays were
detected by an ionisation chamber mounted in such a way that it could rotate around
the same vertical axis and connected to a Wilson gold-leaf electroscope. They esti-
mated from their studies on rock salt and pyrite that the wavelength of the X-rays is
0.89 � 10�8 Å. They noted the sharpness of the diffraction peaks and surmised that
the waves must occur in trains of great lengths and not in short pulses [21].

These experiments also established the field of X-ray spectroscopy and noted the
relationships between the spectra of successive elements in the periodic table. This
work was followed up by Moseley [41–43] who after working in Rutherford’s
Laboratory in Manchester returned to Oxford and showed using X-ray spectroscopy
that the atomic number, i.e. the number of electrons and protons in a neutral atom,
was the fundamental property of an element and not its atomic weight. This resulted
because he established the relationship between the frequencies of the lines in X-ray
spectra and the element’s atomic number. Moseley showed that the square root of the
frequencies of the corresponding lines in each spectrum increased by a constant
amount when passing from one element to the next using the order of the Mendeleev
periodic table except for nickel and cobalt. The X-ray spectrum of an element is
entirely determined by one integer N which is equal to the charge on the nucleus,
i.e. the atomic number of the element in the periodic table. This analysis led to
Moseley to predict elements which had not been previously characterised, i.e. the
elements technetium (43), promethium (61), hafnium (72) and rhenium (75). The
Braggs’ early work on crystallography recognised that different elements may
diffract the X-rays differently and initially associated this with the atomic weight
of the element, but subsequent results were consistent with Moseley’s
interpretation [21].

In that winter whilst Bragg Sr. was busy designing and supervising the construc-
tion of the X-ray spectrometer, Bragg Jr. worked with Pope and Barlow to familiar-
ise himself more fully with how optical crystallographers used Miller indices to
identify crystal faces and the definition of unit cells and space groups [21]. This
knowledge of classical crystallography and the permission to borrow crystals from
the Fitzwilliam Museum in Cambridge enabled the Braggs to solve the structures of
several key compounds and establish the general usefulness of the technique.
The early diffraction studies are summarised in Table 3 and underline how quickly
the subject developed between 1913 and 1933. Bragg noted in his study of ZnS that
the Miller indices of all the spots had indices which were either all even or all odd
and thereby established the usefulness of systematic absences in defining the space
group of a crystal. The use of systematic absences proved to be a very important
feature of early structural determinations. This led to a confirmation that the ZnS
structure was based on an infinite array of tetrahedra and led to a calculation of the
ZnS distance. By 1920 the structures of 50 elements and compounds had been
studied by this new technique although many of the major contributors had been
diverted to assist their governments in war-related activities between 1914 and 1918.
After the war the activity soon picked up, and by 1925 600 structures had been
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reported. Currently more than one million structures have been determined, and the
instrumental and computing advances which have made this possible are discussed
in subsequent chapters. As early as 1930, it was recognised that the increase in
structural information was going to create archival and accession problems for future
generations. R.W.G. Wyckoff made important contributions to addressing these
issues and providing mechanisms for efficiently disseminating structural informa-
tion. I shall return to this point later in subsequent chapter.

The Bragg’s structural determinations of diamond which showed that all the
carbon atoms had tetrahedral geometries confirmed the valency proposed initially
by Kekulé and supported by van’t Hoff and Lebel’s geometric interpretation of
optically active organic compounds [36, 37]. The consistency of tetrahedral geom-
etries in organic compounds has stood the test of time. The octahedral geometries of
the alkali metal halides derived from the diffraction experiments of the Braggs did
not receive such universal acceptance and highlighted the necessity of defining both
the co-ordination number and valency in inorganic compounds. The structures
determined for CsCl and CsF showing the presence of eight coordinate metal ions
required inorganic chemists to accept that alternative geometries were possible for
ions, even in closely related compounds. The greater complexity of inorganic
structural chemistry has remained a consistent pattern ever since and has led to a
closer degree of collaboration between inorganic chemists and X-ray

Table 3 Early key structural determinations [25, 26]

Year Description

1913 Structure of cubic salts NaCl, KCl and ZnS Bragg Jr

1913 Face-centred cubic diamond Braggs

1914 CaF2 (fluorite), FeS2 (pyrite), NaNO3, CaCO3 (calcite),
Ca/MgCO3 (dolomite), MnCO3 (rhodochrosite), FeCO3

(siderite)

Braggs

1914 Copper metal Bragg Jr

1914 Sulphur, quartz

1915 MgAl2O4 (spinel), Fe3O4 (magnetite), Sb2O3 (senarmonite),
NH4Cl

Bragg Sr

1916 TiO2 (rutile and anatase), SnO2 (cassiterite), graphite (powder
diffraction), ZrSiO4 (zircon), xenotime (YPO4)

Vegard

1917 Graphite, iron, magnesium, and related metals (powder diffrac-
tion), SnO2, chalcopyrite

Debye, Scherrer,
Hull, Williams

1919 Mn(OH)2 pyrochorite, Mg(OH)2 brucite, NaNO3, CsICl2 Aminoff

1920 ZnO (zincite), ZnS – hexagonal (wurtzite), NiAs (nickeline),
PbMoO4, CaWO4

Bragg Jr., Aminoff,
Dickinson

1921 [NH4]2[PtCl6] Octahedral transition metal co-ordination Wyckoff, Posnjak

1923 Hexamethylenetetramine N4[CH2]6 Dickerson,
Raymond

1928 Hexachlorobenzene C6Cl6 Lonsdale

1929–
1933

Hexamethylbenzene C6Me6, anthracene, naphthalene Lonsdale,
Robertson

Early History of X-Ray Crystallography 19



crystallographers. The Braggs’ elucidation of the structures of diamond and graphite
some years later led to the first structural confirmation of allotropy. A phenomenon is
recognised by Berzelius in the previous century [37]. Structural determinations in a
number of laboratories in Europe, USA and Japan proceeded at a rapid rate until
1914, when the outbreak of the First World War required many young scientists to
participate in their country’s war efforts. Henry Moseley andWilliam Henry Bragg’s
elder son sadly lost their lives whilst on active service. The structural studies of
simple salts led to a better understanding of how the sizes of the atoms could
influence the structures of salts and minerals. V.M. Goldschmidt was the first to
tabulate covalent and ionic radii and begin to develop the structural principles of
inorganic solid-state chemistry and lay the foundations of geochemistry [44].

In the 1916 papers, published independently by Kossel and Lewis, the funda-
mental descriptions of the chemical bond were defined [45–47]. They qualitatively
described for the first time the dual extremes of chemical bonding by introducing
ionic and covalent bonding types and suggested that the number of outer electrons of
an atom played a very important role in determining the valencies and oxidation
states of the elements [48]. Their ideas are still recognisable in current introductory
undergraduate courses in chemistry. This duality was based on either the transfer or
sharing of electrons to enable each atom to achieve an octet of electrons. Lewis’
non-quantum mechanical description and his classical formulation in terms of
localised electrons occupying the vertices of cubes reflected the influence of X-ray
diffraction studies, and Kossel’s description of electrons occupying circular orbitals
owed much to Bohr’s model for the hydrogen atom. Their descriptions gained
credence from the X-ray crystallographic structures which were determined during
this period.

The early structures utilised the classical knowledge of crystallography to assist
the interpretation of the diffraction patterns, and the high symmetry of the crystals
meant that the structures had few variable parameters. These early studies concen-
trated on well-formed crystals with high symmetries which could be solved readily
once the cell dimensions and the symmetry of the unit cell were determined.
Therefore, there was a concentration on inorganic crystals which established that
the salts had very symmetric infinite structures. This gave strong support for the
ionic description of chemical bonding proposed by Kossel. Support for Lewis’
covalent bonding description was obtained in the structural determinations of graph-
ite and diamond and those salts which had molecular anions, e.g. CO3

2� and NO3
�

salts (see Table 3). The first structure of a simple organic molecule, hexamethylene-
tetramine, was completed in 1923 and showed it had the high-symmetry
adamantane-related structure shown in Fig. 8. It crystallises in a body-centred
cubic lattice which means that there are few variables associated with solving the
structure and the high symmetry of the space group places each atom in a high-
symmetry site. The lack of strong scattering associated with the hydrogen atoms
meant that the tetrahedral geometries at carbon had to be implied rather than
determined, and it was not until neutron diffraction was established after World
War 2 that the positions of the hydrogen atoms were accurately located.
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The first formal use of the space group classifications was made by Nishigawa in
1915 [49], and Niggli’s “Geometrische Kristallographie des Diskontinuum” was
widely used at this early stage of X-ray crystallography as an introductory guide
[50]. In 1935 International Tables for the Solution of Crystal Structures edited by
Hermann-Mauguin [51] and related publications IUCr proved to be invaluable for
those entering the field. The crystals of common organic compounds provided
arrangements of atoms, and their locations could be defined by X-ray diffraction
which had profound and less easily surmountable problems because they belonged
to primitive and monoclinic space groups, and consequently their diffraction patterns
did not have the high symmetries observed for cubic and hexagonal crystals. The
monoclinic space groups P21/c and C2/c are statistically very prevalent in the
structural chemistry of organic, organometallic and co-ordination chemistry.

The scattering abilities of carbon, hydrogen, oxygen and nitrogen, the common
constituents of organic compounds, mean that they do not diffract as effectively as
the atoms with higher atomic numbers. In addition, since each lattice point was
associated with a molecule rather than an atom, the number of variables required to
solve the structure increased rather rapidly as a function of the number of atoms. The
structures of the first benzene derivatives were not reported until the late 1920s [52]
(see Table 3). These showed that the C–C bonds in the benzene ring were all equal
and shorter than those in diamond confirming Kekulé’s model. The structure of
[NH4]2[PtCl6] established the octahedral geometry around platinum, and it provided
the first structural confirmation of Werner’s theory of co-ordination compounds and
encouraged the development of the dative bond notation in such compounds
[53, 54].

5 Basic Physics

The basic physics underlying the scattering of X-rays was developed mainly by
Darwin and Ewald around 1914 [55]. Initially Darwin established the mathematics
associated with scattering by a single atom which was not affected by other
neighbouring atoms and subsequently extended to scattering by successive planes
of atoms which yielded results which Ewald had derived in his dynamic theory of
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Fig. 8 Structure of
hexamethylenetetramine
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scattering. Qualitatively the scattering of X-rays results from the oscillation of the
electrons in atoms which interact with the incoming electromagnetic waves of
X-rays. Atoms with higher atomic numbers scatter more effectively because they
have more electrons circulating the nucleus. The extent of scattering depends not
only on the electron density distribution but also on the angle between the incoming
X-rays and the diffraction plane, i.e. the scattering is larger in the forward direction
and smaller in the reverse direction. The distribution of electron density in the plane
involved in the Bragg reflection is expressed using a Fourier analysis which depends
on the co-ordinates of the atoms and the scattering factors of the atoms located in that
plane. These are summed over all the atoms in the unit cell, and the quantity is
described as the structure factor Fhkl. The intensity of the diffraction spot is related to
|Fhkl|

2. The Fourier methods were introduced in 1925 by W. Duane and
R.J. Havighurst [56–57] who also modelled the thermal vibrations of the atoms.
The measurement of the integrated intensities of the diffraction spots became
possible either from the photographic data or by using more sophisticated X-ray
measurements. Least squares methods were also developed in order to refine at the
positional and thermal parameters and minimise the difference between the calcu-
lated and observed intensities. Initially the complexity of the calculations limited the
number of variables, and it was not until the 1950s that computer programmes were
developed to facilitate these calculations. Many of these programmes originated
from the Oak Ridge National Laboratory, USA. The first 2D Fourier projections of
the atomic densities were published in 1929 by Zachariason [58]. This procedure
was extended by Lipson and Beevers [59] for the calculation of electron density
difference maps in two dimensions based on Fourier analysis which proved partic-
ularly useful for solving the structures of organic molecules. Numerical methods
were rapidly developed for the summation of Fourier syntheses optically by Bragg
and mechanically using Beevers-Lipson strips.

The phase problem constitutes a fundamental limitation in X-ray crystallography
which is ultimately related to the nature of measurement in quantum mechanics.
X-ray detectors such as photographic plates or, in the modern age, charge-coupled
devices (CCDs) measure only the intensity of the X-rays that hits them. This
measurement is incomplete because an X-ray wave not only has an amplitude
(related to the intensity) but also a phase, which is systematically lost in the
measurement. In diffraction or microscopy experiments, the phase part of the
wave often contains valuable information on the structure of the specimen. In
X-ray crystallography, the diffraction data when properly assembled gives the
amplitude of the 3D Fourier transform of the molecule’s electron density in the
unit cell. If the phases are known, the electron density can be calculated by Fourier
syntheses [60, 61].

The Patterson method directly determines the positions of heavy atoms, which
diffract the X-rays more effectively, in a structure [60, 61]. The Patterson function
calculates the interatomic vectors and is dominated by those vectors between the
heavy atoms. If the positions and scattering factors for these atoms are introduced
into the Fourier calculation, because their phases dominate, then the resultant
difference electron density map reveals other lighter atoms in the structure. The
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Patterson method was ideal for studying the structures of organometallic and
co-ordination compounds which were studied extensively after the discovery of
ferrocene in 1953. In these compounds, the heavy metals dominate the calculated
Patterson functions, and their co-ordinates in the unit cell can be calculated from the
initial Patterson function. Insertion of these co-ordinates in the Fourier synthesis
calculation leads to an initial set of phases for the electron density map. This set of
phases is applied to the original amplitudes, and an improved electron density map is
derived, which shows the positions of the lighter atoms. This process is repeated
until an error term (usually Rfree) has stabilised to a satisfactory value.

This technique was also widely used to determine the structures of organic and
biologically important molecules. Dorothy Hodgkin’s structural analysis of penicil-
lin during World War 2 was made on metal salts of the penicillin anion. Hodgkin
received the first penicillin crystals in autumn 1943 from the US pharmaceutical
company Squibb, who had obtained high-quality crystals of benzylpenicillin (later
known as penicillin G) as the sodium salt. Hodgkin made the potassium and
rubidium salts so that she could compare the three different diffraction patterns. In
the 1950s her determination of the structure of vitamin B12 was made possible
because it is a co-ordination compound of cobalt which dominates the scattering.
She also pioneered with Perutz and Kendrew the technique which introduced
isomorphous heavy metal salts into protein crystals whilst retaining their isomor-
phous character in order to solve these complex structures. They were awarded
Nobel Prizes in 1962 and 1964 for these contributions (see Table 1).

The 1953 monograph, “Solution of the Phase Problem I. The Centrosymmetric
Crystal”, by Karle and Hauptman contained the essential ideas necessary for solving
the phase problem by direct methods [62, 63]. They were based on probabilistic
methods and in particular the joint probability distributions of several structure
factors. The direct method estimates the initial phases and expanding phases using
a triple relation (A trio of reflections in which the intensity and phase of one
reflection can be explained by the other two). A number of initial phases are tested
and selected by this method. With the development of computers, the direct method
became the most useful technique for solving the phase problem and is very widely
used. In this monograph they also introduced the concepts of the structure invariants
and semi-invariants, special linear combinations of the phases, and used them to
devise recipes for origin specification in all the centrosymmetric space groups. The
extension to the non-centrosymmetric space groups was made some years later. In
the 1980s the problem of combining the traditional techniques of direct methods
with isomorphous replacement and anomalous dispersion facilitated the solution of
macromolecular crystal structures. For molecules whose crystals provide reflections
in the sub-Ångström range, it is possible to determine phases by brute force methods,
testing a series of phase values until spherical structures are observed in the resultant
electron density map. This works because atoms have a characteristic structure when
viewed in the sub-Ångström range. The technique is limited by processing power
and data quality. For practical purposes, it is limited to “small molecules” because
they consistently provide high-quality diffraction with very few reflections. In
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1985 J. Karle and H.A. Hauptman were awarded the Nobel Prize for developing
these direct methods for solving crystals structures.

Another powerful solution technique is the multi-wavelength anomalous disper-
sion (MAD) method [64]. In this technique, atoms’ inner electrons absorb X-rays of
particular wavelengths and reemit the X-rays after a delay, inducing a phase shift in
all of the reflections, known as the anomalous dispersion effect. Analysis of this
phase shift (which may be different for individual reflections) results in a solution for
the phases. Since X-ray fluorescence techniques (like this one) require excitation at
very specific wavelengths, it is necessary to use synchrotron radiation when using
the MAD method. Other methods of experimental phase determination include
multiple isomorphous replacement (MIR), where heavy atoms are inserted into
structure (usually by synthesising proteins with analogues or by soaking), molecular
replacement (MR) and single-wavelength anomalous dispersion (SAD).

The phenomenon of anomalous dispersion also had an important role in showing
how X-ray crystallography could be used to determine the absolute configurations of
optically active enantiomers of organic molecules. Compounds containing asym-
metric carbon atoms have enantiomeric isomers of opposite chiralities which rotate
polarised light in opposite directions. The enantiomeric forms of the D- and L-
glyceraldehyde enantiomers based on tetrahedral carbon were shown at the top of
Fig. 9 and their Fisher projections below. It was not possible to decide which of the
two possible configurations corresponds to the isomer rotating the plane of light to
the right. The assignment of the D-formula to the compounds with the positive
rotation was made by Fisher, and in 1951 the assignment was confirmed experimen-
tally by Bijvoet using X-ray crystallography. The anomalous dispersion properties of
the X-rays were used to determine the absolute configuration.

Although the discussion above has emphasised the regular periodic nature of
crystals developed from classical studies, these ideas played an important part in the
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Fig. 9 The enantiomeric
forms of the D- and L-
glyceraldehyde enantiomers
based on tetrahedral carbon
were shown at the top and
their Fisher projections
below. The assignment of
the D-formula to the
compounds with the
positive rotation was made
by Fisher, and in 1951 the
assignment was confirmed
experimentally by Bijvoet
using X-ray crystallography.
The anomalous dispersion
properties of the X-rays
were used to determine the
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[64, 65]
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development X-ray crystallography. In recent years it has been discovered that it is
also possible to form quasi-periodic crystals (quasicrystals), which have a structure
that is ordered but not periodic. A quasicrystalline pattern can continuously fill all
available space, but it lacks translational symmetry. According to the classical
crystallographic restriction theorem, crystal lattices can only possess two-, three-,
four-, and sixfold rotational symmetries. The Bragg diffraction pattern of quasicrys-
tals shows sharp peaks with other symmetry orders, e.g. fivefold rotational symme-
try. Aperiodic tilings were discovered by mathematicians in the early 1960s, and,
some 20 years later, they were found to apply to the study of natural quasicrystals.
The discovery of these aperiodic forms in nature has produced a paradigm shift in the
fields of crystallography. In 1982 the materials’ scientist Dan Shechtman observed
that certain aluminium-manganese alloys produced the unusual diffractograms
which today are seen as diagnostic of quasicrystalline structures. In 2009 after an
extensive search, icosahedrite a naturally occurring mineral was shown to be a
quasicrystal. Dan Shechtman was awarded the Nobel Prize in Chemistry in 2011
for his research in this area (see Table 1).

6 Spectacular Growth of Structural Data

By 1920 the structures of 50 elements and compounds had been studied by this new
technique although many of the major contributors had been diverted to assist their
governments in war-related activities between 1914 and 1918. After the war the
activity soon picked up and by 1925 600 structures had been reported. Currently
more than one million structures have been determined, and the instrumental and
computing advances which have made this possible are discussed in subsequent
chapters. As early as 1930, it was recognised that the increase in structural informa-
tion was going to create archival and accession problems for future generations.
R.W.G. Wyckoff made important contributions to addressing these issues and
providing mechanisms for efficiently disseminating structural information [66].

These developments in theoretical chemistry provided the intellectual framework
for chemistry over the last century and led to its exponential expansion into a wide
range of new areas. The growth of chemistry can be appreciated by the following
statistics. The Chemical Abstracts Service has estimated that it contains information
on 100 million organic and inorganic compounds, and the Cambridge Structural
Database (CSD) currently has crystallographic data on over a million inorganic and
organic compounds. Only 4,500 structures had been solved and documented
between 1923 and 1962 and formed the basis of the original database. Olga Kennard
was the driving force behind setting up the original database. It is both a repository
and a validated and curated resource for the three-dimensional structural data of
molecules generally containing at least carbon and hydrogen. This means that it
covers a very wide range of organic, metal-organic, organometallic and
co-ordination molecules submitted by crystallographers and chemists from around
the world. The database now contains more than a million entries. The specific
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entries are complementary to the other crystallographic databases such as the Protein
Data Bank (PDB), Inorganic Crystal Structure Database and the International Centre
for Diffraction Data. Generally the entries are derived from X-ray crystallography,
but it also has data based on electron and neutron diffraction. The other important
databases for small molecules are the Crystallography Open Database and the
Inorganic Crystal Structure Database. The Biological Macromolecular
Crystallisation Database, the Protein Data Bank and the Nucleic Acid Database
provide structural information on systems of biological importance.

A similar database has been developed for powder X-ray diffraction studies. The
organisation was founded in 1941 as the Joint Committee on Powder Diffraction
Standards (JCPDS). The International Centre for Diffraction Data (ICDD) was set
up in 1978 and maintains a database of powder diffraction patterns. The Powder
Diffraction File (PDF) includes the d-spacings and relative intensities of observable
diffraction peaks for the samples. It has been designed to work with a diffractometer
to identify unknown materials. With every entry, the database also contains biblio-
graphic references, chemistry descriptions, structural classifications, crystallo-
graphic and physical properties. It also includes data on minerals and organic and
pharmaceutical compounds. The 2019 release contains 893,400 unique data sets
obtained from powder diffraction studies.

7 Related Diffraction Techniques

7.1 Introduction

Major contributions were made to the development of diffractometer and the con-
version of the raw diffraction data into a model of the underlying atomic structure in
the crystal, and within 50 years, X-ray crystallography had matured from solving the
structures of simple inorganic salts to the determination of the structures of proteins,
enzymes and nucleic acids (resulting in the development of molecular biology) and
the elucidation of the structures of semiconductors, super-conductors, stereoregular
polymers and new catalysts tor the interconversion of hydrocarbons (resulting in the
subdisciplines of metallurgy and materials science) [5–14]. The discovery that the
diffraction of X-rays could be used to unravel the secrets of crystals prompted
physicists to explore the possibility that other atomic particles could generate
diffraction patterns from inorganic crystals, liquids and gases. The contributions of
Arthur Compton and Louis de Broglie (see Table 1) proved to be particularly
important because they conclusively showed that all atomic particles have wave
and particle properties and thereby completed Planck and Einstein’s earlier work.
Specifically, de Broglie proposed that the wavelength, λ, of an atomic particle with
mass m and velocity v was connected by the following deceptively simple equation:
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λ ¼ h=mv

where h ¼ Planck’s constant.
The X-rays used in diffraction studies have a wavelength of ca 100 pm (Cu Kα:

λ ¼ 154 pm), and the calculated wavelength of 10 kV electrons is 12.2 pm and
decreases to 2.5 pm for 200 kV electrons. Electron diffraction was confirmed 3 years
later in 1927 by two independent experiments. At the University of Aberdeen,
G.P. Thomson and his colleague A. Reid passed a beam of electrons through a
thin film of celluloid and observed the predicted interference patterns. In the Western
Electric Laboratories (subsequently the Bell Laboratories), C. J. Davisson and L. H.
Germer guided their beam under vacuum conditions through crystalline nickel and
obtained a diffraction pattern. In 1927 and 1929, Compton and de Broglie were
awarded the Physics Nobel Prizes, and in 1937 Thomson and Davisson shared the
Nobel Prize for Physics (see Table 1) for their experimental verification.

The development of the atomic bomb as part of the Manhattan project put the
study of neutrons at centre stage, and neutron sources became more widely available
to scientists through the commissioning of nuclear reactors. The possibility that
neutrons may give diffraction patterns related to those which had been observed by
Laue was investigated at the end of World War 2. The first neutron diffraction
experiments were carried out in 1945 by Ernest Wollan using the graphite reactor at
Oak Ridge National Laboratory, Tennessee, USA. He and Clifford Shull established
the basic principles of the technique and applied it successfully to many different
materials, e.g. the structure of ice and the microscopic arrangements of magnetic
moments in materials. Shull was awarded the 1994 Nobel Prize and shared it with
Bert Brockhouse for his development of neutron inelastic scattering (Table 1).

Since diffraction data can be obtained using X-rays, electrons and neutrons, it is
useful to summarise the relative advantages and disadvantages of these three impor-
tant structural techniques [67]. If the primary interest is to determine the positions of
the atoms in a structure – X-ray diffraction is the preferred option because it is a
relatively cheap technique; the diffractometers and X-ray sources are readily avail-
able from a range of international suppliers, and the computer programmes have
ensured a rapid and seamless conversion of data into a description of the contents of
the unit cell. The development of national synchrotron sources has created X-ray
sources with high fluxes and with a small range of frequencies which makes it
possible to study very small crystals which have large unit cells. Elements with low
atomic numbers do not scatter the X-rays well, and consequently very light elements
and especially hydrogen are difficult to locate accurately with X-rays [67, 68]. Struc-
tures containing atoms with large but similar atomic numbers can also create
difficulties because it is difficult to distinguish atoms with similar structure factors,
e.g. platinum and thallium [69], in large metal carbonyl clusters. Since X-rays are
strongly attenuated as they pass through the walls of furnaces and cryostats, it proved
to be more challenging to design equipment and to study the effects of temperature,
pressure and other sources of electromagnetic radiation around the crystal target.
Variable temperature and even high-pressure studies are now fairly routine since the
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development of open flow cryostats (for temperature) and diamond anvil cells (for
pressure).

Since electrons are negatively charged, they interact with both the electrons and
nuclei of atoms in the diffraction process. The electron beam sources are relatively
common, and the high fluxes mean that relatively small crystals can be studied using
electron diffraction. It is particularly effective for studying thin samples. The wave-
length can be readily tuned through the de Broglie expression, and the use of small
wavelengths leads to more information from the diffraction experiment. Radiation
damage of the crystals does occur and can be unacceptably high, and it is possible to
reduce these effects by doing the experiments at very low temperatures. It is difficult
to get useful information from electron diffraction studies of crystals which have
magnetic centres because the electrons are also deflected by the local magnetic
fields.

Neutrons have zero charge, and consequently furnaces and cryostats can be
placed around the crystal target and not attenuate the neutron beam greatly. Once
a neutron reactor was up and running, the costs of the neutrons and their costs and
those for the adaptation of facilities are not prohibitive. These days, the majority of
neutron studies are carried out at neutron spallation facilities (e.g. Oak Ridge and
ISIS) where the neutrons can effectively be switched on and off and there is no
longer the need to use a reactor in the old sense of the word. Neutrons have a
magnetic dipole moment, and therefore they are ideal for probing magnetic struc-
tures [67]. In recent decades, they have been very useful for studying antiferromag-
netic superstructures in transition metal oxides [70]. Neutron techniques have probed
the vibrational, magnetic and lattice excitations (dynamics) of materials by measur-
ing changes in the neutron momentum and energy simultaneously. The nuclear
interactions between the neutrons and the nuclei in molecules are not large, and
therefore relatively large crystals are required. It is particularly useful for studying
compounds containing light atoms and in particular hydrogen and deuterium. This
makes it suitable for studying organic polymers and biomolecules. The available
fluxes are relatively low compared with those for X-rays, but their wavelengths can
be changed over a wide range, and this means that they can be tuned to match the
atomic spacings of particular interest in the crystal. The neutrons represent a
relatively non-destructive probe, and the nuclear-neutron interactions are relatively
easy to calculate.

7.2 Powder X-Ray Diffraction

Recording the diffraction patterns for single crystals using the Bragg condition was
time-consuming because it required each diffraction spot to be measured individu-
ally. An obvious development was to study the effect of rotating the crystal or
studying crystalline samples consisting of a very large number of small crystals
randomly orientated, i.e. a finely ground powder. Powder X-ray diffraction was
independently discovered by Paul Scherrer and Peter Debye in Göttingen, Germany,
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and by Albert Hull at the General Electric Laboratories, Schenectady, USA [71–
73]. In 1913 Debye had published papers which calculated the influence of lattice
vibrations on the diffracted intensity (the Debye factor), and, in February 1915, he
calculated the intensity of a diffracted beam for a random distribution of molecules.
This encouraged him to propose to his student Paul Scherrer that he try and observe
the diffraction of X-rays by a crystalline powder. They obtained very sharp lines
when they studied the diffraction pattern from powdered LiF, and related studies on
other halide salts confirmed the usefulness of the technique and also demonstrated its
ability to show the presence of impurities. They also studied graphite and proposed
that it belonged to a trigonal space group. In 1918 they published a very important
analysis which calculated the effect of grain size on the line broadening of the
powder diffraction patterns. The same year, Debye and Scherrer deduced from the
analysis of the intensity of the diffraction lines that, in LiF, one valence electron is
shifted from the lithium ion to the fluorine ion, a first step towards the study of
electron density with X-ray diffraction. This area has attracted much interest in
recent years because of the increased accuracy of the structural data and the ability
to calculate the electron density distribution in molecules with great accuracy [74].

Hull [71, 72] did not have access to a single crystal of iron but discovered that he
could obtain a good diffraction pattern from iron filings and interpreted the data on
the basis of a body-centred cubic lattice. Observing the decrease in intensity with
increasing Bragg angle, Hull concluded that the X-rays were diffracted by the
electron cloud around the nucleus, and not by point diffraction centres. Diffraction
by powders thus led both Debye and Scherrer and Hull to make observations of a
fundamental nature. Hull then undertook an impressive series of 26 structure deter-
minations of elements including Al, Ni, Li, Na and graphite. Debye and Scherrer had
concluded that graphite was trigonal, but Hull’s reinvestigation showed that it is
hexagonal and based on layers of carbon atoms.

If a flat detector is placed perpendicular to the incident beam, on the opposite side
of the sample, the set of reflections from the multiple crystals appear as continuous
circles. The overall result is a set of concentric circles with radii governed by the
Bragg equation. Therefore, the information obtained is identical to that gained from
the conventional Bragg experiment, i.e. the unit cell dimensions and unit cell
symmetry are in principle identical. The net effect of using powder sample rather
than a single crystal is to effectively compress the information into a
one-dimensional output where the only variable is θ. This technique proved to be
particularly useful for studying minerals and solid-state inorganic compounds which
crystallised in high-symmetry space groups. For high-symmetry crystals, it is pos-
sible to assign each circle a unique Miller index and measure its intensity. The unit
cell structure can then be solved from these data [75–77]. The compression of the
data in this way can be problematic when the diffraction circles for different (h,k,l)
reflections have similar values of θ. This is particularly problematic for monoclinic
and triclinic crystals. The technique proved to be very useful for studying interre-
lated isomorphous compounds with the same stoichiometry and was very effectively
developed by Goldschmidt to study minerals and solid-state compounds [44]. Within
a few years, this group had solved the structures of more than 200 structures
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containing 70 elements and used the structural data to define the characteristic ionic
and covalent radii of the atoms in the compounds. For the synthetic solid-state
chemists and physicists, the technique proved to be invaluable for determining
whether the powder was pure. The impurity could also be identified if its diffraction
data had been recorded previously, and its relative concentration could also be
established from the intensities of the lines [75–77].

It also enabled chemists to rapidly measure how the cell dimensions and perhaps
the phase of the crystal changed as a function of temperature. Such studies were of
great importance in the development of metallurgy during the twentieth century.
Powder diffraction was quickly adopted because it did not require specimens which
formed large crystals, and many samples could be studied rapidly. It was widely
applied in mineralogy, petrology, metallurgy and materials science. One of the
difficulties of the method lies in the indexation of the diffraction lines for samples
which crystallised in lower-symmetry space groups. The determination of more
complex structures had to wait for the development of new refinement techniques
[78, 79]. This led to a complete renewal of the powder diffraction method, with
applications to the study of different classes of new materials in chemistry, materials
science and biology. The X-ray powder diffraction file now contains nearly a million
entries. In recent years increased computer speeds and more sophisticated
programmes have made it possible to use the technique for more complicated
organic and organometallic compounds.

The diffraction lines in a powder diagram are also very sensitive to the degree of
perfection of the crystal. A general analysis, taking distortions within the grains into
account, was given by A. R. Stokes and A. J. C. Wilson [80, 81]. The profile of the
lines depends both on the size of grains, as mentioned above, and on the distribution
of defects. B. E. Warren and his school studied in the 1950s the influence of online
shape of microtwins and stacking faults such as those introduced during cold
working of metals and alloys. During annealing of these materials, the grains
recrystallise along preferred orientations, their size increases, and the diffraction
lines become discontinuous [82, 83].

7.3 Neutron Diffraction

The de Broglie equation established that neutrons generated in a nuclear reactor
(or more recently a spallation source) had wave lengths in the same range as that
established for X-rays and consequently could also be diffracted by crystals. The
high initial cost of neutron sources and the diffracted intensities are rather weaker
than those obtained with X-rays because the diffraction centres are not the electrons
but the nuclei. Neutron diffraction has proved to particularly useful for locating
hydrogen atoms in structures because the hydrogen atom has only a single electron
and it is not a strong diffraction centre [84–88]. Since the nuclei and the neutron are
both small, significant scattering only occurs when the neutron is close to the
nucleus. The advantage is that the scattering does not fall off with Bragg angle as
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steeply as X-rays. There is no simple relationship linking the scattering factors of
atoms and their place in the periodic table. This makes it necessary to use larger
crystals than those commonly used in X-ray diffractions studies, but nonetheless it
has proved invaluable for determining the geometries of metal hydrides’ agostic
interactions involving C–H bonds and transition metals, the location of bridging
hydrides in boranes and carboranes and molecules exhibiting hydrogen bonding
interactions [85, 86]. Although the scattering power of an atom is directly related to
the number of electrons in the neutral atom, there is no simple relationship between
the neutron scattering power and the atomic number. The neutron scattering powers
vary erratically, and there may be large differences between adjacent atoms, and
different isotopes of the same atom may show different scattering powers. The phase
of the scattering may have positive and negative signs, for example, D has a positive
scattering factor of 6.7, whereas for hydrogen it is �3.7. To generalise neutron
diffraction is very useful for locating the positions of light atoms more accurately,
e.g. the location of H and D in partially deuterated compounds. The technique has
proved to be particularly important for studying and defining the nature of the
interactions in hydrogen-bonded systems [89–94]. For such studies the bond length
involving hydrogen determined from neutron data will differ from that derived from
X-ray data because the former locates the nucleus, whereas the latter locates the
electron density which is not completely localised on the hydrogen but shifted
towards the atom to which it is bonded as a result of covalency effects. For example,
a C–H bond which has a length of 1.08 Å in a neutron study would have length of
0.98 Å by X-ray diffraction.

More generally the careful determination of a structure using X-ray and neutron
data may be used to more carefully map the electron density and lead to conclusions
about bonding effects. However, it must be noted that if the valence electrons
represent only a small amount of the total number of electrons, then these studies
have to be completed with great care [90–95]. The neutrons define accurately the
positions of the nuclei, and the X-ray data provides information concerning the
distribution of electron density throughout the molecule and consequently provides
an insight on how the electron density has been modified as a result of ionic and
covalent bonding effects. This area which was pioneered by P. Coppens [95, 96] and
many of these studies have used the R. Bader’s quantum mechanical analysis of the
topology of the electron density function for interpreting the three-dimensional space
electron density [97, 98].

Although neutrons are uncharged, they carry a magnetic moment and therefore
interact with magnetic moments associated with the target crystal, including those
arising from the electron cloud around an atom. Neutron diffraction can therefore
reveal the microscopic magnetic structure of a material. Magnetic scattering does
require an atomic form factor as it is caused by the much larger electron cloud around
the tiny nucleus. The intensity of the magnetic contribution to the diffraction peaks
will therefore decrease towards higher angles [99].

One major advantage of neutron diffraction over X-ray diffraction is that the latter
is rather insensitive to the presence of hydrogen (H) in a structure, whereas the nuclei
1H and 2H (i.e. Deuterium, D) are strong scatterers for neutrons. The greater

Early History of X-Ray Crystallography 31



scattering power of protons and deuterons means that the position of hydrogen in a
crystal and its thermal motions can be determined with greater precision by neutron
diffraction. The structures of metal hydride complexes, e.g., Mg2[FeH6] and
K2[ReH9], have been assessed by neutron diffraction [86, 95]. The neutron scatter-
ing lengths bH ¼ �3.7406(11) fm [8] and bD ¼ 6.671(4) fm, [13a] for H and D,
respectively, have an opposite sign, which allows the technique to distinguish them.
In fact there is a particular isotope ratio for which the contribution of the element
would cancel; this is called null-scattering.

It is undesirable to work with the relatively high concentration of H in a sample.
The scattering intensity by H-nuclei has a large inelastic component, which creates a
large continuous background that is more or less independent of scattering angle.
The elastic pattern typically consists of sharp Bragg reflections if the sample is
crystalline. They tend to drown in the inelastic background. This is even more
serious when the technique is used for the study of liquid structure. Nevertheless,
by preparing samples with different isotope ratios, it is possible to vary the scattering
contrast enough to highlight one element in an otherwise complicated structure. The
variation of other elements is possible but usually rather expensive. Hydrogen is
inexpensive and particularly interesting, because it plays an exceptionally large role
in biochemical structures and is difficult to study structurally in other ways.

7.4 Electron Diffraction

It was noted earlier that in the early days the determination of the structures of
molecular organic and organic compounds by X-ray diffraction proved problematic
because of the phase problem. Electron diffraction proved to be very important
between 1920 and 1960 for establishing the structures of small organic and inorganic
molecules [100]. The only constraint was that the molecule had to be sufficiently
volatile to generate a good concentration of molecules in the gas phase. When a
monochromatic beam of electrons is used with molecules in the gas phase it interacts
only at the point where the beam crosses. The electrons are scattered mainly by
interactions with the electric fields of the atomic nuclei contained in the molecule,
and the proportion of electrons scattered is large (larger than those for X-rays and
much larger than those for neutrons [101–103]. The data are collected within a
matter of seconds or at most minutes. However, the intensity of the scattering falls
off rapidly with the scattering angle. In a gaseous state, the molecules are randomly
orientated, and therefore the diffraction pattern consists of diffuse concentric rings
and is described simply of intensities as a function of scattering angle. For a
polyatomic molecule, the total molecular scattering is the sum of the components
of each pair of atoms on the molecule, i.e. for a triatomic molecule there are three
components, 6 for 4 atoms, 10 for 5 atoms and 1,225 for 50 atoms. Thus, only
relatively simple molecules can be completely structurally characterised by electron
diffraction in the gas phase. The data is more amenable to analysis if the molecules
are highly symmetric. It is possible to combine information obtained from other
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sources, such as rotational spectra, NMR spectroscopy or high-quality quantum
mechanical calculations with the electron diffraction data, if the latter are not
sufficient to determine the molecule’s structure completely. This makes it ideal for
studying small molecules, and Pauling and his colleagues at the California Institute
of Technology used the technique very extensively in the 1930s and 1940s to enlarge
the chemists’ structural database. References [104–116] provide examples of typical
applications.

Organic molecules studied include acrolein, glyoxal, butadiene, ethylene, 1,3,5-
cis-hexatriene, 1,3,5-trans-hexatriene, 2,3-dimethylbutadiene and 3,4-dimethyl-1-
2,4-hexadienes. Some systems involving triple bonds which were also studied are
acrylonitrile, vinyl acetylene, cyanogen, diacetylene and dimethylacetylene.
Strained ring compounds studied include norbornadiene, 1,4-dichloronorbornane,
bicyclo-[1,1, l]-pentane, bicyclo-[2.1.0] pentane, spiropentane, bicyclo-[3.1.1]-hep-
tane, bicyclo-[2.1.1] hexane, 4-chloronortricyclene, bullvalene, hexamethyl Dewar
benzene, hexafluoro-Dewar benzene, bicyclo-[2.2.2]-octane and triethylenediamine.
It proved to be particularly useful for defining changes in dimensions and bond
angles for isostructural molecules. For example, the C–C bond length in C2F4, C2H4,
C2Cl4 and C2Br4 were shown to correlate with the stretching force constant. Fig-
ure 10 gives examples of simple inorganic molecules which were studied, and the
bond length differences have been discussed by Haaland [107].

In the area of organometallic chemistry [109, 110], cyclopentadienyl compounds
of the main group and transition metals have been extensively studied. In iron and
ruthenium dicyclopentadienyl, the rings appear to be eclipsed (D5h), but the barrier
to internal rotation is only 1 kcal/mol. In dicyclopentadienylnickel and
dicyclopentadienylmanganese, essentially free rotation was observed. In lead and
tin cyclopentadienyl, the metal atom is so bulky that the rings are no longer parallel
and are tilted relative to each other by 45 and 55�, respectively. Bartell was
instrumental in testing the ideas of Nyholm and Gillespie by determining numerous
structures of central atom molecules [114–116]. The structures of a number of
central atom molecules with three, five, six and seven substituent groups have
been investigated by electron diffraction, and the results have proven to be useful
in testing various bonding theories. It is not essential to undertake the studies at
ambient temperatures, and high-temperature species have been studied, for example,
As4, AsI3 and GaI3. The ED patterns for all of the dihalides of Be, Mg, Ca, Sr, Ba,
Zn, Cd and Hg with the exception of HgF2 have been obtained and the bonded
distances and angles determined. The angular nature of the heavier Group 2 metal
halides has resulted in extensive theoretical speculations [107, 108].

Low-energy electron diffraction (LEED) is a technique for the determination of
the surface structure of single-crystalline materials by bombardment with a colli-
mated beam of low-energy electrons (20–200 eV) and observation of diffracted
electrons as spots on a fluorescent screen.

LEED may be used in one of two ways:

1. Qualitatively, where the diffraction pattern is recorded and analysis of the spot
positions gives information on the symmetry of the surface structure. In the
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presence of an adsorbate, the qualitative analysis may reveal information about
the size and rotational alignment of the adsorbate unit cell with respect to the
substrate unit cell.

2. Quantitatively, where the intensities of diffracted beams are recorded as a func-
tion of incident electron beam energy to generate the so-called I-V curves. By
comparison with theoretical curves, these may provide accurate information on
atomic positions on the surface at hand.

Reflection high-energy electron diffraction (RHEED) is a technique used to
characterise the surface of crystalline materials. RHEED systems gather information
only from the surface layer of the sample, which distinguishes RHEED from other
characterisation methods for materials that also rely on diffraction of high-energy
electrons.

7.5 Electron Microscopy

An electron microscope is a microscope that uses a beam of accelerated electrons as
a source of illumination. As the wavelength of an electron can be up to 100,000 times
shorter than that of visible light photons, electron microscopes have a higher
resolving power than light microscopes and can reveal the structure of smaller
objects but not quite at the atomic scale. Electron microscopes use shaped magnetic
fields to form electron optical lens systems that are analogous to the glass lenses of
an optical light microscope. Electron microscopes are used to investigate the ultra-
structure of a wide range of biological and inorganic specimens including microor-
ganisms, cells, large molecules, biopsy samples, metals and crystals. Industrially,
electron microscopes are often used for quality control and failure analysis. The
technique was pioneered in 1933 by Ernst Ruska, and he was awarded a Nobel Prize
in 1986. Modern electron microscopes produce electron micrographs using
specialised digital cameras and frame grabbers to capture the images. The transmis-
sion electron microscope (TEM) uses a high-voltage electron beam to illuminate the
specimen and create an image. The electron beam is produced by an electron gun,
commonly fitted with a tungsten filament cathode as the electron source. The
electron beam is accelerated by an anode typically at +100 keV (40–400 keV)
with respect to the cathode, focused by electrostatic and electromagnetic lenses
and transmitted through the specimen that is in part transparent to electrons and in
part scatters them out of the beam. When it emerges from the specimen, the electron
beam carries information about the structure of the specimen that is magnified by the
objective lens system of the microscope. The spatial variation in this information
(the “image”) may be viewed by projecting the magnified electron image onto a
fluorescent viewing screen coated with a phosphor or scintillator material such as
zinc sulphide. Alternatively, the image can be photographically recorded by expos-
ing a photographic film or plate directly to the electron beam, or a high-resolution
phosphor may be coupled by means of a lens optical system or a fibre optic light
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guide to the sensor of a digital camera. The image detected by the digital camera may
be displayed on a monitor or computer. A scanning transmission electron micro-
scope has achieved better than 50 pm resolution in annular dark-field imaging mode
and magnifications of up to about 10,000,000�, whereas most light microscopes are
limited by diffraction to about 200 nm resolution and useful magnifications below
2000�.

Molecular biologists have attempted to combine these techniques in order to
solve important problems and Klug used methods from X-ray diffraction, micros-
copy and structural modelling to develop crystallographic electron microscopy in
which a sequence of two-dimensional images of crystals taken from different angles
are combined to produce three-dimensional images of the target. He studied the
structure of transfer RNA and found what is known as zinc fingers as well as the
neurofibrils in Alzheimer’s disease. He received the 1975 Nobel Prize for his
research in this area. This approach has progressed in the subsequent decades, and
Joachim Frank, Jacques Dubochet and Richard Henderson were awarded the Nobel
Prize in 2017 for developing cryo-electron microscopy for the high-resolution
structure determination of biomolecules (Table 1).

Between 1975 and 1986, Joachim Frank developed an image processing method
in which the electron microscopes’ fuzzy two-dimensional images are analysed and
merged to reveal a sharp three-dimensional structure. Jacques Dubochet discovered
how water could be retained in the electron microscopy sample chamber. Liquid
water evaporates in the electron microscope’s vacuum, which makes the biomole-
cules collapse. In the early 1980s, Dubochet succeeded in vitrifying water – he
cooled water so rapidly that it solidified in its liquid form around a biological sample,
allowing the biomolecules to retain their natural shape even in a vacuum. In 1990
Richard Henderson succeeded in using an electron microscope to generate a three-
dimensional image of a protein at atomic resolution. This breakthrough proved the
technology’s potential. The desired atomic resolution was reached in 2013, and
researchers can now routinely produce three-dimensional structures of biomolecules.
In the past few years, scientific literature has been filled with images of everything
from proteins that cause antibiotic resistance to the surface of the Zika virus.
Biochemistry is now facing an explosive development and is all set for an exciting
future [117].

8 Summary

In this chapter, I have attempted to give a qualitative introduction to the early history
of X-ray crystallography and a summary of the related diffraction techniques which
have been developed subsequently. In this way, I hope that I have provided a suitable
introduction to the subsequent chapters which address the current state-of-the-art
issues in studying the structures of small molecules. For those who wish to delve
deeper into the mathematics and technical developments, I can strongly recommend
references [5–14]. References [19–27] provide more details concerning the early

36 D. M. P. Mingos



historical development of the subject and a deeper appreciation of the important
personalities. There is a second chapter which will summarise the way in which
small molecule crystallography has been a major influence on the way bonding
theories have emerged from the wealth of structural data which the technique has
made available. Other chapters describe the way in which the vast amount of
structural information which is being generated is archived and the development
of new techniques which have enhanced the subject.
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Abstract Crystal structure refinement and analysis is a powerful method for deter-
mination of crystal structures and finds widespread application in determination of
structures of crystals of small molecules and frameworks at atomic resolution. The
independent atom model is used to describe atomic scattering for routine use, while
more accurate aspherical scattering factors are increasingly available. The structure
factor is presented as the Fourier transform of convolutions of scattering and
probability densities in the crystal structure to clarify how aspherical scattering
factors and alternative displacement probabilities can be introduced into refinement
methods. Non-linear least squares fitting of the crystal structure parameters in the
structure factor equations is described using matrix algebra notation which enables
simple derivation of the extensions required for discussion of crystallographic
restraints and leverage analysis. Finally, combined analysis of multiple single-crystal
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experiments is discussed highlighting the potential of refinement tools to extract
useful information from joint X-ray and neutron data and from mixed ground-state
and excited-state X-ray data from pump-probe experiments.

Keywords Atomic displacement parameters · Crystal structure refinement · Least
squares · Leverage analysis · Restraints · Structure factor · Validation

Abbreviations

� Convolution operator
ADP Anisotropic displacement parameter
DFT Density functional theory
Fc

2 Calculated structure factor squared
FFT FAST Fourier transform
Fo

2 Observed structure factor squared
FT Fourier transform
IAM Independent atom model
r.m.s. Root mean square
SCF Self-consistent field
TAAM Transferable aspherical atom model
TLS Translation-libration-screw
u(x) Estimated uncertainty of a model parameter, x
λ Wavelength
σ2(Fo2) Estimated variance of the observed structure factor

1 Introduction and Background of Crystal Structure
Refinement and Analysis

X-ray crystal structures have been determined from a diverse range of materials,
spanning metals and minerals, through small-molecule organic and metal-organic
compounds, including covalent and metal-organic extended frameworks, to crystal-
lized proteins and even virus particles. This chapter focusses specifically on the
determination of chemical information based on X-ray or neutron scattering
techniques.

Structure solution algorithms based on direct methods or charge flipping can be
run in parallel, in order to provide a high chance of finding a reasonable trial
structure solution. Such solutions, despite being derived directly from the experi-
mental data, should be considered as untested hypotheses. The accuracy of the
structure can be improved, and the hypothesis tested, by fitting the model to the
experimental data using weighted non-linear least squares algorithms. This
approach provides several internal measures of quality including the goodness of
fit to the data, estimates of precision of the parameters and convergence of the model.
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1.1 Refinement and Analysis

For routine structure determinations, the independent atom model (IAM) is sufficient
to explain X-ray scattering with enough accuracy that atom positions and displace-
ments can be confidently determined; this structure analysis paradigm has not
changed significantly since the early days of crystallography, nor have the underly-
ing mathematical procedures. Nevertheless, increased computing power and opti-
mized algorithms for linear algebra and Fourier transforms have increased the
practical limits of the complexity that can be handled within a reasonable timescale.

Interesting developments in the field have occurred at the frontiers of chemistry
and with increases in computational power, allowing excursions into new methods
and applications of crystallographic modelling, many of which have been incorpo-
rated into routine analyses. The use of crystal structure refinement to handle difficult
chemical and physical problems frequently leads to situations where extra informa-
tion or assumptions are required to interpret or justify the results obtained. In
extreme cases the structure refinement fit can no longer independently confirm that
the structural model is correct, i.e. that it is a satisfactory approximation of the crystal
structure itself. These conditions can range from lack of good-quality data due to
data-limiting experimental conditions (e.g. such as high-pressure or high-
temperature experiments), or intrinsic limitations of crystal quality (e.g. disorder,
solvent voids and stacking faults), to hard-to-model crystal structures which contain
multiple units related by non-crystallographic symmetry or modulation functions.

A key assumption for fitting a model by least squares minimization is that the
errors are random and normally distributed about their mean values. If scattered
X-rays are measured and processed carefully, the data will generally obey this
criterion; however the model itself can violate it by introducing systematic errors
into the fit.

1.2 Practical Elements of Refinement: The IAM Model

Using the independent atom model (IAM) to fit X-ray diffraction measurements
requires an atomic scattering factor for each element; for very precise work, it may
be necessary to use the scattering factor for the corresponding ion [1]. Scattering
factors are computed from the spherically averaged electron density arising from
relativistic Hartree-Fock atomic wave function calculations, or the analytical solu-
tion of the Schrödinger equation in the case of hydrogen atoms. The probability
density for an atom in real space and its Fourier transform, the scattering power in
reciprocal space, is shown in Fig. 1. The high densities close to the nucleus of the
atom account for the majority of the scattering interactions, and small deviations
away from the assumption of a spherically averaged X-ray scatterer, such as bonding
or lone pair electron density, are ignored within the IAM approximation.
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Deviations from spherical atom density occur outside the regions of high electron
density near the nucleus and correspond to more localized regions of electron density
associated with chemical phenomena such as lone pairs and bonds. In reciprocal
space these deviations from spherical symmetry will have the largest influence at low
scattering angles, so a systematic bias is expected in low-angle X-ray
measurements – those with low hkl indices. These small errors can manifest them-
selves as deviations in model parameters from their true values. The magnitude of
the deviation is generally worse when high-angle X-ray data are not available [2].

The commonly used least squares weighting scheme (Eq. 1), e.g. as used in
SHELXL [3], was designed to account for some systematic errors in the fit of the

Fig. 1 Atomic electron density in real and reciprocal space. Left, the electron density as a function
of distance from an atom; right, its Fourier transform – the scattering power in reciprocal space
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model to data such as constant background [4]. The statistical least squares weights
of 1/σ2(Fo2) are inversely proportional to the estimated variance of each observation.
However, by inflating the variance using coefficients of functions of the observation
magnitude, the weights can be systematically reduced for stronger observations.
Strong X-ray observations are likely to be found at low angle, so this form of
weighting scheme reduces some of the bias in the fit by increasing the relative
importance of high-angle data, thereby accounting for shortcomings in the model
itself:

w ¼ 1

σ2 F2
o

� �þ aPð Þ2 þ bP
; where P ¼ 2

3
F2
c þ

1
3

0,F2
o < 0

F2
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More advanced models of atomic scattering give more accurate estimates of
structural parameters. These include (a) fitting multipole parameters directly to
high-resolution data to describe the distribution of electron density; (b) using librar-
ies of atomic charge density from theoretical calculations or high-resolution X-ray
experiments, which can be included in a transferable aspherical atom model
(TAAM) [5]; and (c) partitioning the computed electron density from density
functional calculations on a molecule into aspherical atomic contributions, which
are Fourier transformed to give the aspherical scattering factors for each atom.
Following fitting of the structural parameters to X-ray data using (c), the process
can be repeated to convergence, e.g. as implemented in Olex2 and Tonto [6]. These
models all come at a cost in terms of convenience or experimental requirements:
multipole refinement requires very high-resolution diffraction and data which is as
free as possible from systematic errors; libraries tend to have regions of low coverage
of some atomic species and chemical environments; and density functional methods
are limited by speed and self-consistent field (SCF) convergence for heavier
elements.

The details of obtaining atomic density from quantum chemical calculations, or
from a database of transferable aspherical atomic models, are discussed in other
chapters. A short discussion of the integration of these and other features into a
standard least squares refinement is given below.

The Fourier transform of a crystal structure model is the predicted diffraction
pattern of the crystal, subject to corrections for experimental geometry. The crystal
structure model used to predict X-ray scattering describes the scattering density of
each atom, combined with a coordinate within a crystal structure, and a function
expressing its mean displacement from this position. The standard structure factor
equation makes use of two key relationships:

1. The Fourier transform is a linear transformation: the Fourier transform of the sum
of the scattering density of all atoms in a crystal is equivalent to the sum of the
Fourier transform of each individual atom’s scattering density:
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for j atoms, each with scattering density, ρj, centred at an atom position within a
crystal. This allows the overall Fourier transform of a crystal to be expressed as a
sum of the Fourier transforms of individual atoms, so that the model can be defined
and optimized in a simple equation.

2. The convolution theorem demonstrates the equivalence of the Fourier transform
of a convolution of two or more functions and the product of the individual
Fourier transforms of the functions (Eq. 3):

FT A� Bð Þ ¼ FT Að Þ � FT Bð Þ ð3Þ

A convolution operation, denoted ⨂, is defined as the integral, evaluated for all
shifts, of the product of two functions, after one is reversed and shifted. A crystal
structure model can be broken down into three key functions from which we can
reconstruct the entire crystal scattering density using convolutions: firstly, a position
relative to a periodic lattice, the position is represented by an infinitely sharp delta
function; secondly, the scattering density of an atom at rest (for electrons a sharply
peaked distribution and for neutrons an (effectively) infinitely sharp delta function
with the scattering density of the relevant atomic nucleus; and, thirdly, a model for
displacement of an atom from its mean position. The third term usually takes the
form of a univariate or trivariate Gaussian distribution representing isotropic or
anisotropic displacements. The convolution of a position, the atomic scattering
density and the harmonic displacement function give the real space scattering
density of an atom in a crystal (Fig. 2).

Using both of the above relationships, the structure factor (the Fourier transform
of one unit cell) can be written as a sum of products of Fourier transforms of each of
the individual functions above:

Fhkl ¼
X
j

f j � exp �8π2U j
sin θ
λ

� �2
" #

� exp 2πi hx j þ ky j þ lz j
� �� � ð3Þ

where fj, the atomic scattering factor, is the Fourier transform of the electron density
of the j th atom; exp[�8π2Uj(sinθ/λ)

2 ], the isotropic displacement, is the Fourier

Fig. 2 The convolution of atom position, atomic scattering density and displacement term give the
overall atom scattering density
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transform of a Gaussian distribution which expresses the time- and space-dependent
harmonic displacements of an atom from its mean position; and, finally, exp2πi
[(hxj + kyj + lzj)] is the Fourier transform of a delta function at the position of atom j.

The structure factor expression conveniently separates all of the contributions
which makes replacing parts or extending the calculation quite straightforward. In
order to replace fj to produce models for fitting aspherical scattering density, as
described above, only one multiplicative term of the expression needs to be changed.
Note that any part of the structure factor expression that is not symmetrical about the
origin, such as aspherical electron density, results in a complex number, and the
overall structure factor computed for every observation is the product of these
complex contributions.

Additional terms can be multiplied onto the existing structure factor equation to
model scattering due to non-rectilinear motion of atoms. This corresponds to an
additional convolution operation, for example, a function describing an arc segment
can elegantly extend the existing atomic model to account for a nonatomic,
non-rectilinear distribution. Examples of this approach include convolutions of
isotropically distributed atomic density with a line, spherical shell or ring function
allowing refinement of continuously disordered atom models [7]; the hindered rotor
which convolves a ‘normal’ isotropic IAM atom with a function that distributes it
around a ring with an adjustable hindering potential allowing modelling of scattering
from groups with strong in-plane libration, e.g. coordinated cyclopentadienyl rings,
benzene and CF3 groups [8]; and directly derived skewed anisotropic and curvilinear
distributions [9]. The first two cases are implemented in CRYSTALS [10] and have
proved useful for modelling disordered solvent molecules or substituent groups,
including spherical rotational disorder of tetramethylammonium ions in a series of
tetrachlorometallate salts [11], the disordered equatorial density of spinning PF6

�

anions [12] and disordered guest solvent in a molecular cavitand [13].

1.3 Linear Algebra Description

Least squares optimization is an appropriate method to find the best fit of a crystal-
lographic model to a set of measured data. The fit is computed between observed and
computed structure factor magnitude squared, or sometimes observed and computed
structure factor magnitude. Assuming suitable weighting of observations, the same
best fit is calculated from both approaches.

The least squares method and its matrix algebra notation is described here and is
useful to describe subsequent concepts.

The aim of a least squares refinement is to find the minimum value of χ2, the sum
of the squares of the differences between diffraction measurements under conditions
hi and their values predicted by the current model:
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X

i
yi � f hi, x1, . . . , x j

� �� �2 ð4Þ

yi is the value of the ith observation with index hi, and f(hi, x1, . . ., xn) is the
prediction of that observation using Eq. (3) with model parameters x1–xn. These
parameters are the atomic coordinates, displacements and any other refined param-
eters of a structural model.

The first derivative of χ2 with respect to every parameter will be zero at the
minimum, and the values of x that correspond to the best fit satisfy the set of
equations:

dχ2

dx1
¼ 0, . . . ,

dχ2

dxn
¼ 0 ð5Þ

For many problems, including fitting a crystallographic model to diffraction data,
one or more of the derivatives of the χ2 function contain non-linear functions of the
other parameters in the set x1–xn, and as a result, the problem must be linearized and
solved iteratively. Each structure factor equation can be linearized for each param-
eter using a first-order Taylor expansion, analytically replacing a complicated
function with multiple exponential and trigonometric functions with a simple
straight-line equation which follows the tangent of the χ2 function at the current
value of each parameter.

Unlike linear problems, an approximate model is required as the starting point,
since a value is required for each parameter to carry out the Taylor expansion. The
starting model can be generated from any structure solution method, from analogous
crystal structures, or from pure inspiration – the least squares process, and subse-
quent validation, is the test of its correctness.

A further consequence of the approximation made in linearization is that the
adjustments made to the parameters will move towards the minimum of Eq. (4), but
multiple iterations will be required to ensure that they have converged to the best
solution.

Matrix algebra notation represents these equations concisely and can be extended
easily to demonstrate incorporation of restraints and other analyses.

The vector of shifts to be applied to each of the parameters is denoted ΔX and
contains one element for each least squares parameter. ΔY is a vector containing one
element for the difference between every observation and its calculated value,
sometimes known as the residual. Each row of the matrix A contains the derivative
dχ2

dx j
for one observation with respect to each parameter in turn. The set of

observational equations for the linearized problem may be written as

ΔY ¼ A ΔX ð6Þ

Setting the derivatives of the χ2 function to zero and solving these equations with
appropriate weights yields the normal equations which give the shifts, ΔX, to
parameters which will step the parameters closer to the nearest minimum in χ2:
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ATWA
� ��1

AT W ΔY ¼ ΔX ð7Þ

W is a diagonal matrix containing a weight for each observation. The quantities in
the matrices on the left side are all known values, and the required shifts may be
computed using straightforward matrix multiplications and inversion.

1.4 Computing Power

For the three or four decades up to 2005, computer clock speeds increased expo-
nentially each year from sub-Mhz until they reached approximately 2 GHz. This
trend supported by equivalent increase in power and capacity of other components
meant that code would just run faster each time it was ported to or installed on new
hardware. However, since 2005, clock speeds have stalled, and improvements have
been delivered by smaller transistors (Moore’s law) and multi-core processors. To
take advantage of these developments, software code often requires significant
reorganization to allow parts of substantial calculations to run in parallel.

High-performance mathematical libraries, in particular those based on BLAS and
LAPACK, make use of standardized cross-platform interfaces for linear algebra
operations which allows developers to focus on mathematical problems rather than
the computer science [14–16]. These libraries can outperform manual optimization
of code by several orders of magnitude and tend to scale to larger problems much
more efficiently. Most implementations also take advantage of multi-core processors
when available, speeding up code and saving developers from further work orga-
nizing the parallelization of calculations. Figure 3 illustrates an example of the
advantages of switching an existing least squares program to a high-performance
library: for a problem with 1,261 least squares parameters, during the computation of

Fig. 3 Comparison of matrix inversion time as a function of least squares problem size. Plot
generated data in reference [17]
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[ATWA]21, a LAPACK library routine outperforms a hand-optimized Cholesky
matrix inversion routine by a factor of 18. By the time the problem size reaches just
over 5,000 parameters (approx. 500 non-hydrogen atoms), this factor has risen to
26, with wall-clock times of 5 min for a single least squares cycle using the original
routine and just over 10 s for the library [17]. Rapid structure factor calculation and
matrix inversion enables testing of many more hypotheses than would have been
possible 20 years previously.

The Fourier transform is another commonly used operation in crystallographic
analysis that has benefitted from abstraction and optimization of libraries to carry out
the operation. In addition to being used for generating the scattering density for peak
searching and visualization, Fourier transforms can be used to convert atomic
scattering density into custom aspherical scattering factors and are an integral part
of the SQUEEZE algorithm for correction of unmodelled scattering from solvent in
voids [18].

As crystallographic utilities are developed and improved, off-the-shelf optimized
and efficient implementations of the discrete Fourier transform such as FFTW3 [19]
are outperforming and replacing manually optimized Fourier calculations.

2 Determination of Absolute Configuration During Crystal
Structure Refinement

The Fourier transform of a three-dimensional non-centrosymmetric real valued
function is centrosymmetric. The intensity of an X-ray diffraction pattern formed
by elastically scattering X-ray photons from a material is proportional to the square
of the Fourier transform of the electron density of the material (a real valued
function). Therefore this pattern of intensity will also be centrosymmetric, a rela-
tionship known as Friedel’s law. This fact is consistent with the fact that a structure
factor, F(hkl), provides information about the distribution of electron density sam-
pled by a plane wave of a particular direction and spacing, while its centrosymmetric
equivalent, F(hkl), provides information about the same scattering density relative to
the same plane wave, just defined in the opposite direction.

The symmetry of a diffraction pattern from a non-centrosymmetric material
which obeys Friedel’s law is the Laue symmetry of the crystal. This is a supergroup
of the point symmetry of the crystal, formed by the addition of a centre of inversion.

Resonant X-ray scattering from one or more atoms can break the symmetry
between the structure factor magnitudes of a pair of reflections related by inversion.
This effect was observed experimentally in early X-ray experiments [20] and is now
routinely used to determine the absolute structure of materials. The resonant scat-
tering effect is generally stronger for heavier elements and longer X-ray wave-
lengths. It is included in the model by introducing a complex atomic scattering
factor with a small imaginary component.
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A distinction is sometimes made between structure factor intensities related by
inversion, known as Friedel pairs, and intensities related by an inversion plus any
nonidentity operation of the point group symmetry of the crystal, which are may be
referred to as Bijvoet pairs. However, this distinction is not universal, and the terms
are used interchangeably in the literature. Table 1 lists four pairs of general structure
factor indices for a structure in space group P21. With the exception of the second
line, all are related by an operation which includes inversion and is not part of the
space group. The differences in these three cases can be used to help determine the
absolute structure of a material.

In crystal structures containing no operations of the second kind (inversion,
mirror, or glide), assignment of absolute structure allows the direct assignment of
the chirality of the chemical structure itself. For the class of non-centrosymmetric
materials that contain a mirror or glide plane, determining whether the direct
structure, or its inverse, gives rise to a diffraction pattern will determine the direction
of a polar axis within the structure, but this information is rarely likely to be of
interest in a chemical crystallography application.

Methods for determining absolute structure from X-ray diffraction data have
undergone several developments, which have improved usability and the robustness
and precision of its assignment. Early approaches directly compared the crystallo-
graphic R-factor of a structure fit, against the R-factor of its inverse, either directly or
using the Hamilton R-factor ratio test [21]. The method works reliably when there is
significant resonant scattering signal, but the approach could give inconsistent
results for weak resonant scattering signals or in the presence of uncorrected
systematic errors. The Rogers η parameter directly refined a coefficient of the
imaginary component of the resonant scattering factor [22], ideally converging to
either 1 or �1, indicating the correct or inverted absolute structure of the refined
model, respectively.

Although refined as a continuous variable, the η parameter has no physical
meaning when its value is not exactly �1. Flack showed that the η parameter
could potentially have an unexpected double minima resulting in an instability if
refinement is started at 0. As an alternative he proposed direct competitive refine-
ment of the volume fraction of a structural model, 1 � x, and the volume fraction of
its inverse, x, (Eq. 8) resulting in the ability to characterize crystals containing
domains related by inversion and at the same time obtain a reliable estimate of the
uncertainty [23]. The parameter x is referred to as the Flack parameter, and its
standard uncertainty is denoted u(x):

Table 1 Examples of indices
of symmetry related reflec-
tions in monoclinic (b-unique)
space group P21

hkl hkl Inversion

hkl hkl Twofold rotation

hkl hkl Inversion + twofold rotation

hkl hkl Inversion
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Ftwin hklð Þj j2 ¼ 1� xð Þ Fsingle hklð Þ�� ��2 � x Fsingle hkl
� ��� ��2 ð8Þ

where |Fsingle(hkl)|
2 is the structure factor magnitude computed from the structural

model without twinning by inversion.
The magnitude of u(x) must be sufficiently small to enable confident interpreta-

tion of x. Values of u(x) < 0.1 have been shown to indicate sufficient precision to
trust the value of x if the enantiopurity (but not the chirality) of the material is already
known, and values of u(x) < 0.04 are required to have confidence in the value of
x when enantiopurity cannot be verified [24]. If u(x) is sufficiently small, a value of
x of close to 0 indicates that the structural model has the same absolute structure as
the crystal, and a value of close to 1 indicates the structural model is the inverse of
the crystal. Values significantly different (>2u(x)) from 0 and 1 indicate a crystal
which is twinned by inversion.

Research has been directed at improving the estimates of uncertainty associated
with the Flack parameter, by formulating expressions for the Flack parameter that are
based directly on observed (Dobs) and calculated (Dsingle) differences between
Friedel pairs of acentric reflections:

Dobs hklð Þ ¼ Fobs hklð Þj j2 � Fobs hkl
� ��� ��2

Dsingle hklð Þ ¼ Fsingle hklð Þ�� ��2 � Fsingle hkl
� ��� ��2

The slope of the straight-line fit of Dobs against Dsingle is 1 � 2x, where x is the
original Flack parameter. Values of u(x) determined by this method were shown to
be on average 3–4 times smaller (i.e. more precise) than those obtained by traditional
refinement of x in full-matrix least squares [25].

A related approach uses a quotient formula which removes a dependence on the
crystallographic scale factor and gives results that are more or less equivalent [26]:

Qobs hklð Þ ¼ Fobs hklð Þj j2 � Fobs hkl
� ��� ��2

Fobs hklð Þj j2 þ Fobs hkl
� ��� ��2

Qsingle hklð Þ ¼ Fsingle hklð Þ�� ��2 � Fsingle hkl
� ��� ��2

Fsingle hklð Þ�� ��2 þ Fsingle hkl
� ��� ��2

The straight-line fit of Qobs against Qsingle is 1 � 2x.

2.1 Highly Disordered Resonant Scatterers

A difficult case for absolute structure determination occurs when a significant
proportion of the resonant scattering atoms are very disordered and cannot be
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included in the atomic model of the crystal structure, for example, when solvent
molecules occupy a void within a crystal structure with no strong interactions to
order them relative to the rest of the structure. Extreme cases are light atom
molecular structures which contribute very little resonant scattering, but which
contain very disordered solvent with some strong resonantly scattering atoms,
such as the chlorine atoms in dichloromethane.

A popular treatment of disordered solvent regions is the SQUEEZE procedure
implemented in PLATON [18]. SQUEEZE computes a contribution to the calculated
scattering from a crystal structure model via a discrete Fourier transform of the
residual electron density from the disordered region. The process is iterative so that
the residual density estimate can benefit from the improved model. However, the
corrected model cannot normally account for resonant scattering from atoms in the
disordered region as the computed electron density has no atomic resonant scatter-
ing. Straightforward determination of absolute structure from crystals where the
strongly resonantly scattering atoms are not resolved has therefore not been possible.

Application of a resonant scattering correction to the SQUEEZE contributions
from the disordered regions, weighted by a function of resonant scattering terms of
the missing atoms, has allowed recovery of absolute structure information using both
conventional Flack x refinement and other post-refinement methods [27].

It should be noted that resonant scattering effects are not observed for most atom
types in neutron diffraction; however the dynamical refinement methods used to
model multiple scattering in electron diffraction analysis can determine the absolute
structure of light atom molecules [28].

3 Embedding Information Using Crystallographic
Restraints

Crystallographic restraints are a convenient means to introduce additional informa-
tion (subsidiary conditions) when fitting crystal structure model parameters to
diffraction data using least squares [29].

For conventional crystallographic least squares, the function to be minimized is
the sum of the squares of the residuals, χ2 ¼P

i
wi yi � f hi, xð Þ½ �2 , where yi is the

observed value of the i-th data point, measured under conditions hi, and f(hi, x) is the
predicted value of the same observation given a set of model parameters, x. Each
residual is assigned a suitable weight, wi, computed from an estimate of the standard
deviation of the observation. A supplementary sum of residuals allows parameter
restraints to be included as additional weighted equations which relate simple
functions of the model parameters to the expected values of those functions:

Recent Developments in the Refinement and Analysis of Crystal Structures 55



χ2 ¼
X
i

wi yi � f hi, xð Þ½ �2 þ
X
j

w j y j � f j xð Þ� �2 ð9Þ

where yj is the expected value of a function of the model parameters fj(x) (e.g. a bond
distance or the deviation from the average of a set of bond distances) and wj is
computed as the reciprocal of the square of the estimated standard deviation of yj.

Using the matrix algebra notation introduced earlier, the weighted observational
equations can be augmented with additional restraints as follows and solved for ΔX
using the same operations:

W 0

0 W

� � ΔY
ΔR

� �
¼ W 0

0 W

� �
A

S

� �
ΔX ð10Þ

where ΔR is a vector of the differences for each restraint target and its current value
in the parameters and the rows of S contain the derivatives for each restraint with
respect to each parameter.

The purpose of introducing information differs depending on the stage of model
development: (i) stabilizing refinement during the early stages of model building and
testing, or (ii) providing necessary additional information that is not present in the
scattering data. The first type compensates for a poor or incomplete model, while the
latter type is likely to be required in the case of noisy or low-resolution scattering
data, or in cases of pseudo-symmetry, where subsets of the crystallographic param-
eters are determined by weak and noisy subsets of the scattering data.

It is useful to be aware that restraints are treated as additional observations on a
par with the experimental measurements in a weighted non-linear least squares fit,
and therefore each must be supplied with an appropriate weight, which reflects
confidence in the restraint target value, relative to the weights of the hundreds or
thousands of scattering observations, which are usually supplied by the data reduc-
tion software used in the experiment.

Most crystallographic refinement software provides a common set of restraint
functions which can be used to add relevant information about the relationships
between model parameters, e.g. a distance restraint which relates the six coordinate
parameters of two atoms. Other examples of geometric restraints include the valence
angles, torsion angles, planarity and chiral volume. Each of these restraints can be
equated either with an absolute value which defines the ideal value that the param-
eters should adopt or a relative value, which will link one restraint function value to
another, e.g. restraining three distances to be equal could be used to tidy the C-F
bond lengths in a CF3 group. These relative restraints have the advantage that they
do not impose possibly arbitrary values on geometry, but merely relate data about
one geometric feature to another under some fairly straightforward chemical
assumptions.
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3.1 Displacement Parameter Restraints

The mean square displacement of an atom from its mean position is a commonly
determined quantity in small-molecule single-crystal refinements and will some-
times be a single parameter defining the mean square displacement of an atom from
its position (isotropic displacement), or a 3x3 covariance matrix (six independent
parameters) defining the mean square displacements of an atom in three dimensions
(anisotropic displacement).

Isotropic displacement parameters, where used, can be restrained to be equivalent
to neighbouring isotropic displacement parameters, or to a ‘Uequiv’ value when the
neighbouring atom has an anisotropic set of displacement parameters. This type of
restraint is most commonly used to provide sensible values for the isotropic dis-
placement parameters of a hydrogen atom attached to an organic ligand or molecule.
A multiplier of 1.2–1.3 may be used to reflect the expectation that a H atom will have
a larger displacement than a heavier atom to which it is attached due to the difference
in mass.

Anisotropic displacement parameters (ADPs) often constitute approximately
two-thirds of the total number of refined parameters in a structure analysis, yet
compared to the number of geometrical restraints available, there are relatively
few displacement parameter restraints available. Of those in routine use, the
Hirshfeld rigid-bond restraint [30] is the most physically valid and useful. It is
based on the Hirshfeld criterion that the components of displacement parameters
along the direction of a bond connecting two atoms should be approximately equal.
It is also routinely applied to the direction between 1,3 connected atoms due to the
relative rigidity of bond angles in molecules.

A further relationship commonly imposed upon displacement parameters of
connected or overlapping disordered atoms is to set corresponding parameters of
the anisotropic displacement matrix to be equal. This is also often applied as a
constraint, but in both cases has the effect of making two atoms have the same or
approximately the same mean square displacements from their average positions.
This type of relationship is not physically meaningful and is rarely empirically
observed between bonded atoms, so it is used sparingly, though it is occasionally
useful for relating displacements of partially occupied atoms that are located on the
same site or very close together in the unit cell representation of the structure.

A significant development in displacement parameter restraints was the introduc-
tion of the RIGU restraint, implemented in SHELXL [31]. This introduces the
additional well-established empirical relationship between the covariances of dis-
placement parameters perpendicular to the vector between two bonded atoms
(Fig. 4b).

Both the Hirshfeld rigid-bond restraint and the RIGU enhancement make use of a
restraint which can be readily expressed in a Cartesian coordinate system, which is
conveniently aligned with the local geometry – in this case the Z axis is aligned with
the interatomic vector. To write general expressions for restraints using similar
coordinate systems, a transformation operation T is defined which transforms from
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the anisotropic variance-covariance matrix U, which is aligned with crystallographic
reciprocal axes, but has units of Å2, into a local Cartesian basis L aligned with local
geometry:

U½ �L ¼ TUTT

The operation T can be broken down into three sequential operations, T ¼ RAN.
The first is a scaling matrix N, with reciprocal cell lengths on the diagonal – this
converts the crystallographic U matrix into a dimensionless matrix. Second is an
orthogonalization matrix A, which transforms the basis into an arbitrary but well-
defined Cartesian coordinate system, and finally a pure rotation matrix R which
relates the arbitrary Cartesian system to a local Cartesian system of interest.

Restraints can be defined which relate the components of [U]L. For example, to
force one of the principal axes of the distribution to align with the X direction in the
local coordinate system, there should be no covariance between the displacements
along the X direction and either of Y or Z directions; thus, [U]12,L ¼ 0 and [U]13,
L ¼ 0. The 1,2 and 1,3 elements of the derivative of the [U]L matrix with respect to
each of the crystallographic Uij parameters can be obtained by considering the effect
of the transformation T on the relevant elements of the Uij matrix. This will reveal a
linear combination of the crystallographic parameters that will be restrained to zero.
The relative contributions depend only on the transformation, T.

In this construction, the Hirshfeld rigid-bond restraint is defined by choosing a
local basis with the Z axis aligned with the interatomic vector. X and Y are mutually
perpendicular to each other and perpendicular to Z, but their choice is otherwise

Fig. 4 Relationships
between anisotropic
displacement parameters in
a local orthogonal
coordinate system where the
z-direction is aligned with
the interatomic vector (a)
rigid-bond restraint and (b)
RIGU restraint. Subscript zz
denotes quantities related to
variance in the z-direction,
and subscript xz denotes
quantities related to the
covariance between the x-
and z- directions
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arbitrary. The element [U]33,L of both atoms is restrained to the average value of the
two. Similarly the RIGU restraint can be defined by using the same basis and also
restraining both [U]13,L and [U]23,L values to be equal to their respective average for
each atom.

The range of ADP restraints can then be extended to suit particular chemical
problems for which the traditional ADP restraints are not adequate [32]. These
include (1) restraining a displacement parameter to make two principal axes perpen-
dicular to a bond or angle bisector, to make it consistent with a librational motion in a
molecule; (2) restraining one principal axis be perpendicular to a plane, to ensure
consistency with libration in that plane; and (3) restraining two displacement param-
eters to be equivalent, but each within its own local coordinate system defined by the
local bond topology, giving a much more physically reasonable restraint than
traditional restraining or constraining pairs of Uij parameters to be equal. Restraints
can also be defined to make the product or mean of the principal axes of a set of
atoms the same, which can offer some relatively unbiased control of poorly deter-
mined sets of displacement parameters.

Finally, and most generally, ADP restraints can be derived from a TLS analysis of
four or more atoms that form a rigid group [33]. The TLS model fits 20 independent
translation, libration and screw tensor parameters to the existing refined anisotropic
displacement parameters of the atoms. The displacement parameters can then be
restrained to give the best fit to the computed TLS model, which will tend to make
them well behaved across the whole rigid group.

The Simple Hydrogen Anisotropic Displacement Estimator (SHADE) server [34]
combines the rigid group TLS analysis with empirical information about internal
molecular displacements of hydrogen atoms in order to produce realistic estimates of
the anisotropic displacement parameters of the hydrogen atoms in molecules. This
approach can be used to improve the fit of a model to diffraction data in cases where
there is a significant deviation from isotropic displacement of hydrogen atoms, but
there is insufficient data to refine the hydrogen displacement parameters directly,
such as low scattering signal in X-ray diffraction experiments, or low data to
parameter ratios in neutron diffraction experiments.

4 Validation of Structure Refinements

Validation of crystal structures has grown from a spare-time community effort
during the twentieth century. Researchers would sift through results of crystallo-
graphic analyses to find incorrectly assigned space groups [35, 36], occasionally the
identification of an unlikely structure based on previous chemistry [37] or suspicious
intermolecular interactions [38]. More recently a fully automated prepublication
service supported by accessible results and data [39] has been developed, which
aims to guard against mistakes in an analysis. It has also identified some cases of
deliberate fraud [40], but fortunately this has been very rare. In addition to checking
for incorrect syntax or missing data, the checkCIF suite of tests enforce tried and
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tested limits on some statistical descriptors of the least squares fit (R-factor, good-
ness-of-fit, scattering density statistics), as well as checking for reasonable chemical
and physical consistency of the crystal structure model such as balanced charges,
bond lengths and angles, intermolecular interactions, coordination of ions, hydrogen
bond geometry and displacement parameter consistency.

While these checks provide a degree of confidence in the correctness of a crystal
structure determination, they are no substitute for a thorough understanding of a
crystal structure model and its fit to the data. Simple plots of the least squares
residual can reveal systematic errors and outliers in the data, which may not be
caught by a one-size-fits-all service such as checkCIF. In particular Henn and Meindl
have demonstrated that common crystallographic statistics, including the goodness-
of-fit measure, may obscure systematic errors in data and have proposed alternative
measures that are more robust [41, 42] and fractal dimension plots of residual
scattering density to test for systematic biases in the data or model [43]. These
developments have been made in the context of analysis of charge density data sets,
but can equally be applied to routine IAM models to detect uncorrected data or
under-parameterized models.

Complementary to these statistical checks are some methods which are not as
simple to automate, either due to a relatively high computational cost or because the
results require some careful inspection and interpretation. Approaches of both types
are outlined below: leverage analysis for testing the appropriate application of
crystallographic restraints in refinement and application of DFT calculations to
crystal structure validation.

4.1 Leverage Analysis for Validation

A crystal structure is described by a set of model parameters, the optimal values of
which are found using least squares fitting to experimental diffraction measurements
and empirical restraints. In addition, the method yields a variance-covariance matrix
which, when appropriately scaled, gives an estimate of the variance of each param-
eter, usually reported as a standard uncertainty. This matrix can be used to derive
estimates of standard uncertainties of functions of the model parameters, such as
bond lengths, angles, etc., by taking into account the covariance between parameters.

The leverage of each observation is defined as the influence that it has – through
the structural model – on its own fitted value. For example, if the magnitude of one
observation, Fobs, in a structure refinement is doubled, the leverage tells us what will
happen to the value of Fcalc. At one extreme a leverage of zero indicates that the
model cannot respond to the change in Fobs in a way that will improve the fit for that
reflection. Such reflections are rare but provide a useful internal check on the quality
of the model. At the other extreme, a value of 1 indicates that the Fcalc will follow the
change in Fobs exactly, meaning that no other observations have any influence on its
fitted value.
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Leverage values are obtained from the projection matrix P, which transforms the
differences between observed and calculated observations, ΔY, to the differences
caused by the current set of parameter shifts, AΔX:

P ΔY ¼ A ΔX ð11Þ

Substituting the expression for ΔX from the normal equations (Eq. 7) yields

A ATWA
� ��1

AT W ΔY ¼ A ΔX ð12Þ

By inspection P, the projection matrix is A [ATWA]21 AT W [44, 45]. The
P matrix has a row and column for every observation, but the leverages are the
leading diagonal terms Pii, so the computation and storage can be carried out
efficiently. Its calculation is based on the A and W matrices only – the observations
or residual differences are not used – underlining the fact that leverage is a feature of
the model, not of the values of the observations.

Leverage values of individual X-ray data points tend to have few useful applica-
tions: Prince extended his analysis above to compute the improvement to individual
parameter standard uncertainties caused by remeasuring individual X-ray observa-
tions. Picking the most useful reflections to remeasure is not immediately compatible
with the way modern diffractometers collect data, since they sweep through large
regions of reciprocal space, collecting multiple parts of the reciprocal lattice at the
same time.

However, leverage finds an application in assessing the appropriate use of
restraints in a structure refinement. In Sect. 3, restraints were defined as additional
observational equations with a user-supplied standard uncertainty, which is used to
compute a weight for the observation in the least squares. As a result of this
mathematical equivalence of X-ray data and restraints, the leverage analysis above
can equally be applied to a restraint to test whether it has (a) no influence,
(b) reasonable influence or (c) far too much influence, on the parameters which it
is restraining.

The result of two refinements of the same structure is shown in Fig. 5, illustrating
how the leverages of restraints change as other data are removed. In this case
30 rigid-bond restraints are applied to 1,2 and 1,3 distances (with standard uncer-
tainties of 0.002 Å2 and 0.005 Å2, respectively). On the left is a ‘normal’ refinement –
the restraints have a very low average leverage, and so we can conclude that the
X-ray data determines the values of the restrained parameters quite satisfactorily. On
the right, only low-angle X-ray data is included, and the restraints now almost
completely determine the values of the displacement parameters with an average
leverage of around 0.8.

Leverage is therefore a useful metric of the influence of each restraint and allows
an analyst to check the source of information determining a parameter before
drawing any conclusions about its value.
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4.2 Validation with DFT

Periodic plane-wave density functional theory (DFT) is a powerful tool for comput-
ing properties of crystalline materials and finds applications alongside crystallo-
graphic investigations of materials. Common applications include surveying an
energy minimum, or rationalizing geometry of structurally important atoms, for
example, proton positions in short strong hydrogen bonds [46], and ranking of
putative models in ab initio crystal structure prediction work [47]. DFT and phonon
calculations can provide missing information, such as realistic anisotropic displace-
ment parameters, in structural models fitted to low- or medium-resolution experi-
mental data [48].

In principle DFT calculations can be used to validate molecular crystal structure
results, either at the point of deposition or as a retrospective survey to provide
confidence in historically reported structures. The latter application does not even
require access to experimental diffraction data, so this could be applied to reports of
structures going back over a century.

Geometry optimization of experimental crystal structures using dispersion-
corrected DFT can give a measure of the agreement between experiment and theory.
Application of this method to 241 organic crystal structures from a single volume of
Acta Cryst E was carried out and revealed that the average r.m.s. Cartesian change in
coordinates was 0.095 Å [49]. Based on analysis of outlying values, the authors
suggest that a r.m.s. Cartesian displacement of atom positions of greater than 0.25 Å
indicates either an error, such as an incorrect structure or incorrectly modelled
disorder, or in one case an interesting temperature-dependent effect which resulted
in a concerted shift of a whole molecule by 0.5 Å. Experimental verification

Fig. 5 Left, 729 X-ray data, 104 parameters, 30 rigid-bond restraints. R1 ¼ 0.039 Rw ¼ 0.113;
restraint average leverage below 0.1 (max: 0.3); right, 136 X-ray data (low angle), 104 parameters,
30 rigid-bond restraints. R1 ¼ 0.030 Rw ¼ 0.077; restraint average leverage 0.8 (max, 0.95)
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confirmed the existence of this shift between the 100 K and room-temperature
structures, presumably governed by intermolecular interaction potentials.

There are limitations to automation of this approach including the following:
heavier atoms increase the problems associated with SCF convergence, so it is
generally applicable only to molecular organic crystal structures; unmodelled disor-
der often results in atom coordinates located between two alternative disorder sites,
with large displacement parameters which correspond to a minimum in the fit to the
crystallographic data, but do not correspond to an energy minimum for the system;
and finally modelled disorder requires manual intervention to consider each confor-
mation in turn in order to validate.

5 Horizons: Analysis of Multiple Experiments

Understanding properties of and characterizing new materials will often rely on a
synthesis of data and observations from multiple experiments and theoretical calcu-
lations. In crystallographic analyses, use of restraints is one method for including
external information in a least squares fit.

An area which is gradually developing is combining multiple sources of data into
one model where multiple diffraction techniques have been employed – e.g. a
combined X-ray and neutron model can take advantage of the accurate unit cell
and heavy atom positions from X-ray diffraction data, while the neutron diffraction
data can determine the hydrogen atom parameters, the contrast between scattering of
elements with similar atomic number and magnetic ordering. This approach has been
successfully applied to analysis of powder diffraction experiments [50–52], in part
because instrument parameters are included in the refined model, making a multi-
data set refinement a simpler extension of existing software. For single-crystal
experiments, combined studies are possible using software packages such as Jana
[53], TOPAS-Academic [54] and GSAS-II [55] and have been used to determine the
distribution of neighbouring metal ions in high pressure cells, where neither tech-
nique alone provided sufficient information [56].

There is a tension in this combined approach, which hinders its routine applica-
tion, because X-rays and neutrons probe different scattering density in the crystal
structure. As well as having different magnitudes, the two densities do not neces-
sarily have coincident extrema (hydrogen has a negative scattering length, so in this
discussion, the extreme values have opposite signs: a maximum for X-ray scattering
density and a minimum for neutron scattering density). For chemical crystallogra-
phy, large differences of between about 0.09 Å and 0.16 Å occur between the
positions of the extrema of scattering density of the hydrogen atom [2]. The extrema
correspond to the mean of the distribution of the nuclear position in a neutron
experiment, and the average of the electron positions in an X-ray experiment,
which may be offset from the nuclear position when the atom is bonded to another.

Powder diffraction tools have long incorporated multi-model fits to an experi-
ment, in order to account for multiple material phases in a powder sample. In the

Recent Developments in the Refinement and Analysis of Crystal Structures 63



single-crystal case, we require multi-model refinements which compute the scatter-
ing of, and are fitted to, different types or wavelengths of radiation.

Fitting independent models to separate data sets is equivalent to analysing the
data sets in isolation; however crystallographic constraints and restraints can be used
to define relationships and link common parameters between two or more models.
For example, in a joint X-ray and neutron study, a common set of coordinates of
non-hydrogen atoms can be used to model scattering for both sets of experimental
data, while separate sets of hydrogen atoms can be used for each radiation type.
Nevertheless, the hydrogen atom positions are not entirely independent: each pair of
hydrogen atom positions can be constrained to lie on a common vector with the atom
they are bonded to.

The approach can also be applied to modelling excited-state geometrical trans-
formations in single crystals: a large part of the geometry of the structure is common
to both ground state and excited state, and the diffraction data from the excited state,
obtained by pump-probe methods, is often noisy and insufficient on its own to
support full refinement of the excited-state structure.

The mathematical tools required to carry out these types of analyses are embed-
ded within many currently available packages, but demonstration of their use and
developments of protocols and tools for applying them, appropriate to the nature of
the problem, are still required in order to bring them into mainstream use.

6 Summary

This chapter details some recent developments in the refinement and analysis of
small-molecule crystal structures. The IAM model coupled with harmonic atom
displacements is the cornerstone of small-molecule X-ray analysis and will undoubt-
edly remain important for standard structure determination and structures for a long
time, especially for structures with atom environments for which aspherical scatter-
ing factors are not known and cannot easily be calculated. Section 1.2 shows how
alternative scattering models and probability distributions can be incorporated into a
routine refinement.

Section 1.4 highlights the potential for crystallographic studies to take advantage
of improvements in computing power, not only for speeding up analyses but
potentially to test alternative hypotheses for models, for example, in building and
comparing multiple models of disordered chemical groups and molecules.

Recent developments in absolute structure determination from resonant scattering
are outlined in Sect. 2, including details of the determination of the Flack parameter
by analysis of Friedel pairs of X-ray reflections, instead of least squares fit with the
other model parameters.

Sections 3–5 outline developments within the framework of traditional crystal-
lographic constraints and restraints to provide more physically meaningful crystal
structure models. Applications include restraining atomic displacement parameters
and linking together models which are fitted against different sources of
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experimental data. The validity of models can be assessed using traditional least
squares metrics. Increasingly, DFT calculations can provide a theoretical check on
results, while leverage analysis can check the influence of restraints on the fit of
model parameters.

I would like to acknowledge the feedback and contributions of users and devel-
opers of the CRYSTALS software – in particular Pascal Parois, Bruce Foxman and
David Watkin – which have led to investigations of many of the refinement features
described in this chapter.
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Abstract National facilities provide state-of-the-art crystallographic instrumenta-
tion and processes and tend to act as an indicator for the direction of a community in
the medium term. There has been a significant step up in terms of instrumentation
and approach in the last 10 years which has driven data generation. This has had a
significant impact on databases – in turn we observe a substantial change in the use
of the Cambridge Structural Database (CSD) from relatively basic search/retrieve to
gaining deep understanding about factors that govern the solid state. Databases are
now able to drive new science in areas such as crystal engineering. Looking forward,
we will see more automated pipelining of the data generation process, and this will
require better integration with databases. Databases will provide more predictive
power – and this will inform the science/crystallography that should be done.

Keywords Cambridge Structural Database (CSD) · Central facilities · Crystal
structure data · Crystallographic instrumentation · Crystallography · Data science ·
Single-crystal X-ray diffraction · Structural informatics · Synchrotron

1 Introduction to the Modern Crystallographic
Environment

1.1 The Development of the Crystallographic ‘Facility’

As the crystallographic technique matured during the twentieth century, the instru-
mentation and nature of the laboratory evolved. In the first half of the century, the
laboratory tended to consist of bespoke equipment, often constructed in-house and
only used by a small number of highly trained scientists whose research area was
centred around solving key crystal structures. However, the real power of the
technique was demonstrated around the middle of the century as much larger protein
structures began to be determined [1]. This scientific development, along with the
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greater general demand for crystal structures, fuelled the technological development
of instrumentation capable of providing a higher throughput, but still relied on
manual operation. This phase of technical progression powered significant develop-
ments in the 1960s and 1970s which saw the birth of ‘chemical crystallography’ as a
distinct subject area. At the time, the main driver in chemical crystallography was the
demand to establish the identity of synthesised compounds, and perhaps the most
significant contribution to this came from a burgeoning organometallic chemistry
community that had a need to characterise structural features and bonding in the vast
number of exciting new compounds they produced. At this time, a crystallography
laboratory would produce about one structure a month (about 500 reflections could
be measured in a working day, and hence the size of the structure also had a big
influence on data collection time). During the 1970s, instrumentation moved away
from manual operation and became increasingly computer-automated, and, also,
access to computing facilities and software for structure refinement became more
available. The laboratory throughput rose to around 2–3 structures per week. During
the 1980s, in-house mainframe computing became accessible, generating another
increase in throughput and the transition to a service culture – however, the output of
the laboratory essentially depended on how many diffractometers were available!
The 1990s saw the (re)introduction of area detection methods and low-cost personal
computing, and by the middle of this decade, charge-coupled device (CCD) detec-
tors prevailed. These instruments could readily produce two datasets in a 24-h
period. Also at this time, synchrotron-based instrumentation became available for
chemical crystallography [2]. These facilities were still largely based on traditional
laboratory equipment, but they provided the ability to look at smaller and more
weakly diffracting crystals – this considerably expanded the range of science
addressable by the technique.

Chemical crystallography became a thriving discipline as a result of these inno-
vations. For example, the notion of crystal engineering was born and quickly
grasped by a range of communities going far beyond the realm of the individual
crystallography group. Crystal engineers are not the only example of the adoption of
chemical crystallography by modern chemistry fields – the rapid growth of supra-
molecular chemistry and metal-organic framework design has been based in part on
the revealing nature of crystal structure results. Furthermore the service crystallog-
raphy culture has also become thoroughly embedded as a popular tool for the
synthetic chemist, in part due to the unambiguous nature of a crystal structure result,
but also to the fact that in many cases the ‘waiting time’ to get a result has become
comparable to that of commonly used spectroscopic methods.

Additionally, these advances in instrumentation have fuelled the rise of more
advanced single-crystal techniques in chemistry, such as high pressure [3, 4], in situ
process monitoring [5] and photocrystallography-based studies [6]. This review is
concerned primarily with service crystallography, but it will touch on some of the
implications that advances in this area have for these techniques.

This review begins by considering the notion of the modern ‘chemical crystal-
lography facility’. That is, driven by the nature and volume of samples examined, the
practice of service chemical crystallography now generally needs to go beyond

Leading Edge Chemical Crystallography Service Provision and Its Impact on. . . 71



simply installing a single instrument (and crystallographer!). The modern chemical
crystallography service needs to be based on the integration of advanced instrumen-
tation with people, software and processes. National facilities have existed for a long
time and have invariably been the driver and proving-ground for both new techno-
logical advances and in terms of how a facility should be run. For example, in these
facilities automation, both of hardware and software, has been developed. However,
the throughput of these facilities meant that data management, that is, the handling of
the high volumes produced by the instruments, processing it and organising the
results, has also become an absolute necessity. We therefore consider ‘the facility’ to
be a combination of all these technologies that serves a range of different users with
different chemistry research and different crystallographic experience.

We will draw on the experiences of two different types of facility in order to
illustrate the main advances raised in this article. These are world-leading, national-
scale facilities, with the principle of this review being that they have a mandate to
pioneer the technique and that the innovations developed by these facilities will in
turn become common practice in all facilities. The obvious examples of this type of
facility are at national laboratory synchrotron sources, and we will draw heavily on
two main examples of these, (a) beamline I19 [7, 8] at the Diamond Light Source in
the UK and (b) beamlines 11.3.1 and 12.2.1/2 [9] at the Advanced Light Source in
the USA. Further to these, the National Crystallography Service (NCS) in the UK
[10, 11] operates at the national scale as an Engineering and Physical Science
Research Council-funded National Research Facility [12] but is university-based,
and this provides an illustration of how the technologies developed at synchrotrons
can be translated to the home laboratory.

The modern service crystallography facility is however only one half of the topic
of this review. Chemical crystallography facilities worldwide now generate results at
an unprecedented rate, and this has a knock-on effect – the data explosion [13]. Not
only does the facility have to cope with this situation, but so does the dissemination
process – publishing processes are struggling to deal with this, but still we have seen
a dramatic growth of the crystallographic databases. The second half of this review
looks at the rise of crystallographic data, which has powered development of
crystallographic databases. As the most relevant database to the chemistry commu-
nity, we mainly consider herein the growth of the Cambridge Structural Database,
the ‘CSD’ [14]. The CSD recently accumulated its millionth structure [15], but the
state of the art in crystallographic data science does not stop with merely aggregating
crystal structures – data mining approaches enable the understanding of trends and
development of general rules. Modern approaches and large volumes of data now
enable the development of ‘knowledgebases’, and this review will illustrate how it is
possible to go beyond crystallographic knowledge and use it to drive new science.
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1.2 The State of the Art

This article is primarily concerned with the rapid pace of developments relating to
the capability of service chemical crystallography and its outputs in the last 10 years.
At first thought there are, therefore, two perspectives to consider – those of equip-
ment and data. However, there is more involved than merely considering hardware/
software technology and the volume of data produced.

Firstly, one must consider holistically the whole facility and the processes that
occur within it. Herein we use the examples of a home-based national facility and the
centralised synchrotron facility to illustrate the current state of the art and thereby
indicate the future direction for conventional facilities. This is because the purpose of
these laboratories is to undertake work that cannot be performed in a conventional
facility, and they thereby experience the toughest challenges, which have to be
addressed with the development of new technologies and procedures.

Secondly, it is of upmost importance to be aware that the data collections we have
now accumulated are so authoritative and comprehensive that they in fact provide a
driver for the structural science that is undertaken. Whole sub-disciplines are now
predicated on the knowledge we have gleaned, e.g. on geometry and intermolecular
interactions, from data mining these collections. Therefore, it is not uncommon for,
e.g. metal-organic framework (MOF) design or crystal engineering groups to operate
their own facilities or to dominate and drive local service chemical crystallography
facilities.

1.2.1 The Home Laboratory Instrumentation

Recently, the nature and complexity of the products of synthesis in chemistry has
increased significantly, while service crystallographers supporting this work are
generally doing so with a mature technology developed in the 1990s. Furthermore,
there have been numerous developments in the scientific applications of the tech-
nique, for example, dynamic crystallography [16], that pose significant challenges
for this technology. This resulted in a demand for more advanced instrumentation
and methods, which has been well met and accordingly drove the capabilities of the
technique forward.

X-Ray Sources

It is now possible to generate relatively high flux X-rays in the home laboratory
compared to the traditional sealed tube approach. Traditionally a graphite mono-
chromator would have been used to select the appropriate wavelength radiation from
a water-cooled X-ray tube system. However, X-ray focusing optics were developed
for chemical crystallography [17] in the early part of this century. This step change
was driven by the specific need for high-intensity molybdenum radiation and was
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adapted from a technology used with copper radiation by the protein crystallography
community. These were pioneered for rotating anodes, but very rapidly became
integrated as standard for the follow-on technology from sealed tube systems
[18]. The inclusion of focusing optics on all X-ray generator types for chemical
crystallography produced an increase in X-ray flux of around 6–10 times across the
board. Around this time microfocus sources became ubiquitous – these are essen-
tially the same technology as the sealed tube but tuned so that the electron beam is
highly focused into a small spot on the anode. This results in an X-ray beam that is
considerably more focused and therefore has a greater flux density for the same
amount of power.

For the rotating anode, there is now even more potential. Within the last decade, it
has become possible to produce a range of focusing mirrors with different capabil-
ities. In particular for their highest flux rotating anode, Rigaku Oxford Diffraction
can produce different optics – the NCS has two diffractometers on the same X-ray
source, one with a very high flux (VHF) mirror and the other with an ultra-high flux
(UHF) version. The UHF optic provides a sharper focus of all the X-rays emitted
from the rotating target, resulting in a considerable increase in flux density at the
sample. The NCS UHF system has a beam with a 70 μm focus at the sample, while
the VHF is 150 μm, with the former giving an intensity in the home laboratory that is
of a similar order to that of a second-generation synchrotron single-crystal diffrac-
tion facility.

The key to producing high flux X-rays by electron bombardment of a metal target
is the efficient dissipation of the heat generated by the process. This is achieved in
the rotating anode by having a moving target, and a faster, larger, target will produce
greater strength X-rays. However, new approaches through the use of liquid gallium
and indium alloys [19] as a target are particularly promising for improving the
dissipation of heat and thereby producing higher-powered X-rays. These sources
use a liquid metal, which is injected into the path of the electron beam and thereby
generates X-rays, while the metal is gathered, cooled and recycled for subsequent
X-ray generation [20]. This type of system is now marketed by the company
Excillum and has been applied to numerous X-ray diffraction, imaging and spec-
troscopy techniques. With wavelength of 1.35 Å and 0.51 Å for the gallium and
indium sources, respectively, it is possible to approximately mimic the traditional
silver (0.48 Å) or molybdenum (0.71 Å) source for chemical crystallography and
that of the system of choice for larger unit cell systems, copper (1.54 Å). Comparison
measurements show this type of source to be stronger than molybdenum-based
rotating anode systems.

X-Ray Detectors

Early crystallographic laboratories depended on photographic film recordings of the
diffraction data. This painstaking process was later augmented by systems which
used photographs for indexing and point detectors for the actual intensity data
collections – this combination provided the reciprocal space detail of a 2D detector
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but the speed and improved counting statistics of an ion chamber or pin diode. The
development of electronic area detectors follows this struggle – striving for the
highest possible contribution to spatial detail and angular coverage while also
producing statistically reproducible intensity measurements. A range of different
technologies was investigated. Multiwire proportional chamber (MWPC) gas detec-
tors were capable of detecting many simultaneous diffraction spots but had limited
global count rates. They were superseded by the much more widely used image plate
detectors and CCD detectors. The image plate detector, which is still in use, has an
extremely large format with excellent resolution, low noise and high sensitivity. It is
ideal for studies requiring long exposure times, but the duty cycle, particularly the
readout time, is considerable for experiments requiring several images. In compar-
ison CCD detectors have a similar pixel size to image plates but have a significantly
faster duty cycle, and, although they have greater noise than image plates (both dark
current and readout noise), the very short exposure times required for single-crystal
diffraction mean that the background counts generated by the electronics on each
exposure are negligible compared to the signal. With the advent of large-format
CCD detectors, the use of image plate-based systems declined rapidly.

CCD detectors have been in common use for over 20 years and are considered by
many to be reaching the technical limit of their capabilities. Arguably they provided
a step change for the diffraction experiment upon their introduction, and the CCD
detector, as known to X-ray crystallography, consisted most simply of a visible light-
sensitive CCD sensor and an X-ray phosphor. Through the photoelectric effect, the
visible light produces a charge in the pixels, and voltage changes push the charges on
the pixels through neighbouring pixels out to a limited number of amplifier nodes.
Here the charges are converted to an analogue voltage, which then needs translating
into digital counts for the pixels. This readout process, where charges are shifted
through rows of pixels, requires the sensor to be dark, i.e. no X-ray photons
impinging on the sensor, to maintain the integrity of the intensity counts and
positions [21]. Advances in chip manufacture lead to the development of CMOS
chip-based detectors. The primary difference between CCD and CMOS [22] chips is
that each CMOS pixel has its own analogue to digital converter, so that an extended
dark period is not required for readout. The pixel readout is parallelised in CMOS
detectors, with pixels read out sequentially by multiplexers dedicated to a row or
region of the detector. With multiple multiplexers per detector, the readout of the
entire detector can be extremely quick. Monolithic CMOS detectors available today,
such as the Bruker PHOTON series, detect visible light created by an X-ray
phosphor and offer high-speed data collections due to their ability to collect contin-
uous shutterless rotation data with no count rate-based saturation.

Along with the evolution of detector chip architecture, sensor materials have also
been evolving. Modern microchip fabrication techniques have allowed for another
detector advance – the technique of bump-bonding which joins a sensor module to
the CMOS chip with a microscopic solder bump. This technique allows the sensor
material and the chip material to be decoupled and optimised separately. These
Hybrid Photon Counting (HPC) detectors, originally developed for particle tracking
(e.g. at CERN), allow for faster and more sensitive data collection. These detectors
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have rapidly found application in many areas and have been very successfully
adapted to detect X-rays and used extensively for imaging and diffraction experi-
ments. A major advantage of this approach is that direct detection of photons is
possible, which is in contrast to the CCD detector that has to convert impinging
photons into light which is read out as an analogue signal and then transformed into a
digital signal. In this section we give brief illustrations of how this new technology
has been applied to university/home laboratory-based facilities. However, there is
further detail in the following section on synchrotron instrumentation.

Over a decade ago, the company Dectris launched the revolutionary Pilatus
detector [23], which took silicon HPC technology and applied it to the crystallo-
graphic technique, and it rapidly became the detection system of choice at macro-
molecular crystallography (MX) beamlines around the world. A modest number of
these detectors were installed in laboratory-based facilities; however, in the last
decade, this technology has moved on considerably and is now readily available
for chemical crystallography and the home laboratory. This is illustrated by the fact
that major diffractometer manufacturers now sell their own versions of this technol-
ogy as an off-the-shelf package specifically for chemical crystallography. In fact,
Rigaku Oxford Diffraction has even gone as far as only selling HPC-based detectors
for their X-ray systems, and the HyPix-6000HE [24] is specifically designed for
single-crystal diffraction. The HyPix detector is readily paired with a rotating anode
generator, which, due to the low noise level and coupling of detection to readout
electronics, is particularly good at measuring diffraction from small and poorly
diffracting crystals. Alternatively, Bruker has developed the PHOTON series of
detectors [25], based on CMOS technology [26] which is a single monolithic charge
integrating pixel array which can simultaneously count and integrate incoming
photons and therefore has no count rate saturation point.

The combination of high flux sources and fast, noiseless detectors means that
copper-based systems are now much more viable for chemical crystallography in the
home laboratory. Due to the longer wavelength of copper radiation, it is necessary to
position the detector in many different locations to cover a suitable volume of
reciprocal space, and therefore a faster detector alleviates this time-consuming
problem. This combination is very powerful, due to the much higher brilliance of
copper radiation over the traditional molybdenum target.

1.2.2 Synchrotron Instrumentation

Sources

A ‘synchrotron’ is a particle accelerator, which is in fact something of a misnomer
for this type of light source as the X-ray producing component is the storage ring and
as such the particles are not accelerated and rather their energy is just maintained.
Light sources generally use electrons, but there are a few that use positrons,
e.g. PETRA-III in Hamburg. The electrons are generated in an electron gun and
then accelerated in a linear accelerator before being passed into the booster ring,
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which is the actual synchrotron component, that accelerates them to the full energy
of the storage ring. At this point the electrons are travelling at around 99.9999% the
speed of light, with an effective mass similar to that of a proton, and they can then be
passed into the storage ring. Unlike a laboratory source, the X-rays are not generated
by colliding with a target, but by making the electrons deviate from their accelerated
trajectory, and as they do so, they have to give off a photon to conserve angular
momentum. The energy of the photon depends on the energy of the electron and the
radius of the turn. The lost energy is replenished using a radio-frequency (RF) cavity.
Due to the combination of bends and straights, the storage ring’s magnetic lattice
forms more of a polygonal shape than a circle.

Synchrotron light sources have undergone an evolution, from particle physics
playthings to large-scale user facilities over the past 70 years. Initially only used for
accelerating particles for collision experiments, the observation of visible light
emanating from a glass vacuum vessel on the 70 meV synchrotron at General
Electric’s Schenectady, NY, labs [27] changed the trajectory of large-scale user
facilities entirely. Within years, scientists came to these particle accelerating sites
and harvested the photons produced by particle physics storage ring operations – this
is considered the first generation of synchrotron light sources, aka, parasitic opera-
tion. Beamlines, which direct and condition the light, were built in a generic
fashion – the instrumentation attached was changeable and ad hoc. The second
generation of light sources are those which were designed for the production of
light for scientists, and they were built specifically to produce light in certain regions
of the electromagnetic spectrum [28]. The macromolecular crystallography commu-
nity were early adopters of synchrotron radiation as the highly collimated beams and
high photon fluxes offered by second-generation machines provided significant
advantages over laboratory-based instrumentation. The beamlines on these early
synchrotrons were often taking light from bending magnets, which produced a
smoothly varying energy spectrum. Bending magnets are characterised by their
critical energy, which is where the total emitted light from the bending magnet can
be divided in half. In the equations below [29, 30], it is shown that this can be
simplified to a relationship between the storage ring energy and the bending magnet
field strength.

Ec ¼ 3eħBγ2

2m
γ ¼ Ee

mc2
ð1Þ

Ec ¼ 0:665EeB

Equation 1 The relationship between electron beam energy (Ee, in GeV), mag-
netic field strength of a bending magnet (B in T) and the critical energy of the
resulting radiation (Ec in keV). Due to e, ħ and m being constants, a simplified form
has been produced.

These parameters, as well as the overall circumference of the storage ring, are
carefully chosen to place the bending magnet critical energy in a suitable range for
the experiments to be hosted at the synchrotron; this value was historically chosen
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around 10 keV (1.24 Å) for diffraction studies. The light produced is in the form of a
flattened cone at a tangent to the curved path of the electrons and with a fan angle
equal to the angular change in the path of the electrons around the curve. As the
critical energy is proportional to the magnetic field strength, higher photon energies
can be achieved through the use of a ‘superbend’ where a conventional bending
magnet (which will typically have a field of around 1 Tesla) is replaced by a
superconducting magnet (which can have a strength in excess of 4–5 Tesla). In
this manner, the radiated power output can be amplified by a factor of 20 or more
with the critical energy increased by a multiple of about 5 with flux and brightness
gains of around an order of magnitude [31, 32].

The transition from second-generation to third-generation synchrotron light
sources was accomplished once storage rings were designed with long straight
sections to accommodate insertion devices, which are alternating magnetic arrays
placed above and below the electron beam. Some second-generation sources were
later adapted to take ‘insertion devices’; however, it was not until the advent of third-
generation sources that most X-ray diffraction beamlines took advantage of insertion
devices, which come in two main flavours: wigglers and undulators. All insertion
devices manipulate the electron beam so that it oscillates in the horizontal plane by
being placed through a periodically alternating magnetic field which is aligned
orthogonally to the path of the beam. If the oscillating excursions of the electron
beam are larger than the radiation cones emitted from each ‘wiggle’, then the
intensities of each period in the oscillation are added, and the device is called a
wiggler. The magnets in a wiggler are often superconducting with field strengths on
the order of 2–5 Tesla. The resulting spectrum is smoothly varying with a high
characteristic energy and with a photon flux commensurate with the number of
magnetic poles used in the device.

In an undulator, the magnetic fields are smaller; hence, the excursions are much
gentler; the radiation cones emitted from each oscillation overlap in such a manner
that there is an interference effect. In this instance, the amplitudes are added (taking
into account the phase difference from each contributing cone), and the sum for each
contribution, or period, along the undulator is squared to produce the intensity. The
intensity peaks at energies where the interference is constructive to produce a
spectrum that is characterised by relatively sharp harmonic peaks. The magnets,
usually powerful permanent magnets (with a strength of about 1 Tesla), are held in
jaws placed parallel either side of the electron beam. The energies of the harmonics
can be tuned by varying the gap between the jaws (that is the strength of the magnetic
field felt by the electron beam) so that a range of energies are available by a
combination of adjusting the undulator gap and hopping to a different harmonic.
As the oscillation of the electron beam within the undulator is relatively shallow, the
X-ray beam has an extremely small divergence in comparison to either a bending
magnet or a wiggler.

With the advent of third-generation synchrotron sources, crystallography
beamlines now tend to be based on undulator sources, as the low divergence, high
flux X-ray beams are ideal for the monochromatic methods of diffraction. The
continuous, smooth, spectrum of a bending magnet or wiggler source can also be
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well adapted for crystallography, especially when element-specific resonant data or
simultaneous spectroscopic data is needed or if higher energies are required to
penetrate in situ apparatus. In moving from second- through to third-generation
synchrotrons, the source size has continually been reducing, due to accelerator
physics improvements as well as the choice of insertion device becoming more
commonly an undulator rather than higher divergence wigglers and bending mag-
nets. Currently, most synchrotrons worldwide are considering or implementing low
electron emittance upgrades, also known as brightness limited upgrades. This
movement has centred around reducing the electron beam emittance; the primary
way of achieving this is to reduce the angular bend per magnet by replacing one
bending magnet with many lower field magnets. Variants on the multi-bend achro-
mat storage ring design have been implemented in MAX-IV [33], will be
implemented on SIRIUS and will be integrated into many existing facilities as
upgrades, e.g. ESRF-EBS [34], APS-U, ALS-U and PETRA-IV. The choice of
sources possible for crystallography beamlines will change in this fourth-generation,
high-brightness, low-emittance regime: bending magnet sources will rarely be
feasible for crystallography, wigglers will be chosen if a smooth continuum is
necessary, and undulators will yield even higher brightness and flux. With source
size reduction, it becomes easier to focus the beam to a smaller spot at the sample and
thereby increase the flux density. Sub-micron spots will be routinely possible;
however, when operating a rotation-based data collection approach in this regime,
the limitations will be the speed and accuracy of the diffractometer and the ability to
centre the sample.

Optics

For studies requiring a single well-defined wavelength, the energy is usually selected
by a monochromator, which exploits the Bragg diffraction from crystals to select the
required energy and direct the monochromatic beam to the downstream optics. The
design of synchrotron monochromators varies considerably, but usually they involve
a pair of matched crystals, a so-called double-crystal monochromator (DCM). These
are often silicon polished to the (1 1 1) Bragg plane and, with the first crystal held at
an angle to the primary beam, to select the energy, while the second crystal is
positioned parallel to the first so that the monochromated beam is directed parallel
to its original path, with a spatial separation from the main, unmonochromated beam.
It is important to match the vertical beam divergence to the natural rocking width of
the silicon reflection to maximise the flux – in higher divergence sources, a mirror
may be used upstream of the monochromator to collimate the incoming X-rays, but
the construction of this mirror imposes a restriction on the maximum photon energy
of the beamline. The typical bandpass of a monochromator with this configuration is
0.1%, which is a very thin slice of the energy available from the source. As the angle
of the first crystal is changed to select a specific energy, the second single crystal can
be moved both horizontally and vertically to maintain the position of the X-ray beam
leaving the monochromator – providing a ‘fixed exit monochromator’. The huge
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advantage of this configuration is that the following focusing optics and diffractom-
eter do not have to be moved when the energy is changed.

The monochromators at crystallography beamlines in the future may follow some
of the same principles of the classic DCM, or they might not even exist. The flux
limiting optical element on most crystallography beamlines is the monochromator –
three orders of magnitude can be lost in a silicon DCM. This is due to the extremely
narrow rocking curve, which has been advantageous for spectral purity; however,
this narrow level of bandpass is not necessary for most crystallographic experiments.
The humble sealed tube has a much lower energy resolution, usually quantified as
E/ΔE, equalling 150, whereas a typical Si DCM is closer to 7,000. Reducing this
resolution to a more moderate level will not harm the crystallographic experiment,
but it will allow access to unprecedented flux levels. There are various methods for
increasing the bandpass of a traditional DCM – replacing the silicon crystals with
multilayer mirrors can give E/ΔE values similar to those of a sealed tube. Bending
the silicon crystals will also increase the bandpass. The most radical method for
decreasing the flux loss at the monochromator is to eliminate it completely. The
undulator harmonics on fourth-generation rings are expected to become more
Lorentzian/Gaussian in shape, and it is likely that the harmonic peak will be suitably
narrow not to need further monochromation. The harmonics can be dispersed
spatially using a prism made from aluminium, or some other suitable material, and
the required harmonic selected with a set of slits (the harmonic separator concept
[35]).

Downstream of the monochromator there are usually mirrors to focus the beam in
both the horizontal and the vertical planes to best match the sample size. Again, the
design and configuration of the focusing optics can differ considerably between
beamlines with the type and number of focusing elements varying to provide the
desired beam size. This is commonly performed with either Kirkpatrick-Baez
mirrors [36], a so-called KB pair, or a toroidal mirror. The KB pair consists of two
mirrors that are initially flat, but then bent along their length and that are arranged
horizontally and vertically to focus the beam in those planes. The toroidal mirror is a
cylindrical mirror that is bent along the beam path to focus both horizontally and
vertically. All mirrors, however, work at a grazing incidence angle (usually with an
incidence angle of only a few milliradians), and they have coatings to supress the
reflectivity of the higher energy harmonics from the monochromator (for Si (1 1 1)
the strongest harmonic arises from the λ/3 component, associated with the (3 3 3)
reflection, but it is also possible to observe the ‘forbidden’ (2 2 2) reflections, which
manifests itself as a very weak λ/2 harmonic, for very strongly scattering samples).
This would be detrimental in that resulting data will be contaminated by these
harmonics and could produce effects such as unit cell doubling and tripling. The
mirror coating needs to be selected to suppress both of these harmonics. As the
mirrors are required to suppress harmonics over a large energy range (typically
5 keV to 35 keV), they are often prepared with parallel lanes of different coating
materials, with each lane being used in a specific energy window. The coating
materials have different atomic weights, e.g. Si, Cr or Pt, and by choosing
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appropriately, the energy of a particular harmonic will not be passed through, e.g. at
8 keV, a Si coating with not allow 16 and 24 keV to pass.

As X-ray mirrors need to operate at grazing incidence, great care must be taken to
ensure that their surfaces are free from errors in their figuring (slope error) that can
result in texture in the profile of the focused beam. Additionally, the temporal beam
stability can be affected by any vibration transmitted through the mirror mount –
which can be greatly amplified due to the long optical lever from the source through
the optical components to the sample. These issues are especially important for
experiments requiring focusing on the order of 10 μm or less. A solution for these
issues is the use of X-ray compound refractive lenses, which focus the beam through
a process of refraction rather than specular reflection. As the refractive index for
X-rays is close to and slightly less than 1, the lenses need to be concave to achieve
focus rather than the convex form used for lenses to focus visible light. Differing
focal lengths can be achieved by stacking a series of identical lenses into long rows,
called a transfocator, with a different number of lenses used to bring a specified
energy into focus at the same point. Compound refractive lenses produce extremely
well-focused beams, with very little profile texture at ideal focus, and they are very
tolerant of vibration, as they do not couple to the optical lever to the same degree as
mirrors. There is some absorption by the lens material itself, as the X-ray beam must
pass through it, so the choice of material is critical.

The advantages of increasing X-ray flux, using the above methods, are clear.
However, there is a potential downside which the macromolecular crystallography
community have had to tackle since the beginnings of structure solution from single-
crystal diffraction at synchrotrons – that of the propensity for crystal decay in the
X-ray beam. In the early days of synchrotron chemical crystallography, this was not
an observable problem, due to chemical crystals being less prone to decay, the
relative strength of a second-generation synchrotron and the sensitivity of the
detection. However, with the technological developments since then, this effect is
now far more likely and regularly being observed. This phenomenon is discussed
further in Sect. 1.3.

End Stations: Detectors

The development of single-crystal diffraction techniques at synchrotron sources for
atomic-resolution structure determination has been pioneered by the protein crystal-
lography community, where the advantages of synchrotron radiation over lab
sources were evident on early first- and second-generation sources [37]. As well as
driving the development of sources and optics, protein crystallography was also
instrumental in the advancement, or adaptation, of detector technology for the
recording of the diffraction data. It is critical to remember, however, that the needs
of a protein crystallography beamline and one optimised for smaller molecules are
not identical. The push for large-format detectors largely stems from the d-space
resolution necessary for protein crystallography at an X-ray energy which resolves
the closely packed reflections from large unit cells. Protein diffraction data has a
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smaller spread of intensities, due to the majority of the scattering atoms being close
in atomic number. The mosaicity of a protein crystal is generally higher, and the
diffraction limit is generally lower than that of a similarly sized crystal of a chemical
compound. These differences are key in understanding how detectors were devel-
oped for protein crystallography and are also informative in how chemical crystal-
lography at synchrotrons developed in parallel. It could be considered that the
development of detectors suitable for this work presented the greatest initial chal-
lenge and it is only comparatively recently that detector technology is close to
catching up with the full potential that third-generation synchrotron sources have
to offer for crystallographic studies using single-crystal methods.

Dectris have developed a new series of pixel array photon counting detectors,
Eiger, which have significantly smaller pixel sizes (75 � 75 μm rather than
172 � 172 μm) and with a much faster 3 μs operating at a frame rate of up to
3 kHz. With this new breed of detector, it is now possible to perform serial
crystallography with wedges of data collected on several sample crystals per second
from a slurry of microcrystals spread on a sample plate. At a synchrotron with small
molecule crystals, there is the issue of encountering the limitations of the Dectris
HPC chip designs, in the Eiger and Pilatus detectors. Because of the thresholding
which is used to detect a single photon, a photon on the edge of two or more pixels
may not create enough charge in any one pixel to be detected. Because of the relative
sharpness of small molecule crystal peaks, this effect is more likely to affect small
molecule data. This issue is avoided in HPC detectors built on the MediPix chip
design [38], such as the X-Spectrum Lambda series, which allows adjacent pixels to
essentially compare and account for these below threshold events. Another issue
with all HPCs which is more commonly encountered in chemical and mineral
crystals is the pileup effect. Essentially only one photon can be detected at a time
in an HPC, and this creates a maximum photon rate that can be handled. Recently a
workaround has been implemented in the Pilatus 3 and Eiger detectors, but this has
only increased the limiting rate; it has not eliminated it. This pileup effect can lead to
intense low angle peaks being underestimated. Alternatively, Bruker has developed
the PHOTON series of detectors, based on CMOS technology [26] coupled to a
phosphor. This detector is a single monolithic charge integrating pixel array which
can simultaneously count and integrate incoming photons and therefore has no count
rate saturation point – it is limited by the pixel well depth and readout time.

Looking forward, synchrotron beamlines of all types will certainly be working
with brighter and more intense sources and will have to learn from the detectors of
the FELs [39, 40]. Photon counting is generally too slow for FELs – most FEL
detectors are integrating detectors. The construction is similar to HPCs, but the
readout chip architecture is designed to measure the charge on the sensor pixel,
not the arrival of individual photons. One of the current integrating detectors, like the
JUNGFRAU [41] from PSI at the SLS, has been shown to collect high-quality
protein crystallography data. The pileup issues seen in today’s detectors will not be
tolerable on future crystallography beamlines, when multiple orders of magnitude
more flux is arriving at the sample.
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End Stations: Small Molecule Specifics

The huge potential for using synchrotron radiation for the determination of small
molecule structures, from crystals of a size that would formerly have been consid-
ered as single powder grains, was demonstrated by Harding in 1994 [42] with the
structure solution of the industrially important catalyst precursor material
aurichalcite. They used the SRS wiggler protein crystallography station, 9.6, at the
Daresbury Laboratory with an Enraf-Nonius FAST (electronic area detector) dif-
fractometer (0.4� frames, exposure time 40 s per frame, covering 200� in φ with the
synchrotron ring current 20 mA (single-bunch mode)). Despite the low single-bunch
ring current and the very small crystal size (100 � 40 � 5 μm), they obtained
excellent results which demonstrated the need, and likely success, of a dedicated
small molecule single-crystal diffraction station at SRS. The work, in part, was a
precursor to the first beamline built at a synchrotron that was designed solely for the
support of small molecule crystallography, station 9.8 at SRS Daresbury [43], which
was built around a turn-key laboratory-based diffractometer system that was adapted
for the synchrotron environment.

Thereafter a number of dedicated small molecule crystallography beamlines at
synchrotrons also started out using commercial diffractometer and area detector
systems. This approach had the strong advantage that while almost all users had
no synchrotron experience, they were familiar with the software and operation of the
diffractometer system. Furthermore, the hardware and software were well tried and
tested by both the manufacturers and their customer base, with issues being found,
reported and fixed quickly. This combination of factors meant that a largely unfa-
miliar chemical crystallography community was able to rapidly and confidently
embrace the use of synchrotron radiation and quickly realise its benefits.

However, the rise of the third-generation synchrotrons with smaller source sizes
resulted in smaller, more intense beams, especially from undulator sources, and
flaws in this approach started to become evident. The diffractometers and detectors
were too slow to make the best use of the high intensity, resulting in the beam being
attenuated to get the diffracted intensities back into a range where they can be useful.
Furthermore, the smaller beams decrease the tolerance on the sphere of confusion of
the instrument and the alignment of the crystal. The manual goniometer head is then
no longer able to position the sample well enough, and mechanical wear becomes a
problem, as they were designed for a few crystals a day and not the 30 or 40 a day at
the synchrotron.

Not for the first time, the chemical crystallography community is looking to
protein crystallography beamlines to solve many of these problems. Air-bearing
diffractometers such as the SmarGON D6 [44] are capable of omega rotation at
speeds of 180�/s, compared with the 1�/s performance of traditional commercial
goniometers. Generally, the crystal positioning in all axes on this and the other
bespoke goniometers now in operation is motorised. Furthermore, detectors such as
the photon counting Dectris Eiger 1M are able to collect 3,000 frames per s, c.f. a
Bruker PHOTONII at 2 frames per s. Combining these technologies means a
standard dataset could take as little as 30 s.
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Considering that interlocking the experimental hutch would take a minimum of
30 s and that crystal selection and mounting will take longer still, a good proportion
of allocated beamtime would not be spent actually collecting data! This is clearly a
waste of a precious resource, and again, the MX community has the answer – sample
mounting robots. Crystals are pre-mounted, frozen and placed in a dewar for the
robot to take and place on the diffractometer. The crystal is centred remotely by
mouse-clicking on the centre of the crystal, which is then driven to a predetermined
point in space. This now allows the whole experimental process to be run without the
user being at the beamline – they mount their crystals in the comfort of their own
labs, freeze and ship them to the synchrotron. With the crystals loaded into the dewar
at the synchrotron by beamline staff, the experiment can be run by the users
remotely. During the experiment the users will centre the crystal; assess the quality
and intensity for the diffraction pattern; change attenuation or counting time as
necessary; see how well it indexes; assess the data resolution; and determine the
quality of the structure solution and refinement. I19 at Diamond Light Source
(UK) is the first small molecule beamline to offer this capability to their users.

It is interesting to note the effect of advances in experimental practice and
particularly instrumentation improvements on the data in the CSD. As mentioned
above, modern X-ray detectors deliver greater accuracy and speed than those used in
the early years of crystallography. The percentages of the different types of detector
used to determine structures submitted to the CSD this century are shown in Fig. 1.
As per the discussion above, the dominant use has been CCD detectors; however, in

Fig. 1 Percentage of structures in the CSD collected using different detectors since the year 2000
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the last 5 years, there has been a noticeable uptake in the use of Hybrid Photon
Counting (CMOS and HPAD) detectors. The latter trend clearly points to this type of
detector being the technology of choice for the coming years, and the discussion
above indicates the effect that this will have on data quality.

The average collection temperature over the all the structures reported in the CSD
has gone down approximately 15 K over the last 10 years from 204 K in 2009 to
189 K in 2018, although the range of temperatures has increased slightly as more
experiments are performed to investigate the behaviour of materials under extreme
conditions. The increased use of cooling technologies, particularly those using liquid
nitrogen [45] to reduce thermal motion and possibly freeze out disorder, has
undoubtedly played a role in this decrease.

1.2.3 The High-Throughput Process

The previous sections have considered hardware developments and illustrated their
ability to provide very rapid and accurate data collection. However, these advances
cannot be harnessed without development of the appropriate software to drive the
process, manage it and deal with the output. Furthermore, to enable true high-
throughput or optimum efficiency, this must happen in real-time in relation to the
data collection process. Computing hardware can now be configured to process at
high speed, and very powerful software can be written relatively easily, so it is not
surprising that there have been software developments that are commensurate with
the hardware improvements. Both national facilities and instrument manufacturers
have dedicated teams to develop software to support and develop the experiment
process, and this now involves functions beyond those of simply interfacing with the
instrument and processing raw data. In this review we will focus only on those, more
recent, aspects of software development that support higher-throughput data collec-
tion and the efficient operation of a facility, which predominantly falls into the
categories of screening and automation.

Screening

As noted elsewhere in this article, the range of chemistry research being undertaken
very often provides significant challenges for crystallography. Accordingly, samples
can be poor in quality/crystallinity, and often it is not possible to recrystallise or
grow better crystals. National facilities are generally more powerful than those
available locally, so it is very common for them to be used to tackle the tougher
problems that cannot be handled at home. Therefore, these facilities have become
highly specialised to deal with this type of sample. The challenge with these samples
is often the selection of the best possible crystal that will afford the best possible
dataset, and so an efficient quality screening process is critical.

Due to the diversity of chemical samples, there has been little development of
automated crystal growth, selection and mounting mechanisms in the way that
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macromolecular crystallographers work. However chemical crystallography has a
lot to benefit from by adopting fast diffraction screening. Traditionally this process
has been one of taking a single diffraction snapshot and assessing quality by eye or
by performing a short pre-experiment (typically 2 or 3 small scans) and judging the
accuracy of the indexed unit cell. However, with state-of-the-art hardware coupled
with well-developed software, new approaches are possible. It is now possible to
automatically process, solve and refine data as it is being collected. Accordingly, the
NCS screening procedure is now typically just to begin data collection and assess the
structure as it progresses. This is made viable due to the fact that an HPC detector
coupled with an intense X-ray source can collect data very quickly. Furthermore,
part of the CrysAlisPro software [46], Autochem, provides the ‘What is this?’
routine, which automatically integrates, solves and refines the structure from the
very beginning of a data collection. Typically, for a well-diffracting sample, an
initial structure is available in around 2 min, and from this, it is possible to much
better assess sample quality than by using traditional methods. For a challenging
case, several samples will be trialled in this way and then the best one selected for
data collection. This approach has not impacted the throughput of the facility, while
at the same time it has considerably improved the quality of structure that one would
typically get from such challenging samples.

On beamline I19 at Diamond, the software tool screen19 has been developed to
indicate whether count rate saturation has occurred for the Pilatus 2 M detector from
a short, fine-sliced, data collection scan. It provides an estimate of the level of beam
attenuation required to bring the count rate of the strongest reflections to below the
required threshold based on an estimate of the mosaic width of the reflections. The
program also indexes the observed reflections, to provide unit cell information, and
provides a Wilson plot so that an estimate can be made of the maximum resolution
that the sample diffracts to. The screen19 program is launched automatically for
each scan in any subsequent full data collection so that any degradation in the sample
quality can be assessed. In parallel, the autoprocessing pipeline will provide a solved
structure for each scan, or group of scans, used in the data collection, including the
scan used for initial screening.

Remote Access

The use of remote access in small molecule crystallography is still very much in its
infancy, and many of the techniques that have been implemented so far have been
borrowed heavily from macromolecular crystallography, where remote access is
now the exclusive mode of operation. In the paper of Johnson et al. [47], an excellent
account is given of the development of the remote operation of beamline I19, at
Diamond Light Source, for chemical crystallography studies. In their account, they
have identified the following key areas:

Sample Loading and Transportation The preparation and mounting of samples
have generally evolved in most chemical crystallography laboratories away from
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traditional, glass-fibre, mounts to the use of magnetic bases fitted with Kapton
micro-mounts. Crystals are usually bonded to the micro-mounts with a suitable
inert oil and handled in a manner that depends on the specific properties of the
sample, whether that is due to a possible chemical reaction or loss of solvent on
exposure to the air. By immediately flash-freezing the crystals under liquid nitrogen
in a Unipuck container, the samples can then be couriered to the synchrotron,
ice-free, with the Unipucks held within the inert conditions of a dry shipping
dewar. Each Unipuck can contain 16 sample mounts, and, with each dry dewar
able to hold 7 Unipucks, a single shipment of 112 crystals can be made. On receipt of
the dry shipper at the beamline, all 7 Unipucks can be loaded into the dewar of the
robotic sample changer. Johnson et al. have found that distributing a number of
crystals of the same sample in different pucks increases the chance of selecting a
sample suitable for structure determination. This approach reduces the risk of losing
the opportunity to collect data on a particular sample, in the event of an issue with an
individual puck, as the spread of crystals between alternative pucks provides some
redundancy.

Data Collection Remote data collection is carried out by the users connecting to the
beamline using the NoMachine remote desktop software, and this can be carried out
from the users’ home laboratory (or indeed, with suitably fast broadband, from their
home). The arrangement provides a very similar experience to the user being present
in the control room of the beamline, although it is recommended that a workstation
with at least two large screens is used due to the need to display several large
software windows for General Data Acquisition (GDA), Information System for
Protein Crystallography Beamlines (ISPyB) and some Experimental Physics and
Industrial Control Systems (EPICS) controls. A key difference to the operation of the
beamline GDA is the use of a software ‘Baton’, designating which computer
currently holds control of the diffractometer and robot. This must be passed explic-
itly from the beamline to the user, with the local beamline staff able to take back
control, via the baton, at any point. To aid communication between beamline staff
and the remote users, a text messenger is incorporated within the GDA.

Data Processing With the more efficient use of the beamline and the corresponding
increased rate at which data are recorded, the degree of data analysis that can be
carried out during a session of beamtime can only be relatively rudimentary as there
is time pressure to collect data from other crystals. The automated data processing
pipeline can greatly assist in providing reduced data, and solved crystal structures,
for well-behaved samples, but for more challenging cases, data analysis will require
additional effort. For these more difficult datasets, which may involve twinning
(or where there are multiple-crystal components) and major structural disorder, the
diffraction images can be either imported directly into or converted into the appro-
priate file formats alternative processing packages that fit with the users’ previous
experience and preference. These software packages, whether they are public
domain or proprietary, contain more bespoke tools for small molecule crystallogra-
phy that allow useful integrated data to be produced from the usually very poorly
diffracting crystals that are brought to the synchrotron.
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Consequences of Remote Access More generally, remote access not only elimi-
nates the need for users to travel to the synchrotron with the glass-ware containing
their samples, which carries safety considerations, but it also offers them the
potential to organise their beamtime into short, and more regularly spaced, intervals
rather than whole day blocks separated by weeks. This more regular access provides
a more timely turnaround for urgent, high-priority, samples. Remote access also
allows greater cooperation between groups in a BAG (Block Allocation Group) as
the GDA baton can be passed freely between geographically separated institutions in
the same BAG so that each end user can run their own set of samples at a convenient
period during the allocated beamtime. This greater flexibility is a compelling means
of introducing new users.

Automation

Chemical crystallography facilities are now available for use by a wide range of
researchers of varying experience working across a large range of scientific disci-
plines and often geographically distributed across the campus/region/country/world.
Therefore, the ability to track, process and deliver a high volume of datasets is
paramount and is now a critical capability for most service crystallography labora-
tories and a key component of being an efficient facility. Larger-scale facilities are
developing information management systems to address this; for example, see
ISPyB [48] described below. However, to a certain extent, every chemical crystal-
lography facility requires systems that can support application, access, sample
submission, sample tracking and reporting, data accessibility and data management.
For a number of facilities, some of these may still be largely ‘manual’ processes;
however, as rates and volumes of data production increase exponentially, these are
beginning to become untenable. While crystallographic data is well structured and
understood and only of medium size in terms of modern digital storage, over time the
volume and heterogeneous nature of the files, ranging from binary images to small
text (e.g. CIF) files, becomes an issue for data management at the facility scale. For
example, as a high-throughput facility, the NCS diffraction laboratory at Southamp-
ton generates approximately 2,500–3,000 data collections per annum – this rate
provides an indication of the issues that all laboratories will need to address in the
future.

The recent development of highly automated methodologies for the production
and purification of proteins, along with techniques for optimising crystallisation, has
led to an ever-greater demand for the collection of X-ray diffraction data at MX
beamlines at synchrotron sources. This greater demand has driven the automation of
the beamlines with emphasis placed on intuitive and user-friendly software and the
use of robotics for sample handling and exchange, with samples mounted in a variety
of formats – including loops and X-ray diffraction-compatible crystallisation trays.
With ever-brighter sources, coupled with high-precision goniometry and fast pixel
array photon counting detectors, there has been a step change in data collection
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efficiency with a commensurate increase in the volume of novel, and increasingly
more challenging, protein structures that have been determined.

With the rapid development of sample preparation and data collection infrastruc-
ture, there has been a strong drive to manage the overwhelmingly large volumes of
data that can be generated at each stage of the process: from initial sample production
through to the finally realised crystal structure. To this end, many synchrotrons have
developed a laboratory information system (LIMS). The LIMS system at Diamond,
more widely known as ISPyB, provides a portal for users to track each stage of their
experiment; detailed sample information can be added for each sample ahead of
beamtime, along with the location of each sample within the shipping container.
ISPyB can be used to generate the appropriate labels for the shipping containers to
allow them to be couriered, and tracked, to the synchrotron. At the commencement
of beamtime, ISPyB is updated with the specific location of each sample within the
beamline’s robotic sample changer. The location and all of the accompanying
sample information can then be moved to the beamline’s data collection, GDA,
software from which each sample can be called and mounted for data collection.
Usually data collection is carried out by the user accessing the beamline via remote
login via their home institution. All of the raw and processed diffraction data is then
linked to each sample along with all of the accompanying metadata, including the
beamline parameters and images (snapshots) of the crystal from the beamline’s
sample viewing optics.

There has been a large shift for macromolecular crystallography to make LIMS,
such as ISPyB, the core of the data collection, and data curation, process and to make
the database itself the principal means of user interaction for all steps. For small
molecule crystallography, progress in this area has been somewhat slower as there
are few dedicated beamlines that exclusively support this technique and only a
subset of these have any degree of robotic sample exchange. Beamline I19 at
DLS, however, has facilities that are reminiscent of those on MX beamlines,
including large-format pixel array photon counting detectors and a robotic sample
changer, and is fully incorporated into the DLS GDA infrastructure. As a conse-
quence, it is more fully compliant with the requirements for integration with ISPyB.
Following the upgrade to the high-throughput diffractometer and robotic sample
changer in experiments hutch 1 (EH1) of beamline I19 [49], there has been the
adaptation of ISPyB to enable the recording of metadata specific to small molecule
crystallography.

For MX, after initial data processing, the unit cell can be compared with similar
cells for the user’s current visit and previous visits, and the cell can also be searched
for within the Protein Data Bank (PDB). For small molecule crystallography, a cell-
matching search for similar unit cells in the user’s current and previous visits can be
undertaken, but, as yet, any search in the Cambridge Structural Database (CSD)
needs to be undertaken outside the environment of SynchWeb with the CSD
application ConQuest. It can be envisaged, however, that a suitable interface could
be developed to pass cell information from SynchWeb to ConQuest or to provide a
relatively seamless link between both applications.
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Data Management, Retention and Availability

With such large volumes of data being generated, particularly via high-throughput
and automated approaches, facilities are now having to seriously consider their
position with respect to commitments to users and the broader community with
respect to policies regarding the data they collect. Not only does the location of data
have to be managed over time, but also its accessibility – and this applies to all scales
of operation. National-level facilities, being centralised and multi-user operations,
generally have data statements which illustrate the stance they have adopted. Beyond
these statements, such facilities are in varying states of readiness with respect to
having formal policies in place to address them. As the requirement to make a greater
commitment to data management rises, the resourcing required is becoming more
supported, and accordingly policies are becoming more widespread and meaningful.
For example, the Diamond Light Source Data Management policy [50] statement
declares ‘The purpose of this policy is to provide Users conducting Peer Reviewed
Research with information and guidance on Experimental Data ownership, storage,
access and management and to ensure that Experimental Data is managed and used
in ways that maximises public benefit’. Backing this up, the policy states that all data
and metadata generated by facility users will be kept live for a minimum of 30 days
after which a long-term archive copy is created – for the first 3 years, access to this is
exclusive to the experiment team, but after this period, the data may be made openly
available (under a CC-BY-4.0 licence). The ESRF data policy [51] has the same
3-year embargo period and commits to definite long-term storage of 5 years, but
striving for 10 years. However, the ESRF policy goes further in that it makes a
commitment to underpinning the publication process via provision of a DOI that can
be cited in articles publishing the results derived from this raw data – this implies a
much longer-term retention for data relating to publications. Conversely the
Advanced Photon Source data retention policy [52] is rather sparse and makes no
commitment to long-term storage, stating ‘Experiment data and metadata collected
at APS beamlines may be stored at and retrieved from the facility for at least
3 months’.

While such policies are generally the concern of central, national facilities, these
commitments indicate the longer-term view and requirements of the research com-
munity. It will therefore become increasingly more important for smaller-scale
facilities to consider their commitments to data management. This consideration is
made increasingly more important by the imposed requirements of the funders and
publishers of research for more transparent and rigorous access and management of
data. Amongst the smaller-scale chemical crystallography facilities, there are vary-
ing attitudes and states of readiness towards these aspects of data management, and it
will therefore take longer to address. It is clear that additional resources, such as
finance and expertise, will need to be found in order for this to be implemented fully
at any scale facility. It is also worthy of note that databases such as the PDB and CSD
now facilitate and expose links, via DOIs, from records in their databases to raw
diffraction data, which aids the discoverability of raw data.
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1.3 Facilities and the Relationship Between Home
Laboratory and Synchrotron

Nowadays many chemistry disciplines are utterly reliant on structural information to
understand the complexity of a system or how it functions. These disciplines can
produce very challenging samples for single-crystal diffraction, and also often it is
not possible to recrystallise them or refine the synthesis method to generate larger
crystals. Often these samples exceed the capability of local, traditional crystallo-
graphic facilities and recourse to larger-scale centralised facilities, and the appropri-
ate expertise to handle such challenges is invaluable. To address these requirements
of modern chemistry, the UK has a ‘three-tiered’model (1¼ ‘home laboratory’; 2¼
‘National Service laboratory’; 3 ¼ ‘synchrotron facility’). This means that weak
diffractors can be screened on the most powerful laboratory source available before
being referred to the synchrotron and ensures that the right samples are matched to
the correct facility. This means that as we approach the diffraction limit for crystals
of particular types of chemical systems, it is still possible to get structural
information.

The suitability of a facility to particular samples is not only important for
efficiency, but also we are now observing severe radiation damage for a significant
proportion of samples investigated at a third-generation synchrotron [53]. In fact, it
has been observed that samples previously considered to be ‘radiation hard’ are in
fact affected by the radiation doses that modern synchrotrons generate. In some more
extreme cases, there is clear evidence that the chemical makeup of a material can
change as a result of exposure to this level of dose, i.e. the structure is not the same
material at the end of the experiment as it was in the beginning. It is therefore now
becoming necessary to adopt the approaches that the protein crystallography com-
munity have taken to address this problem [54] and the interplay between the home
laboratory and synchrotron source will become crucial for successful data collection
in certain cases.

A comparison between the two facilities several years ago [11] showed that a
routine data collection with images collected at 1 s each on the attenuated synchro-
tron source is approximately equivalent to a 30 s per image data collection on the
NCS state-of-the-art instrument at that time. Final R-factors for data merging and
structure refinements were very comparable, so when taking into account the
difference in time factor and attenuation applied, the synchrotron was collecting
comparable data 100 times faster than the home laboratory. In the intervening time,
both facilities have upgraded instrumentation – with the home laboratory installing a
new HPC detector and the synchrotron upgrading the monochromator and goniom-
eter and changing to a HPC detector.
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1.3.1 Comparison Data Collection

We have therefore embarked on a comparison study, reported herein, with the
intention of benchmarking these facilities relative to each other. This also provides
a mechanism to describe the experimental procedure and make available template
CIFs for a general data collection carried out on either facility by the NCS. Full
procedural descriptions, along with data collection and refinement parameters and
statistics, are provided as Electronic Supplementary Material to this article.

A suitable sample was selected, i.e. very stable and with suitable diffracting
power to give workable results on both systems. Using a very accurate diode and
taking into account the size of the beam and attenuation factors, it was measured and
calculated that the flux density at the sample is over three orders of magnitude greater
at the synchrotron source. Very similar data collection strategies were designed for
both facilities in order to ensure a rigorous comparison with similar coverage. In
order to obtain comparable data, the home laboratory collection was run at the
equivalent of 100 s per degree, while the synchrotron collection was performed at
2 s per degree and using 10% of the incident beam. While the home laboratory
experiments are clearly considerably slower, it can be seen that there is more
observed data collected and the resulting agreement factors are better. One might
now begin to conclude that for single crystals that are at the limit of hypothetical
diffracting power, a very powerful home source will provide equally good results as
a synchrotron. However, there will be samples where the hypothetical diffraction
limit is not achievable in-house and the superior flux of the synchrotron will produce
a better model. There will of course also be situations where the considerably more
rapid data collection capability of the synchrotron will be of benefit. However one
also has to be cautious as the dose received by the sample will often be very similar
(less flux over a long time against more flux in a short period) in both facilities and
therefore the best/correct strategy and facility must be selected in the case of samples
that are prone to serious radiation damage.

1.4 Conclusion: Learning from Large Facilities

Large, national facilities drive innovation and act as a beacon for instrument and
process development. These facilities indicate the future for conventional, smaller-
scale facilities and act as an indicator of the direction in which the field is going in for
the medium term. The example of the instrumentation and capabilities in the home
laboratory of the NCS illustrates how the synchrotron-driven approaches can be
translated to the everyday facility while demonstrating exactly what is possible and
that the difference between local and national facilities needn’t be so large.

There is a clear impact arising from the development of faster, more accurate
technology and the increasingly automated methods that have been derived to make
the most efficient and effect use of these instrument advances. Not only do these
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developments lead to the generation of a greater volume of data, but they also enable
examination on increasingly challenging samples. This provides us with the ability
to examine extremely small and weakly diffracting crystals and increasingly is being
used to drive the boundaries of structural science forward, e.g. the ability to collect
data extremely rapidly enables the characterisation of dynamic processes in the solid
state. However, the main, key point of this review is to demonstrate how these
technological advances provide support for the challenges modern chemistry pro-
vides and most importantly is a significant driving force behind small molecule
crystallography really becoming a more data-driven discipline.

2 The Impact of Technological Advances

2.1 The Communication of Results

Since communication in academia began, the scientific article has been viewed as the
primary form of currency. It is worth taking a brief look at the history of the article to
illustrate how it has changed over time. The first journal was the Philosophical
Transactions of the Royal Society [55], started in 1665, which did include some
‘data’ and had an element of peer review. However, over the following centuries,
there was a tendency for shorter, letter-type publications, which merely reported
some final results. It was not until well into the twentieth century that the journal
article was produced in the way we understand it today. It is interesting to note that as
late as 1938, the journal Science relied wholly on personal solicitations for its
content, while it was only in 1967 that the journal Nature introduced peer review –

prior to which articles were primarily accepted based on editorial judgement. The
following quote from Einstein relating to a Physical Review’s submission in 1936 is
particularly revealing!

We had sent you our manuscript for publication and had not authorized you to show it to
specialists before it is printed. I see no reason to address the in any case erroneous comments
of your anonymous expert. On the basis of this incident I prefer to publish the paper
elsewhere

Peer review became ubiquitous as the method of quality control in the second half
of the twentieth century not only due to the increasing specialisation of research but
also due to the sheer volume being conducted and the fact that mass printing and
distribution had become trivial. The result of these developments is the knock-on
effect that the journal article has become the primary measure of the impact of a
piece of work and now dictates much of the way the academic system operates.
Research funding, journal quality, institutional esteem, personal esteem and promo-
tion prospects are all affected by the perceived quality and volume of publication.
Furthermore, the impact of work is judged on not only the quality of the journal but
also a whole range of other metrics, such as those based on the number of citations an
article receives. During this period the inclusion of crystal structures in articles has
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massively increased and is well known to have an effect on how publishable an
article is. The evolution of digital publishing and the medium of the Internet has not
significantly changed the publication process in so far as it fundamentally works
with the conventional written article; however, it has had a significant impact on how
the academic community works with underlying data and in particular crystal
structures.

This section considers the impact that the dramatic rise of the facility and the
consequent increase in volume of data generation described in Sect. 1 has on the
publication system, how we curate the data and how this can inform and influence
the science that is being performed.

2.2 (Crystal Structure) Data Becomes a First-Class Citizen
in Publishing

Until the early 1990s, crystallographic ‘data’ were generally included in articles as
print-outs of coordinates, agreement factors, etc. and figures (with hardcopy struc-
ture factor tables submitted as supplementary information). However, from as early
as the 1960s, crystallographic data was collated from the literature in a form of
database to provide crystallographers with a more effective route to find structural
information and a mechanism to bring the data out of the publication
(or supplementary information). With digitisation came opportunities; however,
crystal structures would have essentially been destined to obscurity of supplemen-
tary information like much of spectroscopic characterisation data today, if it had not
been for the advent of the Crystallographic Information File (CIF) [56, 57]. Convened
by the IUCr and driven by experts in the community, this standard for the represen-
tation of crystal structures was devised and essentially universally adopted [58]. CIF
has found many uses in almost every aspect of crystallography-related research and
is used by many different stakeholders. Through well-supported governance from
the IUCr, CIF has moved way beyond just being implemented as a file format and
become the Crystallographic Information Framework [59]. This innovation is exem-
plary and has resulted in crystallography being a leading light in data management
and communication. Not only is it possible to describe an experiment and result with
CIF, but it can support validation, visualisation, computation and curation. It has also
been possible to write a paper in CIF for a number of years – this, alongside the other
capabilities of CIF, has generated and led to a culture where it is entirely possible to
‘publish’ a dataset in its own right, without the need for a lengthy accompanying
paper. The fact that the underlying data has risen to such independent prominence
has led to IUCr convening a committee on data – CommDat [60].

The ability to automatically validate a small molecule crystal structure begins to
provide some solutions to address the problems that having an increased number of
structures in the system presents. The CheckCIF [61–63] service provided by IUCr
is a key part of the community infrastructure that has been built on CIF. When
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validation tools and services were first introduced around two decades ago, there was
a tendency to use them as a binary gauge of quality, i.e. if a structure fails to meet all
test criteria, then it is simply not acceptable. While this attitude can still be encoun-
tered, on the whole it has become standard practice to use this service as a tool to
assist review and complement a reviewer’s own judgement – that is, to use it in
combination with other assessment approaches. These combined approaches to
assess ‘validity’ of a crystal structure have become increasingly important as the
fields of chemistry and structural chemistry have evolved over the last few years.
Crystallographers are posed with increasingly difficult problems, where often it is
not possible to recrystallise a product but crystallographic characterisation is crucial.

We are beginning to move to a culture, supported by the right processes and tools,
where the notion that ‘data needs to be fit for the purpose’ is acceptable. In some
areas of chemistry, any amount of structural information, e.g. connectivity or
conformation, can provide huge insights and be immensely valuable, whereas in
certain studies differences of a thousandth of an angstrom for a particular interaction
can be very important. Clearly one needs to be able to make a judgement as to
whether the evidence/data that supports a claim is of an appropriate level of quality
to do so. We now have in place most of the standards, tools and processes to be able
to do this. So long as the appropriate approaches are taken, it should now be perfectly
acceptable to publish a structure that traditionally would have had an unacceptably
high R-factor, so far as the structure is basically ‘correct’ and the author is not
attempting to make grossly overstated claims in their analysis.

As a result, publishers are now only one aspect of the research lifecycle where
quality is assessed. Database providers now perform more quality assessment before
accepting deposits and as part of the process of validating structures for entry into
their collections, but also end users now have the tools to deduce these quality levels
themselves. These factors mean that now it should be possible to rapidly make
crystallographic data available and if the right processes are followed and correct
tools applied, then the end user can readily make use of this data with the confidence
that it is being used appropriately. This is particularly important as we see the rise of
computational/theoretical (a very significant proportion of the users of crystal
structure data are performing in-silico calculations on them) and cheminformatics
approaches in research – especially areas that are purely consumers of crystal
structures.

However, we do need to be careful! If one considers that the crystal structure
results we are talking about are in fact just models and based on how raw data has
been interpreted, then there may well be cases where simply assessing and validating
a regular result, i.e. a CIF, is not enough.

The small molecule crystallography community, through the IUCr CommDat, is
now assessing in great detail the extent to which the raw data underpinning the CIF
result needs also to be made available [64]. There are strong arguments and trends
that this will happen as a routine matter of course in the macromolecular crystallog-
raphy community; however, there are valid reasons why this might not be the right
approach for small molecule crystallographers. Firstly, the sheer volume of results in
small molecule crystallography is much greater, and so ‘publishing’ associated raw
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data becomes unwieldy very rapidly – it does not scale well. Secondly, the nature of
the small molecule result is very different to that of a macromolecular one – the
resolution of protein structures is relatively low and there is often ‘room for
improvement’, whereas the likelihood that relatively little extra can be obtained
from a high-resolution small molecule structure is much higher. As methodology
develops, in some cases very rapidly, the ability to reassess old data and get a better
result becomes very real and very worthwhile. There are numerous situations where
recourse to raw data could therefore be of very real benefit to future users of our data,
many of which are listed below:

• When a result provides a contribution to chemical knowledge, but is poor quality
• In order to support a ‘grand’ claim, i.e. an unusual result that has not been

previously observed or considered possible
• To support cases where modelling of disorder, twinning, incommensurate or

modulated structures could be open to other interpretations
• To support analysis of the modelling of diffuse scattering
• To make available, e.g. disorder, twinning, incommensurate, modulated, diffuse

scattering datasets so others/future generations can attempt to (re)solve them
• To provide supporting evidence for ‘Advanced Experiments’, e.g. charge density,

high pressure, phase transition, gas environment and excited states
• When it is clear that future improvement, e.g. for many of the cases mentioned

above, may be possible through developments in software and modelling
• To make available training sets and benchmarks for software and method

developers

As access to fast networks and large volumes of data storage become ubiquitous
and normal, many of the problems that have historically been perceived as blocks to
routinely curating, making available and accessing raw data have gone. As men-
tioned previously that is not necessarily a case for making everything available but
certainly is when to do so is clearly going to be of value.

Coupled with the recent technological developments described in Sect. 1, these
digital developments have provided a platform that is fundamentally changing the
application of structural information. Partly due to the fact that the technique is seen
as a much more rapid and accessible method of characterisation by colleagues in
synthesis and partly because specialists can achieve so much more, the number of
articles containing crystallographic information has risen dramatically. The Crystal-
lographic Information Framework is very much an enabler for this phenomenon, and
the result is that being able to process and communicate at these new levels has led to
entirely new and increasingly independent fields of study.

2.2.1 Structure-Driven Independent Research Fields

The speed, accessibility and capability of the technique have led to many more
academic research groups being driven by crystallography and becoming almost
wholly dependent on it. This has given rise to fields such as crystal engineering and
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becomes the crucial underpinning of others such as MOF research, magnetism and
supramolecular chemistry. Crystal engineering is now embedded as a mainstream
chemistry topic, as evidenced by the long-term establishment of dedicated main-
stream community journals such as the Royal Society of Chemistry’s
CrystEngComm [65] and the American Chemical Society’s Crystal Growth &
Design [66]. Furthermore, there are many more articles in high-impact general
chemistry journals that fundamentally depend on chemical crystallography.

For such studies, it is generally necessary that one has to work with the ‘raw’
products of synthesis, i.e. recrystallisation or alternative methods are not viable, or
study all the variants of a system/family, i.e. it is not possible to pick the best
example. Furthermore, in such fields it is not uncommon to be working with
extremely large and complex systems, often fraught with the difficulties of consid-
erable quantities of solvent of crystallisation. These are just a handful of examples
used to illustrate the point that beyond a decade ago, it would not have been possible
to work with such systems using the crystallographic technology available at
that time.

2.2.2 The Meteoric Rise of the Database

Databases are ubiquitous in crystallography [67]. The Cambridge Structural Data-
base (CSD) has been collected, curated and provided by the Cambridge Crystallo-
graphic Data Centre for over 50 years and is the largest collection of single-crystal
diffraction-derived results for chemical crystallography. Other collections exist
which complement and in part overlap with the CSD including the Crystallography
Open Database (COD) [68] and the Inorganic Crystal Structure Database (ICSD)
[69]. Powder diffraction data and incommensurate crystal structures are collected by
the International Centre for Diffraction Data (ICDD) and the Bilbao Incommensurate
Structures Database (B-IncStrDB), respectively. The Protein Data Bank (PDB) for
proteins is similar to the CSD in many ways, and in the early 2000s, it rapidly
became a critical central tool in the field of bioinformatics.

In the beginning, the CSD was created by abstracting crystallographic data from
publications. The establishment of agreements with publishers and the development
of the CIF led to the archival and curation of the underlying datasets, but it was still a
somewhat manual process. Technical developments and the establishment of auto-
mated workflows with publishers over the last decade have made deposition and
linking to parent publications more digital/Internet compliant. The last 10 years have
seen a dramatic increase in the number of structures in the CSD with the database
doubling in size from half a million structures in 2009 to one million in 2019.

The role of the database has accordingly increased significantly over the decades.
The derivation of knowledgebases has helped to provide a deep understanding of the
solid state and allowed the generation of a set of principles and guidelines to aid the
crystallographer. More than 10 years ago, these were the preserve of a few interested
researchers. This work started with the derivation of ‘standard values’ for geometry
of bonds and particular functional groups [70, 71] and developed into interaction
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(Isostar) and geometric (Mogul) knowledgebases (vide infra). These tools are used in
a number of ways such as in structure checking, conformation generation and
refinement restraints. The significance of these tools has reached critical mass, and
they have become mainstream applications embedded into a range of different
research ecosystems. For example, the Hydrogen Bond Propensity tool and Full
Interaction Maps are used by the pharmaceutical industry in their workflows for the
evaluation of polymorphism risk.

2.3 The Effect on Crystallographic Practice

The recent advances in experimental equipment and approaches outlined above
clearly have an impact on the body of structural data that the community can accrue.
This phenomenon clearly has the potential to be completely transformative; how-
ever, it is not without associated difficulties, and there are several factors that the
community need to address and change practice in order to account for the following
aspects.

2.3.1 Rate of Data Generation

The speed at which diffractometers can collect data has ramped up, generally in a
stepped manner coinciding with the introduction of revolutionary technology. The
last decade has seen the largest step up of all, with data collection being at least an
order of magnitude faster now than it was at the beginning. The facility that is built
around these instruments must therefore adapt, and this is a very difficult process –
coping with change is generally a problem, especially if that means adjusting or
rebuilding infrastructure. So how does the modern small molecule crystallography
facility cope with this increased rate of data collection and volume of results
generated?

The macromolecular crystallography community has very successfully addressed
this through increasing levels of automation, and nowadays, the approaches in this
field are very different to those of 10 years ago. Looking to this field and making
comparisons is therefore a valuable exercise – and much of the following section will
be presented in this way. Some attempts at developing facility operations akin to MX
approaches have been made, e.g. [47, 72]. However, the culture and purpose of
much of the field of small molecule crystallography is very different and is not
necessarily so suited to automation approaches. In the life sciences, crystallography
is one of a set of tools that a structural biologist will use to address a very specific
problem, whereas small molecule crystallographers look at a much wider-ranging set
of problems and often operate as a service to those making new compounds and
materials.

There are two significant impacts on the facility when the rate of data collection
increases so markedly. Firstly, in-house data management approaches need to adapt
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very rapidly. It is no longer viable for a facility to operate in a primarily ‘manual’
mode in terms of where data is stored, how it is moved around, how it is identified,
how it is accessed, how it is monitored and how it is curated. Diffractometer control
software has made some advances in these respects, but invariably the small
molecule crystallography facility will have to develop mechanisms to do this. A
range of solutions exist, for example, some basic scripting can ensure that data is
sensibly and safely moved and there are numerous off-the-shelf automated mecha-
nisms for storage, back-up and archival – often provided by the institution/organi-
sation in which the facility is located.

However, the issues of identifying, and thereby being able to search and retrieve,
data are often overlooked, and as the volume of data scales, this becomes a
significant problem. A further aspect that becomes more intractable as the volume
of data blooms is that of curation – how does one make sure data is migrated to the
most recent formats and storage media; how does one keep track of what data
‘belongs’ to whom and what you are ‘allowed’ to do with it; how do you know
what has been published and what has not? These matters are not easily solved by a
piece of technology and largely still have to be addressed by knowledgeable staff.

These factors also lead into the second main impact – that of the publication
bottleneck. For some time now, the pace at which structures are generated has been
greater than that at which they can be published. Despite the increase in digitalisation
of much of the publication process, there has barely been increase in speed of
publication, and the process has essentially remained unchanged for decades –

particularly in respect of the ‘publication’ of data. In chemistry and small molecule
crystallography, there persists a culture where a crystal structure is tied to the
publication of the associated chemistry, and often the latter takes a considerably
longer time to perform and understand. Accordingly, data generation far outstrips
data publication, and facilities are building up vast archives of redundant data. There
have been some steps towards addressing this situation, but there is still a long way
to go in terms of cultural change. With the advent of the World Wide Web,
researchers have experimented with self-publishing, from putting some results on
a personal website through to depositing significant volumes in online repositories.
The rise of general repository systems such as Figshare [73] has had quite an impact
in some fields, although in general these generic systems tend to cater better for
academic institutions, publishers and similar large organisations. However, the
advantage of using a domain-specific repository, where available, is that data can
be validated, checked and interpreted appropriately, so while in small molecule
crystallography there have been some local- and project-level attempts to develop
repositories, e.g. eCrystals and related projects [74], they have largely failed to gain
widespread traction. However, CCDC is now beginning to address this, with a
marked uptake in ‘CSD Communications’ [75]. For years there had been a ‘private
communication’ route to deposit structures in the CSD that did not have an associ-
ated literature publication, but this was largely not used. With the cultural shift we
have seen recently in terms of availability of digital resources, CSD Communica-
tions, due in part to the provision of an enhanced deposition process, has begun to
thrive and now numbers around 30,000 entries. The ability to independently make a
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crystal structure widely available through a formal and accepted route clearly creates
some powerful opportunities to address a number of the problems we currently face.

Despite increasing digitisation and automation, in small molecule crystallogra-
phy, it is unavoidable that an increase in the rate of data production requires input
from larger numbers of skilled people. The requirement for skilled intervention and
oversight in data management has been mentioned above, but there are other crucial
aspects that currently need more ‘pairs of hands’ to address the increase in data
collection rate. Many facilities need to optimise their operational time to be justifi-
able, and slightly perversely rapid data collections can be a problem here! Selection
of crystals remains a key, rate-determining stage, and while more effective and
automated screening of samples can now occur on the diffractometer, still finding
and mounting the most appropriate crystal can be laborious and technically quite
difficult, requiring numerous iterations and a lot of expert decision-making. Macro-
molecular crystallography tends to take the approach of measuring everything
because that can be done rapidly and then only using the best data. The diverse
nature of chemical samples makes this approach much more of a challenge to
automate; however, there are still aspects of the philosophy of it that could be
adopted in chemical crystallography.

An obvious way to optimise the efficiency of the modern crystallographic facility
is to have many more skilled users – it might be argued that the era of the ‘lone
service crystallographer’ is rapidly disappearing. In some cases, a large research
group will have its own instrument and everybody will use it – in much the way
macromolecular crystallography has run over the years. However, for the service
crystallography facility, this is not the case, but there is an increasing trend for users
of the service being sufficiently trained in order that they can perform the data
collection themselves. Here the role of the expert crystallographer is changing to be
that of an educator as well. However, while it is relatively easy to train a novice how
to operate a diffractometer, this by no means helps with the task of processing and
analysing the arising data. There are such a wide variety of difficult problems
(sometimes generated by collecting poor data) in structure refinement, many of
which are very difficult to generalise, that mean for the foreseeable future this aspect
of the process will be where the main bottleneck arising from increased rate of data
collection lies.

2.3.2 Quality of Data Generated

In the modern facility, the quality of data generated has a much greater spread than
historically. In past eras when instrument time was rare and precious and had its
limitations, there was a strong tendency to collect data on the better-/best-quality
samples only. Modern instrumentation removes much of the instrument time avail-
ability problem and in turn allows one to address more challenging problems.
Furthermore, there is a strong demand in certain currently fashionable areas of
chemistry for any kind of result to add to the body of evidence to support claims.
Also, the way in which the technique supports different disciplines has an effect on
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data quality. The chemical crystallographer will often ‘get what they are given’ with
limited opportunity to grow better crystals, whereas the macromolecular crystallog-
rapher will robotically attempt to grow crystals of the same sample in high-
throughput modes under as many different conditions as possible.

These factors naturally lead to a much wider range, in terms of the quality, of
crystal structures produced by modern facilities. However, the ability to validate
results to a greater extent has also progressed. Due to the increased standardisation
and digitisation of data and results, there are now not only a larger number of
quantifiable metrics to assess quality, but also they can be combined and compared
to further probe and measure quality. A couple of decades ago, a structure would be
judged by just a handful of metrics, and often the non-expert would only consider the
R-factor. However, modern validation tools are now accessible to all and results
presented in such a way that it is relatively easy to judge quality based on a whole
range of factors. So, one might now consider that it would be possible to publish a
much wider range of quality of results, if not all that can be deemed as ‘correct’. This
is a crucial change in the mindset of publishing, but a key one to support modern
chemistry requirements.

This gives rise to the concept that ‘data need to be fit for purpose’. The primary
purpose of a service crystallography structure in the past was essentially a proof of
what has been synthesised. Increasingly, over the years, crystallography has moved
on from this configuration/conformation requirement to look in detail at the nature of
bonding and crystal structures in the form of intermolecular interactions and thus
requiring a certain quality of result. So, it should be perfectly acceptable, for
example, to publish a structure that critically reveals the stereochemistry of a
compound but does not reliably provide any detailed insight into bonding. Of course,
the structure must be correct, but it can be of low quality – and these factors can
readily be assessed.

Furthermore, in the modern era, it is now critically important to consider that a
result has a very (in some cases, more?) important role when incorporated in and
contributing to the whole body of knowledge, e.g. a structure becoming a component
of a database. There are illustrations throughout the literature, and this article, of the
benefits of being able to analyse a database to derive rules and provide the basis for
informatics. In an ideal world therefore, every structure determined should in
principle contribute to this body of knowledge.

We can make a big step towards this goal. In the modern world of data science, it
is very common to spend a significant amount of time ‘cleaning’ and ‘processing’ a
large dataset. If we are to move towards a ‘data-fit-for-purpose’ approach, then
validation becomes an imperative process. This can readily be achieved not only
using our modern validation tools but also by making all of our data available. In
recent years common practice has shifted, over a relatively short period of time, from
provision of structure factors being very rare to this being close to mandatory for
most publishing routes. Deposition of structure factors has empowered a whole new
level of validation, where not only the model can be compared to the data from
which it was derived but also refinements can be performed, which opens up a
further level of validation. This has moved from a culture of ‘having to take
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someone’s word for it’ to ‘caveat emptor’, i.e. it is possible to take any data and
understand it enough to be able to trust it, or not. ‘Poorer’ structures therefore need to
be supported by underlying data, and significant advances have been made with
structure factor deposition, but in certain cases underpinning with the raw data would
also be desirable. Given that a set of structure factors are extracted from diffraction
images, the user of a result still has to trust that the generator of it has done the best
possible job. In some cases, it may be possible to reprocess using different routines
or approaches and extract better structure factors. For particular types of problem,
e.g. where diffuse scattering is prominent, this would be highly beneficial. Indeed, in
many such cases, it would also enable the future potential to do better by supporting
and driving software and algorithm advances.

2.3.3 FAIR and Open Data

There is a moral requirement to make the outputs of funded research easily available
for the purpose of sharing and re-use. Recently there has been significant growth in a
strong global movement across all disciplines to make all research data/outputs
FAIR [76], that is, Findable, Accessible, Interoperable and Reusable. The FAIR
principles [77] are intended as a guide and detail for each of these aspects the key
factors that need to be considered and in place to realise them. Specifically, the
4 FAIR foundational principles can be explicitly and measurably described by
15 FAIR guiding principles, and any interpretation or implementation of these
principles may be chosen, so long as they lead to machine-actionable results. It is
important to note that these principles can readily be misinterpreted if they are not
embraced with the spirit by which they have been derived, e.g. FAIR is not a
standard, FAIR is not just about humans being able to find data, and FAIR is not
equal to Open [78]. Some examples from the 15 guiding principles that are relevant
to service crystallography and which the crystallographic community has been
working towards for some time include:

F1 (meta)data are assigned a globally unique and persistent identifier;
F2 data are described with rich metadata;
F4 (meta)data are registered or indexed in a searchable resource;
A2 metadata are accessible, even when the data are no longer available;
I1 (meta)data use a formal, accessible, shared, and broadly applicable language for

knowledge representation;
I2 (meta)data use vocabularies that follow FAIR principles;
R1.3 (meta)data meet domain-relevant community standards

At the discipline level, chemistry is not well prepared to implement these
principles [79]; however, crystallography is very well established in this respect.
For some time, the notion of ‘good data stewardship’ has been part of chemical
crystallography practice. The management of data in-house, that is, within one’s
own laboratory, is generally ad hoc but with some implicit principles, but at
centralised facilities and in some respects in the public domain, the community has
established data stewardship practices which are considered exemplary.
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One might argue the many aspects of crystallography have been FAIR since the
acceptance and widespread adoption of the CIF format, which clearly addressed the
machine-actionability aspect of FAIR well ahead of its time. It is only recently that
raw data have been considered as FAIR and the community is avidly in discussion
about why and when one might make raw diffraction data openly and FAIRly
available. However, while CIF addresses aspects of interoperability and reusability
and technically enables data to be findable, it is worth noting that it is only recently
that the community has begun to consider the Open aspects of FAIR. While our data
is well structured and tools exist to explore it very well, they have not been
essentially open. This is illustrated by some of the other FAIR guiding principles:

F3 metadata clearly and explicitly include the identifier of the data it describes;
A1 (meta)data are retrievable by their identifier using a standardized communications

protocol;
A1.1 the (communications) protocol is open, free and universally implementable
I3 (meta)data include qualified references to other (meta)data
R1.1 (meta)data are released with a clear and accessible data usage license
R1.2 (meta)data are associated with detailed provenance

Social and financial attitudes are beginning to change; however, there is still a
considerable amount of work to be done. A truly FAIR approach is difficult to
achieve, particularly in the home laboratory where often a single crystallographer is
operating under constrained financial and political circumstances. However, funders
of research are now beginning to realise this and are in fact driving the FAIR agenda.
Many funding agencies, e.g. NSF [80] and UKRI [81], with the European Research
Council [82] generally being the most forthright, now provide support, admittedly
generally within large grants, to ensure FAIR data results from their funded research.
This funding and its associated mandates ensure not only that individual laboratories
are able to devote appropriate resources to good data stewardship but also that via a
full economic costing model it enables institutions to support its researchers to work
in the spirit of the FAIR principles. Crystallographic databases are becoming
increasingly aware of the importance of the FAIR principles and good data stew-
ardship and are currently rapidly developing their strategies in this respect [83].

2.3.4 Complexity and Diversity of Chemistry

Finally, given that service crystallography is an underpinning technique, it is worth
considering in brief the extent to which the field of chemistry has developed in recent
years. There is an ever-increasing drive from funding agencies and society for
fundamental research to address real-world problems – this has led to an increased
complexity in the nature of chemistry research being undertaken. Furthermore, this
drives a greater need to understand the application of materials in ‘real-world’
situations. These drivers produce significant challenges for crystallographers –

both in the sheer size and complexity of the structures being generated and often
in their dynamic nature. This often means molecular structures are much larger and
can be comprised of multiple components – meaning they can be flexible and adopt
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numerous conformations. The rapid rise of MOFs (vide infra – this class of material
now represents about 10% of the CSD entries; see Fig. 6) provides another example
of highly functional materials that pose challenges for the crystallographer – such as
flexibility, large void spaces and significant amounts/proportions of solvent. Porous
materials, single molecule magnets, frameworks and supramolecular complexes are
all examples of areas of chemistry that have grown fantastically fast over the last two
decades and that rely fundamentally on crystallographic analysis.

The advances in instrumentation outlined above provide an excellent basis for
addressing these challenges. The strength of X-ray sources, combined with noise-
less, large dynamic range detectors, can produce a far clearer and greater quality
standard of data at a much faster rate. In some senses, this empowers the crystallog-
rapher; however, in many cases, this produces even greater challenges when
attempting to analyse this data. Having instrumentation that can make more detailed
measurements on more challenging systems is now tending to expose either the
complexities of these materials or the complexities of the solid state itself. This
means that the number of cases of disorder is rapidly rising and that they are
becoming more complicated (as discussed later in Figs. 3 and 8). Furthermore, the
incidence of modulated and incommensurate structures is increasing and becoming
more apparent in molecular systems – this is a phenomenon that has been considered
very rare until recently and also one that we are poorly prepared to address.

2.4 Future Considerations

These shifts in instrumentation and chemistry being undertaken clearly indicate two
needs for future development to focus on. While software has been well developed to
drive diffractometers, mainly by manufacturers of this instrumentation, there is much
to do regarding processing and working up data. This is generally the part of the
process where the most time and expert input is required and often the stage when a
study is aborted. In many of these cases, there would be potential to extract some
structural information albeit possibly of a different standard to that which is currently
demanded.

Firstly, there is a shortfall in the drive to technically develop data processing
algorithms and approaches. The advent of new detector technology highlights the
fact that many laboratories are using integration and correction routines that were
designed for CCD data over a decade ago. Currently this is appropriate for the
majority of use, but for the HPC detectors that will be commonplace in the future, we
are essentially using the first generation of this software, and there are developments
that can be made. There are also different approaches that could be used or
developed in order to get a lower level of structural information from particularly
‘poor’ diffraction patterns. Furthermore, as photon counting and next-generation
integrating detectors gain more widespread use, it will also be necessary to devote
more attention to data processing methods.
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Secondly, structure solution routines are now quite powerful and can generally
provide an appropriate starting point for structure refinement – which in a large
number of cases cannot be satisfactorily completed. There is therefore a requirement
to devote effort to improving and developing approaches to modelling and refining
such structures. Structure refinement software has for many years been driven by the
few and taken for granted by the many. The community now faces a grave problem
in that there is dwindling expertise in the area of crystal structure refinement software
development. This is in part due to the ‘golden age’ of crystallographers who
revolutionised service crystallography and solid-state structure characterisation in
the 1960s, 1970s, and 1980s being at the end of their careers. There has been little or
no business or academic reward incentives driving software development in the
intervening decades, resulting in a degree of stagnation. There have been some
advances in structure refinement, e.g. rigid body and new constraints or restraints,
with Olex2 [84] and CRYSTALS [85] introducing some notable tools, but much
more development is required and particularly for the newer challenges that single
diffraction is generating. In the modern digital era, the need for software developers
has been recognised in society and in academia to an extent – and our subject area is
no exception.

3 The Database Revolution

3.1 Nature of the CSD

Several databases of crystallographic data exist, including the three detailed here.
The Cambridge Structural Database (CSD) [14] contains the world’s collection of
organic and metal-organic small molecule crystal structures collected and shared by
the CCDC (Cambridge Crystallographic Data Centre). Inorganic structures are
collected in the Inorganic Crystal Structure Database (ICSD) [69] provided by FIZ
Karlsruhe. Protein structures are contained in the Protein Data Bank (PDB) [86]. As
the majority of chemical crystallographers concentrate primarily on molecular mate-
rials, this article concentrates for the most part on the CSD.

The CSD was founded in Dr. Olga Kennard’s group at the University of Cam-
bridge in 1965 following inspiration from JD Bernal that the ‘collective use of data
would lead to the discovery of new knowledge; transcending the results of individual
experiments’ [87]. This has been seen in the growth of the CSD, with the database
doubling in size from half a million entries in 2009 to one million in 2019. The
cumulative growth of the CSD can be seen in the stacked columns illustrated in
Fig. 2. An analysis of the percentage of organic and metal-organic structures shows
that the number of metal-organic structures (38,131) first overtook the number of
purely organic structures (37,733) in the database in 1989. Although the ratio of
organic to metal-organic structures across the whole CSD has not changed greatly
since 2009, metal-organic structures currently account for 56.9% of the CSD.
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As alluded to in Sect. 2, it is evidenced in the CSD that it is not just the number of
crystal structures that is increasing but the size, complexity and diversity of struc-
tures are also growing. One way to demonstrate this is by looking at the average
number of atoms per structure which shows an increase in the size of the compounds
determined; see Fig. 3. With the increase in the average number of atoms in a

Fig. 3 Trends in the average number of atoms per structure and average unit cell volume (Å3)

Fig. 2 Number of entries in the CSD and entries added to the CSD (dark-blue column and light-
blue column). Overlaid the percentage of the CSD that is organic (yellow dashed line) or metal-
organic (red dashed line)
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structure, there is a matching increase in the average unit cell volume. It is clear that
in recent years this increase is being driven by metal-organic structures, as the
average number of atoms per structure for organic structures shows little change
since the beginning of the twenty-first century. Interestingly, the average density has
not increased and has been steady at an average of 1.55 g/cm3, varying only by 0.02
in the last 10 years.

The ability to solve many of these bigger structures can largely be attributed to the
improvements in modern crystallographic software, methods and instrumentation as
outlined in the earlier sections. Central facilities are playing an increasing role in the
structures that are added to the CSD, as can be seen from the growth of synchrotron
structures in Fig. 4. While the percentage of the whole CSD from neutron studies is
decreasing, the number of structures added each year is increasing, particularly in the
last 5 years. The CSD also contains a small number of electron diffraction studies,
and this number may increase as the technique develops in the future. Current work
is underway to investigate the output from individual synchrotron facilities and will
be discussed in a separate publication. This work has however highlighted that the
current mechanisms for connecting information concerning the recording of data
collection at central facilities and its subsequent publication could be improved and
that the provenance of the facility used is not well captured as part of the crystallo-
graphic result.

As the range of structures solved by crystallography has diversified and evolved,
so too has the range of space groups in which they crystallise. Over half of the
structures in the CSD are monoclinic, which is due to the high numbers of structures
in P21/c, as well as C2/c and P21 (see Fig. 5). Over a quarter of structures are solved
in triclinic space groups, predominantly from P-1. A growth in P-1 structures has

Fig. 4 Trends in the percentage of synchrotron (blue) and neutron (yellow) structures added to the
CSD per year
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been seen despite papers which have looked at missed symmetry [88–90] and has led
to new tools to aid in the identification of crystal symmetry [61]. It is notable that
overall the gap between the percentage of chiral and non-chiral space groups is
slowly increasing and is now grown to 83.7% non-chiral versus 16.3% chiral. The
number of traditionally natural chiral compounds, such as amino acids and steroids,
added to the CSD per year has remained fairly constant, while there has been a
continual increase in the number of structures added to the CSD each year.

3.1.1 Chemical Composition

This section considers what the instrument development has meant for the chemical
makeup of the structures in the CSD. The elemental composition of the CSD is
heavily weighted towards lighter non-metals commonly found in organic com-
pounds. The percentage of structures containing lanthanides and actinides has seen
a large increase since 2009, reflecting the use of these elements in materials
prominently used in research into new technologies such as hybrid cars, supercon-
ductors and single molecule magnets. However, the relative proportion of lantha-
nide- and actinide-containing compounds in the CSD overall is still very small
(Fig. 6). In the last 10 years, there have been structures published that contain four
new elements not previously observed in the CSD. These are helium, added in 2013
(CSD-YEMTUH) [91], berkelium added in 2016 (CSD-EVAMIZ AND EVAQUP)
[92], californium first added in 2010 (PUTQEB [93], HIYLAE in [94], IHAJOS in
[95] and FIHLIU in [96]) and neon which was first added in 2016 and now appears in
a total of 22 structures in the CSD.

Delving a little bit deeper into what types of compound are most represented in
the CSD, Fig. 7, indicates changes in the number of structures of common types of
compound. There is a big increase in the number of MOF-type structures since 2000,
with a jump from 2.5% to 9% of all structures in the CSD included in a subset of
MOF-like structures [97]. This reflects the versatility and ease of synthesis of this
class of materials, with increasing interest in their application in sustainable

Fig. 5 Composition of crystal classes and changes in the frequency of some of the most common
space groups in the CSD over time
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technologies such as gas storage, purification and separation as well as in catalysis
and sensing [98]. It also reflects the fact that often the only comprehensive form of
characterisation for MOFs is by X-ray diffraction in the solid state as NMR tech-
niques to not give full structural information and so a crystal structure is often a
crucial component enabling publication.

3.1.2 Effect on Model Refinement

It might be expected that, with an increase in complexity, the agreement between the
model and the experimental data would also follow the same pattern. However, the
average R-factor (R1 is discussed in this section) has not changed much over the last
10 years with an average of 5.28% up until 2009 compared to 5.12% from 2009 to

Fig. 6 The percentage of structures in the CSD that contain each element, excluding C, H, N and O

Fig. 7 Percentage of structures in the CSD containing common classes of materials
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present. It is possible that higher R-factors observed for more challenging structures
will be offset by the fact that there will be an increasing number of very good values
resulting from advances in instrumentation, technique and software and therefore the
net R-factor remains approximately the same. However, the consistent value at
around 5% may also be defined by a general requirement from some journals for
structures to be of a certain, relatively high, standard and that the community is not
embracing the ‘data-fit-for-purpose’ concept. It is acknowledged that the R-factor is
just one indicator of data quality and others should be taken into account when the
data is considered for re-use. Of course, the chemical sense of the final model should
not be overlooked, via a consideration of atom assignment, analysis of molecular
geometries and an appraisal of anisotropic displacement parameters (ADPs). Using a
range of metrics would enable an overall assessment of the final structure quality
over the whole process from collection to refinement [99].

The increase in the size of molecules, together with improvements in technique
and software, has resulted in an increase in structures with modelled disorder. If the
current trend continues, it is estimated that 50% of new structures added to the CSD
will have modelled disorder by 2060. Modelled disorder appears to be more com-
mon in metal-organic structures, as 70% of disordered structures contain a metal.
Highly symmetric components and those without strong intermolecular interactions
to neighbouring molecules may have greater freedom to occupy multiple orienta-
tions throughout the crystal and therefore exhibit disorder which is difficult to model.
Perhaps due to the rise in popularity of MOFs, there has been a significant increase in
the number of structures that contain a co-crystallised solvent, or solvents, in the
structure. These too are invariably very disordered, often adopting many orientations
in large void spaces in this type of structure. It is now possible to omit such entities
from the calculation of structure factors and hence from the model itself. Since
A.L. Spek’s initial paper [100] on the BYPASS routine and the subsequent imple-
mentation in PLATON [62] and Olex2 [84], there has been a dramatic uptake in the
use of these approaches. This is illustrated by the increase in the percentage of entries
using the SQUEEZE or MASK algorithm in refinement to remove solvent and
produce a better model fit for the part of the structure of primary interest (Fig. 8).
This has allowed complex structures to be determined that previously would not
have been possible, such as those with severe disorder and those where a satisfactory
model for some of the electron density cannot be found.

One effect that the use of improved apparatus as described in previous sections of
this article can have is in the observation of improved precision for bond lengths.
This could be illustrated by the increased percentage of structures with low average
estimated standard deviation on C-C bonds. Increased precision is valuable for a
variety of reasons; however, it has a significant effect on the re-use and repurposing
of data in building more accurate models and knowledgebases, which are amongst
concepts that will be discussed later in this review. The inclusion of hydrogen atoms
in the refinement model is also valuable for the re-use of data, especially when
examining hydrogen-bonding motifs. Improvements in data quality and refinement
procedures have resulted in a dramatic increase in the inclusion of hydrogen atoms
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since the CSD began – over 90% of structures in the CSD now have hydrogen atom
coordinates included.

3.2 The Evolution of the Structural Database

It took 5 years to collate the first volumes of the CSD which were published as a
book series,Molecular Structures and Dimensions, in 1970. It was soon realised that
to make the most of the database, it would be useful to be able to search and retrieve
collected structural data electronically, and a computer system was developed
[101]. This section highlights the current state of the art, alongside some key
developments in the intervening years, in key areas where an electronic database
system adds value to the collection of data.

3.2.1 Visualisation and Analysis

Crystallography is a powerful technique, providing accurate and unambiguous
information about the 3D nature of molecules and solid-state crystal structures.
For this reason, visualisation of structures is very important. A large number of
visualisation software packages have been made available over the years; some
examples include ORTEP [102], Diamond [103], CrystalMaker [104], XP [105],

Fig. 8 Trends in the percentage of structures in the CSD that are disordered and percentage of
structures added that have used the SQUEEZE or MASK routine (red line)
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CAMERON [106], ORTEPIII [107], X-Seed [108] and Olex2 [84]. CCDC
recognised the importance of crystal structure visualisation with the release of the
program Pluto [109] which was superseded in 2001 by the current visualisation and
analysis program Mercury [110, 111]. Mercury enables the visual exploration of
crystal structures and includes features such as the ability to generate packing
diagrams, build and explore networks of intermolecular contacts, display space
group symmetry elements and calculate and display voids and, since 2019, polyhe-
dral display of metal-organic coordination compounds. Initially, any analysis of the
data had to be performed in external applications and then imported into a visualiser;
however, the launch of Vista in 1994 incorporated both these elements [112]. Vista
was later incorporated into Mercury as the data analysis module [113]. Further
developments to Mercury [114] included the ability to display ADPs, calculate
powder patterns, overlay two structures for the purpose of comparison and display
predicted crystal morphologies.

3.2.2 Database Searching

Initially the Molecular Structures and Dimensions book series provided a way for
chemists to look up structures based on bibliographic details and compound names,
much like an encyclopaedia. This allowed crystallographers to check which struc-
tures had previously been determined. In 1988 QUEST [115] was released and
provided integrated search facilities for text, numeric and 2D chemical information.
Notably it enabled chemical similarity and substructure searching for the first time
from a 2D sketcher. The graphical user interface was modernised in 2002 to the
program that is still in use today, ConQuest [110]. The power and versatility of
substructure searching has made it an invaluable research tool that has been a core
part of the CSD system ever since, and indeed the idea of not being able to search all
structures containing a drawn fragment would be challenging for many modern
research purposes. Today similarity searching is a common technique that is avail-
able in a number of programs, and there are several methods and coefficient scoring
measures that can be employed [116].

Information from the CSD can be used to inform the direction of new experi-
ments. CellCheckCSD [117] is a command line tool for checking unit cells against
the known structures in the CSD during data collection, which allows a user to
determine if the compound is novel, accidental crystallisation of starting materials or
a reaction by-product. This has been integrated for automated for use through the
Rigaku software package CrysAlisPro and Bruker software suite APEX2, and its
utility in the experimental screening process is discussed in Sect. 1 [118].

The complexity of searches that may be performed has undergone a large shift in
the twenty-first century from the early simple ‘look-up’ searches to more advanced
searches which enable scientists to gain new insights from the data. One of the first
leaps was the addition of Motif searching [119] in 2004, in which a 2D substructure
search is followed by a 3D geometric search to find specific intermolecular interac-
tion patterns. This capability was a significant tool that fuelled the growth of crystal
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engineering and spurred activity investigating molecular packing in the solid state.
Packing similarity [120] became an important factor to assess whether different
crystal structures could be polymorphic. The XPac [121] approach went further to
assess the degree to which crystal structures formed by different compounds might
be closely related. Implemented in Mercury around the same time, COMPACK
[122] looks at the similarity over multiple molecules when comparing crystal
packing. The related packing feature search [120] in Mercury will retrieve structures
with a similar crystal packing feature to that selected, such as a hydrogen-bonded
dimer. Other approaches of comparing crystal packing have developed, CrystalCMP
[123] employs differences in molecular rotation and relative positions, and Salbego
et al. proposed an index for ‘supramolecular clusters’ [124].

As computers have developed, the types of analysis scientists would like to do
have become more complex. There has been a trend towards informatics with the
rise of ‘big data’ and using computer programming to directly search and analyse the
database. The CSD Python API (Application Programming Interface) [14] has
enabled this type of query; with much of the CSD functionality now available
through fast computer algorithms, the knowledge has become easier to discover.
This means that it is possible to use most of the database searching functionality in a
machine-to-machine mode, allowing for scripting and automated workflow enact-
ment and providing the potential to power machine learning and big data
approaches.

3.2.3 Web Tools

Technological advances and the proliferation of the Internet led to online access to
the database throughWebCSD in 2010 [125], which gave easy access to the CSD via
a website without needing to install software locally on the user’s computer. This has
been superseded by a second version that reflects the changes in web technologies.
The ICSD [126], PDB [127] and COD (Crystallography Open Database [68]) [128]
databases provide a similar level of text and bibliographic searching via a web
interface. The distribution of the CSD and associated tools has also been transformed
by web developments, which have been vital as it has grown in size – in 2009 the
CSD was distributed on a CD, whereas today it is installed by download from the
Internet.

CrystalWorks [129] is a web-based search tool that takes advantage of the fact
that the different chemical crystallography data sources often need to be searched in
the same way. By indexing and aggregating the CSD, ICSD and COD, it enables a
simultaneous metadata search across them all at a high level, e.g. bibliographic,
composition or unit cell queries. It should be noted that the full CrystalWorks is
currently only available to UK academics through the Physical Sciences Data-
science Service [130]; however, there is now a developing interface for all that
provides access to open (small molecule) crystallographic data. Conversely, while
there are a lot of similarities in how different crystallographic databases are searched,
there are also disciplinary differences, for instance, in the cases of the ICSD, the

Leading Edge Chemical Crystallography Service Provision and Its Impact on. . . 113



PDB, ligands and sequences and the CSD molecular, packing and interaction
similarity. The Internet has also become a vehicle for educational resources based
on crystallographic data, e.g. of particular note are the symmetry resources produced
by Professor Dean Johnston at Otterbein University [131]; the International Union of
Crystallography (IUCr) managed list of numerous online educational resources
[132]; other society resources such as the BCA [133] and ECA [134]; and resources
linked to the crystallographic databases [135–137].

As mentioned previously, a key development that aided the storage and analysis
of crystallographic data was the innovation of the Crystallographic Information File
(CIF) [56, 57]. This standardised computer and human readable format was
implemented by the IUCr for their journals and rapidly taken up by the community.
Less than 10 years after its launch, over 90% of the structures added to the CSD in
2000 were deposited in CIF format. Newly refined data can now be emailed directly
from Olex2 to request CCDC numbers ready for inclusion in a publication manu-
script. The use of CIF has enabled automation of some processes by computers
including a web deposition service [138], introduced in 2010, for sending the
finalised file to CCDC. This was an improvement on the mailing of paper copies
previously used and has enabled automated checking of the data as it is deposited.
Following further enhancements, the service is now fully interactive providing
feedback to users through the process and is designed to help increase the quality
of data and incentivise depositions. Today the service links up to ORCID so users
can associate their researcher ID to their datasets; it checks the syntax of submitted
files and allows the author to add extra information including a link to raw diffraction
data. The eight-step process also enables the researcher to check the unit cell against
existing structures, add crystallographer details to ensure the crystallographer and
send the file through the IUCr’s CheckCIF [61, 139] service to check the integrity of
the data.

3.3 The Transition to Informatics: Methods and Tools
to Leverage Databases

3.3.1 Knowledgebases

Information on individual crystal structures is useful, although much more can be
learnt from the trends revealed by combining the data together. Extracting this
information and compiling it into a form that can be used to compare a given
structure to many others that have similar chemistry leads to the formation of derived
libraries of ‘knowledge’. The CSD has collated two knowledgebases, for molecular
geometry and intermolecular interactions.
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3.3.2 Molecular Geometry

As structural data was aggregated, tables of derived data could be formed. In the late
1980s, there was an enormous effort by Orpen et al. that produced tables of precise
bond lengths for organic [70] and organometallic [71] compounds. These were
updated in 2006 in the International Tables for Crystallography [140, 141]. The
use of these tables to check geometry in newly determined structures was a laborious
process and still involved manually looking up the data for individual bonds.
Leading on from this in 2004, a derived knowledgebase of geometric parameters
was developed by the CCDC called Mogul [142], which facilitated the automatic
retrieval of bond lengths, angles and torsions and was further enhanced by the
addition of data on ring conformations [143]. Mogul is now widely used in checking
new small molecule structures for unusual geometry by comparison with distribu-
tions of known geometry for similar fragments derived from data in the CSD. A
similar process is also embedded in the PDB deposition pipeline to check the
geometry of ligands in protein structures. Utilising this data can be taken further in
the application of a knowledge-based conformer generator [144, 145] which allows
the minimisation of molecular conformations and the generation of conformer sub-
sets based on CSD data.

3.3.3 Non-bonded Intermolecular Interactions

The first computerised library of intermolecular non-bonded interactions was col-
lated in Isostar [146]. This reveals the geometric preferences of hydrogen bonds and
other classical directional non-bonded interactions. Since 2009 further interactions
have been added, such as C-I groups, due to a significant increase in interest in
non-classical intermolecular interactions, such as sigma-hole interactions [147–
151]. It is important that a knowledgebase can potentially grow and the value of a
greatly increased quantity of crystal structure data is demonstrated in Fig. 9, where it
is clear that more data points provide a considerably more conclusive understanding
of preferred directionality.

The most significant evolution from Isostar was into Full Interaction Maps [152],
which allow the concurrent visualisation of multiple different non-covalent interac-
tions. Full Interaction Maps use Isostar data to construct contour density maps
around a whole molecule, as seen in Fig. 10. These maps can be used to evaluate
the stability of polymorphic structures, assess multiple types of non-covalent inter-
actions simultaneously and provide a platform for understanding crystal
morphology. A comparison of how well the hydrogen bonds of a given crystal
form coincide with the likely interactions highlighted by Full Interaction Maps can
indicate the stability of the form. This approach is now used by pharmaceutical
companies and the CCDC to help determine the stability of a new drug form and the
risk of a more stable polymorph being found with different physical properties
[153, 154].
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A more in-depth analysis of hydrogen-bonded networks is provided by the
Hydrogen Bond Propensity [155] tool, which, using the knowledge of hydrogen
bonds in the CSD, predicts which donors and acceptors are likely to form hydrogen
bonds in a crystal structure. The approach uses a logistic regression technique to
provide the propensity (or probability) of a potential hydrogen-bonding network and
has a potential application in identifying both likely and unusual hydrogen bonding.
This can help to rationalise stable and metastable crystalline forms and assist in
polymorph prediction.

Fig. 10 Full interaction map for AABHTZ showing areas where interactions are frequently seen
for uncharged N-H (blue), carbonyl O (red) and aromatic C-H (yellow)

Fig. 9 Isostar scatter plots for triazole with any OH contact group in 2009 left and 2018 right
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3.3.4 Database Creation

The power of collecting data and aggregating it into databases and deriving
knowledgebases has been clearly outlined above. The community is at a point
where technological advances in crystallographic data generation mean there is
potential for crystal structures to be generated at a much faster rate, which would
in turn drive exploitation of databases. However, the process of growing a database
involves collecting, cleaning, validating and adding value to data – the latter
involving adding some chemical meaning to a crystal structure represented in CIF.
Until recently this was a very time-consuming and manual process. DeCIFer [156]
was therefore a necessary piece of software, developed to assign chemistry to
crystallographic data, and has been used as part of the process of building the
CSD since 2013. The process includes the detection of bonds, selection of a polymer
unit where necessary, resolution of disorder and assignment of bond types and
formal charges. Each assigned structure is accompanied by an estimate of the
reliability that the chemistry has been correctly assigned and, in cases where the
reliability is low, pointers towards the likely source(s) of errors. As well as infor-
mation provided in an individual CIF, the collection of data in the CSD is used in
various ways. Element-element pair distances from the CSD are used to aid in the
detection and assignment of bonds. A Bayesian, probabilistic approach is used to
improve the reliability and correctness of structure assignment and in some cases,
existing chemical diagrams in the CSD are used in the generation of diagrams for
incoming structures.

Adding value to data at the point of ingestion is only one aspect of this process –
cleaning and validation are also key. In preparation for inclusion into the CSD, a
piece of software, PreQuest [157], has been in use both at the CCDC and also by
some crystallographers as the method of curating structures into a database. A recent
successor to PreQuest, CSD Editor, enables Scientific Editors at the CCDC more
easily to curate entries for the CSD and forms part of the database management
infrastructure at the CCDC known as CSD-Xpedite. As a ‘self-service’ solution that
enables crystallographers to better manage depositions, a new service ‘My Struc-
tures’ [158] was developed. My Structures partly addressed the data bottleneck and
reduces burdens on both the part of the depositor and the database provider, and it
enables users to view their previously deposited data, visualise structures, check the
status of depositions and download and retrieve their datasets. My Structures and
CSD Editor also provide the basis for users to create and maintain databases of their
own structures. This means that in-house or proprietary crystal structures can be
archived and searched either independently or in conjunction with the CSD.

3.3.5 Biological Integration

Small molecule crystal structures and organic ligands can be used to support research
in areas of biology. Since the early 1990s, data derived from the CSD has been used
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to aid protein structure refinement [159], proving useful in understanding interac-
tions, in molecular geometry, in ligand fitting and in understanding overall protein
structure [160]. Combining more precise geometric and derived data from small
molecule structures in the CSD with PDB data can aid in the identification of
potential new drug molecules. The following three areas illustrate how the overlap
between small molecule and macromolecular crystallography can work together
through: analysis of interactions in binding sites, searching of ligand-protein com-
plexes and generating likely conformational binding poses for new potential drug
molecules.

SuperStar [161] provides a knowledge-based approach to assist in identifying
interaction sites in proteins. It uses information from IsoStar [146], which contains
information about non-bonded interactions from both the CSD and PDB, to generate
interaction maps within protein binding sites or around small molecules, i.e. it
generates ‘hot-spots’ where a chosen interaction is particularly favourable.

Relibase [162] was a program building upon work published by Manfred
Hendlich in 1998, which provides a means of storing and analysing protein-ligand
complexes from the PDB. Query types included 2D substructure, 2D similarity, 3D
substructure and sequence similarity searching. Relibase+ [163] additionally pro-
vided extensions to the software for handling crystallographic packing effects. Later
publications provide further details of the design and curation of the Relibase
database [164] and its application in drug design [165].

Another way that CSD data has been utilised is in the program GOLD [166]
(Genetic Optimisation for Ligand Docking) which uses a genetic algorithm to
predict the binding modes of flexible ligands into protein binding sites, a problem
which is key in rational drug design. The docking of ligands is facilitated if they are
first optimised using the CSD Conformer Generator [144]. A library of ring confor-
mations extracted from the CSD can also be utilised by GOLD. CSD data has been
used to parameterise other force fields, like COMPASS [167] and CHARMM [168],
as well as in external conformer generators such as CONFECT [169] and BCL::
CONF [170].

The value of being able to integrate different data sources has become clear in
recent years, and to this end, simultaneous searching of the CSD and PDB has been
integrated into CSD-CrossMiner [171]. This is a tool for pharmacophore-based
searches which grew out of a collaboration between CCDC and the Computer-
Aided Drug Design Section of F. Hoffmann-La Roche Ltd. at Roche Innovation
Center Basel. It provides interactive searching for, amongst others, protein-ligand
interaction patterns, ligand scaffolds or protein environments and can be used
concurrently to search protein-ligand binding sites from the PDB and small organic
molecules from the CSD using the same pharmacophore query. Searching just the
CSD for 3D features from the binding site can reveal potential molecules that may
bind to the protein. Reversing the search to look for proteins from the PDB may
highlight other proteins with a similar binding pocket with which the ligand could
also interact.
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3.4 Areas Where Data-Driven Methods Are Making
an Impact

The CSD can not only be used to search for structures and evaluate new structures
but can also be used as a diverse experimental test set for computational algorithms,
which seek to learn trends from the data and therefore predict molecules along with
their useful properties. Machine learning approaches have received growing interest
in recent years. Applications of the increasing volume of data in the CSD have been
extensively covered in the recent review article by Taylor and Wood [15]. The single
biggest research area where applications of the CSD are used is the pharmaceutical
industry; however, there are many other areas where the database has been used to
further research. The following section highlights a few examples of areas where
crystallographic data from the CSD has been used to aid research.

3.4.1 Pharmaceuticals

The drug discovery journey begins with the search to find a molecule that has the
correct shape and intermolecular interactions to bind in the target active site of a
protein. The CSD can be used not only to search for suitable molecules but can also
be exploited as a database of experimental conformations. These geometric prefer-
ences can be utilised when generating potential molecules in determining the most
likely conformations [145, 169]. Intermolecular interaction data from the CSD is
used in evaluating the interactions between the ligand and the binding site, especially
to identify where changes to the molecule can be made to optimise the binding or
physical properties of the molecule. Two approaches to drug candidate optimisation
are bioisosteres, chemical substituents or groups with similar physical or chemical
properties which produce broadly similar biological properties, and scaffold hop-
ping, the search for compounds containing different core structures which retain
similar activity due to the 3D location of binding groups [171–173].

In order to be able to develop an identified active molecule into a marketed drug,
it is important to understand the solid form that will be given to the patient. This
requires investigating a range of solid form characteristics, such as if the molecule is
polymorphic or could have solvate or hydrate forms. While many techniques are
utilised, the crystal structure plays an invaluable role in assessing a compound. The
CSD has had a key role in underpinning collaborations with industry in the devel-
opment of tools and methods to address these questions, firstly with the Pfizer
Institute for Pharmaceutical Materials Sciences and then from 2008 the Crystal
Form Consortium. A paper by Galek et al., celebrating the half millionth structure
added to the CSD, is an example of the type of informatics that could be employed
[174]. An in-depth analysis of the intermolecular interactions using Full Interaction
Maps and Hydrogen Bond Propensity enabled an assessment of whether there are
any unusual hydrogen bonds or unsatisfied hydrogen bond donor and acceptors in
the crystal form. The presence of these may indicate the possibility of a more stable
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form, which could warrant investigating experimentally. The assessment of the
stability of a drug’s solid form can be more complex if it is formulated as a
co-crystal, an approach now often undertaken to improve a physical property of
the compound. Using the data from the CSD on robust supramolecular synthons, a
crystal engineering approach has been used to screen libraries of approved
co-formers for co-crystal design. Understanding whether a drug molecule is likely
to crystallise with a solvate or hydrate is still a challenge, and recent work has used
machine learning in an attempt to predict the likelihood for formation
[175, 176]. Machine learning approaches, using artificial neural networks, have
also been the subject of work to ascertain other solid-state properties, e.g. melting
point, lattice energy and crystal density [177].

Information from crystal structures is also valuable in assessing properties
impacting pharmaceutical manufacturing, such as predicting the ease of compressing
a potential drug form into a stable tablet. This method identifies slip planes between
packed layers of molecules and considers the ease with which they could move over
each other [178, 179]. The morphology of crystals has been shown to have an impact
on the flowability of the material during manufacturing and is influenced by the
growth rate of crystal faces [180]. This growth of a crystal face is influenced by the
interactions between an attaching molecule and the molecules in the crystal, which
has led to a variety of approaches to improve performance, by modifying the crystal
habit, using different solvent systems, dopants and crystallisation conditions
[181, 182].

3.4.2 Examples of Data-Driven Materials Discovery

MOFs have seen a dramatic rise this century [98], as shown above in Fig. 7. This
interest in MOFs is partially due to their range of potential applications in gas
storage, separation, catalysis, chemical sensors and drug delivery. MOF researchers
have made extensive use of the CSD, and several groups have generated databases of
structures, according to their own criteria, in order to then apply computational
screening methods [183–185]. With these approaches in mind, a CSD subset of
MOF structures, available through Conquest, has been assembled and is regularly
updated as the CSD grows [97]. This subset can be used to characterise useful
features such as classifying framework types [186], pore limiting diameter (PLD)
and largest cavity diameter (LCD) [187], absorption, flexibility and other physical
properties [188]. It has also been used to study the limits of hydrogen storage [189],
gas adsorption [190] and separation of different gases [191, 192]. The key feature of
all MOF materials is their high porosity, and there are now materials based on
covalent organic frameworks (COFs), hydrogen-bonded frameworks (HOFs) and
molecular cages that exhibit this high porosity. The exchange and identity of guest
molecules in the pores of these materials has been of interest, and one application
involving the encapsulation of guest molecules in the framework or cage has allowed
their structure determination when it has not been possible to crystallise them
independently, known as the crystalline sponge method [151, 193].
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A number of research groups have data-mined the CSD and ICSD for relevant
structures in their area of interest [194], including ferroelectrics [195] and non-linear
optical materials [196]. As an example, one study extracted unbound 2,20-bipyridine
ligands and used atom distances to predict if the complex would exhibit spin
crossover behaviour [197]. Another study performed property descriptor calcula-
tions on structures taken from the CSD and used this data to identify potential new
organic semiconductors [198, 199]. A similar methodology was also used to find
new a class of molecules for dye-sensitised solar cells [200].

It is not immediately and intuitively obvious that solid-state crystal structures
should be relevant in developing soft matter such as gels. However, two different
approaches have been used in this field. Firstly, a crystal engineering approach
mined the CSD for hydrogen-bonded synthons for the design of new low molecular
weight gelators [201]. Secondly, crystal morphology prediction has been used as an
indication of the directionality of strong intermolecular interactions to develop a gel
sensor to detect lead in paint [202].

Co-crystal design, as mentioned in an earlier section, is not only used in phar-
maceutical and agrochemical research but can also be used in the rational design of
energetic materials. It has additionally been shown, as a proof of concept, that it is
possible to predict some key properties for energetic materials by machine learning
[203]. All the structures in the CSD, and indeed crystallography itself, rely on being
able to obtain a crystalline sample of the compound. This can be challenging for
some areas of chemistry. Using compounds known to crystallise, due to a crystal
structure being in the CSD, machine learning algorithms have been applied to
determine if a molecule will crystallise at all [204].

4 Closing the Loop and Future Prospects

4.1 How Is Data Now Driving the Scientific Process andWhat
Is the Future?

Many of the ‘solid-state rules’ have been worked out from amassing large volumes
of data. This has resulted in the fact that molecular geometry prediction and
assessment can readily be performed with a high degree of confidence,
e.g. Mogul. In turn, in recent years there has been an explosion of crystal engineering
resulting in a depth of understanding of intermolecular interactions that readily
allows for design and control of relatively large solid-state structures – and this
has led to fields such as supramolecular chemistry where complicated architectures
and molecular interactions can be controlled so that these systems can now exhibit
quite advanced functionality.
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4.1.1 Data Science

There is still new ground to be covered and many grand challenges exist. For
example, it is not readily possible for engineering and manufacturing sectors to get
an immediate response to a demand for a material with a particular property or
function. The future of structural science will be in addressing these issues and data
is the key – not specifically collecting more data, although that is part of the solution
in some respects, but more being able to link structural data to property/function
data. Also, more complex hierarchical materials and multiple component or hybrid
materials require a greater understanding to generate, so-called Directed Assembly –
which is the subject of a ‘Grand Challenge’ supported by the UK Engineering and
Physical Sciences Council [205]. In fact, there is an equal challenge in Directed
Disassembly, which requires a deep level of understanding of structure, while we
still fundamentally understand very little about the processes of nucleation and
crystallisation. There is much data engineering to be done before the promised riches
of data science can be realised – however, once it is possible to extract data from
different databases on demand and run algorithms over them, then whole new
research opportunities are opened up. Discovery, recognition and utilisation of
patterns in data are fundamental in data science, and chemical/solid-state structure
would be a key element in driving these approaches in application to chemical
problems.

Structural similarity and structural informatics in the solid state are still relatively
unexplored, yet have huge potential. This way of thinking raises the question of how
big ‘achievable solid-state space’ actually is, i.e. if there were no barriers, how many
crystal structures could we actually collect? This in turn leads on to recognition that
there are currently significant ‘gaps’ in our databases. These gaps are mainly due to
the fact that the majority of data arises from the traditional literature and therefore,
e.g. collection of homologous series, that which is not deemed worthy of publica-
tion, ‘uninteresting chemistry’, etc. is work that is not undertaken. Data gathering
exercises need to be given more value and credit if they are to be incorporated into a
collection that can then be further utilised in many, many different ways. So, an
immediate question is therefore one of how to identify these gaps and which ones are
the most valuable to fill?

4.1.2 Higher-Resolution Structural Information

A logical progression that arises from the advances in instrumentation that are being
realised is one of the resolutions of structural information that is potentially achiev-
able. It is conceivable that with the right developments, then the time and effort taken
to collect data and refine multipole models for charge density-level resolution will be
drastically reduced. So, what is to stop this from becoming the normal approach to
service crystallography? Databases that go beyond utilising atomic coordinates and
allow investigation of electron distribution would be very powerful and open up new
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levels of research. Furthermore, this level of resolution enables accurate quantum
mechanical calculations based on experimental observations. So-called quantum
crystallography [206] can calculate a range of properties and in particular quantita-
tive energy calculations on interactions in the solid state. Such energetic calculations
provide a new dimension for crystallography, as traditionally intermolecular inter-
actions can only be inferred between atomic centres and quantified by a distance, but
with this approach they can be directly observed. Furthermore, it is also possible to
derive and deconvolute whole molecule-molecule interaction energies which begins
to provide some of the information required to understand assembly (and disassem-
bly) in the solid state.

Current state-of-the-art instrumentation is essentially at the point where this goal
would be achievable. However, there are two further factors which would need to be
addressed to achieve it. Firstly, there would have to be a significant input into
developing accessible and sustainable software to process and refine this higher-
resolution data and multipole models. Perhaps more of a challenge would be the
need to effect a cultural change towards conducting such higher-level experiments,
along with the significant amount of retraining and education that would be neces-
sary. Furthermore, if there were to be a transition to collecting higher-resolution
structures, then a question would be raised as to how to treat the one million
structures already amassed in order to have comparable data.

4.1.3 Crystal Structure Prediction (CSP)

It is not the purpose of this review to comprehensively cover CSP; however, we note
here the impact of inclusion of experimental data. In 2000 the CCDC ran its first
blind test [207] to evaluate the state of methods for predicting crystal structures. The
ability to predict more complex structures with greater accuracy has improved
greatly in the subsequent blind test exercises. However, in the most recent, sixth
blind test [208], CCDC entered itself for the first time and used the known structures
in the CSD to predict unknown structures. The method used shape and packing
similarity to generate potential crystallographic lattices. Although not a complete
CSP solution, it proved valuable as a complementary technique reducing the chem-
ical space needed to be searched using relatively cheap computer power and aid in
structure ranking – CSP Speculator [209].

Recent developments from the CSP community are using machine learning
approaches to explore the energy landscape of ensembles for predicted crystal
structures [210]. While these approaches are currently more confined to understand-
ing conformations of lowest energy, it would be entirely possible to combine
experimental data and thereby use the power of both approaches. While CSP
contributes significantly to the corpus of knowledge on crystal structures, it is also
noteworthy in that it calculates a range of solid-state properties while doing so
(or can be combined with computational property calculation), and therefore this
complementary approach is destined to become increasingly powerful in the future.
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4.1.4 Controlling Solid Form

Solid form control is the ability to select an appropriate morphology, structural
polymorph and physical properties for a particular formulation of a particular
compound and is one of the major challenges in pharmaceutical development.
Many approaches, including informatics tools, are used in an attempt to reduce the
risk of issues being found further along the development pipeline.

An example of one current direction is the use of multi-component systems
(co-crystals, solvates and hydrates) which are an increasingly important consider-
ation in the formulation of active pharmaceutical ingredients [211] and are now
becoming available on the market. The void calculation functionality and visualisa-
tion of solvate and hydrate pockets or channels in Mercury led to the development of
the Hydrate and Solvate Analysers to understand the behaviour of these molecules in
crystal lattices. A study of molecular complementarity [212] used the CSD to
describe pairs of molecules that form co-crystals with each other in terms of their
calculated molecular properties. This has applications in the rational design of
co-crystals and the modification of solid form’s physical properties.

4.1.5 Crystallographic Data Driving Other Forms of Structure Solution
and Refinement

The experimental approach and large volumes of rich data that we have discussed
herein are founded in single-crystal X-ray diffraction analysis. While structure
solution from this technique has some problematic examples, it is largely well
understood, follows a well-trodden process, is universally accepted and has a ‘data
currency’. These factors are far from established in other techniques that probe the
solid state. For example, solid-state structure determination from powder diffraction,
pair distribution function, NMR crystallography and electron diffraction data are
inherently challenging. All of these techniques draw from and leverage data and
knowledge derived from acquisition of many single-crystal structures – from pro-
viding a starting point for refinement to imposing geometrical restraints/constraints
derived from many observations.

Ab initio structure solution from powder diffraction data has been relatively
widely possible for about 15 years and provides a good example of how acquired
data can be used to influence and inform the process. The other solid-state structure
determination approaches also use crystal structure data in much the same way – to
facilitate matching calculated and observed data. There are a number of structure
solution packages for analysing molecular structures from X-ray powder diffraction
data, e.g. EXPO [213], GEST [214], GSAS-II [215] and TOPAS [216], including
one provided by the CCDC [217], DASH [218, 219], which we use as an example
here. DASH is a graphical user interface-driven program for solving crystal struc-
tures from measured powder diffraction data. It uses a simulated annealing approach
to search for the global minimum in the agreement between observed and calculated
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structure factors. Crystal structure data, from the CSD, can be used to steer this
process. Its primary use is to reduce the search space, by the use of torsion angles
restraints using data fromMogul for the conformational preference or by providing a
starting geometry from a similar known single-crystal structure.

Probably the most important use of the CSD when using these techniques where
‘direct’ observation of the result is not possible is in the validation of the final
structural parameters. DASH provides an exemplary use of this approach [220–224].

4.2 How Far Can Single-Crystal Diffraction Structure
Analysis Be Developed?

4.2.1 Instrumentation

We consider first the future possibilities regarding synchrotron-based service crys-
tallography and then go on to discuss what bearing these developments would have
on home laboratory facilities.

Essentially there is nothing stopping synchrotron-based service crystallography
being taken to the limit, which is the fully autonomous beamline. Such a facility
would operate in a service provision mode, acting in a similar philosophy to many
departmental institutional facilities. A user would send pre-mounted crystal and
receive back datasets, without having any interaction with the beamline. Macromo-
lecular crystallography already uses optical recognition to find the mounting loop
and automatically centre it. If the crystal is essentially in the correct place, then it
would be automatically centred, or it would be possible to define a region in which
the crystal could be and search that region. A search could be performed optically, or
by diffraction, or starting with a large beam, or by fluorescence/absorption for
samples containing heavier elements. Once located, a second check could be run
by collecting some data and determining the unit cell. This would enable determi-
nation of the x,y,z positional errors, which can then be fed back through the
motorised positioner on the goniometer, further improving the centring. The next
question to be posed would then be ‘what are the data collection criteria for a crystal
and how would we code them for a machine to use?’ The first point to address would
be whether there are any diffraction peaks at all. If there are, then the following
would need to be assessed: Is it a diffraction pattern from a single crystal? What
resolution does it extend to? Are the peak shapes good? During the data collections,
are there, or will there be, signs of radiation damage?

Traditionally one would optically select the best crystal from a sample under the
microscope and collect data on solely that crystal – if it produces good enough data,
then the study is complete. However, there is often the situation where a screened
crystal produces an acceptable diffraction pattern but that would ideally be better, in
which case one has the dilemmas of: Are there any better crystals? Should the crystal
be switched and is there anything of worth left in the sample? If the crystal is
switched and subsequent attempts turn out worse, will the original crystal still be in a
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good enough condition to be put back on the instrument? This leads to the conclu-
sion that it would be better to collect data on several crystals and select the best
result. The main factor against this approach is time: collection of data on multiple
crystals takes time; processing and working up the data takes time. But if a dataset
only takes a couple of minutes to acquire, why not collect on multiple crystals?
Again, the factor against this is the time taken processing and evaluating all the
datasets to find the best one, but if there was an algorithm that could process the data
and then flag the best one to work on, then the problem is solved. If multiple datasets
are collected, there is also the possibility of merging and scaling them into a single
dataset with better averaging statistics and the ability for one collection to cover the
shortfall of another. Data collection on multiple crystals also facilitates assessment
for radiation damage. Some initial crystals could be sacrificed to determine the
experimental conditions that would enable good data to be successfully collected.
Approaches to mitigating radiation damage are likely to be specific and dependent
on the mechanism of decay, but in some circumstances, methods of reducing the
dose could include a better balance of decrease in beam intensity versus longer
counting times, counting for the same time over multiple sweeps of the same strategy
and summing the frames together, merging datasets from multiple crystals, reducing
the beam size to be much smaller than the crystal and translating the crystal during
the data collection so the same area is not continuously illuminated.

An increased speed of data collection also means multiple spheres of data may be
collected. This enables more optimal performance of corrections programs such as
SADABS and for the data to be finer sliced, e.g. 0.1� frame widths rather than 0.3�.
In-house experiments (ALS) indicate that for a combination of SAINT [225] and
SADABS on a compound with a small unit cell (all axes<13 Ǻ), the data correction
performs much better when narrower slices are used. There is also an improved
signal-to-noise ratio when using narrower frame widths. If one considers the case of
a 0.2� wide diffraction peak, for a 1� frame width and 1 s exposure, the background
accumulates for 1 s while for the peak itself only 0.2 s; if collected with a 0.2� frame
width for 0.2 s, the background accumulates for the same time as the peak.

With the move away from commercial instruments to custom ones, there is an
opportunity to better and fully integrate them with the beamline. This allows for the
operation of feedback loops such as the following: if the detector saturates, attenu-
ation can be added or counting time decreased; if the dynamic range of the detector is
being optimally and maximally under attenuation, this can be removed or the
counting time increased. Additional data could also be collected, such as a fluores-
cence spectrum to provide qualitative element analysis for metals. This would also
allow automated resonant scattering experiments to be run, making them as easy as a
routine data collection. All the metadata for the collection can also be collated with
beamline data such as wavelength, beam positions and intensity after each of the
optical elements on the beamline – making troubleshooting more straightforward.

In the future the ideal detector would be an energy-resolving large area pixel
detector. For monochromatic data collection, this would allow fluorescence back-
ground to be discriminated from diffraction and removed, improving the signal-to-
noise ratio which is crucial for weakly diffracting crystals. More importantly it
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would enable Laue diffraction techniques to be readily used for small molecule
structure determinations on crystals with unknown unit cells. A single Laue diffrac-
tion frame contains more structural data than that of a whole monochromatic dataset,
but with this technique, indexing an unknown unit cell is extremely difficult as while
the position of the diffraction peak is known, the wavelength is not. With such a
detector, it would be possible to determine both the position and wavelength, and
thereby indexing the unit cell becomes straightforward. Laue diffraction would be
ideal for very small crystals in small beams (where rotation could mean the crystal
moving out of the beam) or in a sample environment with restricted access.

The implications of increased automation and advanced instrumentation are a
little more subtle for the home laboratory. The most significant advance in a
generation is the introduction of Hybrid Pixel Detectors, and these are going to
become much more commonplace in the next decade. Time saving is significant,
which for service crystallography means that turnaround times become negligible
and a facility can operate more efficiently. The other main observation is that the data
quality is significantly improved due to a better signal-to-noise ratio and lower
background levels. It is questionable whether automation will have such a significant
impact in the home laboratory, but some elements of this practice, such as rigorous
collection of metadata, would mean that a better-quality result is reported. However,
if the principles of automation were applied to the screening process, it would allow
for the best possible result to be gleaned from a sample, as many crystals can be
assessed and the best selected. This would ensure that the best possible result would
come out of the home laboratory, and it would be possible to extend the current
capability of the technique through approaches such as merging of multiple datasets,
but the advances in the home laboratory in this respect will probably be rather more
incremental.

The main question is one of whether full automation is really the best direction to
take. On the one hand, it is not necessary to train and retrain users, saving time; users
can no longer make mistakes during data collection, so the data quantity will
improve; time will be freed up for difficult and time-consuming experiments. On
the other hand, a fully automated beamline and even lab diffractometer system mean
it is easy for anyone to collect data as long as they can mount the crystal in the correct
position on the mounting loop. But we must be aware knowledge is being lost by this
approach as these systems become black boxes and the understanding of the process
is lost. Add to this automated refinement and over generation of students and the art
of chemical crystallography will be lost as the fundamental knowledge of the
experiment resides with fewer and fewer individuals.

4.2.2 Computing

Alongside instrumentation developments, in the modern era, it is now imperative to
simultaneously consider a fully integrated and end-to-end software infrastructure to
complement and support experimentation. It is important to recognise that such an
infrastructure now needs to cover three distinct aspects: data acquisition and
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processing, structure solution and refinement and integration with follow-on (data
science) methods. The automation of data acquisition and structure solution
discussed herein is a clear step in this direction that has largely been taken already.
However, these approaches do not generally work for more complicated and difficult
cases.

Better software and algorithms for data processing will be crucial for the future of
the discipline. We have highlighted above that there is some work to be done as
modern detectors evolve. However, current focus is on static structures and hence
getting the best data integration for Bragg peaks – and in a significant number of
cases, this is a simplistic view of the actual crystalline state. The ability to understand
the total scatting pattern reveals the full behaviour in the crystal and provides great
insights. This is not currently an easy or routine approach to take, and addressing this
issue would open up a myriad of new structural chemistry. Routine analysis of the
total scattering pattern would enable true modelling of ‘disorder’ and better analysis
of local structure in complex materials and would provide the basis for dynamic
crystallography methods to really thrive.

These advances in data processing call for advances in structure refinement. It
will be necessary to develop new approaches to disorder modelling, and these could
also be augmented by a closer operation with the databases. If refinement software
worked more in tandem with the databases, it would be possible to learn from, and
use, models (or parts of models) that already exist. A full and automated integration
between the two would ensure that as the databases grow, they could increase in
quality. Machine learning methods are now beginning to gain a lot of traction across
many data-driven research areas – they have the potential to make structure refine-
ments better, to make database records better and to power entirely new research in
structural chemistry and in linking to other areas of science. There are also clear
advantages in the convergence of experimental crystallography with Crystal Struc-
ture Prediction – the seamless interplay of these two approaches would mean that
many more insights into an experimental structure would readily be possible and
could feed into experiment design as well as interpretation.

4.2.3 Data

A Data Infrastructure

For a fully integrated and end-to-end software infrastructure to be realised, there is
the necessity for the parallel development of a better, complementary data infra-
structure. The crystallographic community has pioneered in many respects through
the development of the Crystallographic Information Framework, and this provides
the basis for a twenty-first-century data infrastructure. Modern automation
approaches are a good example of leveraging data and metadata standards alongside
software development. However, there are several areas where the data infrastructure
clearly needs to be extended.
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The main message of this review has the implication that there should be much
more integration between the experiment and the database. With the correct infra-
structure, a far greater number of structures could be included in the databases. For
example, a lot of data mining and machine learning studies merely need to know that
a structure exists, and its quality is of secondary importance – with a relatively small
development and a change of publishing mindset, a vast number of new types of
structures could be incorporated into databases. This ‘data-fit-for-purpose’ concept
has the potential to hugely transform the amount of data available for follow-on
studies; however, it requires further development of validation procedures and more
accurate classification in databases, so that the integrity of a good-quality (subset)
collection is not compromised for other areas of study. These developments could
enable a clear, simple, fast, automated route from diffractometer to database which
could in turn empower data mining, statistical and machine learning methods. These
approaches are powerful not only in terms of performing structural chemistry
analyses but also in making connections and correlations with data from other
disciplines. There is a different data infrastructure that is required for this kind of
work, and it is necessary to develop this for our subject. Currently data science
involves a significant amount of data cleaning and transformation before the tech-
niques can be applied – and this is often a very manual process. In order to make data
science involving crystal structures seamless, it will be necessary to understand and
implement new ways to interface between data collections – from both a metadata
and descriptor perspective as well as via scripting and automation, e.g. via Applica-
tion Programming Interfaces (API). Furthermore, changing the nature of the inter-
actions between laboratory and database and data re-user will drive other
developments, for example, the use of the database more interactively for structure
refinement. It will also enhance integration between collaborators, complementary
techniques and facilities.

Finally, it is necessary to extend the data infrastructure to enable greater inclusion
of raw data. Currently there is no culture of sharing raw data in chemical
crystallography – and in fact there is even a significant diversity in which individual
facilities manage their own raw data. This lack of comprehensive management leads
to difficulties in accessing the data (locally or globally) over time. Many other
disciplines now routinely make raw data available, and there is an increasing
pressure from funders and other stakeholders for this to be routine practice. There
are many cultural, political and financial barriers to overcome for this to happen, but
also some technical matters around description, validation, quality and storage
would have to be addressed. Furthermore, it is worth considering whether it is
necessary to make ALL raw data available, e.g. would it be necessary in the case
where diffraction was very clean and all Bragg data had been accounted for? The
IUCr CommDat [60] are considering these matters, and as a first step, the develop-
ment of a CheckCIF-type utility for raw data is being investigated. Nevertheless, it
would be very beneficial for a data infrastructure to support raw data where:

• Others, or future developments, could do a better job – in theory models could
automatically be updated if better processing software were available.
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• Greater scientific insight could be gained – e.g. secondary study of diffuse
scattering purposefully not accounted for in the original model.

• It is necessary to support the review of claims made in publication – this would in
turn support the data-fit-for-purpose concept (see above).

• Software developers could have a range of examples to develop their algorithms
and code.

• Valuable examples arise that can be used for training in advanced data processing
techniques.

With a more developed attitude to post processing, new approaches will also
emerge. One development that would be particularly useful to improve quality and
support dynamic crystallography is the practice of merging data collections to get a
better composite dataset, e.g. in an approach to that used in macromolecular and
serial crystallography communities.

The Data Landscape

‘Chemical space’ is a concept used by data scientists and cheminformaticians that
refers to the property space spanned by all possible molecules, or compounds, for a
given property. Chemical space is very large, e.g. pharmacological chemical space is
estimated to cover 1063 molecules [226], and this even has many restrictions,
e.g. does not include molecular weight >500 and only includes simple atoms
(C, H, O, N, S) – many of the compounds are yet to exist. The Chemical Abstracts
Service [227], which extracts compounds from the scientific literature, contains
158 million entries.

In comparison there are somewhat less than two million structures in the space
covered by crystallographic databases. There are a number of reasons why these
levels are so different – primarily that only a subset of materials are crystalline.
However, a huge contributing factor is that most small molecule structures are
determined as a service for synthesis chemists and subject to academic publishing
rules in order to be available. There are further factors related to this phenomenon,
e.g. that parameters/variables for crystallisation are not comprehensively tested; not
all structures of a homologous/related family of compounds are deemed necessary
(only one representative compound is suitable for publication – others may/may not
have been determined); a structure may not be of suitable quality for publication;
some compounds are ‘not academically interesting enough’ (from the perspective of
a funder or synthesis chemist).

For these, and other, reasons, the crystallographic databases could be considered
to have ‘gaps’ in them – particularly from the perspective of a data scientist. For
some data science research to be valid or achievable, these gaps would have to be
filled. There is a need for a change of mindset so that some of these gaps can begin to
be filled – if the incentives were different, there is no reason why these gaps could
not be identified and this used to drive synthesis programs and change culture. If a
compound has been synthesised and there is ready access to crystallography, then
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why should not its crystal structure be determined in order to contribute to the body
of knowledge? Furthermore, it should be possible to make much more use of Crystal
Structure Prediction as a complementary technique in order to fill the gaps. Such
initiatives would enable more rigorous data mining and the use of machine learning
and artificial intelligence methods to interrogate and rationalise crystal structure
space.

4.3 Conclusions and Challenges

We have drawn numerous conclusions and insights throughout the various sections
of this review. In doing so, the aim has been to not only provide insight into how
specific aspects of crystallography are currently developing but also show how they
can increasingly interact or integrate with other areas. This increased interoperation
will provide a much richer methodology and enable crystallography to be a key
component in a broad range of research long into the future.

Many research areas consider current times to be the Fourth Paradigm of Dis-
covery [228] – that is one of data-intensive scientific discovery (or data science). The
main message of this review is that chemical crystallography is very much operating
in this regime, but that it has the potential to do much more and by taking a more
data-integrated, or even data-centric, approach, it can be a leader in chemical and
materials science research. The main challenge we face in achieving this is that it will
involve changing working practice. The discipline needs to embrace different
mindsets for working in the laboratory, new approaches to ‘publishing’ and new
data science ways of undertaking research. Effecting this change will not only
require new mindsets and approaches but also for researchers to be trained with
new skills.
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Abstract This chapter highlights the area of crystallography of molecular systems
under high-pressure conditions. It is an area of crystallography that has seen a rapid
expansion over the last two decades. Advances in technology and data processing
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extreme conditions. We discuss these advances using examples of organic and
metal-organic materials as well as providing guidance to the pitfalls to be avoided
conducting these studies.

Keywords Amino acids · Coordination polymers · Diamond anvil cell · High-
pressure recrystallisation · Large volume press · Metal-organic framework ·
Molecular magnets · Pharmaceuticals · Pressure · Spin crossover

Abbreviations

DAC Diamond anvil cell
MOF Metal-organic framework
PTM Pressure-transmitting medium
ZIF Zinc imidazole framework

1 Introduction

High-pressure science is an exciting area of chemical crystallography that has
developed significantly over the past 25 years. The strides that have been made in
equipment and in data processing have permitted high-pressure crystallography to
become an almost routine technique for the twenty-first century. The ability to probe
materials under conditions four orders of magnitude more extreme than is practica-
bly achievable by temperature has enabled the characterisation of many novel high-
pressure polymorphs of materials that have shown little or no propensity for poly-
morphism at ambient pressure [1, 2]. This fact has promoted the use of pressure in
the consciousness of scientists in many areas from pharmaceuticals to metal-organic
framework materials. A key driver for many scientists is to connect the structure to
the function of materials and in particular how the materials respond under their
working environments. High-pressure crystallography can play a role in these
studies by providing atomic level detail of the changes that occur in materials
under these extreme conditions. From these studies, improvements in models can
be made providing increasingly accurate descriptions of the processes involved. This
has been proven to be the case for the metal-organic framework material, ZIF-8,
where the conformational changes that occur at 1.5 GPa can be used to explain the
behaviour of this material at high gas loadings [3]. Another area in which pressure
can aid modelling is in the area of energetic materials. During operation these
materials can experience high pressures as shockwaves pass through the materials
prior to deflagration [4, 5]. Their characterisation, at the atomic level, can provide
experimental evidence of changes, including polymorphic transitions that can be
incorporated into models of deflagration, improving their accuracy. High pressure is
also being used as a form of polymorph screening of pharmaceutical materials
[6, 7]. Polymorph screening is a major part of the development of pharmaceutical
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materials to ensure the stability of any solid form taken forwards to production. The
potential financial impact of the appearance of an unknown and uncharacterised
polymorph with different physicochemical properties is substantial, never mind the
impact on public trust. Hence there has been a move towards using high pressure to
survey different areas of thermodynamic space providing a more robust screen of
potential drug products. So whilst high pressure may have been considered a niche
area of research that is the reserve of earth scientists and physicists, it is certainly not
the case now and it is thanks to the developments made by pioneering groups in the
area of high-pressure crystallography many of whom will be referenced in this
chapter. High-pressure crystallography is a powerful technique that can provide an
alternative pathway to explore molecular materials and should be a consideration of
any solid-state scientist moving forwards through the twenty-first century.

As a preface to the chapter, the work highlighted herein reflects work conducted
by our respective groups placed in the wider context. We have divided the chapter
into different sections so that readers can focus on particular areas of interest.
Section 2 details the different methodologies that have been employed to investigate
materials and the impact these have made on the systems under study. We have tried
to draw on the studies of many groups working in high pressure, and where possible
we have linked the examples in Sections 3 and 4 to the methodologies used where
appropriate and where the method may have impacted on the observed results. This
is not a complete review of the effects of high pressure on molecular materials, but
we hope that it provides an overview of the types of work that have been conducted.
There are a number of reviews of molecular materials at high pressure that we would
encourage the reader to engage with on subjects such as amino acids [2, 8], energetic
materials [5, 9], metal-organic frameworks, chemical reactions as well as the basics
of the technique in general [10, 11].

2 High-Pressure Methodologies

2.1 Standard Methods

In this section we will discuss various methods that can be employed to investigate
organic and metal-organic compounds under high-pressure conditions. The choice
of method will vary depending on the science to be investigated as, in the experience
of the authors, some methods can facilitate phase transitions more readily than
others. The practicalities of loading diamond anvil cells (DACs) using liquids or
single crystals will not be discussed here as they have been covered very well in
other texts; however, we will indicate considerations that may need to be taken into
account in certain circumstances. The authors would recommend the chapter ‘High
Pressure Single-Crystal Techniques’ by Miletich et al. to provide a comprehensive
review of the method [11].
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2.2 Loading Methods

2.2.1 Low-Melting Compounds

Some of the early work in single-crystal high-pressure crystallography investigated
the difference in the crystallisation behaviour of liquids under cooling or through
compression. Low-melting compounds are still being investigated as they simplify
the nature of interactions between molecules so that, for example, the effect of
halogen bonding may be investigated more specifically [12, 13]. The preparation
for the loading of low-melting compounds is no different to any other high-pressure
loading and, in some ways, a little easier as there are fewer items requiring loading,
i.e. ruby and liquid. There are a few considerations that need to be taken into account
for a successful experiment such as the maximum pressure of the experiment to be
conducted and the volatility of the liquid in question. For most one-off crystallisation
experiments at lower pressures, gasket holes with a large diameter (250–300 μm)
and greater depth (100–120 μm) permit a larger crystal to be grown. This is
advantageous as it provides potentially stronger diffraction from the crystal.
However, it does limit the maximum pressure at which the sample can be analysed,
but, in most cases in the literature, a maximum of 1.5 GPa would be the norm as the
melting curve generally increases with pressure thereby limiting the maximum
pressure at which the liquid can be heat annealed. To load the cell, a ruby chip is
placed in the sample chamber (or in the opposing diamond) and a drop of the liquid
under study is placed over the hole ensuring that there are no significant bubbles
present in the chamber; the ease of this process will depend on the volatility of the
liquid. Through trial and error, for the best success and to allow for some evapora-
tion, use the surface tension of the liquid to maximise the liquid on the gasket surface
which also provides extra time to deal with any bubbles that may be present in the
hole. Once the cell is sealed, there may be a small bubble present, but usually these
are solubilised on compression.

Nucleation of products at pressure can be troublesome as liquids can form glasses
on compression and the pressure increases that are used to initiate the crystallisation
can be rapid; hence, kinetics can play a significant role. Nevertheless nucleation can
occur through a number of different methods from compression of the liquid alone
[14], pressure cycling (varying pressure up and down) [15], through use of liquid
nitrogen to freeze the sample [16] or applying heat [17]. Each of these methods has
successfully been used to nucleate samples, and one may need to explore all of these
methods for a successful outcome. Further recent methods will be explored when we
discuss quenching and recovery of samples (Sect. 2.3.2.1).

In general, the nucleation product is polycrystalline which can be analysed using
X-ray powder diffraction or spectroscopic methods, but for those who wish to
perform single-crystal diffraction, there is a requirement to anneal the polycrystalline
material into one crystal or a reduced number of crystallites for analysis. Two main
methods used are heat annealing and pressure annealing. Both methods require
that the sample is close to the melting line of the compound which may not
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necessarily be close to the nucleation pressure. An extreme example of this is
methanol where the solid was nucleated at 7 GPa but the crystal was finally grown
at 4 GPa due to the inability to melt the sample at 7 GPa [15]. The melting line of the
sample can be determined solely from observing the reduction in the crystallite size
during isothermal pressure annealing, but other methods have used volumetric
measurements to ascertain it. Work by Bridgman [18] and more recently Dziubek
and Katrusiak [19, 20] have shown that not only can the melting line be observed but
new high-pressure phases can be observed if there is a discontinuity in the pressure-
volume plot; in fact, these measurements provided the basis for our study and
discovery of a new polymorph of 2-methylphenol at 0.65 GPa [18, 21].

Once the melting point has been determined, this can be used to anneal the
polycrystalline material into a single crystal through pressure cycling. The isolation
of novel phases through isothermal pressure cycling will be limited due to the
reliance on the phases being stable at a particular pressure at ambient temperature.
To access novel forms of a low-melting compound, there may be a requirement to
add heat to be able to access new forms. Figure 1 shows the pressure/temperature
phase diagram for aniline. Aniline demonstrates a couple of interesting points of

Fig. 1 The pressure/temperature phase diagram for aniline. The melting curve points (black
squares) were taken from Bridgman [18], and the structure determinations (green data points)
were taken from Funnell et al. [22]. The dotted line has been added by us and represents a tentative
phase boundary between Forms I and II directed by the commentary in Funnell et al.
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discussion in relation to low-melting compounds: (1) the potential need for temper-
ature to aid access to polymorphs and (2) the metastability of phases due to kinetics.
Annotated on the pressure/temperature phase diagram are the experiments of
Bridgman [18] (melting line, black squares) and Funnell et al. [22] (green data
points) as well as a tentative phase boundary between Forms I and II (our addition).
The solid green circle designates the single-crystal data for Form II from a crystal
that was nucleated at 0.8 GPa and annealed with temperature to reach the melting
line at ~390 K. On cooling, the crystal was stable (or sufficiently metastable) at
ambient temperature for a dataset to be collected. In this case, a temperature increase
was necessary to be able to access the new form. Had the crystal been grown around
the melting line at ambient temperature (0.15 GPa), the known Form I would have
been observed. This is quite common, and we have observed this with
3-chlorophenol and 3-fluorophenol where we determined the structures at very low
pressures of 0.1 and 0.12 GPa [23]. In cases like these, it is worth applying further
pressure until one is no longer able to reach the melting curve on heating. To access
pressures beyond this, recrystallisation methods will be required (Sect. 2.2.3). On a
practical note, the speed of melting and growth can be altered by how far away from
the melting curve the experiment is being conducted; the closer to the melting line,
the slower the crystal growth will be, and the growth can be accelerated by
performing at higher pressures due to being deeper into the phase stability region.
Small changes in the pressure can help in the crystal growth if, for example, many
crystallites continue to nucleate during the growth stage.

The second point of discussion is the metastability of phases beyond phase
boundaries. This behaviour is common where a large rearrangement of molecules
is required between the two phases. From neutron powder diffraction measurements,
Funnell et al. were able to isolate Form I of aniline at 0.65 GPa, which has allowed
the tentative assignment of the phase boundary, and compress Form I to 1.04 GPa
without any transformation taking place (hollow green triangles). From the structure
of the two phases, they were able to explain this metastability through the large
differences in structure which forms a large kinetic barrier to overcome. We have
also observed this with 2-methylphenol where it crystallises in P32 at low pressures
and can be compressed to 8 GPa without any indication of transition to the high-
pressure monoclinic phase (P21/c) due to the substantial change in structure required
[21]. This has also been noted in high-melting point compounds such as glycine
[2, 8] and imidazole [24].

As a final note in this topic, in our experience of data processing of high-pressure
materials, we have been able to deconvolute three to four individual diffraction
patterns and merge the datasets to a satisfactory outcome [1, 25]. Our advice to those
starting out in the area of crystal growth at high pressure would be to err in the side of
caution and grow multiple crystals, collect data on them and try to process the
datasets derived from these crystallites before attempting to grow one single crystal.
The difficulty of nucleation means that the loss of a crystal can lead to further hours
of nucleation experiments to obtain the polycrystalline material again. In addition,
the multiple crystals can lead to a substantial increase in the data completeness after
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merging datasets especially combined with collecting datasets with the DAC in
different orientations, i.e. mounting a triangular DAC along another side.

2.2.2 Mixing Product with PTM

For systems that show no phase transformations up to a maximum pressure where
they can be melted, there are other routes that can be explored. In the case of aniline
[22] and other systems such as acetone [26] and ethanol [14], these were loaded and
solidified from the pure liquid; hence, the experiments that can be performed are
limited. These limitations are either due to the melting point becoming too high for
successful melt and crystal growth or due to the compression of the sample becom-
ing non-hydrostatic beyond a certain pressure. A method to circumvent some of
these issues is to mix the liquid or gas of choice with another to increase the pressure
at which the crystals can be grown or to ensure the hydrostaticity to higher pressures.
Much of the inspiration for this work comes from the work on gases and gas
clathrates where the gas of choice, e.g. nitrogen, is mixed with a second gas to act
as a pressure-transmitting medium (PTM), e.g. helium [27–30]. The PTM allows the
compound under study to dissolve rather than melt which can lower the barrier to
interconversion. A number of studies have used this approach to facilitate the growth
of new phases. We have investigated the high-pressure phase behaviour of acrylic
and methacrylic acid using this technique due to the chemical reaction (polymerisa-
tion) that occurred on heating these systems at high pressure and high temperature
[31–34]. Using a 50:50%v/v mixture with 4:1 methanol/ethanol, we were able to
grow crystals of acrylic acid at much higher pressures than could be accessed
through conventional routes (0.65 GPa acrylic acid; 1.5 GPa methacrylic acid).
The dissolution of the compound under study in the PTM helped to lower the barrier
to interconversion as the solvation energy helps to overcome the energy barrier [9];
this principle will be employed in Sect. 2.2.3. Other positive outcomes from
adopting this method are that phase transformations can be accelerated at ambient
temperature by use of the solution. Crystals of acrylic acid were observed to
transform when the pressure exceeded the Form I-Form II phase boundary
[33]. Katrusiak and co-workers have used this method to investigate o-xylene so
that higher pressures could be achieved [35]. Using a neat liquid, the authors could
only achieve a pressure of 0.31 GPa and still have the ability to melt the sample. By
mixing o-xylene with methanol in a 1:4 and 1:9 ratio, they were able to increase the
pressures to 1 and 3.5 GPa, respectively. This is a huge expansion of phase space that
can be explored. In this case, Marciniak and Katrusiak did not observe any new
polymorphs of o-xylene, but it does highlight the potential of the method for
polymorph discovery.
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2.2.3 Recrystallisation

In recent years the use of solutions to explore the solid-state forms has become more
prevalent as it provides an orthogonal approach that can be used to explore materials
that possess melting points that are too high to anneal with increased temperature. To
explain the methodology, we will use a series of studies of molecular systems to
demonstrate a large number of scenarios that we and other researchers in this field
have observed.

Paracetamol

Prior to 2003, paracetamol was known to exist in two polymorphic forms: the
thermodynamically stable monoclinic P21/c phase [36] and the metastable ortho-
rhombic Pbca phase [37]. The interest in paracetamol lies in the fact that the
orthorhombic polymorph possesses better compaction properties compared with
the stable monoclinic polymorph. The metastable form can be isolated easily from
the melt and is stable for approximately 50 h during experiments to test sublimation
[38] or 30 min in contact with solvent [39]. Paracetamol had been explored using
high pressure via compression methods by the group of Boldyreva. Their paper
demonstrated that through compression one could induce the transformation to the
orthorhombic phase in a powder sample through pressure alone although the tran-
sition was incomplete and slow due to the large rearrangement of the molecules
required between the two phases [40]. To aid the isolation of the orthorhombic form,
Fabbiani et al. investigated the use of recrystallisation at high pressure [41]. By using
solutions in this way, they utilised the solvation energy to help overcome the kinetic
barrier to transformation. In their study they loaded a ca. 1 M methanol solution of
paracetamol into the DAC and treated the solution in the same way as pure liquids
had been investigated in prior studies through heat annealing. From this solution, a
new methanol solvate was precipitated, and by repeated heat/cool cycles, a single
crystal was formed that could be analysed by single-crystal X-ray diffraction. This
was a significant and novel approach to materials preparation, and it opened the door
to the analysis of high-melting compounds such as pharmaceutical products.

We have been employing these methods routinely and have found that a key
difference from the manipulation of pure liquids is the reaction of the crystals and
solution to heat. Crystals obtained from a pure liquid react almost instantaneously to
the application of heat or on cooling; hence, the growth of the crystal can be
controlled very easily. Generally, the response to heating or cooling of solutions
is, naturally, much more delayed due to the dissolution process; hence, even more
care is required when trying to isolate one crystallite during the annealing procedure.
As with the pure liquid method, the pressure can be tuned to increase or decrease the
rate of crystal growth, but there is still a lag present.

Further studies of paracetamol at high pressure have indicated that the solid form
observed can be dependent on the solvent as well as the pressure at which the phase
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was precipitated. We were able to isolate the orthorhombic phase using the pressure-
precipitation methodology at a range of pressures from 0.2 GPa (acetone) to 1.1 GPa
(ethanol) in a DAC without any indication of further phases in these solvents
[42, 43]. However, from a 0.06 M aqueous solution at 1.1 GPa, a dihydrate can be
formed, but, given the pressure that it was formed, there may be a drive for inclusion
of water into the structure [42]. Other observations of this kind have been observed
for piracetam, where the precipitation occurred with the solidification of ice [44], and
the crystallisation of γ-aminobutyric acid [45]. The relative stability of the pure
paracetamol polymorphs at high pressure was confirmed by high-pressure differen-
tial scanning calorimetry studies which identified that the orthorhombic phase is the
most thermodynamically stable form at high pressure between pressures of 0.29 and
0.45 GPa (maximum pressure of the calorimeter) [46]. Even scale-up to larger
volumes was possible through the use of large volume press and quench
cooling [43].

Recently we have developed the method for performing anti-solvent addition at
high pressure using the large volume press [47]. We investigated this methodology
to aid the crystallisation of compounds at high pressure as well as to potentially
stabilise the recovery of high-pressure solid forms. We chose paracetamol as an
exemplar material as the literature on its high-pressure behaviour was extensive. In
this study we chose a mixed solvent system that showed a rapid decrease in solubility
with addition of anti-solvent (64% w/w aqueous methanol). One of the challenges
with this method is that the large volume press is not transparent so we
complemented these studies with DAC work. We were able to show that precipita-
tion can occur and that the high-pressure orthorhombic form could be recovered to
ambient pressure. During this investigation, using the DAC, we observed a further
methanol solvate that is structurally similar to the known phase but possesses a
Z0 ¼ 3. Due to the small changes in the structure, we surmised that the change in the
solvent used may have had a subtle effect on the structure of the crystallised form
that manifests itself as a change in the crystal structure. Figure 2 depicts the phase
behaviour of paracetamol through recrystallisation methods under the range of
conditions.

Piracetam

Piracetam is a fantastic example of how the concentration and pressure can be
combined to access multiple different solid-state forms (Fig. 3). Fabbiani et al.
explored the use of different concentrations of solution in different solvents as
well as simple compression techniques to successfully identify four different solid
modifications of piracetam (Forms III–V and a dihydrate) [44, 48]. The ‘simple’
compression technique applied here involved the annealing of the powder at low
pressure in 2-propanol to bypass the issues of cutting the crystal to the correct size
before the application of pressure. In this system, there is a general observation for
the precipitation experiments that at higher concentrations of solution, Form IV
could be accessed (1.6 M methanolic solution or 6 M aq. solution) whilst at lower
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Fig. 2 The solid-state forms of paracetamol obtained from the recrystallisation at high-pressure
methodology. The shaded region designates where it has been shown that paracetamol form II is
stable through differential scanning calorimetry of the pure compound [46]. Filled black squares are
Form II; filled red circle is methanol solvate from Ref. [41]; open circle is methanol solvate from
Ref. [47]; filled blue triangle is dihydrate from Ref. [42]

Fig. 3 A schematic representing the extensive solid-state behaviour of piracetam at high pressure.
Forms III–V are high-pressure polymorphs of piracetam, and the dihydrate can only be accessed at
high pressure through precipitation of the solvent aqueous medium. Reprinted with permission from
Cryst. Growth Des., 2007, 7, 1115–1124. Copyright (2007) American Chemical Society [44]
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concentrations the Form III or the dihydrate could be isolated. The latter observation
of the dihydrate is interesting as the lower concentration enabled precipitation at
higher pressure to isolate the hydrated form. They had to crystallise the solvent as
ice-VI at 1.6 GPa before decompression to remove ice and heat annealing of the
piracetam powder. Paracetamol dihydrate and piracetam dihydrate can both be
formed through the crystallisation of the solvent before decompression to reveal a
powder that can be annealed. In each of these cases, ice-VI could be acting as a
nucleator and templating the hydrate. This is supported to some extent by the
crystallisation of Form IV using more concentrated aqueous solution that precipi-
tates at lower pressures. Alternatively, in a study of γ-aminobutyric acid, Fabbiani
and co-workers were able to provide computational evidence to support the
stabilisation of the hydrate over the pure compound; hence, the hydrate is the
favoured product at pressure [45]. This idea is certainly worth exploring given
γ-aminobutyric acid hydrate is recoverable to ambient pressure and hydration may
be a route to provide stable forms of pharmaceutical products. The tuning of
experimental conditions in this way demonstrates the complexity of the high-
pressure recrystallisation experiment and the potential to realise novel polymorphs
and solvates of materials under these conditions.

2.2.4 Compression

The previous topics have described how the compound or solvent can be manipu-
lated to isolate new solid forms of materials at fairly low pressures. They have been
limited to lower pressures due to the melting point of the compound of study or the
freezing pressures of the solvent in which the solute has been dissolved. Compres-
sion studies have been the standard method to investigate materials at high pressure.
These studies can provide evidence of how intermolecular interactions evolve over a
pressure range or whether the physical properties of a material may change. The
changes to the experimental set-up for these experiments are limited to the geometry
of the sample environment. The gasket hole size and thickness of gasket are altered
depending on the pressures that need to be achieved. The choice of PTM is also
critical to ensure hydrostaticity of compression, but it can play a large role in how the
compound of study reacts to pressure changes. In this section, we would like to
highlight two recent studies that have demonstrated that compression studies are not
routine and that changing PTM can alter the behaviour of molecular materials at
pressure. This will be explored further in Sect. 4.5 highlighting metal-organic
materials at high pressure.

Collings and Hanfland have recently investigated 4-hydroxycyanobenzene in
relation to charge transport properties for semiconductors and how pressure can
play a role in changing the intermolecular interactions and hence the properties of the
material [49]. In their study they noticed that the PTM was playing a role in the
formation of new host-guest phases of 4-hydroxycyanobenzene. The insertion of
PTMs into the crystal structure is quite unusual for organic structures that do not
possess a channel structure, but it is well-known in metal-organic framework
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materials [50]. During the compression using helium as the PTM, they noted that
above 2.5 GPa, helium inserted into the structure between the hydrogen-bonded
columns in regions that could not be classed as voids (Fig. 4). The insertion of
helium impacted on the symmetry of the structure, and through the use of single-
crystal diffraction, they were able to ascertain the sequential loading of helium into
the structure at particular sites, a common observation in framework materials
[50]. The helium-doped sample remains stable to 26 GPa but loses helium on
decompression to 2.5 GPa. The authors turned to using neon as the PTM for the
second experiment to prevent the inclusion into the structure. Through compression
alone they observed two new phases at 4 and 5.8 GPa where Form II is an
intermediate phase and only a portion of molecules in the structure transition to
the new configuration. This study demonstrates that even in organic molecular
systems the choice of PTM is crucial to the observations that we make, particularly
when gases or smaller PTMs are used.

The choice of PTM can be important even with liquids as was demonstrated by
Eikeland et al. who chose to compress the clathrate structure, hydroquinone/formic
acid, in two studies using 1: 1 pentane/isopentane and silicone oil; a third was
conducted in paratone-N oil, but no data were provided [51]. The behaviour of the
clathrate structure is markedly different with a phase transition occurring at ~4 GPa
using the pentane mixture, whilst the transition is hindered when using the silicone
oil or paratone-N oil. The authors attribute the difference in behaviour due to the
solid nature of the silicone oil at pressures above 1 GPa whilst the pentanes mixture
is still liquid allowing a physical change in the bulk of the crystal. In the metal-
organic framework UiO-abdc, changing the PTM can have significant effects on the
compressibility, with the bulk moduli varying by an order of magnitude, with a
greater than 10% difference in compressibility (see Sect. 4.5). In the case of the
clathrate hydroquinone/formic acid, arguments of solubility were highlighted in this
case with respect to traces of water in the pentanes mixture; however, a more likely
reason is that the clathrate structure is soluble in the pentane/isopentane mixture, but

Fig. 4 The introduction of helium into the crystal structure of 4-hydroxycyanobenzene on appli-
cation of pressure. Figure taken from Molecules 2019, 24(9), 1759, DOI: (https://doi.org/10.3390/
molecules24091759) [49]
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this was not considered. The structure itself demonstrates a 4% compression over the
phase transition which together with the stabilisation of the host interactions pro-
vides the driving force for the phase transition to occur. The nature of host-guest
effects in hydroquinone was explored further using methanol and acetonitrile as the
guest molecules with reference to the unsolvated β-form of hydroquinone [52]. In
this case, the solvents play a large role in stabilising the geometry of the host
structure much like the helium PTM did in the previous example. The unsolvated
form is unstable on compression at fairly low pressures (0.32(5) GPa) where it
collapses into the α-form over a 10-h period. Supercompression of the phase to 1.2
(5) GPa was achieved for the limited time of a single-crystal X-ray diffraction data
collection before it collapsed into a polycrystalline product. Kinetics obviously
played its part as different crystals were used to construct the compression dataset
using silicone oil albeit the transformation was also observed in pentane/isopentane
mixture. The exploration of the host-guest structure with methanol or acetonitrile in
the cavity proved that the ambient pressure structure was stable to much higher
pressures using pentane/isopentane as the PTM (greater than tenfold increase in
stability). In each of these cases, the structure undergoes a phase transition to new
high-pressure phases at 6.2(1) and 4.0(1) GPa for methanol and acetonitrile, respec-
tively. The lower pressure of transition is due to the size of acetonitrile and its
alignment in the cavity. In the methanol solvate, it is the host that changes geometry
resulting in the phase transition [52]. The bulk modulus of the low-pressure phases is
relatively similar (methanol, 8.3(12); acetonitrile, 8.5(3); formic acid, 13.6(4) GPa
[51]), and the high-pressure phases of acetonitrile and formic acid clathrates also
have a similar bulk modulus at the onset pressure (acetonitrile, 42(1), and formic
acid, 38(2) GPa). Further work in the area of host-guest complexes will be discussed
in more detail in Sect. 4 where we focus on the effects of pressure on metal-organic
framework materials.

In summary, for many materials the choice of PTM for compression may be
limited to the solubility of the compound in the medium, but these examples
highlight issues that can occur especially given the drive towards investigating
framework materials at high pressure.

2.3 Developments

In this section we will explore the developments that have been made in the area of
high pressure and those that will have a positive impact on science going forward.

2.3.1 Merrill-Bassett Diamond Anvil Cell (DAC)

The Merrill-Bassett design of DAC was a pioneering and highly impactful addition
to the area of high-pressure science [53]. The ability to perform single-crystal
diffraction experiments using a standard goniometer has enabled high-pressure

Crystallography Under High Pressures 153



science to be conducted routinely in a laboratory environment. Its simple design and
ease of use has resulted in it becoming the workhorse of many high-pressure
laboratories. The original design of the DAC used beryllium discs as backing plates
for the diamonds to sit on. The beryllium plates provided a mechanically strong
material whilst being relatively transparent to X-rays due to the low electron count of
beryllium. The backing discs produced diffraction rings themselves which increased
the background on the detector. This impacted on the data quality, but the develop-
ment of the equipment enabled the collection of data for materials at high pressure on
a laboratory instrument, a huge advancement in the technique as a whole. In 2004,
Boehler and De Hantsetters developed a new design of diamonds and tungsten
carbide backing seat that was strong enough to support the diamonds during
compression but provided a large enough opening angle that the diffraction data
were not absorbed by the WC seats [54]. Their design, which has since been
incorporated into a Merrill-Bassett-type cell [55], is a canonical design where the
diamonds are countersunk into the WC seat. The geometry of the set-up provides the
support to the diamonds whilst maintaining the opening angle for observation of
X-rays. Figure 5 shows the improvement in the diffraction by employing this new
design. Other groups have used other methods such as diamond plates [56, 57] or
beryllium-free cells [58] to reduce the background and analyse more complex
samples [59].

Much of the work described herein will be based around the characterisation of
materials through X-ray diffraction methods; however, there have been some recent
developments in the area of neutron diffraction that will be applicable to readers.
There are a number of designs of neutron cell that have been developed recently by
Grzechnik et al. [60], to work with ‘hot’ neutrons (λ ¼ 1 Å) at HEiDi at the Heinz
Maier-Leibnitz Zentrum (MLZ), and Haberl et al. [61] to work at various instru-
ments at Oak Ridge Laboratory’s Spallation Neutron Source; however, these cells
are solely designed for neutron diffraction. The methods employed by Binns and

Fig. 5 CCD images of (a) a Be backing-seat cell collected using a Mo X-ray source for 60 s, (b) a
Be backing-seat cell collected with synchrotron radiation (λ ¼ 0.6755 Å) for 1 s and (c) a WC
backing-seat cell collected using a Mo X-ray source for 60 s. Note that the Be powder lines are
much more textured (‘spotty’) in (b) than in (a). Reprinted with permission from J. Appl. Cryst.,
2008, 41, 249–251, DOI: https://doi.org/10.1107/S0021889808000514 [55]
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co-workers enable the use of Merrill-Basset-type DACs with standard-sized samples
on KOALA single-crystal diffractometer at ANSTO using Laue diffraction
[62]. These experimental parameters open up the possibility of probing materials
using neutron and X-ray techniques with the complementary information that they
provide. To achieve this, a miniaturised DAC had to be made from beryllium-copper
(BERYLCO-25) with necessary changes in design to support the pressure; however,
standard Boehler-Almax diamonds were used. The beryllium-copper design allowed
the cell to be fit and cooled in the cryostat on KOALA. Using hexamethylenetetra-
mine and L-arginine dihydrate, the authors were able to demonstrate a high resolu-
tion and data completeness in the DAC (similar to one outside of the cell), and this
was due to the observation of reflections through the cell body that provided enough
data for anisotropic refinement at low temperatures. There are complications to the
method such as centring and the requirement for larger-sized sample crystals
(0.15 � 0.20 � 0.30 mm crystal was used in the study) lowering the maximum
achievable pressure to ~5 GPa; however, this method provides a basis from which
organic materials at high pressure can be explored using neutron diffraction.

2.3.2 Large Volume Presses

High pressure has been seen as a niche subject area for many years, but the strides
that have been made into the exploration of pharmaceutical materials have moved
this discussion onto industrial relevance of high pressure. Whilst much of the
crystallographic work has been performed using DACs and Paris-Edinburgh presses,
there have been developments in large volume equipment to investigate the forma-
tion and quenching of high-pressure phases for characterisation at ambient pressure.

Bridgman was the first to use large volume apparatus to investigate materials
under high pressure using a hydraulic press [18]. His efforts to design the cell that
would be able to make the measurements were not without its own hazards as he
noted in his paper ‘Finally, after six explosions, the attempt to use this form of
apparatus was entirely given up . . .’. Despite these setbacks he was able to build a
press that withstood the demands of pressure, and he began to build a legacy of
pressure measurements that is second to none in the field. His press was made from
two cylinders (upper and lower) connected by a heavy piece of tubing. The sample
was housed in the lower cylinder, whilst the pressure was applied to the upper
cylinder via a hydraulic press. The cylinder assembly was fitted with a micrometre so
that the distance of compression could be measured and coupled with the diameter of
the cylinder to assess the change in the volume of the sample; a manganin coil was
used to assess the pressure of the cell through a change in its resistance. During the
experiment the upper cylinder that contained the manganin coil was maintained at
35�C so that he did not need to worry about temperature effects on the resistance,
whilst the sample was housed in a separate thermostat to alter the temperature whilst
under load. To measure the melting points of the compounds, pressure was applied
to the sample beyond the freezing point of the sample before taking readings at
various pressures on decompression. To ensure that he characterised the melting line
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well, he made sure he had 3–4 measurements either side of the melting line as well as
two at the equilibrium where there was part melt of the sample. This procedure was
repeated at various pressures. In his paper in 1914, he explored the melting curves of
11 substances ranging from simple elements (potassium) to more complex molecular
systems such as aniline and o-cresol that has laid the groundwork for more recent
evaluations of these systems through diffraction methods [21, 22, 63]. In the 1940s
he continued to explore hundreds of more compounds in a series of papers after the
development of new pieces of apparatus.

More recent developments in the area have been made by Dziubek and Katrusiak
and our own work together with the Kamenev group and developments at ISIS. The
work of Dziubek and Katrusiak developed apparatus capable of investigating the
compression of materials on a large scale [19]. Their simple and effective piston
design allows for the change in volume to be measured as a function of the applied
load. In this set-up there is no control over sample temperature so increases in heat
through adiabatic routes have to be minimised through small pressure increments.
The body of the cell is large enough that the heat can be dissipated relatively easily.
The effectiveness of the press was demonstrated using a number of simple organic
compounds where (1) the phase transition was easily observed, e.g. chloroform,
3-aminopropan-1-ol and 1-methyl-benzoate, and (2) the phase transition was
supressed by the large molecular rearrangement required from Phase I to Phase II,
e.g. imidazole, akin to that observed for aniline [22] and 2-methylphenol [21].

In collaboration with the Kamenev group at the University of Edinburgh, we have
built on previous work of the Pulham group and developed the use of our own large
volume press (Fig. 6). Pulham and co-workers investigated the recovery of high-
pressure forms to ambient pressure in quantities sufficient for characterisation at
ambient pressure. The recovery or quenching of materials is particularly significant
for fine chemicals, including pharmaceuticals, due to the potential for polymorphism
in these systems. Polymorph screening is a vital technique to solid-form discovery,
and it is conducted at ambient pressure by variation in solvent system, method of
crystallisation, grinding, temperature, etc. By use of a large volume press for
recovery, the program of discovery becomes far more extensive, and confidence in
phase stability can be increased. Pulham and co-workers were able to use a large
volume press, previously used to enhance Diels-Alder cycloaddition reactions for
poorly reacting dienophiles [64], to produce the metastable orthorhombic form of
paracetamol and recover it in gram quantities to ambient pressure through cooling
for analysis using neutron diffraction [43]. We have continued to investigate the
quenching of materials using this press and have successfully demonstrated that it
can be achieved using exemplar systems of glycolide [65] and p-aminobenzoic
acid [66].

To develop the methodology further, we have recently investigated the use of
anti-solvent addition at high pressure using the large volume press. Nucleation is one
of the major challenges when investigating liquids or solutions under high-pressure
conditions; hence, methodologies that can improve and reproducibly initiate nucle-
ation are a significant development. Anti-solvent addition is common practice in
crystallisation methodologies at ambient pressure, but our ability to do this in a DAC
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is restricted due to the sample volume. The large volume press, however, is ideal to
address this challenge due to the size of the sample volume. Our design of cell is not
transparent; hence, we needed to develop a methodology that would be independent
of visual confirmation. By measuring the compression of the cell through the travel
of the piston, and knowing the pressure in the cell, we were able to design glass
inserts of the correct geometry to enable their fracture at a specific pressure point. We
demonstrated that through the addition of the anti-solvent, we were able to recover
the orthorhombic form of paracetamol to ambient pressure [47]. This was the first
demonstration of this type of crystallisation process in a reproducible manner. There

Fig. 6 The schematic and photograph of the piston-cylinder large volume press developed by
Kamenev (University of Edinburgh) that has been used by our group to recover high-pressure
polymorphs to ambient pressure
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are challenges to be overcome, such as solution-mediated transformations; however,
the potential for the stabilisation of high-pressure forms in larger quantities is there.

Quenching of High-Pressure Forms

Whilst the identification of new high-pressure forms has been very successful, there
have only been a few forms that have been quenched to ambient pressure. The
observation of the recovery of materials from high pressure is likely to be
underestimated as it has not been the primary goal of many pressure studies and
hence may not have been recorded. The ability to quench novel forms to ambient
pressure opens up the possibility for solid-form discovery and use as viable forms for
delivery of pharmaceutical materials. Routes to manufacture through use of the large
volume press and subsequent seeding are viable.

Fabbiani et al. investigated the neurotransmitter γ-aminobutyric acid (GABA)
using pressure-induced recrystallisation techniques using a variety of concentrations
from 6 to 12 M aqueous solutions as well as aqueous methanol solutions (4 M)
[45]. In all cases, recrystallisation and crystal growth through temperature annealing
formed a monohydrate of the GABA at 0.4 GPa which was the sole route to this
novel hydrate. The enthalpy of hydration of the monohydrate was lower at all
pressures and is the drive for its formation. Quenching GABA hydrate to ambient
pressure was possible due to the similar enthalpies of hydration between the
monohydrate and its constituent parts. In this case the monohydrate could be used
as a seed in ambient pressure crystallisations. 5,6-Dimethylbenzimidazole shows
similar behaviour where the hemihydrate is only accessed at high pressure [67]. The
hemihydrate displays, unusually, a smaller molecular volume compared to the
anhydrous form and can be recovered to ambient pressure and retained for several
months. The thermodynamic drivers for the change were not investigated; however,
the large volume change between the forms will contribute through the pV term of
the free energy.

The most recent example from the pharmaceutical field is that of galunisertib
[7]. Galunisertib has been investigated as a potential treatment for advanced meta-
static malignancies and as part of that process was subject to solid-form screening
protocols. It has a vast solid-form landscape that includes 50 solvated forms and
9 polymorphic forms. As part of this study, Bhardwaj et al. used crystal structure
prediction to reveal hundreds of potential structures that were of high density and
more importantly more thermodynamically stable than the known polymorphs. For
these reasons high-pressure techniques were employed to explore this system. After
a considerable search of the pressure phase space, they successfully elucidated the
structure of a tenth polymorph (Form X, from a melt at high pressure; 0.4 GPa) that
was shown to be recoverable to ambient pressure. Attempts were made to seed
solutions; however, the small sample size restricted the ability to extend the exper-
imental conditions.

Whilst recovery of materials from high pressure in a DAC is a step in the right
direction, scaling up of the activity is where the major developments in this area will
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lie. This has been demonstrated with the ε-phase of RDX [68], magnesium sulphate
pentahydrate [69] and glycolide [70]. The epsilon phase of RDX is a high-
temperature high-pressure polymorph. Miller et al. used the Paris-Edinburgh press
to compress and heat RDX to 4.3 GPa and 448 K where they were able to identify a
new phase through neutron diffraction. By quickly quenching the sample to ambient
temperature, they were able to retain the phase and monitor the phase behaviour as a
function of decompression to 0.75 GPa. Below this pressure, the polymorph was not
stable and converted, but through quenching the sample to 150 K, they were able to
recover it to ambient pressure. The phase persisted to 230 K before reverting to the
stable α-phase.

More bespoke piston-cylinder equipment has been developed by Wang et al. that
can be used to 2 GPa over a temperature range of 80–300 K in a laboratory setting
[69]. This development has enabled the isolation and quenching of the high-pressure
pentahydrate of magnesium sulphate to ambient pressure for characterisation using
X-ray powder diffraction. Again, a low-temperature device (PheniX-FL) [71] was
necessary to trap the high-pressure phase, but this is another example of a different
technological solution to high-pressure recovery.

There are several other systems, such as 3-hydroxy-4,5-dimethyl-1-
phenylpyridazin-6-one [72], cinchomeronic acid [73] and mefenamic acid [74],
that have high-pressure phases that can be quenched to ambient pressure, but the
longevity of the phase at ambient pressure was either short or not explored to any
extent. These instances of quenchable phases are limited at present; however, as the
technologies advance to aid stabilisation, this number will increase and the applica-
bility to industrial processes will become more apparent.

3 Organic Materials Under Pressure

This section will provide an overview of the types of purely organic materials that
have been investigated at high pressure. It is split into the various molecular types
that have been our areas of interest such as alcohols, halogenated compounds, amino
acids and pharmaceutically relevant materials. These have been chosen as the
examples reflect some of the challenges that have been overcome by the use of
techniques highlighted in Sect. 2.

3.1 Alcohols

Some of the simplest systems to be investigated have been the alcohols. The relative
simplicity of the molecular structure and limited hydrogen bonding capability have
provided an ideal set of systems to explore the interplay between hydrogen bonding
and packing forces. In the 1990s there was an extensive body of work that investi-
gated the solidification of liquids at low temperatures due to the development of
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low-temperature devices [75]. To dovetail with these experimental efforts, in 1994
Brock and Duncan used the Cambridge Structural Database (CSD) to investigate the
unusual distribution of space groups in which monoalcohols crystallised [76]. They
were able to identify common structural motifs, e.g. crystallisation in Z0 > 1 in
low-symmetry space groups or Z0 ¼ 1 in high-symmetry space groups. This depar-
ture from common packing motifs was attributed to the size of the R-groups attached
to the alcohol moiety. Even within the dataset, they observed different behaviour
depending on the relative size of the R-group. For small R-groups, there was
propensity to crystallise around twofold chains, but as the size of the alkyl group
increased, higher fold chains, helices or discrete dimers were observed. Due to the
effects of group size and the role of packing efficiencies in these systems, high
pressure has been explored as a method to tune the molecular packing [14–16, 23,
77–80].

Initial studies on methanol [15], ethanol [14], phenol [81] and cyclobutanol [77]
confirmed the hypothesis that by applying pressure to these systems, the packing of
the molecules changed from being that of bulky alcohols to smaller alcohols:
i.e. threefold axes changed to be linear twofold chains in the case of cyclobutanol;
phenol is reduced from a pseudo threefold axis with Z0 ¼ 3 to a 21-screw with Z0 ¼ 1
(Fig. 7). 2-Butanol crystallises around a 21-screw axis at 2.14 GPa [82] which fits the
hypothesis, but unfortunately it has not been explored at low temperature to confirm
if it has the packing of a ‘bulky’ R-group. Other alcohols, such as 2-chlorophenol
and 4-fluorophenol, have also followed a similar pattern, but it was apparent that this
is not universal amongst all alcohols [80].

The change from cyclobutanol to cyclopentanol [78] sees a change in the
behaviour as the latter adopts a flattened fourfold chain at 1.5 GPa that is attributed
to a bulky alcohol rather than interaction as a twofold chain. However, the
low-temperature behaviour of cyclopentanol is rather interesting as it exhibits four
low-temperature phases that have yet to be fully characterised. The highest-
temperature phases are orientationally disordered in hexagonal symmetry; hence,
from the perspective of Brock and Duncan’s rules, a change to a structure in which
the molecules adopt a static position will be lessening the ‘bulk’ of the R-group;
hence, one could say that pressure has altered the behaviour. Isopropyl alcohol [16]
crystallises with unusual eight-membered hydrogen-bonded rings at 1.1 GPa with
Z0 ¼ 4, and t-butanol [79] does not show any change in phase with respect to
pressure to 0.85 GPa.

Building on the work on the alcohols, we investigated halogen-containing phe-
nols to extend the size of the R-group and understand whether position of substitu-
tion would affect the outcome of the crystallisation [21, 23, 80]. At the time there
was an increase in activity around organic fluorine which provided an interesting
subtext to our research. Using the high-pressure recrystallisation techniques in
combination with low-temperature studies and crystal structure prediction methods,
we explored a range of monoalcohols, e.g. 2-, 3- and 4-fluorophenol and 2-, 3- and
4-chlorophenol. The behaviour varied markedly over the series of compounds and
did not necessarily fit the observations that had been made previously regarding the
change in packing at high pressure. 2-Chloro- and 4-fluorophenol showed behaviour
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that was reflective of phenol where the molecules are packed as linear chains at
pressure [80]. However, 3-chloro- and 3-fluorophenol crystallised in the same
polymorph at low temperature and at high pressure. Of the two polymorphs
known for 4-chlorophenol (solid at 293 K), we found that Form II was more stable
at high pressure and transformed to Form I on decompression, but in each case the
structures possess packing attributed to a ‘bulky’ group. 2-Fluorophenol shows very
interesting behaviour at high pressure. It crystallises in a new polymorph at 0.36 GPa
compared with low temperature, but the molecules were arranged in a fourfold helix

Fig. 7 (a) A typical hydrogen-bonded arrangement for molecules with ‘bulky’ R-groups as
displayed by phenol at ambient pressure. Multiple molecules mimic a high-symmetry screw-axis
(this case) or crystallisation of one molecule around a high-symmetry screw-axis (2-chlorophenol);
(b) the high-pressure polymorph of phenol crystallised with one molecule in the asymmetric unit
around a 21-screw axis, typical of the crystallisation of a ‘thin’ R-group; (c) the crystallisation of
methanol at high pressure where it displays another type of packing where there is a 2-1-2-1
arrangement
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akin to the ‘bulky’ R-group. During crystal growth the crystal fractured on cooling
so that structure refinement was not possible. The data had to be collected at 403 K
so that the crystal remained intact for the duration of the collection. It was speculated
that the fracture of the crystal was due to an increase in the disorder on cooling
[23]. Further work investigated the co-crystallisation of 2-methylphenol and
2-chlorophenol due to their isostructurality and demonstrated that both transform
to the linear chain behaviour at high pressure. In the case of 2-chlorophenol, a new
polymorph was discovered at even higher pressure than previous studies accessed
through a failed co-crystallisation attempt with 2-methylphenol at high pressure
[21]. More recently, Barnett and Allen have investigated the crystallisation of
trifluoroethanol and observed two different phases they are composed of twofold
chains. Interestingly, in this example, chemical pressure (substitution of hydrogen
for fluorine) has induced a change in the packing of the molecules at low temperature
to be similar to the high-pressure form of ethanol, whilst the high-pressure poly-
morph hydrogen bonds in a similar manner, but the packing of the molecules is more
strained.

So there is a wide variety of behaviour that the alcohol systems exhibit. Nine out
of 16 molecules studied so far alter their structure from a packing arrangement for
‘bulky’ R-groups to a packing for ‘thin’ R-groups with the application of pressure.
Hydrogen bonds lengthen to enable the more efficient packing of these R-groups as
the volume is reduced. The fact that methanol crystallises into another linear
arrangement to promote packing that does not conform to ideal twofold symmetry
(Fig. 7) does suggest that we may be able to take these systems and alter their
packing even further by achieving higher pressures. The application of the mixed
PTM techniques in Sect. 2 may be a route that would aid the discovery of new crystal
packing of simple alcohols.

3.2 Halogenated Compounds

Halogen bonding is an area of expanding interest over the last few years. The
manipulation of halogen bonding interactions is a critical tool in the area of crystal
engineering where new molecular complexes are formed via this interaction.
Readers are directed to an extensive review of the area by Cavallo et al. that
highlights many of the advancements in the area [83]. We will provide an overview
of how these interactions may be altered or used to great effect to promote chemical
reactions.

3.2.1 Low-Melting Examples

There have been several studies that have investigated van der Waals halogenated
solids to elucidate how halogen bonds are altered as a function of pressure in a
similar manner to the studies of alcohols above. Some of the simplest molecules
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investigated are chloroform and its bromo- and iodo-analogues. At high pressure all
three systems are isostructural with one another crystallising in P63/m with the only
difference being the pressure at which the high-pressure polymorph is observed.
β-Chloroform is observed between 0.62 and 0.75 GPa [13], whilst δ-bromoform [13]
crystallises at much lower pressure of 0.2 GPa and iodoform transforms at 0.85 GPa
from a disordered P63/m structure where the mirror symmetry is present through the
iodine atoms to the ordered P63 structure where all the molecules are aligned [84]
(Fig. 8). The transformation from the disordered model to the ordered model can also
be observed on cooling (bromoform has an abrupt change at 270 K, whilst iodoform
shows a gradual change) [12]. The packing in the P63 phase allows the recognisable
edge to end interaction between the halogen atoms that is the result of the atomic
charge distribution of the atoms.

Substituted benzenes have also been the focus of studies into halogenated van der
Waals materials. Ridout and Probert investigated the three isomers of
monofluorotoluenes using the low-melting techniques described earlier, but in this
study, the pressure was cycled rather than crystal growth through heat annealing
[85]. This type of cycling requires that the sample is close to the liquidus line and that
the solidification is directly into a new phase. The high-pressure forms of 3- and
4-fluorotoluene follow a similar trend to the alcohols where the intermolecular
interactions are sacrificed to maximise the packing efficiency of the aromatic groups.
The authors observed some interesting behaviour of 2-fluorotoluene that mimics the
behaviour that we observed in 2-chlorophenol/2-methylphenol system [21]. They
did not observe a new form on compression but only through a failed
co-crystallisation attempt with 3-fluorotoluene. The new high-pressure polymorph
was observed at slightly higher pressures than the original phase was observed. The
authors note that the mixture permitted the growth of the thermodynamic product
due to slow nucleation. In addition to this, the observation of the new phase may be
attributed to the fact that 3-fluorotoluene was acting as the ‘solvent’, due to its lower
melting point, allowing a higher pressure to be achieved. Through the mixed PTM
method, the authors were able to cross the phase diagram boundary between the LT

Fig. 8 (a) Crystal structure of iodoform in the ambient pressure P63/m phase showing the disorder
present due to the mirror symmetry perpendicular to the screw-axis, (b) the high-pressure phase of
iodoform (P63) showing the ordered polar nature of the structure
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and HP phase and isolate the new form. In each of the phases, the CH. . .F interaction
is favoured.

Anioła et al. have probed chlorinated and bromonated meta-disubstituted ben-
zenes by mixing the material with methanol to help to achieve higher pressures than
would be able using the pure forms similar to our previous example (mixed PTM
method) [86]. m-Dichloro- and dibromobenzene were investigated individually as
well as a solid solution. The pure phases observed at high pressure were the same as
those crystallised under cooling. An interesting observation from a methodological
point of view was that in an attempt to co-crystallise the two solids together, solid
solutions are formed from methanol solutions but only at pressures greater than
1.02 GPa; below this the pure m-dichlorobenzene phase is favoured. If, however, a
mixture of the two pure materials is used, without methanol, then the solid solution
can be isolated. In this case, the difference in the solubilities of the pure materials in
methanol is an important property at lower pressures, i.e. the m-dichlorobenzene
precipitates before the dibromobenzene, but at higher pressures the difference in this
physical property becomes negligible; hence, the solid solution can be crystallised.

The latter study of m-dichlorobenzene, together with the 2-chlorophenol [21],
2-fluorotoluene [85] and the acrylic acids [31, 33, 34], demonstrates that even if
there are no apparent phase transitions at high pressure, there may be potential for the
isolation of new forms through alternate methodologies. It is worthwhile to explore
mixing the compound of interest with another solvent or PTM to investigate whether
the system can be pushed to higher pressures and potentially over phase boundaries
to new unidentified phases.

3.2.2 Compression of Solids

The next few examples explore the effect of pressure on heteromeric intermolecular
interactions whether they are in a single pure compound or whether they are in a
multicomponent form (salt or co-crystal).

4-Iodobenzonitrile is a simple disubstituted benzene that possesses an
intermolecular interaction between a nitrile group and the iodine [87]. The solid is
constructed through chains of molecules, exploiting this interaction, that lie antipar-
allel with their neighbours. The compression of this phase demonstrates the impor-
tance of the non-directional π. . .π and weak H. . .N interactions rather than the
visually recognisable N. . .I halogen bond. Giordano et al. observed that the π. . .π
interaction becomes very repulsive on compression until a phase transition occurs at
5.5 GPa from monoclinic I2/a to P-1. The lower symmetry enables the separation of
the π. . .π interaction into two symmetry independent interactions so that one of these
interactions increases in length, stabilising it with respect to the lower pressure phase
(21 kJmol�1 cf. 28 kJmol�1), whilst the other continues to be compressed (Fig. 9).
The authors identified that it is the change in these ‘weaker’ interactions that
promotes the phase transition at pressure. So even in these halogenated compounds,
the packing efficiency is key, sacrificing the length of the more recognisable N. . .I
interaction for a closer packing of the main benzene backbone.
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Cinnamic acids have been a great source of investigation of [2 + 2] cycloadditions
[88, 89]. Whilst these papers investigated the role of irradiation and temperature on
the reactivity of these compounds, the group of Turowska-Tyrk utilised pressure in
addition to UV irradiation to investigate a set of halogenated cinnamic acids
(2,5-difluorocinnamic acid, 3,5-difluorocinnamic acid [90] and
2,6-difluorocinnamic acid [91]). In each of these structures, the CH. . .F interaction
played a role in aligning the functional groups to enable the [2 + 2] cycloaddition to
occur. They observed that by the application of pressure, the rate of the reaction
increased over those experiments conducted at ambient pressure but in general the
reaction only went to a maximum of 50% completeness. One of the interesting
observations was that in 2,5-difluorocinnamic acid the reaction rate maximised after
0.3 GPa; reactions at 0.9 GPa proceeded at a similar rate. The reactions of
2,6-difluorocinnamic acid only went to 35% completeness at 2.1 GPa after 270 s
of irradiation. At higher pressures the molecules are not as mobile (unless undergo-
ing a phase transition); hence, the reaction is suppressed. This would help to support
this hypothesis of Kaupp who believes the ability of a structure to move is key to
polymerisation rather than a set distance [92]. This is in contrast to the study of 2,4,6-
tricyano-1,3,5-triazine where shorter intermolecular contacts were identified as the
driver to reaction as opposed to the crystal structure dynamics [93].

In an excellent piece of crystal engineering, the work of Goroff and co-workers
exploited halogen bonding to form a multicomponent crystal form of
diiodobutadiyne with a selection of oxalamides to explore polymerisation using
high pressure [94, 95]. The halogen bonding was used as a tool to direct the
molecules into adopting a geometry where the dyene moieties were in close prox-
imity which may not have been possible using a single component system. Their

Fig. 9 (a) π... π interactions between molecules in Form I of 4-iodobenzonitrile indicating the
energies calculated using PIXEL. The energy of interaction between the central molecule and those
above and below is the same. (b) π... π interactions in Form II of 4-iodobenzonitrile indicating the
disparity of interaction over the phase transition. One of the π-interactions becomes more
destabilising than the other
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previous work had shown that using bis(nitrile)oxalamide as the co-former, the
polymerisation of diiodobutadiyne is enabled at ambient temperature and pressure;
however, it was hindered using pyridine-based oxalamides due to steric effects. In
two papers, the authors were able to demonstrate that by application of pressure, the
polymerisation could be achieved using the sterically hindered pyridine molecules.
The reaction could be observed through a colour change in the solid as pressure was
applied to the system which was then correlated to the reaction occurring in the
co-crystal monitored using X-ray diffraction (Fig. 10). The authors note that the
polymerisation begins almost immediately as pressure is applied to the system.
Unfortunately, there is only the polymerised structure available and no indication
whether subtle phase transitions occur during the compression as we observed on
compression of acetylenedicarboxylic acid [25]. Acetylenedicarboxylic acid
undergoes two phase transitions prior to polymerisation at 5.2 GPa, or more

Fig. 10 (a) Bis(pyridine)oxalamide: diiodobutadiyne co-crystal at ambient pressure indicating the
alignment of the polymerisable groups through formation of a co-crystal via hydrogen and halogen
bonding; (b) the polymerised product after compression to 3.5 GPa. The pyridine moieties
indicating a tendency to a more disordered position
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accurately oligomerisation that may have helped to initiate the reaction following the
hypothesis of Kaupp.

The theme of reactivity in halogenated compounds has recently been continued
through the study of a charge-transfer complex, tetraethylammonium diiodine
triiodide salt [96]. The salt was selected from the Cambridge Structural Database
[97] due to the favourable interaction of the iodine groups in the crystal structure.
The authors were able to show that by the use of pressure, the iodine groups, I2 and
I3
�, interact to a greater extent so that the salt becomes increasingly conductive as

pressure is applied with a distinct increase in conductivity between 9.4 and 11.1 GPa.
From the crystal structures, the authors were able to extract intermolecular informa-
tion, thereby elucidating the nature of the bonding between the iodine groups that
they identified as a mixture of ionic and covalent bonds.

3.3 Amino Acids

No chapter on high-pressure crystallography would be complete without mention of
amino acid chemistry. There are a number of excellent reviews on amino acid
chemistry at high pressure provided by Boldyreva [8], Moggach et al. [2] and Freire
[98]; hence, we are going to highlight more recent studies that include those that
have pushed the boundaries of what can be explored using small molecule systems.
Table 1 provides a non-exhaustive list of amino acids that have been investigated
with pressure using diffraction along with their references.

Studies of alanine were the first to have pushed the pressure boundary for amino
acid structural chemistry. The two studies by Tumanov et al. and Funnell et al. used
complementary techniques to explore this system. Funnell et al. [104] used neutron
powder diffraction to follow the structural changes in L-alanine before compressing
it into an amorphous material at 15.46 GPa. The authors were able to follow the
compression of the crystal structure to 13.6 GPa and demonstrate that L-alanine
remains in the same phase over this pressure range which was in agreement with
Tumanov et al. [103] who reached 12.3 GPa using X-ray powder diffraction. The
reduction in voids in crystal structures has been noted before as a reason for

Table 1 Single-crystal X-ray studies of various amino acids

Amino acid References

Glycine α- to ε-glycine [99, 100] (δ-glycine [101]), ζ-glycine [102]
Alanine L-Alanine: Form I [103–105], D,L-alanine: Form I [106]

Cysteine L-Cysteine: Forms I–IV [107], D,L-cysteine [108]

Serine L-Serine: Form I, II [109, 110], III [111] and IV [112], monohydrate [113], D,
L-serine: Form I [114]

L-Threonine L-Threonine Forms I–III [115]

L-Glutamine L-Glutamine: Form I [116]
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compression or phase transitions [107, 109, 117]. In this case, L-alanine was
compressed to an extreme where only 11.11 Å of the total cell volume was
attributable to voids at 13.6 GPa and where the void volume has reached a minimum
before amorphisation is induced.

The latest study of an amino acid, L-threonine, has achieved the greatest pressure
to date for these materials [115]. The study of Giordano et al. demonstrated that
L-threonine can be compressed to 22 GPa and still achieve molecular level detail of
the changes that occurred in the system. They observed that L-threonine undergoes
three phase transitions at ~3.2, ~9 and ~17.5 GPa of which the initial two transitions
are isosymmetric. The reasons for the transformations are all different with the first
transition due to a molecular rotation of the carboxylate group; the second indicates a
change in the compression behaviour of the phase, whilst the last is driven by the
reduction in the molecular volume through conformational change in the hydroxyl
group. Staggeringly, despite the pressures achieved, the authors noted that the
hydrogen bonding present remained within the bounds of the normal distribution
that is observed under ambient conditions using data from the Cambridge Structural
Database. Reference to the CSD mean values has been used previously to rationalise
polymorphic transitions in molecular systems [109].

3.4 Pharmaceutically Relevant Materials

In this next section, we will explore the pressure dependence of drug compounds and
compounds related to pharmaceutical processing. The increase in hydrogen bonding
groups and flexibility make them particularly susceptible to polymorphism which is
one of the greatest challenges for the pharmaceutical industry. To this end poly-
morph screening is a regular process during the drug discovery pipeline. During a
polymorph screen, different solvents and crystallisation conditions are explored
under ambient pressure conditions, but the variation of pressure is not used. As we
have observed, the variation of pressure can have a marked effect on the
crystallisation outcomes of fairly simple molecules; hence, it is intuitive that more
complex molecules with a wide variety of hydrogen bonding groups and flexibility
will form new polymorphs at elevated pressure. Many groups have investigated
pharmaceutical materials, and here we discuss a selection of them to highlight some
of the key findings and/or experimental procedures that have helped to characterise
the new forms (Fig. 11).

3.4.1 Chlorothiazide (I)

Chlorothiazide is a diuretic and can help to reduce swelling caused by cases of
kidney or liver diseases. The interest in chlorothiazide stems from it being a
pharmaceutical product but also that it is a relatively rigid molecule. The rigidity
of the molecule was important at the time of the study due to the difficulty of solving
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new crystal structures with the incomplete data that come with using the DAC. This
was a particular challenge due to the low symmetry of the known ambient pressure
form (P1) [1]. Real-space structure solution packages such as DASH and FOX were

Fig. 11 Chemical diagrams for some pharmaceutical materials investigated using pressure.
(I) chlorothiazide; (II) chlorpropamide; (III) dalcetrapib; (IV) tolazamide; (V) ibuprofen;
(VI) indomethacin; (VII) fluconazole; (VIII) paracetamol
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key to the solution of a number of high-pressure phases including RDX [118] and
paracetamol methanolate [41]. In this study the authors used multiple crystals to
increase the proportion of the reciprocal lattice that could be observed to 69%
compared with a typical dataset completeness for a triclinic system being ~30%.
Chlorothiazide demonstrates one of the key features of high-pressure studies
whereby the torsional angles of the molecular systems are the first changes to
molecular geometry that take place. At 4 GPa, chlorothiazide undergoes an
isostructural phase transformation where the thiazide ring is distorted due to the
proximity of the intermolecular interactions between the SO2 moiety and the ring
system of a neighbouring molecule; the sulfonyl group also shows a large confor-
mational change due to the shear of the molecular planes in the crystal. The phase
transition is reversible so it is not particularly useful in terms of the polymorph
discovery, but the study demonstrates methodologies that have been used to coun-
teract the issues around data completeness and structural solutions of systems at high
pressure albeit the latter has somewhat been overcome by newer solution packages,
e.g. ShelXT [119].

3.4.2 Chlorpropamide (II)

Chlorpropamide, (4-chloro-N-(propylaminocarbonyl)benzenesulfonamide), is one
of the best examples of how high pressure may affect the nucleation and growth of
high-pressure phases. It is a complex molecule used as an anti-diabetic and possesses
five different polymorphs (α-ε) that can be obtained under a range of crystallisation
conditions under ambient conditions. The α-form is the most thermodynamically
stable polymorph but does not possess the highest density. On cooling the β and
ε-forms, the structures undergo transitions to structurally similar low-temperature
forms, βII & βIII and ε’, respectively [120, 121]. The α-δ-forms have been shown to
transform to the ε-form near the melting point [122]. The extensive polymorphic
behaviour at ambient pressure suggests that the application of pressure would enable
the transformation to further high-pressure polymorphs. In a range of papers explor-
ing the effects of pressure, the group of Boldyreva have observed a number of new
phases and some interesting effects related to the PTM used.

During their studies Boldyreva et al. employed a number of different high-
pressure techniques from simple compression of a dry powder through to the
alteration of the pressure-transmitting media used for the study. We have already
touched on many of these concepts in this chapter though this example demonstrates
the choice of experiment available to investigate molecular forms. In this example,
Boldyreva et al. showed that pure compression of a system can induce a polymor-
phic transition in the case of both the α-, β- and δ-forms. In one of the first studies,
they investigated the α-γ transition that had previously been reported to occur on
compression during the tabletting procedure [123]. The α-form crystallises in ortho-
rhombic P212121 with Z0 ¼ 1. Initial X-ray powder diffraction experiments showed
little change to the dry powder on compression except a general broadening of the
pattern through the non-hydrostatic compression. There were small inconsistencies

170 S. A. Moggach and I. D. H. Oswald



in the unit cell parameters above 3.7 GPa that indicate the transition to the new phase
as well as small shoulders on some peaks that may support this conclusion. A follow-
up study used single-crystal diffraction to investigate the compression so that
structural changes could be followed as a function of pressure as well as to provide
conclusive evidence of any phase transitions [124]. For this experiment ethanol was
used as the PTM to ensure hydrostatic compression. The addition of a PTM is a
necessary and may alter the behaviour on compression. However, in this case, the
transition could be observed into a new monoclinic (P21) structure with Z0 ¼ 2 at
2.8 GPa (designated α’); the crystal of the high-pressure phase is twinned due to the
reduction in the symmetry. The authors also highlight the difference in the transition
pressure between the powder diffraction experiment and the single-crystal experi-
ment and attribute this to the presence of nuclei in the crystal. For a transition in a
single crystal, there only needs to be one nucleation point for the entire sample to
transform. For a powder, every particle requires a site of nucleation that may delay
the onset of the transition. From a structural perspective, chlorpropamide shows that
the packing of the molecules takes precedence over the hydrogen bonding; cf. simple
alcohols. Of the three hydrogen bonds present, two increase in length to accommo-
date the packing of the molecules where there is a change in the torsional angles
around the phenyl and alkyl groups.

Boldyreva et al. continued their exploration of chlorpropamide in an interesting
competitive experiment where they investigated the role of nucleation and seeding
(Fig. 12) [125]. For this experiment, they chose a PTM (1:1 pentane/isopentane) in
which chlorpropamide was visibly ‘insoluble’. In fact, they observed a difference in
the solubility of each polymorph where the α- and δ-forms were visibly unchanged
but the metastable β-form showed rounding of the edges of the crystal. This is a
critical observation as the slight solubility of the crystal impacts on the behaviour of
β-form at high pressure which was demonstrated in a later study [126]. The
solubilisation of the β-form in the PTM allowed the transformation to the γ-form
alone without any seeds present or to γ- and δ-form if seeds of α- and δ-forms were
present. The transformation to γ-form was rationalised due to the similarity in the
packing between the β- and γ-forms, hence providing a low barrier to interconver-
sion. The authors conclude that in solution molecular clusters are retained which is
aided by the confined geometry of the DAC sample chamber. Transition to the
α-form is inhibited due to the substantial rearrangement required. The increase in the
δ-form was attributed to the seed crystal providing a template that enables the
facilitation of the transition despite the large molecular rearrangement required. It
is also the densest phase; hence, the pV term of the Gibbs free energy equation will
provide a thermodynamic driving force.

In their final study of chlorpropamide (at time of writing), the Boldyreva group
explored the properties of the PTM further using β-chlorpropamide.
β-Chlorpropamide showed slight solubility in the 1:1 pentane/isopentane mixture;
hence, the authors explored the use of PTMs in which there was going to be no
solubility, e.g. helium, neon and paraffin oil [126]. They observed very different
behaviour depending on the use of each of these media. In neon, they observed
transition of the β-form to the α-form over the course of 2 days at 0.6 GPa. The
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Fig. 12 Seeding
experiment conducted by
Boldyreva and co-workers
indicating the nucleation of
different phases depending
on the initial phases present.
Figure taken from
CrystEngComm, 2016,
18:5423–5,428, DOI:
(https://doi.org/10.1039/
C6CE00711B) with
permission from Royal
Society of Chemistry [125]
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substantial molecular rearrangement caused a reconstructive phase transformation
into multiple smaller crystals. Further compression of this phase showed a transition
that they speculated to be the α’-polymorph that they observed previously, but the
diffraction was not of sufficient quality for unequivocal assignment. In helium and
paraffin oil, the β-form transforms to a structurally similar phase βIHP at 0.3 and
0.1 GPa, respectively, but there were differences in the behaviour of the crystals. In
the helium medium, the single crystal was retained; however, in the paraffin oil, the
crystal fractured into several new domains. Further compression in helium to
0.7 GPa initiated a change to βIIHP where the crystal fractured over the transition.
There are similarities to the low-temperature phases, but they could not be fit to the
data. In paraffin oil, there is a transition to a triclinic phase that is designated βIIIHP
with further fracture of crystal between 0.1 and 0.3 GPa. The very distinct behaviour
in each of these media was explained by the interaction of the media with the crystal
itself. In the case of helium, it is known to enter the structures of
4-hydroxycyanobenzene [49], silicates and even diamond itself (the cause of many
broken diamonds at very high pressure). The phase transitions are facilitated by a
combination of internal and external pressure. Paraffin oil interacts with the surface
promoting the change in the polymorph. The fact it is a collection of alkyl molecules
and that pentane/isopentane mixture interacts with the surface may allow that
hypothesis to hold true. For neon, the size of the atom will exclude the penetration
into the crystal structure; hence, thermodynamics may be playing a more significant
role in this transition. Unfortunately, the authors were not able to perform the loading
again to investigate the kinetics of the transition further.

3.4.3 Dalcetrapib (III)

This example typifies the strategy that has been explored to help to inform the
discovery of new polymorphs of pharmaceutical materials. The study of Neumann
et al. [6] explores the combination of crystal structure prediction together with the
high-pressure techniques to explore the energy landscape of dalcetrapib. Typically,
the energy landscapes calculated ab-initio reveal hundreds of crystal structures that
are energetically reasonable. However, depending on the compound, only a handful
of these may have been characterised through experimental procedures. Density or
packing coefficient is usually plotted along with the energy of the structures; hence,
it is a very clear method to identify potentially new unobserved forms that may be
more thermodynamically stable than the known forms of a drug. This is a red flag for
pharmaceutical companies, but if one has exhausted ambient pressure polymorph
screens, there is a possibility that pressure can be used to access new forms. This
study used recrystallisation at high pressure to isolate a new polymorph of
dalcetrapib from tetrahydrofuran. At very low pressures, a new polymorph was
identified and compared well with one of the predicted forms albeit it was not the
most stable global minimum structure. The authors attempted to recover the sample,
but it was thermodynamically less stable than the known form and converted over
the course of a few hours.
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3.4.4 Tolazamide (IV)

At ambient pressure tolazamide possesses three polymorphs, two of which crystal-
lise concomitantly (Forms I and II). Form I is an ordered structure and is suggested to
be the thermodynamically stable form, whereas Form II displays disorder around the
azepane ring. The energies between the two phases are similar, but Form II converts
to Form I in solution. Form III was isolated once from a hot dioxane solution but
never obtained again and hence may require very specific experimental conditions to
crystallise [127]. The study of Fedorov et al. investigated the pressure effects on both
Forms I and II and explored the use of different PTM building on the work on
chlorpropamide [128]. This is another case where there is a kinetic barrier to the
transition due to the molecular rearrangement required. Using pentane/isopentane as
the PTM, both of the polymorphs can be characterised to 6 GPa without any
indication of phase transitions. The density of Form I is higher than Form II
indicating the stability of this phase over the entire pressure range and beyond
25 GPa (through computational approaches). The bulk moduli of the two phases
are similar with Form II being slightly more compressible (Form I 6.4(3) GPa and
Form 5.8(2) GPa). This is reflected in the hydrogen bonding where they compress
more rapidly in Form II than in Form I. In addition, the disorder in Form II is ‘frozen
out’ at 3.3 GPa. This also aligns well with many other studies of molecular materials at
pressure that show a reduction in void volume [109]. In this system it can be surmised
that due to the disorder present, the structure possesses a greater volume of void space
that can be compressed; hence, there is a lack of phase transformation; we have noted
this in the compression of 3,4-methylenedioxymethamphetamine hydrochloride [129].

The exploration of tolazamide in methanol indicated a change in Form II to Form
I at 0.1 GPa which is observed at ambient pressure. Whilst the change in the phase
cannot be attributed to the pressure, the conversion was not fully complete when
conducted in the DAC. The authors do not specify the length of time that the sample
was left at 0.1 GPa, but they do conclude that the lack of solubility in methanol
prevents the complete conversion. We have also noticed this phenomenon in p-
aminobenzoic acid where we believe that pABA is saturated in the medium and the
viscosity of the solution prevents the conversion to the new phase.

3.4.5 Other Pharmaceuticals

Ibuprofen (V) is a well-known chiral non-steroidal anti-inflammatory. Its racemic
form is known to exist in two polymorphic forms. Form I is the most stable
polymorph with the second polymorph being observed only after quench cooling
and annealing at 143 K for an hour and 258 K for 15 h [130]. Pure (s)-(+)-ibuprofen
is only observed in one polymorph [131]. Ostrowska et al. investigated the racemic
compound using both recrystallisation and compression methodologies to a pressure
of 4 GPa with a view that it may be chirally resolved using pressure [132]. Despite
the use of many solvents (chiral and achiral) and range of pressures and temperatures
(0.1–1.15 GPa; up to 553 K), the known Form I was always produced. Even
attempted co-crystallisations with mandelic acid and tartaric acid failed. The idea
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of chiral resolution with pressure has been investigated by Rietveld and co-workers
who investigated mandelic acid. They observed that the chirally pure forms of
mandelic acid are stable above 0.64 GPa and 460 K based on calorimetry [133].
This has since been disputed by two articles that explore the mandelic acid system in
its chirally pure and racemic forms. The thermal event that was observed by Rietveld
and co-workers was identified as the transition between the low pressure and high
pressure phase of rac-mandelic acid [134, 135].

Indomethacin (VI) is a well-studied pharmaceutical due to the polymorphism that
it exhibits. It has three solid forms, a metastable α-polymorph, stable γ-polymorph as
well as an amorphous form. Okumura et al. explored the crystallisation behaviour of
indomethacin to 0.4 GPa to observe whether pressure would alter the phase behav-
iour or induce amorphisation. They discovered that as a dry powder both polymor-
phic forms of indomethacin were reduced at the expense of the amorphous form
(ca. 50% content to ca. 20%) at 0.4 GPa. As a slurry, the behaviour was slightly
different as recrystallisation from the solvent was possible to induce a change from
the γ-form to the α-polymorph at 0.4 GPa. There was still some transformation to the
amorphous form. The authors reasoned that the change in behaviour was due to the
increased density of the alpha form as well the increase in solubility of the amor-
phous form, but they noted the need for solubility measurements at pressure to
confirm this. The preparatory routes for the X-ray powder diffraction in this study
have obscured the output phases due to the grinding in a mortar and pestle prior to
data collection. This may have helped to initiate the amorphisation. Nevertheless,
this study contributes to the overwhelming observation that solvation can help to
overcome the kinetic barriers to interconversion at high pressure. We have followed
on from this study by investigating the co-crystal of indomethacin and saccharin at
pressure [136]. The co-crystal was stable over the entire pressure study to 6 GPa and
was even reproducibly formed via recrystallisation at pressure. This compression
study allowed us to investigate the effect of pressure on different types of hydrogen
bond, but it was the packing of the molecules in a host/guest manner that had an
effect over its compression. By its placement in a guest environment, the saccharin
molecules could hydrogen bond together at a distance close to a gas-phase minimum
due to the packing of the large bulky host, indomethacin.

Fluconazole (VII) is an antifungal agent that shows extensive polymorphism
albeit the polymorphs have not been fully characterised [137, 138]. There are
seven forms of fluconazole that are speculated to exist albeit that crystal structure
of Form I has not yet been determined and Form III is only speculated to exist due to
inconclusive spectroscopic data. Gorkovenko et al. investigated the pressure depen-
dence of Form I using energy-dispersive X-ray diffraction and observed the isolation
of a new triclinic phase (Form VIII) at 0.8 GPa with the possibility of a second
transformation at 3.2 GPa. From the change in the isotropy of compression of the
unit cell parameters, the authors speculated that the transition to the new phase
would require a substantial rearrangement of the molecules. Fluconazole only
possesses one hydroxyl group that hydrogen bonds to the triazole group in the
known crystal forms or to water molecules in the hydrate. This molecular structure
gives rise to bulk moduli closer to glycolide [65], caprolactam [139] or aniline [22]
than other drug substances.
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Co-crystals of paracetamol (VIII) have also been investigated at pressure. The
paracetamol/piperazine system was used as an exemplar to demonstrate the potential
to isolate new forms of co-crystals at high pressure. In this study we were able to use
the recrystallisation technique to isolate a new ethanol solvate of paracetamol/
piperazine at 0.57 GPa [140]. The co-crystal solvate hydrogen bonds in a very
different manner. The hydroxyl to amine interaction is still present, but the pipera-
zine now hydrogen bonds to the amide group of a neighbouring paracetamol. The
OH. . .N interaction is compressed by 6.5% over the mean interaction in the CSD
which is remarkable given the small pressure change. The ethanol hydrogen bonds to
the paracetamol hydroxyl group (Fig. 13). Like many of the solvated systems, the
solvate was non-recoverable and converted to the known co-crystal which is not
surprising given the strong perturbation of the hydrogen bond length. Whilst the
discovery of this solvated co-crystal may seem routine, it does highlight the potential
to access new phases at pressure that can be desolvated on decompression. In the
future, this may provide a route to access new polymorphic forms that are thermo-
dynamically stable at ambient pressure.

3.4.6 Illicit Materials

We began a series of studies investigating the role of pressure on illicit substances.
This was initiated with the wave of new ‘legal highs’ that were beginning to flood the

Fig. 13 (a) The ambient pressure co-crystal of paracetamol/piperazine; (b) the crystal structure of
the paracetamol/piperazine/ethanol co-crystal solvate grown at 0.57 GPa showing the change in the
hydrogen bonding between the molecules. This phase has an unusually compressed OH. . .N
hydrogen bond compared to ambient pressure observations in the CSD
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marketplace for club goers. The rationale for investigating materials using pressure
to this point was to find new polymorphs of pharmaceuticals, but the area of illicit
materials had been overlooked despite the unregulated nature of production of these
materials; the potential for the discovery of new forms was and is still very high.

Mephedrone was one of the ‘legal highs’ of choice hence we investigated the
hydrogen sulphate salt of this material [141]. We observed that mephedrone hydro-
gen sulphate was quite polymorphic on compression and that the phase transitions to
the two new high-pressure polymorphs were single-crystal to single-crystal which
enabled ease of characterisation. The first phase transformation was between 0.5 and
0.88 GPa and was isomorphous with a compression of the unit cell volume by 10%.
This was enabled by the change in the orientation of the sulphate chains, whilst there
was a small shift in the organic counterion. The second phase transition occurs
between 3.56 and 4.8 GPa with a reduction in the symmetry to P-1 and increase in Z0

to 4 which made the refinement of the model challenging. This phase transition is
characterised by a marked reorientation in the sulphate chains but also in the
torsional angles in the mephedrone molecule itself. In many of the studies at pressure
we have observed that hydrogen bonding lengths are limited to the ambient pressure
values in the CSD but this case we were able to demonstrate that this in also the case
for phenyl-phenyl interactions. Prior to the phase transition, the phenyl groups of the
mephedrone molecule are compressed to the lower limits observed in the database
before the transition. After the transition two out of the four interactions move
substantially away from the limit.

We followed with a study of 3,4-methylenedioxymethamphetamine hydrochlo-
ride or MDMA [129]. Disappointingly, there were no phase transitions observed in
this system; however, one of the key findings was that due to the orientation of the
molecules with respect to each other, there was a correlation with respect to the
principal axis of strain where the compression of one axis limited the compression
along another like a wine rack effect which had been observed previously in relation
to metal-organic framework materials [142]. Furthermore, the orientation of the
hydrogen bonds allowed for the structure to be compressed easily in that direction
as they acted like a spring which may have attributed to the system not showing any
polymorphism with pressure. We have recently noted this spring-like effect in the
compression of two high-pressure polymorphs of ε-caprolactam [139]. The two
forms have similar hydrogen-bonded chains; however, the interconnectivity of
neighbouring chains is different. We noted a large compressibility along the chains
where the neighbours were not intercalated, but this was reduced by half in the
polymorph where there was intercalation.

Overall, we see a wide range of behaviours in organic molecular compounds
under high-pressure conditions. The overriding message from this is that the inter-
action of the PTM can have a huge impact on the ability to observe new phases of
molecular forms. Hence the planning and preparation for high-pressure studies is
crucial for a successful outcome. The high degree of flexibility can create issues for
the molecular transformations, and the kinetics of such can be very slow or
suppressed completely. Whilst we have only provided a few examples of molecular
materials at high pressure, these have been largely focussed on single-crystal
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diffraction studies where the various groups have been able to rationalise changes to
structure through following the molecular movement as a function of pressure. There
are many more studies using X-ray powder diffraction, Raman and IR that will
provide readers with a significant body of research to digest. That being said, there
are many more materials out there to be squeezed and probed with X-ray diffraction
methods, and we hope that we have provided, at least, a starting point from which to
begin your studies.

4 The Effect of Pressure on Metal-Containing Complexes
and Framework Materials

4.1 Introduction

The effect of pressure on metal complexes, frameworks, coordination polymers and
metal-organic framework (MOF) materials has been extensively reviewed, and we
would particularly like to point those of Moggach and Parsons [143], Tidey et al.
[144] and Gütlich et al. [145]. These reviews comprehensively cover the effect of
pressure on metal complexes and spin-crossover materials, whilst the review by
McKellar and Moggach [50] discusses the effect of pressure on MOFs. We will not
be discussing in detail effects such as negative linear compressibility (NLC behav-
iour), where an expansion along a particular crystallographic direction is observed
on increasing pressure [146], despite this effect being observed in a number of metal-
containing compounds recently. If the reader is interested in NLC behaviour, we
encourage them to read much more thorough and focussed reviews, such as the
excellent review by Cairns and Goodwin [147].

In this section, we will provide an overview of the science of metal-containing
compounds under high-pressure conditions conducted since the last review of the
area in 2015. As with the previous section on organic materials, metal-organic
materials are a broad and keenly studied area, and we have tried to highlight a few
topics that may be of interest to the reader.

One of the stark differences between the compressibility of organic compounds
and metal-containing materials in the solid state is the compressibility of the metal-
ligand (M-L) bonds which are far more compressible than covalent bonds. For
example, Cu-ligand bond distances can vary from 1.9 Å to 3.1 Å and still be
considered a bonding interaction. As a consequence, far greater changes in intramo-
lecular bonds can be observed. Surprisingly, not only do we see the occurrence of
bond formation in metal complexes but also the ability to break bonds on increasing
pressure. This ability to tune the formation and breakage of bonds is limited to
specific sets of organic materials that possess the correct functional groups to
facilitate the transition and hence is not so widely applicable (Sect. 3.2.2). Just as
in the organic solid state though, conformational changes occur, whilst changes in
intermolecular interactions in compounds that contain a metal often give rise to
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spectroscopic changes. The emergence of high-pressure diffraction studies,
conducted in parallel with other physical property measurements, such as lumines-
cence, fluorescence, and magnetometry, has really opened up the possibility of
deriving structure/property relationships in a plethora of functional materials.
Here, we will give examples of recent studies that show changes in intramolecular
conformation, M-M, M-L, and intermolecular interaction distances, which can lead
to both the formation and breakage of bonds. Finally, we will give examples of how
these changes have been used effectively to develop structure/property relationships
in molecular magnetic materials, spin-crossover complexes and, finally, metal-
organic frameworks and coordination polymers.

4.2 Intramolecular Conformational Changes
and Compressibility of M-M and M-L Bonds

The investigation of the coordination environment has been a source of rich
discovery from purely structural context as well as from a structure/property
perspective. The decrease in length of metal-metal bonds has been observed in
a handful of metal complexes. For example, in the linear chain compound
Co2(dpa)4Br2 (dpa ¼ 2,20-dypyridylamide anion), a reduction in unit cell volume
of 30% is observed at 13.6 GPa. Most of the compression is ‘taken up’ by the
compressibility of much softer intermolecular interactions that cause the redistri-
bution of DCM (dichloromethane) solvent molecules during the compression.
However, a portion of the compression is due to a decrease in length of the
Co-Co and Co-Br bonds with each showing a reduction of 4% and 12%, respec-
tively, at 11.8(2) GPa [148]. A remarkable study by Wu and co-workers of Mg
(dipnacnac), ((DipNCMe)2CH, Dip ¼ 2,6-diisopropylphenyl), a non-nuclear
attractor (NNA), indicated a small (yet significant) decrease in length of a
Mg-Mg bond in the complex. Despite the challenges of Mg(I) compounds being
very reactive and acting as very efficient reducing agents, the authors were able to
show that the central Mg-Mg bond decreases from 2.84 to 2.76 Å, a change of 3%,
whilst maintaining NNA behaviour to 1.9 GPa [149]. The compression of metal-
containing complexes has also been performed to help determine the nature of
metal-ligand interactions. Notably, the compressibility of U-U and U-C-H bonds
was studied in the diuranium(III) compound [UN002]2(μ-η6:η6-C6H6) (N00 ¼ N
(SiMe3)2), primarily to study agostic interactions of a low-coordinate UIII complex
[150]. In this study, which was supported by complementary QTAIM and NBO
analyses, one particular U-CH bond (3.022(3) Å at ambient pressure) indicated an
agostic interaction but in fact does not become agostic until 3.2 GPa, where the
U-CH bond decreased to 2.95(2) Å (Fig. 14).

The following examples are highlighted as they have demonstrated the changes in
spectroscopic properties that occur in metal complexes as the coordination environ-
ment is compressed. In particular, the compressibility of argentophilic interactions
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Fig. 14 Structure of [UN0 0
2]2(μ-η6:η6-C6H6) (N0 0 ¼ N(SiMe3)2) at (a) ambient pressure and (b)

3.20 GPa. Asymmetry in the N0 0 ligand is shown in (c). H atoms omitted for clarity. Atom colours:
green ¼ U; gold ¼ Si; blue ¼ N; grey ¼ C. Figure taken from Angew Chemie Int Ed, 2015,
54:6735–6,739. DOI: (https://doi.org/10.1002/anie.201411250) [150]
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has been studied in several Au and Ag complexes. In the tetranuclear AgI-CuI

complex Ag2Cu2L4 (L ¼ 2-diphenylphosphino-3-methylindole) [151], shortening
of the Ag-Ag bond was observed, decreasing from 3.042(2) Å under ambient
conditions to 2.773(3) Å at 3.47(4) GPa. This is accompanied by a blue-shift to
red-shift switch in the absorption and emission spectrum on increasing pressure
(between 2 and 3 GPa). The shortening of the Ag-Ag bond was not solely respon-
sible for this, with defects and non-hydrostatic conditions thought to play a role. In
the tris(μ2-3,5-diisopropyl-1,2,4- triazolato-κ2N1:N2)trigold(I) complex, a number of
Au. . .Au intermolecular contacts are also made, with the molecules forming dimers
in the solid state [152]. In this study, the compound exhibits four successive phase
transitions under hydrostatic pressure, driven by these aurophilic interactions. In this
example, the closest Au. . .Au contacts are between trimeric units where they
decrease from 3.4070(5) Å to 3.0273(15) Å, between ambient pressure and
3.31 GPa. A rare observation in this system is the re-emergence of a lower-pressure
phase (Form II, 1.69 GPa) at higher pressure (3.3 GPa) after it had undergone
transitions to two further phases at 2.18 and 2.70 GPa; this behaviour is referred to
as a re-entrant phase transition. Conformational changes in the molecule during the
transitions result not only in these shorter Au. . .Au contacts, but they also correlate
with shifts of the luminescence maxima, from a band maximum at 14040 cm�1 at
2.40 GPa, decreasing to 13,550 cm�1 at 3 GPa.

Spectroscopic changes are not just limited to Au and Ag complexes. A reduction
in length of Ni-Ni and Ni-L distances in the complexes bis(3-fluoro-
salicylaldoximato)nickel(II) and bis(3-methoxy-salicylaldoximato)nickel(II) has
resulted in a blue shift of the UV-Vis leading to an example of piezochromism,
with the crystals changing colour from green to red at 5 GPa as the octahedral
crystal-field splitting is decreased. In the fluoro system, this equated to a decrease in
the Ni. . .Ni distance from 3.19 to 2.82 Å at 5.4 GPa [153]. The bis
(dimethylglyoximato)nickel(II) complex [154] possesses a structure similar to the
salicylaldoximato complexes; hence, the changes in the structure (in an equivalent
pressure range, to 5.1 GPa) are similar. The glyoximato complex also changes colour
but at a lower pressure of 2 GPa. However, the latter complex becomes conducting at
high pressure [155] in contrast to the salicyloximato complex that remain
non-conducting. Piezochromism, caused by compression of molecular compounds,
has also been observed in the photomagnetic compound [Y(DMF)4(H2O)3(μ-CN)Fe
(CN)5]H2O (DMF ¼ dimethylformamide), on increasing pressure to 7.60 GPa,
where a reversible yellow-to-red transition is induced via a charge transfer mecha-
nism through the cyanide ligand, though structural evidence for this was lacking as
the models could not be refined against the data above 0.7 GPa [156]. A reduction in
length of M-M and M-L bonds might seem unsurprising; however, on compression
of the compound Co2(CO)6(PPh3)2, the length of the Co-Co bond increases from
2.67(1) to 2.72(1) Å due to a change in the geometry of the CO and PPh3 ligands
where they move from a staggered to eclipsed conformation [157].

Conformational flexibility in organic and metal-organic compounds is common-
place within the pressure regime (0.001–10 GPa). In the Pd oxathioether macrocy-
clic complex PdCl2([9]aneS2O), three reported phases of the mononuclear PdII
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complex were studied to 9 GPa. The β-phase was found to undergo a pressure-
induced phase transition at 6.8 GPa (designated β’), giving rise to a rearrangement of
the macrocycle to give a disordered structure, with each of the three independent
molecules in the β’ phase showing whole-molecule disorder. This is somewhat
unusual, in that disorder is induced on increasing pressure, as often the opposite is
observed, with smaller anisotropic displacement parameters and less disorder in a
material favouring a reduction in volume [158]. Nevertheless, it is not unheard of,
especially in solid-state materials, such as spinels [159].

4.3 Pressure-Induced Bond Formation and Breaking

Although the compression of M-M and M-L bonds is generally observed in metal-
containing compounds, examples of bond breaking and bond making are not nearly
as common. One extraordinary example was shown in a compression study of the
Cu-containing carborane copper(I) m-carborane-9-thiolate (referred to as Cu-S-M9)
crystals (where m denotes the meta positions of the carbon atoms in the carborane;
see Fig. 15) [160]. On increasing pressure above 8 GPa, elemental Cu is produced in
the form of nanoparticles caused by a mechanochemical reduction of the Cu within
the carborane from Cu(I) to Cu(0). A reaction which is complete by 12 GPa. Energy
dispersive X-ray spectroscopy showed that the nanoclusters were composed exclu-
sively of copper and free of sulphur, whilst the average size of the Cu nanoclusters
(� 10 nm) was determined by the size of the Cu-S-M9 carborane itself. The use of
pressure to polymerise materials and form bonds has been known for some time (see
Sect. 3.2.2), but the application of pressure here to form discrete nanoparticles is
very unique.

Fig. 15 (a) Unit cell of Cu-S-M9. Atoms are represented by their thermal ellipsoids at the 50%
probability level. Copper, sulphur, carbon and boron atoms are represented by red, yellow, grey and
pink ellipsoids, respectively. Hydrogen atoms and interstitial solvent (toluene) molecules are
omitted for clarity. (b) Cu-S-M9 molecule showing the Cu4S4 mechanophore surrounded by M9
ligands, represented by polyhedra. Figure adapted from Nature, 2018, 554:505–510, DOI: (https://
doi.org/10.1038/nature25765) [160]
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Nevertheless, bond formation is not always favoured at pressure. In the
one-dimensional Cu-(II)-containing coordination polymer
(Cu2L2(1-methylpiperazine)2]n (where H2L ¼ 1,10-(1,3-phenylene)-bis
(4,4-dimethylpentane-1,3-dione)), pressure-induced Cu-N bond breaking/bond
forming occurs at a very low pressure of only 0.05 GPa, immediately on loading
the crystals inside the DAC. The phase change results in the depolymerisation of the
material through the cleavage and formation of axial Cu-N bonds, resulting in the
formation of a discrete dinuclear complex [161]. The breaking and subsequent
release of coordinated water ligands was also observed in the hydroxo-bridged Cu
(II) dimer [CuF2(H2O)2(pyz)] (1, pyz ¼ pyrazine) [162]. In this study, two phase
transitions were observed, with the second transition (occurring between 2.85 and
3.3 GPa), resulting in a loss in symmetry and ejection of one water molecule per
copper unit from two thirds of the chains, forcing them to dimerise through the
F-atoms to fill the vacant coordination sites. This study was performed in parallel
with high-pressure EPR, with the main focus of the paper being a Jahn-Teller
switching within the material, which we refer to in the next section.

4.4 Functional Materials at Pressure

4.4.1 Molecular Magnetic Materials

Structure/property relationships in a wide range of functional materials are usually
established by systematically modifying the chemical structure to produce a number
of related compounds, complexes or frameworks, whose physical properties can be
measured and observations correlated to the molecular or crystal structure. This
approach has been used successfully in molecular magnetic materials such as
dinuclear metal complexes, where the geometrical parameters between the metals
and associated bridging ligands can affect whether the metals interact ferro- or
antiferromagnetically [163]. A more recent approach has been to perform high-
pressure crystallographic experiments, in parallel with high-pressure magnetic mea-
surements, to directly measure how changes in the intramolecular geometry and
intermolecular interactions affect magnetic behaviour. Some of this behaviour has
already been detailed in the review by Moggach et al. [143], though several other
examples have been observed since the review was published. One of the main
structural concepts that has been explored in molecular magnetic materials is the
Jahn-Teller distortion around the metal centre. This is exemplified by the Mn12
complex Mn12O12(O2CCH2

tBu)16(H2O)4�CH2Cl2�MeNO2. The complex consists of
a cube of Mn(IV)2O4 surrounded by eight Mn(III) metal sites that are bonded to the
ligands. As pressure is applied to this system, the compression of the Jahn-Teller
axes on each of the eight Mn(III) centres differs slightly with one of the centres
switching the Jahn-Teller axes above 1.5 GPa so that they lie normal to the plane
made of the two most compressible directions [164]. This transition was also
accompanied by a release of solvent from the crystal into the PTM on compression,
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and reabsorbed on decompression. The net result in the magnetic properties is the
conversion of the complex from a fast-relaxing to slow-relaxing species on increas-
ing pressure to 1.44 GPa. Jahn-Teller switching was also observed in the previously
mentioned CuF2(H2O)(pyz) (Fig. 16) [162, 165]. In this complex, however, the
reorientation of the Jahn-Teller has a profound influence on the magnetic properties,
with the Jahn-Teller switching promoting appreciable correlations along the Cu-pyz-
Cu chains. This was followed rather elegantly with high-pressure EPR measure-
ments, where the crystals were aligned along their Jahn-Teller axis perpendicular to
the plane of rotation. In another Cu(II) chain-polymer complex [Cu(hfac)2L]-II
(hfac ¼ hexafluoroacetylacetone, L ¼ 4,4,5,5-tetramethyl-2-(1-methyl-1H-pyrazol-
4-yl)-imidazoline-3-oxide-1-oxyl), the Cu centres also undergo a Jahn-Teller switch
on increasing pressure; however, in addition to this, a strengthening of the antifer-
romagnetic exchange occurs between the neighbouring nitroxyl groups, caused by a
drastic change in the O. . .O distance between neighbouring chains [166]. Pressure-
induced Jahn-Teller switching behaviour, where elongated M-L bonds switch from
being axial to equatorial, seems to be a theme in this class of material, with a couple
of examples previously observed [167, 168]; however, the suppression of the Jahn-
Teller axis would appear to be more common. For example, in the one-dimensional
coordination polymer [Cu(II)(L-aspartate)(H2O)2], where a distant carboxylic oxy-
gen located at 2.925(2) Å compresses to 2.883(6) Å, or in the single-molecular
magnet [Mn6O2(2-hydroxyphenylpropanone)6(L)2(EtOH)6], (L¼�O2CPh(Me)2 or
naphthalene carboxylate), where a general suppression of the Jahn-Teller axes is

Fig. 16 Disposition of the JT axes (highlighted by the dark blue rods) in the three phases of
CuF2(H2O)2(pyz). Colour scheme: Cu ¼ orange, O ¼ red, F ¼ yellow, N ¼ blue, C ¼ grey.
H-atoms have been removed for clarity. Figure taken from Angew. Chem. Int. Ed., 2012, Volume:
51, Issue: 30, Pages: 7490–7,494, DOI: (https://doi.org/10.1002/anie.201202367) [162]
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observed, decreasing in length by 0.075(6) Å for L¼�O2CPh(Me)2 and 0.081(8) Å
for L ¼ naphthalene carboxylate, on average [169].

In all of the aforementioned complexes, the twisting or distortion of ligands
between metal centres within a molecular magnet results in a change in the magnetic
exchange between the metal centres. Another area of interest in the world of
molecular magnetism is the study of single-ion magnets (or SIMs). A significant
feature required for molecular magnets to be used for information storage is the
presence of giant axial magnetic anisotropy. The barrier to magnetic relaxation,
which would cause loss of data, is determined by the size of the spin ground state and
the size of the axial anisotropy. Here, the focus has been on achieving exquisite
control of the coordination environment around a single paramagnetic metal ion, to
generate a ligand field that leads to first-order spin-orbit coupling. In the SIM [Ni
(MeDABCO)2Cl3]

+ (MeDABCO ¼ 1-methyl-4-aza-1-azoniabicyclo[2.2.2]
octanium), the application of pressure causes the giant axial magnetic anisotropy
to decrease as the symmetry about the Ni centre [170]. Here, as in the previous
examples, pressure is used to distort the metal centre to determine which parameters
control the magnetic anisotropy, rather than modifying the ligands around the metal
centre. Here, the Cl-Ni-Cl angles, in particular, were particularly prone to distortion,
with two of the three Cl-Ni-Cl angles increasing in size (the largest by � 5�), whilst
the third actually decreased by � 9�.

4.4.2 Spin-Crossover Complexes

Metal complexes particularly first-row transition metal complexes with a d4 to d7

configuration in an octahedral geometry are well-known to undergo transitions from
high- to low-spin states or vice versa. This field is dominated by Fe(II)-containing
spin-crossover complexes, where changes in spin state can be easily followed by
measuring magnetic susceptibility, and even performing Mössbauer spectroscopy,
as the change from a paramagnetic to diamagnetic species can be easily followed.
Transitions between these two spin states can be induced by temperature, pressure or
light. Pressure is particularly useful, as increasing pressure favours the low-spin
(smaller volume) spin state which may be inaccessible via any other route. In the
complex [{Fe(bpp)(NCS)2}2(4,40-bipy)]�2MeOH, (bpp ¼ 2,6-bis(pyrazol-3-yl)pyr-
idine, 4,40-bipy ¼ 4,40-bipyridine), increasing pressure above 0.7 GPa induces a
spin-crossover transition, which is not thermally accessible. It does this without
causing a crystallographic phase transition (i.e. major structural change) in the
crystal [171]. Phase transitions involving a change in symmetry, or change in size
of the unit cell dimensions, however, are often observed. In the complex [FeII
(bapbpy)(NCS)2] [172] (bapbpy ¼ 6,6-bis(amino-2-pyridyl)-2,2-bipyridine), a
‘stepped’ first-order transition from the high-spin to low-spin phase was observed
upon compression, where on increasing pressure, an intermediate phase (between a
fully high-spin and low-spin state) was observed between 0.4 and 1.1 GPa. This
phase was characterised by supercell reflections and tripling of the c-axis of the unit
cell due to the formation of a periodic [HS-LS-LS] structural motif. Interestingly, in
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the complex Fe(3-OMeSalEen)2]PF6 [173] (H-3-OMeSalEen is a condensation
product of 3-methoxysalicylaldehyde and N-ethylethylenediamine), the influence
of PTM on the structural changes is observed in this system (cf. Sect. 2.2.4). The
three media used were Alcatel 100 (a paraffin-based mineral oil from Alcatel),
Fluorinert FC77 (a perfluorocarbon liquid from 3 M) and Daphne 7,373 (a mixture
of olefin oligomers from Idemitsu Kosan Global). The change in the PTM results in
modification of the spin-crossover curves on decompression, thought to be caused
by damage to the crystals on compression and subsequent decompression in these
different fluids. Although the structural distortions observed in the aforementioned
Fe-based spin-crossover complexes resulted in a distortion of the individual mole-
cules, the spin transition in the molecular complex [Fe(dpp)2(NCS)2]�py
(dpp ¼ dipyrido[3,2-α:2030-c]phenazine) gives rise to a ‘scissor’-like motion, as
coined by the authors, which not only results in a distortion of the individual
molecules but also results in NLC behaviour, with the isothermal compressibility
Ka ¼ �30(4) TPa�1 [174].

4.5 Metal Organic Frameworks and Coordination Polymers

According to IUPAC, metal-organic frameworks (or MOFs) are defined as ‘coordi-
nation networks with organic ligands containing potential voids’ [175]. In MOFs, a
three-dimensional framework is generated by the reticular assembly of metal ions or
clusters and multi-dentate organic bridges into an infinite polymeric network. The
ordered nature of the framework often results in the formation of crystals or
polycrystalline powders, although amorphous and liquid MOFs have also recently
been reported [176, 177]. Porosity is a common but not pervasive feature of MOFs,
with void space accounting for 10–70% of the unit cell volume, with the pores
ranging from microporous (d < 2 nm) to nanoporous (d ¼ 2–50 nm). From the
diverse array of framework architectures, chemical composition, porosities and
functionalities possible, a taxonomy of MOFs has emerged, including zeolitic
imidazolate frameworks (ZIFs), Matériaux de l’Institut Lavoisier (MILs) and
isoreticular frameworks (IRMOFs). Materials in these classes are some of the most
studied at high pressure. Appropriate selection of the PTM is important in the study
of porous metal organic framework and in particular with respect to their structural
integrity and pressure response. Small, penetrating media, for example (such as
gases or liquids), can enter the pores of the framework at elevated pressure. Pene-
tration of methanol into the pores of ZIF-8 at elevated pressure was demonstrated in
the work by Moggach et al. [178], in which a solvent-dependent pressure-induced
‘gate-opening’ rotation of the imidazolate linker was observed. This transition
proved pivotal in understanding the maximum amount of guest N2 uptake under
much milder pressure (bars). The phase transition observed at 1.47 GPa in a MeOH:
EtOH mixture was established to be the same transition observed on exposing a
polycrystalline powder of ZIF-8 to N2 gas at 0.4 bar [3]. Prior to this pressure study,
ZIF-8 was actually considered a rather rigid MOF, with other classes of MOFs, such
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as MILs, more notable for their flexibility on uptake of guest species [179]. Interest-
ingly, since this transition was published, others have since shown that the transition
is also crystallite size dependent, with larger nanosized crystals not undergoing the
same transition on exposure to N2 gas [180]. In 2016, in a study by Hobday et al.
[181], the crystallite size dependence was overcome by loading N2 as a PTM at
2,000 bar, inducing the transition to the ‘open’ structure. Crystallographic measure-
ments were also accompanied by complementary DFT and Grand Canonical Monte
Carlo (GCMC) simulations, which showed that the transition was driven by the
formation of a new favourable framework binding site for the N2 gas molecules
inside the pores.

The ability to probe the effect of PTM guest uptake in MOFs and explore guest-
dependent behaviour under pressure has resulted in a number of studies for the
MOFs HKUST-1 [182, 183], MOF-5 [184], Sc2BDC3 [185], ZIF-7 [186] and
MIL-47 [187], though the latter study here on MIL-47 is conducted at MPa rather
than GPa pressures utilising mercury intrusion experiments. The review by
McKellar et al. [50] covers the majority of behaviour on these MOFs; however, a
significant body of work has been conducted on the isoreticular UiO-MOFs [188]
(Universitetet i Oslo) since 2015.

UiO-MOFs comprise hexanuclear metal nodes, M6O4(OH)4 (where M ¼ Zr or
Hf) linked by carboxylate bridges. Currently, there are 11 unique native UiO-type
structures in the CSD [97]. High-pressure studies have focussed on the isostructural
series, UiO-66 [189], UiO-67 [190], UiO-68 [191] and UiO-abdc, which feature
1,4-benzendicarboxylate (BDC),biphenyl-4,40-dicarboxylate (BPDC), p-terphenyl-
4,40-dicarboxylic acid (TPDC) and azobenzene-4,40-dicarboxylate ligands, respec-
tively (ABDC). Each crystallises in the cubic space group Fm-3 m and contains a
large central octahedral pore that shares faces with eight smaller tetrahedral voids.
Thermal and mechanical stability is provided to the framework by the highly
coordinated metal ions and the 12-connected paddle-wheel nodes. These connec-
tions limit the flexibility of the framework, making the elastic properties of
UiO-frameworks amongst the highest reported for porous MOFs (E ~ 20–59 GPa,
K ~ 8–65 GPa) [192–195].

The framework resilience of UiO-66 and its amine-functionalised derivative,
UiO-66-NH2, was demonstrated by Yot et al. [192] and Peterson et al. [196, 197],
who reported no structural degradation during isotropic compression up to 2 GPa or
pelletisation up to 0.17 GPa. Functionalisation with –NH2 groups provided
improved structural stability and higher incompressibility to the native framework,
increasing its bulk modulus from 17 GPa (UiO-66) to 25 GPa (UiO-66-NH2).
Corresponding behaviour was reported for nitro-functionalised scandium terephthal-
ate, Sc2BDC3-NO2, which resisted amorphisation compared to the parent material
[185]. It must be noted that on increasing pressure on MOFs, crystalline-amorphous
transitions with a resulting loss in Bragg scattering appear to be frequently observed.

Recently, the mechanical properties of UiO-66, UiO-67 and UiO-abdc have been
examined by compression in a hydraulic piston press, TEM punch experiments and
first-principles calculations. Under anisotropic pressure, UiO-66 loses crystallinity at
only 0.4 GPa. Similar behaviour was predicted under hydrostatic compression from

Crystallography Under High Pressures 187



DFT simulations [190]. Introduction of defects into the structure has also provided
additional control over the compressibility and pressure at which amorphisation of
the MOF occurs. A method to create defects in these materials has been the addition
of controlled equivalents of trifluoroacetic acid modulator during preparation of
UiO-66 to introduce missing-ligand defects in the framework, lowering the average
coordination number of the Zr6O4(OH)4 nodes [194]. Decreasing the connection of
the net from 12c (non-defected) to 9c (defected) lowers the amorphisation onset
pressure from 0.4 to 0.3 GPa and decreases the bulk modulus of the material (K0)
from ~26 GPa to ~12 GPa (K0 was calculated with 8 data points up to 0.175 GPa).
Further decrease of the net connection to 8c increased the bulk modulus to ~14 GPa
due to the suspected transition of the network topology.

As is typical for porous materials, guest-loaded UiO-type frameworks are resis-
tive to compression. Pressure-induced pore filling of UiO-67 and UiO-abdc with
methanol increases the bulk moduli of the materials up to 30-fold that of the native
framework, going from 13.4 GPa to 174 GPa for UiO-67 and 16.8 GPa to 580 GPa
for UiO-abdc from theoretical simulations and nanoindentation measurements.
Maximum occupation of the pores was reached by ~1.2 GPa, signalled by no further
volumetric increase of the unit cell (Fig. 17). Notably, both materials were unaf-
fected by further compression up to 2.4 GPa (UiO-67) or 4.8 GPa (UiO-abdc). Slight
compression of the unit cell is typical for MOFs with fully occupied pores; the total
resistance to compression of these UiO-frameworks is therefore unusual.

Fig. 17 Graph of percentage change in volume vs. pressure (GPa) for UiO-abdc in methanol
(circles), FC-70 (diamonds), and UiO-67 in methanol (squares), FC-70 (triangles). Figure taken
from Angew. Chem. Int. Ed., 2016, Volume: 128, Issue: 7, Pages: 2447–2451, DOI: (https://doi.
org/10.1002/ange.201509352) [190]
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5 Concluding Remarks

We hope that this chapter has provided a deeper insight into the methods and
practices that have been used to explore the solid-state forms of organic and
metal-organic materials under high-pressure conditions. We wanted to provide a
framework of practice that could be used as a reference text for those entering into
the area of high-pressure research. We have tried to provide a balanced view of the
science conducted in the areas of organic and metal-organic solid-state chemistry,
but inevitably there will be studies that have been overlooked due to the sheer
volume of data and articles in the literature; if we have missed a few, we can only
apologise. As you will have read, the area of high pressure on molecular materials is
vast even considering that there are many spectroscopic studies of materials at high
pressure that we have not discussed here in detail. The future for high-pressure
science on molecular systems is bright, and with advances of techniques, only the
imagination is the kinetic barrier to discovery in the twenty-first century and beyond.
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Abstract Photoresponsive materials are an important contemporary research area
with applications in, for example, energy and catalysis. Mechanistic information on
solid-state photochemical reactions has traditionally come from spectroscopy and
modelling, with crystallography limited to snapshots of endpoints and long-lived
intermediates. Recent advances in X-ray sources and detectors have made it possible
to follow solid-state reactions in situ with dynamic single-crystal X-ray diffraction
(SCXRD) methods, allowing a full set of atomic positions to be determined over the
course of the reaction. These experiments provide valuable structural information
that can be used to interpret spectroscopic measurements and to inform materials
design and optimisation.

Solid-state linkage isomers, where small-molecule ligands such as NO, NO2
�, N2

and SO2 show photo-induced changes in binding to a transition metal centre, have
played a leading role in the development of dynamic SCXRD methodology, since
the movement of whole atoms and the predictable temperature dependence of the
excited-state lifetimes make them ideal test systems. The field of
“photocrystallography”, pioneered by Coppens in the late 1990s, has developed
alongside advances in instrumentation and computing and can now provide the 3D
structures of species with lifetimes down to femtoseconds.

In this chapter, we will review the development of photocrystallography exper-
iments against linkage isomer systems, from the early identification of metastable
species under continuous illumination, through measuring kinetics at low tempera-
ture, to recent experiments studying species with sub-second lifetimes. We will
discuss the advances in X-ray sources and instrumentation that have made dynamic
SCXRD experiments possible, and we will highlight the role of kinetic modelling
and complementary spectroscopy in designing experiments. Finally, we will discuss
possible directions for future development and identify some of the outstanding
challenges that remain to be addressed.

Keywords Lasers · LEDs · Linkage isomers · Metastable states · Photochemistry ·
Photocrystallography · Reaction kinetics · Solid state · X-ray diffraction

Abbreviations

2D Two-dimensional
3D Three-dimensional
bipy 2,20-Bipyridine
BPh4 Tetraphenylborate
Bu4dien N,N,N0,N0-Tetrabutyldiethylenetriamine
CCD Charge-coupled device
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CMOS Complementary metal-oxide-semiconductor
dcpe 1,2-Bis(dicyclohexylphosphino)ethane
dppe 1,2-Bis(diphenylphosphino)ethane
ES Excited state
Et4dien N,N,N0,N0-Tetraethyldiethylenetriamine
GS Ground state
JMAK Johnson-Mehl-Avrami-Kolmogorov
LED Light-emitting diode
MS1 Metastable state 1
MS2 Metastable state 2
MX Macromolecular crystallography
OTf Trifluoromethanesulfonate
SCXRD Single-crystal X-ray diffraction
SFX Serial femtosecond crystallography
SNP Sodium nitroprusside
TR Time resolved
XFEL X-ray free-electron laser

1 Introduction

Modern time-resolved (TR) spectroscopy with pulsed lasers can routinely access
nanosecond and femtosecond timescales. However, unless spectroscopic signatures
can be assigned to transient species, for example, using theoretical modelling,
interpreting the data from these studies can be challenging. Recent advances in
X-ray sources and detectors make possible an alternative: time-resolved single-
crystal X-ray diffraction (TR-SCXRD) [1]. A TR-SCXRD experiment yields a
sequence of snapshots of the full 3D structure of the crystal over the course of a
solid-state reaction. This allows for transient species or intermediates to be identified
to a high level of confidence without a priori knowledge, provided they are present at
more than a few % of the crystal volume. State-of-the-art serial crystallography
measurements pioneered by the macromolecular crystallography (MX) community
using X-ray free-electron laser (XFEL) sources can access femtosecond dynamics,
while experiments using synchrotron and laboratory X-ray light sources can be used
to study species with lifetimes from picoseconds to seconds and longer, allowing a
wide range of light-activated solid-state reactions to be visualised in 3D.

While TR-SCXRD methods were pioneered by the MX community [2], the
earliest in situ dynamic SCXRD studies on molecular crystals were performed in
the 1990s to investigate the unexpectedly long-lived metastable excited states in
transition metal linkage isomers [1], which have since served as model systems for
more recent developments.

Linkage isomerism is a phenomenon where a ligand can display two or more
distinct binding modes to a transition metal centre. The first reports of linkage
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isomerism date back to the early 1900s, when the existence of yellow and red forms
of the coordination complex [Co(NH3)5(NO2)]Cl2 was explained by the nitrite
(NO2

�) ligand coordinating through N or O to produce two complexes with distinct
crystal field splitting (Fig. 1). In 1956, it was shown using infrared (IR) spectroscopy
that the O-bound nitrito form converts to the more stable N-bound nitro form over
time in the solid state [3]. Solution 18O labelling experiments further demonstrated
that the NO2 ligand does not exchange with solvent and thus that the isomerisation is
an intramolecular process [4].

A breakthrough in this field came in 1997 when Carducci et al. reported SCXRD
experiments on sodium nitroprusside (Na2[Fe(CN)5(NO)].2H2O; SNP), in which
single crystals were photoexcited in situ using a laser [1]. Previous studies using
Mössbauer spectroscopy and calorimetry showed that light irradiation at low tem-
perature produced two long-lived metastable intermediates that can co-exist in the
same crystal. The crystallography experiments confirmed the existence of three
distinct isomers corresponding to different binding modes of the NO ligand, viz. a

Fig. 1 Linkage isomers of the [Co(NH3)5(NO2)]
2+ cation. The yellow N-bound nitro isomer (a) is

the most energetically stable, but the red O-bound nitrito isomer (b) can be obtained as a kinetic
product

Fig. 2 X-ray structures of the ground-state (GS) and major and metastable state (MS1/MS2)
isomers of the nitroprusside anion [Fe(CN)5(NO)]

2�. Adapted with permission from Ref. [1]. Copy-
right 1997 American Chemical Society
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ground-state NO isomer, an excited-state ON isomer and a second side-bound
excited-state isomer (Fig. 2), with the different metastable isomers accessed by
varying the irradiation wavelength. The combination of SCXRD and in situ photo-
excitation was coined “photocrystallography” and is now commonly used to
describe this research area.

In this chapter, we will review the historical development and current state of the
art in photocrystallography in the context of linkage isomers. We will start from
early photocrystallographic experiments to identify metastable species and proceed
to discuss the development of low-temperature dynamic SCXRD experiments to
probe the isomerisation kinetics. We will then finish with a discussion of how
modern synchrotron facilities and photon-counting detectors allow the structures
of species with shorter lifetimes to be determined.

This chapter is organised as follows. In Sect. 2 we will give a brief overview of
the major classes of linkage isomer systems and some of the key research studies in
each area, and in Sect. 3, we will introduce the photocrystallography experiments
used to study them. Finally, in Sect. 4 we will discuss the main considerations for
designing time-resolved SCXRD experiments to follow the isomerisation processes
in real time, leading to recent developments towards sub-second SCXRD experi-
ments on linkage isomers.

2 Linkage Isomer Systems

Several families of linkage isomer systems have been identified with ligands includ-
ing NO2

� (nitrite), NO (nitrosyl), sulphoxide (SO2) and (di-)nitrogen (N2). Some of
the known binding configurations of these ligands in transition metal complexes are
summarised in Fig. 3.

In most of these systems, the complexes crystallise with the ligand in its energetic
ground-state geometry, and can be excited into one or more metastable configura-
tions by photoactivation. Metastable isomers typically have long lifetimes at cryo-
genic temperatures and are thus kinetically trapped, but decay rapidly back to the
ground state on warming to room temperature.

2.1 Nitrite (NO2
2) Systems

Following the discovery of [Co(NH3)5(NO2)]
2+ in the 1850s [5], nitrites remain one

of the best studied classes of linkage isomer materials to date. Though a number of
coordination geometries are theoretically possible for the nitrite ligand [6], in
practice the monodentate nitro (η1-NO2), endo-nitrito (η1-ONO) and exo-nitrito
(η1-ONO) arrangements are the most commonly observed in molecular crystals.
Photochemical conversion between the nitro and nitrito isomers of [Co
(NH3)5(NO2)]

2+ in solution was first reported in the 1940s [7], while solid-state
measurements were first performed on microcrystalline powders in the 1970s. As
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photocrystallographic studies became established in the late 1990s and early 2000s,
transition metal nitrite systems have played a key role in furthering our understand-
ing of linkage isomerism in the single crystal.

Much of the work on solid-state nitrite linkage isomers to date has aimed to
maximise the nitro ! nitrito photoconversion level by engineering a “reaction
cavity” around the switchable ligand to allow the isomerisation to proceed with
minimal steric influence from the surrounding crystal environment. This strategy
follows from the topochemical postulate proposed by Schmidt and Cohen in the
1960s, which states that single-crystal reactions must follow the minimum-energy
pathway involving the least amount of atomic rearrangement in order to preserve

Fig. 3 Binding modes of
common photo-switchable
ligands found in solid-state
linkage isomer systems to a
metal centre (M): (a) nitrite
(NO2

�), (b) nitrosyl (NO),
(c) sulphoxide (SO2) and (d)
dinitrogen (N2)
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crystallinity [8, 9] and which was extended to by Cohen and later Ohashi et al.
[10, 11] to propose the introduction of reaction cavities to facilitate solid-state
reactions. Maximising the size of the reaction cavity around the switchable ligand
allows the structure to accommodate the changes during isomerisation with minimal
change in the overall structure, thereby minimising crystal strain and facilitating
higher conversion.

The first linkage isomer system to show 100% conversion to the metastable state
in the single crystal, designed using this principle, was the Ni(II)-nitrite complex [Ni
(dppe)(η1-NO2)Cl] (dppe ¼ 1,2-bis(diphenylphosphino)ethane) [12], which shows
complete nitro ! nitrito conversion within 90 min when irradiated with 400 nm
LED light. The sterically demanding and photo-inert dppe ligand dominates the
crystal packing and maximises the reaction cavity around the nitrite groups, such that
photoactivation results in a small 0.77% volume expansion.

The same principle was subsequently applied to design other neutral complexes
with 100% conversion, including [Ni(dppe)(η1-NO2)2], [Ni(dcpe)(η1-NO2)2]
(dcpe ¼ 1,2-bis(dicyclohexylphosphine)ethane) [13] and [Ni(Et4dien)(η

2-O,ON)
(η1-NO2)] (Et4dien¼ N,N,N0,N0-tetraethyldiethylenetriamine) [14]. Multicomponent
crystals with photoactive cations and counter-anions are also known, and the
possibility of incorporating sterically demanding counterions expands the design
space. For example, the [Pd(Bu4dien)(NO2)]BPh4 complex (Bu4dien ¼ N,N,N0,N0-
tetrabutyldiethylenetriamine, BPh4 ¼ tetraphenylborate) achieves 100% nitro !
nitrito photoconversion in under 15 min when illuminated with low-power LEDs,
with just 0.14% change in the unit-cell parameters, and stands out as an example of a
relatively fast single-crystal-to-single-crystal photoreaction [15] (Fig. 4).

While the “reaction cavity” approach has proved extremely successful in achiev-
ing high photoconversion in the solid state, comparison of isostructural materials has
highlighted additional influences from electronic and kinetic factors.

The [Pd(Et4dien)(NO2)]OTf and [Pt(Et4dien)(NO2)]OTf
(OTf ¼ trifluoromethanesulfonate) complexes adopt the same crystal structure but
showmarkedly different behaviour on irradiation at low temperature [16]. Irradiation
at 100 K produces a mixture of the metastable endo-nitrito (η1-ONO) and exo-nitrito
(η1-ONO) isomers, with different conversion levels in the two systems, whereas
irradiation at higher temperatures leads to 95 and 93% conversion to the endo-nitrito
(η1-ONO) isomer in the Pd(II) and Pt(II) systems, respectively. These differences
can be rationalised by thermal expansion at higher temperatures both enlarging the
reaction cavity and weakening hydrogen bonding interactions to the nitro (η1-NO2)
group in the ground-state structure. The importance of intermolecular interactions
involving the isomerising ligand has also been highlighted in other systems [17–19].

Within the series of isostructural [M(Et4dien)(NO2)]OTf systems, isomerisation
of the M ¼ Pd(II) completes in 1 h but is dramatically slowed to 3 h in the M ¼ Pt
(II) material using the same excitation source. This appears to be a common feature
of nitrite linkage isomer systems based on third-row transition metals [20] and may
be rationalised in terms of the decrease in kinetic lability of the ligands in transition
metal complexes when descending a group [21].
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Finally, the importance of the electronic structure and the conditions necessary
for photochemical linkage isomerism have been thoroughly investigated in metal-
nitrosyl systems [22], and much of this insight is thought to be transferable to other
small ambidentate ligands such as nitrite and sulphur dioxide.

Fig. 4 Ground- and excited-state structures of [Pd(Bu4dien)(NO2)]BPh4 at 100 K. (a) Structure of
the ground-state nitro (η1-NO2) isomer. (b) Structure of the 100% converted excited-state endo-
nitrito (η1-ONO) isomer obtained after irradiation at 400 nm for 1 h. Adapted from Ref. [15] under
the Creative Commons Attribution license
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2.2 Nitrosyl (NO) Systems

The seminal study that helped establish the field of photocrystallography was the
work on the iron-nitrosyl complex sodium nitroprusside (SNP; Fig. 2) [1]. The 1997
study by Coppens et al. confirmed the presence of two unexpectedly long-lived
metastable states in SNP, previously identified by Mössbauer spectroscopy [23], and
assigned them as photogenerated linkage isomers. Irradiation of a single crystal at
50 K with 488 nm light produces a 37% conversion from the ground-state η1-NO
isomer to the inverted η1-ON isomer (MS1). Further irradiating the partially
converted crystal at 1064 nm further induces conversion to 10% of a second side-
bound η2-NO isomer (MS2).

SNP has since been used as a model system to explore the electronic landscape of
the photochemical linkage isomerisation in the solid state, using a variety of struc-
tural, theoretical, spectroscopic and thermal analysis methods to explore the relation-
ships between the three isomers [22, 24–26]. It is now believed that irradiation with
visible light causes initial conversion to the side-bound MS2 form, which then
converts to the O-bound MS1 isomer under prolonged exposure. The subsequent
excitation at 1,064 nm then causes depopulation of MS1, which decays via MS2.

Other reported transition metal-nitrosyl linkage isomers investigated using
photocrystallography include systems based on Rh [27], Ni [28] and Ru. Early work
by Coppens in 1996 investigated the photogenerated MS1 and MS2 isomers in [Ru
(NO2)4(OH)(NO)] [29], which was later followed by studies on ruthenium porphyrin
nitrosyls [30]. In parallel, Schaniel and Woike demonstrated photoactivation in trans-
[RuCl(py)4(NO)][PF6]2.0.5H2O using infrared (IR) spectroscopy [31], and subsequent
photocrystallographic studies confirmed a 92% conversion to MS1 at 80 K on
irradiation with 673 nm laser light, followed by 48% conversion to MS2 at 980 nm
[32]. These successes have led to a series of related complexes with different halides,
pyridine ligands and counterions, enabling the influence of the surrounding crystalline
environment on the isomerisation to be established [19].

Another interesting example is the [Ru(NO2)(bipy)2(NO)] (bipy¼ 2,20-bipyridine)
complex, for which photoactivation of single crystals facilitates a double isonitrosyl-
nitrito linkage isomerisation involving the intramolecular transfer of an oxygen atom
between the NO2 and NO ligands [33]. This highlights the potential for competing
photo-release reactions, although in practice these are more likely to be observed in
solution [34] and/or in studies conducted at, or close to, room temperature. NO release
has been investigated in solid-state nitrosyl materials [35, 36], but is not typically
observed in nitrite and sulphur dioxide systems.

2.3 Sulphur Dioxide (SO2) Systems

Sulphur dioxide (SO2) linkage isomerism has been demonstrated both in solution
and in the single crystal. The ground-state structure is typically an S-bound
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arrangement, while irradiation induces conversion to O-bound η1-OSOMS1 or side-
bound η2-(O,SO) MS2 isomers similar to the nitrosyl linkage isomer species. The
first evidence for sulphur dioxide linkage isomerism was obtained in 1979 from
solution spectroscopy and proposed two distinct metastable isomers [37]. The
side-bound isomer was confirmed in 2002 from steady-state photocrystallographic
measurements on trans-[Ru(NH3)4Cl(SO2)]Cl with 300–500 nm light at tempera-
tures below 150 K [38, 39]. The MS1 isomer was confirmed by Bowes et al. in
2006 from photocrystallographic measurements on [Ru(NH3)4(H2O)(SO2)]
[MeC6H4SO3]2, which shows 36% conversion to the η1-OSO form on irradiation
at 13 K [40].

From these early studies, several other ruthenium sulphur dioxide compounds
have been designed and studied using photocrystallography to establish the effects
of the crystal environment on the isomerisation process. In particular, systematic
studies on [Ru(SO2)(NH3)4X]Y, varying both the ligand X and the counter-anion Y,
have shown that the excited-state geometry is strongly influenced by the crystal
environment and the nature of the trans ligand [41–43]. More recent studies have
also demonstrated photoisomerisation in osmium SO2 complexes [44].

2.4 Dinitrogen (N2) Systems

Though comparatively less studied, photoinduced linkage isomerism can also occur
with dinitrogen (N2) ligands. N2 binds to transition metal centres in both mono- and
bidentate coordination geometries (c.f. Fig. 3), and the earliest reports of dinitrogen
coordination complexes date back to the 1960s [45]. A variety of complexes with
terminal and bridging N2 ligands have since been investigated, with recent interest in
their use for catalytic nitrogen fixation [46–48].

Single-crystal dinitrogen linkage isomerism was first demonstrated in the osmium
complex [Os(NH3)5(N2)](PF6)2] [49], for which photocrystallographic measure-
ments showed that a maximum of 17.4% of the molecules in the crystal could be
converted from a ground-state “end-on” η1-N2 arrangement to a side-bound η2-N,N
isomer by irradiation with 325 nm laser light at 100 K. The side-bound isomer was
confirmed to be metastable and found to persist for at least a day at this temperature.

2.5 Linkage Isomer Device Development

The design of linkage isomers with high conversion has been motivated by the
possibility of using them in molecular devices. For example, one could consider a
molecular data storage application similar to an optical disc where the state of a
binary digit (bit) is encoded by the majority isomer (ground state or excited state;
GS/ES) in small spots on a thin film. Bits are set by photoactivating a spot with a
laser, reset by localised heating and read with a suitable probe. To be able to write
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data quickly, we require rapid and (near-)complete GS ! ES conversion on illumi-
nation, and we would ideally want the conversion to be achievable with low power.
To maintain data integrity, the excited state should be metastable – perhaps
indefinitely – at a specified operating temperature, which would ideally be at or
near room temperature to avoid the need for elaborate cooling systems. A third
property that may be desirable is the presence of a “reporter” that could be used to
read out the majority isomer in a region of the recording surface. This might, for
example, be a discriminatory infrared (IR) absorption, a change in the UV or visible
absorption at a well-defined wavelength or a quantifiable change in a bulk physical
property (e.g. the refractive index).

Though in practice linkage isomer materials are still a considerable way from
being implemented in real devices, several studies have successfully demonstrated
how this could be achieved. In 2010, Woike et al. demonstrated that the change in
the refractive index due to photoisomerisation in three different [Fe(CN)5(NO)]

2�

systems could be used to write phase gratings in the crystals, showcasing their
potential use for holographic data storage [50]. In a different approach, Cole et al.
have investigated the use of ruthenium sulphur dioxide linkage isomers as molecular
motors and demonstrated photo-induced nanomechanical transduction in crystals of
[Ru(SO2)(NH3)4(3-chloropyridine)]Y2 (Y ¼ p-tosylate or 4-chlorobenzenesulfonate)
[51]. Here, photoactivation leads to conversion to both the MS1 and MS2 isomers,
depending on the irradiation wavelength, and an additional rotation of the benzene ring
in the counter-anion is observed alongside the MS1 conversion as a result of changes
in intermolecular interactions. Incorporation of ruthenium sulphur dioxide materials
into thin films of polyvinyl alcohol (PVA) has also been demonstrated [52], showing
how single crystals might be encapsulated into device media.

3 Steady-State and Pseudo-Steady-State
Photocrystallographic Methodology

In this section we will illustrate how a typical photocrystallography experiment is
conducted in the laboratory. We will also introduce the Johnson-Mehl-Avrami-
Kolmogorov (JMAK) kinetic model for the photoactivated excitation and thermal
decay processes, which will form the basis for discussing faster pump-probe exper-
iments in Sect. 4.

3.1 Experimental Setup

In a typical photocrystallography experiment, a crystal is mounted on the X-ray
diffractometer and irradiated in situ using a light source. In a laboratory setting,
integrating a high-power pulsed laser setup is often impractical, and so lower-power
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irradiation sources such as low-power continuous-wave lasers or LEDs are common.
Of these, LED setups are an attractive choice as they allow for flexible array design,
a choice of a wide variety of LED wavelengths and form factors and are compara-
tively low cost.

An example of an LED setup is shown in Fig. 5 [53]. In this setup the LEDs are
mounted in a supporting ring attached to the end of the diffractometer cryostream.
The ring positions six LEDs with the centre of the emission cone directed to the
sample position and incorporates gaps for the incident and diffracted X-ray beams.
Other LED device designs for in situ SCXRD incorporate fibre optics and focussing
mirrors to achieve the desired illumination arrangement [54]. As well as being highly
practical and easy to implement, LED arrays also spread the radiation load uniformly
over time and provide better spatial coverage across the crystal surface, avoiding
potential problems with laser beam damage, unwanted sample heating and uneven
illumination.

3.2 Static Ground and Excited States (Photostationary
Structures)

Where the excited state has a lifetime of hours or greater at low temperature, standard
SCXRD experiments can be conducted to establish the ground- and excited-state
structures.

A crystal is mounted and cooled in the dark, allowing a structure of the ground
state to be obtained with minimal contamination from the excited state. The crystal is
then illuminated for a set amount of time, which typically ranges from minutes to
hours depending on the system. At low temperatures, the excited state is kinetically
trapped, and a substantial steady-state population accumulates during irradiation.
This typically happens at temperatures below 150 K, although the critical tempera-
ture varies between systems. A second X-ray dataset is then collected to obtain the
structure of the excited state. To confirm that a maximum excitation level has been
reached, a second period of illumination is usually performed and inspected for
further conversion to the excited-state isomer. Once the maximum photostationary
population has been obtained, the crystal is held in the dark, and a series of variable-
temperature data collections are completed to investigate the temperature range over
which the metastable state decays.

Figure 4 in the previous section shows as an example of the structures of the
ground-state nitro (η1-NO2) and 100% excited-state endo-nitrito (η1-ONO) isomers
of the [Pd(Bu4dien)(NO2)]BPh4 nitrite linkage isomer complex.
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Fig. 5 Example of an LED setup for in situ irradiation of crystals on a laboratory X-ray diffrac-
tometer. (a) Technical drawing of an LED holder with six LEDs illuminating the sample and gaps
for the incident and diffracted X-ray beams. (b) Photograph of the LED holder mounted at the
sample position by attachment to the cryostream. Reproduced from Ref. [53] with permission from
the International Union of Crystallography

Watching Photochemistry Happen: Recent Developments in Dynamic Single-Crystal. . . 211



3.3 Excitation Kinetics Measurements

The kinetics of the excitation process (i.e. the excited-state population dynamics) in
the single crystal can be measured by irradiating the sample at low temperature and
collecting an X-ray structure after each exposure. Provided the excited-state popu-
lation shows no appreciable decay at low temperature over the timescale of a data
collection, it is possible to measure the growth of the excited-state population with
irradiation time in this manner. Figure 6 shows a schematic illustration of a typical
excitation experiment.

Figure 7 shows an excitation measurement performed on a [Pd(Bu4dien)(NO2)]
BPh4 crystal [15]. In this experiment, a single crystal was irradiated with 400 nm
LED light at 100 K, and structures were collected after 1, 2, 5, 10 and 15 min of total
exposure.

The evolution of the excited-state population with exposure time shows a char-
acteristic exponential behaviour that can be well described by the Johnson-Mehl-
Avrami-Kolmogorov (JMAK) model [55–57]. The JMAK model predicts the

Fig. 6 Schematic illustration of a typical excitation measurement. The experiment is performed at
low temperature where the thermal decay of the excited state is negligible. Starting from a clean
ground state, excitation pulses and X-ray measurements are interleaved to record the change in the
excited-state population as a function of total irradiation time
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volume fraction α(t) of the excited-state isomer at a time t from the start of the
excitation as:

α tð Þ ¼ 1� exp �ktnð Þ ð1Þ

where k is a rate constant and n is the (usually integer) Avrami exponent. n is related
to the dimensionality D of the transformation and provides information about the
level of cooperativity:

D ¼ n� 1 ð2Þ

n ¼ 1 (D ¼ 0) implies non-cooperative, homogenous excitation throughout the bulk
of the crystal. For materials such as [Pd(Bu4dien)(NO2)]BPh4 that have been
designed according to the “reaction cavity” concept outlined in Sect. 2, the
isomerisation takes place in a cavity shielded by bulky ligands and induces minimal
strain in the surrounding crystal bulk. The excitation is therefore expected to be
non-cooperative, and the results of JMAK analysis with these materials tend to
confirm this by predicting a value of n~1 and therefore simple exponential behaviour
[15, 58, 59].

A value of n> 1 would indicate cooperative transformation in 1 (n¼ 2), 2 (n¼ 3)
or 3 (n¼ 4) spatial dimensions. Such behaviour has been found for single-crystal-to-

Fig. 7 Evolution of the fractional population of the excited-state endo-nitrito (η1-ONO) isomer of
the [Pd(Bu4dien)(NO2)]BPh4 linkage isomer system at 100 K as a function of irradiation time.
Reproduced from Ref. [15] under the Creative Commons Attribution license
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single-crystal [2 + 2] cycloaddition reactions, where dimerisation of one molecule
pre-organises neighbouring molecules for better orbital overlap and more efficient
dimerisation, lowering the energetic barrier to conversion and thereby propagating a
1D chain reaction [60, 61].

It is worth noting that the excitation rate k depends on the power and wavelength
of the excitation source and will also depend on the size and shape (morphology) of
the crystal and its physical properties including absorption cross-section, refractive
index and any light-scattering and/or reflection effects. The electronic absorptions
that lead to the photoisomerisation are typically charge-transfer bands close to the
onset of the UV-vis absorption, and the band positions and band widths determine
whether the photoexcitation can be induced over a narrow or wide distribution of
wavelengths.

For efficient photoexcitation it may seem optimal to select a wavelength close to
the absorption maximumwhere the absorption cross-section is largest. However, this
needs to be balanced against the penetration depth of the light into the crystal bulk
given by the Beer-Lambert law:

I rð Þ ¼ I0 exp �τrð Þ ð3Þ

where I(r) is the intensity at a depth r from the surface in the crystal bulk, I0 is the
incident intensity and τ is the attenuation. The intensity falls exponentially with the
distance from the surface, and the attenuation τ is set by the absorption cross-section.
Efficient excitation and penetration depth are thus competing factors, and an opti-
mum balance is usually obtained by selecting wavelengths close to the tail of the
absorption band [62, 63].

For completeness, a third factor that may need to be taken into account is that if
the absorption spectrum of the excited-state red shifts relative to the ground state, an
outer layer of converted molecules may prevent the light from reaching unconverted
molecules at the core and thus limit the reaction rate (and therefore k) and the
maximum conversion level. On the other hand, the exponent n should be an intrinsic
property of the material, at least under the assumption that different excitation
wavelengths or powers do not access fundamentally different excitation
mechanisms.

3.4 Decay Kinetics Measurements

Once suitable conditions for excitation have been established, measurements can
be made to investigate the decay kinetics. As shown in Fig. 8, a typical decay
experiment occurs in two steps. First, the crystal is cooled to low temperature
and irradiated to build up a large (ideally 100%) initial excited-state population.
In the second step, the excitation source is switched off, the sample is warmed
rapidly to the target measurement temperature, and the decay of the excited-state
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population with time is monitored by collecting a continuous series of X-ray
datasets.

Figure 9a shows a series of decay measurements on a single crystal of the [Pd
(Bu4dien)(NO2)]BPh4 system. As in the excitation process, the exponential decay
behaviour is well modelled using a different form of the JMAK equation:

α tð Þ ¼ exp �ktnð Þ ð4Þ

where k is again the rate constant for the decay process and n indicates the level of
cooperativity and is typically close to 1 (non-cooperative decay) for the same reasons
as the excitation.

The measurements in Fig. 9a show that the thermal decay of the nitrito-(η1-ONO)
isomer of [Pd(Bu4dien)(NO2)]

+ is very strongly temperature dependent, such that the
initial 100% excited-state population decays to zero within 180 min (3 h) at 230 K,
but is only ~60% complete after 720 min (12 h) at 212.5 K. The temperature-

Fig. 8 Schematic of a typical decay measurement. The crystal is first irradiated to generate a large
initial excited-state population. The temperature is then raised, and the change in population over
time is monitored by performing continuous X-ray measurements until the thermal decay is
complete
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Fig. 9 (a) Decay of the fractional population of the excited-state η1-ONO (nitrito) isomer of the [Pd
(Bu4dien)(NO2)]BPh4 linkage isomer system at temperatures between 212.5 and 230 K. The
markers show data points obtained by refining single-crystal X-ray structures recorded during the
decay, and the solid lines show fits to the JMAK expression in Eq. (4) with n ¼ 1. (b) Temperature
dependence of the fitted rate constants. The markers show the data points, and the dashed line shows
a fit to the linearised Arrhenius law in Eq. (6) with the parameters EA ¼ 60.3 kJ mol�1 and ln(A) ¼
23.8. Adapted from Ref. [59] under the Creative Commons Attribution license
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dependent decay rate is a common feature of linkage isomer systems and is usually
well modelled using the Arrhenius law:

k Tð Þ ¼ A exp � EA

RT

� �
ð5Þ

where EA is the activation energy associated with the isomerisation and the
pre-exponential factor A has the same units as k. A can be loosely interpreted as an
attempt frequency and the exponential term as the probability that each attempt leads
to successful isomerisation. It is worth noting that for a typical linkage isomer system
with n ¼ 1, the rate constant has units of s�1 and A therefore has frequency units.

If a series of decay measurements are performed at different temperatures and
fitted to the JMAK model to extract a set of rate constants, the linearised form of the
Arrhenius form can then be used to obtain an estimate for the attempt frequency and
activation energy for the decay process:

ln k Tð Þ½ � ¼ lnA� EA

R
1
T

ð6Þ

If k(T ) follows the Arrhenius law, ln[k(T )] and the inverse temperature 1/T show a
linear relationship and EA and A can be determined from the slope and intercept,
respectively.

The Arrhenius plot in Fig. 9b shows that the k(T ) extracted from the decay data in
Fig. 9a can be fitted to the Arrhenius law with a large activation energy of
60.3 kJ mol�1 and ln(A) ¼ 23.8, which corresponds to an attempt frequency of
2.17� 1010 Hz¼ 21.7 GHz. The attempt frequency is too low to be associated with,
e.g. a metal-ligand bond stretch, which would be on the order of tens of THz, but
may be a low-energy lattice vibration or a ligand rotation. However, this should be
treated with caution, since ln(A) is obtained from the intercept by extrapolation.

It is interesting to examine the temperature dependence of the decay process by
relating the activation energy to the excited-state lifetime. We begin with the more
general form of the JMAK equation:

α tð Þ ¼ α1 þ α0 � α1ð Þ exp �ktn½ � ð7Þ

α0 and α1 correspond to the excited-state populations at t ¼ 0 and t ¼ 1 ,
respectively [64]. Substituting α0¼ 0 and α1¼ 1 into Eq. (7) recovers the excitation
expression in Eq. (1) for the ideal situation of complete excitation, while substituting
α0 ¼ 1 and α1 ¼ 0 recovers the expression for complete decay in Eq. (4). This more
general form of the JMAK equation is useful for modelling systems where either the
excitation or decay process never reaches completion.

Assuming that α0 ¼ 1 and α1 ¼ 0, we can obtain an expression for the time t1/2
required for the initial excited-state population to fall to α ¼ 0.5 by rearranging
Eq. (7):
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exp �k t1=2
� �n� � ¼ 0:5 ! t1=2 ¼ � 1

k
ln 0:5

h i1
n ð8Þ

In the case of n ¼ 1, t1/2 can be equated to the kinetic half-life, meaning that a
population α at a time t will fall to α/2 at t ¼ t + t1/2, α/4 at t ¼ t + 2t1/2, etc. t1/2 thus
provides a useful quantitative measure of the excited-state lifetime. Its temperature
dependence can be expressed in terms of the Arrhenius parameters A and EA by
substituting for the rate constant k as follows:

t1=2 Tð Þ ¼ � ln 0:5� 1
A
� exp

EA

RT

� �h i1
n ð9Þ

This expression makes three important points concerning the excited-state lifetime:
(1) the lifetime increases with the activation energy; (2) the lifetime decreases with
the attempt frequency; and (3) the lifetime decreases as the inverse power of the
JMAK exponent n. The first two points are straightforwardly understood from the
Arrhenius model. The third point may not be as immediately intuitive, but indicates
that any cooperativity in the decay process should be expected to decrease the
excited-state lifetime.

Figure 10 shows the temperature dependence of t1/2 evaluated using Eq. (9), with
the Arrhenius parameters EA ¼ 60.3 kJ mol�1 and ln(A) ¼ 23.8 obtained for the

Fig. 10 Temperature dependence of the half-life t1/2 of the excited-state η
1-ONO (nitrito) isomer of

the [Pd(Bu4dien)(NO2)]BPh4 linkage isomer system calculated from Eq. (9) based on the Arrhenius
parameters in Fig. 9b and a JMAK exponent n ¼ 1
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[Pd(Bu4dien)(NO2)]BPh4 system from the fit in Fig. 9b [59]. Rather strikingly, the
excited-state lifetime varies by nine orders of magnitude, from ~108 s at 175 K to
100 ms at 325 K. This range of timescales may be compared to the time required to
collect a full X-ray dataset. For a well-diffracting crystal, a typical laboratory X-ray
system with a microfocus or rotating anode source and a CCD detector might take in
the region of 1–2 h to collect a full dataset and could therefore reasonably access
decay measurements up to ~230 K as in Fig. 10. A high-flux synchrotron source, on
the other hand, may take only a few minutes to collect a dataset, extending the range
of temperatures that can be measured up to around 250 K. Towards room temper-
ature, the lifetime is on the order of seconds, which would require pump-probe
measurements to access as we discuss in the next section.

3.5 Pseudo-Steady-State Measurements

To perform the excitation and decay measurements outlined in the previous sub-
sections, the experimental conditions (i.e. temperature and illumination) are adjusted
so as to study the excitation and decay processes independently. If the crystal is
illuminated continuously at a temperature where the two processes are competitive, a
steady-state equilibrium will be reached. This experiment is illustrated schematically
in Fig. 11.

Slightly different behaviour is obtained depending on whether a continuous or
pulsed excitation source is used. In the experiment depicted in Fig. 11a, the sample is
illuminated continuously, and the excited-state population builds smoothly to a
steady-state value determined by the balance of the excitation and decay rates at
the measurement temperature. In Fig. 11b, on the other hand, a pulsed illumination
source is used, and the excited-state population builds during the light pulses and
decays between them, oscillating about an equilibrium value. Provided the repetition
rate of the excitation pulses is much shorter than the timescale of the structural
measurements, the refined structure will show the averaged value. In the
photocrystallographic literature, the term “pseudo-steady-state” is usually used to
describe both of these scenarios, although when discussing the kinetics, it is useful to
distinguish the behaviour obtained with pulsed and continuous excitation sources as,
e.g. “pseudo-steady-state” and “steady-state”, respectively.

In most systems, the decay rate increases with temperature, while the excitation
rate remains approximately constant, with the result that the steady-state excited-
state population falls from a maximum to zero over a range of temperatures.
Figure 12 shows a set of pseudo-steady-state measurements on the [Pd(Bu4dien)
(NO2)]BPh4 system. In this experiment, the decay becomes competitive with the
excitation at around 230 K. Between 230 and 290 K, the increasing decay rate causes
the steady-state excited-state population to drop from 100% to zero, and above
290 K the excited-state population is no longer measurable.

This behaviour can be understood intuitively as follows. For a given excitation
wavelength and power, the excitation rate is approximately constant, or at best is
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weakly temperature dependent [59]. The decay rate, on the other hand, is strongly
temperature dependent, as per the Arrhenius law. At low temperature, the excitation
is much faster than the decay, so the steady-state excited-state population approaches
its maximum. As the temperature is raised, the decay becomes faster and begins to
compete with the excitation, causing the steady-state population to drop. At high
temperatures, the decay is much faster than the excitation, any photo-induced
isomerisation is almost instantaneously reversed, and the steady-state excited-state
population falls to zero.

Unlike t1/2, it is not possible to derive a simple closed expression for the steady-
state occupation as a function of temperature from JMAK and Arrhenius models.
However, this can be done relatively straightforwardly using numerical simulation.

We first make the assumption that over a short time interval, Δt, the decay and
excitation act independently. Given JMAK parameters for the excitation and decay

Fig. 11 Schematic of typical steady-state (a) and pseudo-steady-state (b) experiments. In (a), the
sample is illuminated continuously, and the excited-state population builds smoothly to a steady-
state value. This equilibrium population, marked by a dashed black line, is then measured after a
predetermined equilibration time. In (b), the sample is illuminated with a pulsed excitation source
which results in the excited-state population oscillating about an equilibrium value. If the measure-
ment time is slower than the repetition rate, the average population, again denoted by the dashed
black line, is measured

220 L. E. Hatcher et al.



and a current metastable-state population α(t), Eqs. (1 and 4) can be rearranged to
obtain the effective time t0 capturing the progress of the two processes:

α tð Þ ¼ 1� exp �kexct
0
exc

� �
⟹t0exc ¼ � 1

kexc
ln 1� α tð Þ½ � ð10Þ

α tð Þ ¼ exp �kdect
0
dec

� �
⟹t0dec ¼ � 1

kdec
ln α tð Þ ð11Þ

Here, we have distinguished the k and t0 for the two processes with subscript dec
and exc and assumed n ¼ 1 for simplicity.

Having obtained t0exc and t0dec , we can then predict the change in excited-state
population Δα over the time interval t ! t + Δt as follows:

Δα t ! t þ Δtð Þ ¼ 1� exp �kexc t0exc þ Δt
� �� �� α tð Þ� 	

� α tð Þ � exp �kdec t0dec þ Δt
� �� �� 	 ð12Þ

The first term in braces calculates the growth in excited-state population over the
interval due to excitation, while the second term calculates the reduction in popula-
tion due to decay. An adjustment is then applied to clamp α(t) to the range [0, 1].
Provided a sufficiently small Δt is chosen, these simulations provide a good descrip-
tion of the time evolution of the excited-state population for a given set of conditions.

Fig. 12 Steady-state population of the excited-state endo-nitrito (η1-ONO) isomer of the [Pd
(Bu4dien)(NO2)]BPh4 linkage isomer system under continuous illumination at 400 nm as a function
of temperature. This data was taken from Ref. [59]
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Figure 13 shows simulations of steady-state measurements where an initial
excited-state population α ¼ 0 is equilibrated under a fixed kexc ¼ 1.53 �
10�2 s�1 at a range of temperatures where the kdec is set using the Arrhenius
parameters EA ¼ 60.3 kJ mol�1 and ln(A) ¼ 23.8 (Ref. [59], Fig. 9). As well as
predicting the expected fall in the steady-state population with temperature, these
simulations also show that the smaller equilibrium excited-state population is
reached in a much shorter time, decreasing from around 5 min at 240 K to a few
seconds below ~270 K. This is due to the exponential nature of both processes
resulting in rapid excitation and slow decay at small α. The steady-state population
and the time taken to reach it are both important parameters for designing successful
time-resolved experiments.

Finally, it is worth noting that in some cases, pseudo-steady-state experiments can
identify transient species in addition to the ground-state and excited-state isomers
[58]. Like the [Pd(Bu4dien)(NO2)]BPh4 system, the photoisomerisable nitrite ligand
in the [Ni(Et4dien)(η

2-O,ON)(η1-NO2)] complex excites from a nitro (η1-NO2) to an
endo-nitrito (η1-ONO) isomer under illumination (Fig. 14). The steady-state occu-
pation of the endo-nitrito isomer drops to zero from ~140 to 190 K, but under the
steady-state conditions, a second exo-nitrito (η1-ONO) isomer is observed as a minor
species at 5–10% occupation. Molecular dynamics simulations have shown that the
exo- and endo-isomers can interconvert rapidly due to thermal motion [65].

Fig. 13 Numerical simulations of the equilibration of the steady-state excited-state population α
under continuous illumination at temperatures from 240 to 290 K. The simulations are
parameterised with an excitation rate of kexc ¼ 1.53 � 10�2 s�1 and a temperature-dependent
decay rate defined by the Arrhenius parameters EA ¼ 60.3 kJ mol�1 and ln(A) ¼ 23.8, based on the
data from Ref. [59]
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4 Considerations for Pump-Probe Photocrystallography

Section 2 highlighted the important role that research on linkage isomer systems has
played in developing modern photocrystallographic experiments. The detailed under-
standing of the isomerisation kinetics enabled by these measurements, outlined in
Sect. 3, further highlights their potential as model systems for developing TR crystal-
lography experiments. Systems such as the [Pd(Bu4dien)(NO2)]BPh4 complex can be
excited rapidly to high conversion levels, and the thermal decay can be adjusted to a
wide range of timescales simply by changing the measurement temperature.

Fig. 14 Steady-state measurements on the [Ni(Et4dien)(η
2-O,ON)(η1-NO2)] linkage isomer sys-

tem. The photoisomerisable NO2 ligand can adopt the nitro (η1-NO2) (a) and endo- and exo-nitrito
(η1-ONO) (b, c) binding modes. The steady-state occupation of the excited-state endo-nitrito isomer
falls from 100% to zero from ~140 to 180 K, and the transient exo-nitrito isomer is observed in
levels up to ~10% over this temperature window (d). Adapted with permission from Ref. [58]
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The goal of a TR-SCXRD experiment is to monitor the time evolution of the
excited state during pulsed excitation by collecting full X-ray structures averaged
over suitably short time windows. The key benefit of conducting a TR-SCXRD
experiment, in comparison to more established TR spectroscopic measurements, is
its ability to provide full structural information at each time point. For monochro-
matic TR-SCXRD studies, this means that the 3D structures of all reactants, products
and short-lived intermediate species can be determined to better than atomic-scale
resolution. These TR snapshots can then be combined into 3D “molecular movies”,
providing a unique visualisation tool that allows us to watch the solid-state reaction
occurring in real time. It should be noted, however, that only transient species with
lifetimes longer than, or on the order of, the experiment time resolution will be
observed. Nonetheless, the insight provided by these experiments has the potential to
revolutionise our understanding of photochemical reaction mechanisms, which in
turn can inform the targeted design of new systems with enhanced functionality.

In this section, we explore some of the practicalities of TR-SCXRD experiments
to study molecular species with lifetimes in the microsecond to millisecond range,
including the choice of excitation and X-ray sources, X-ray detectors, sample
delivery and data processing, and we also highlight some recent work in this area
using linkage isomer crystals. Photocrystallographic experiments to study solid-state
species with sub-microsecond lifetimes are discussed in chapter “Time-Resolved
Single-Crystal X-Ray Crystallography”.

4.1 Pump-Probe Versus Pump-Multiprobe Measurements

TR experiments are generally designed around a pump-probe measurement
sequence. In the typical experiment illustrated in Fig. 15a, a regular repeating
cycle is set up during which the crystal is excited by a short light pulse (the pump)
at t¼ 0 and is then allowed to return to the ground state during a decay period before
the next pulse arrives. A measurement (the probe) is synchronised to the pump pulse
such that data is collected after a fixed time delay Δt. The short pump pulse generates
a small excited-state population, and the following probe measures the population
over a short time period in line with the target time resolution.

For a TR-SCXRD experiment, the recorded diffraction intensity from the short
X-ray probe is typically weak, and, as a result, the pump-probe cycle must be
repeated many times to obtain sufficient signal-to-noise ratio. This process must
then be repeated with the crystal in many different orientations to collect complete
data for structure solution. In addition, each experiment records a single time delay,
and thus multiple experiments must be conducted at different Δt to build up a picture
of the behaviour across the whole cycle. Taken together, these requirements can lead
to overall experiment times totalling many hours or even days, depending on the
required time resolution, the diffraction power of the sample and its crystal
symmetry.

With the advent of electronically gated detectors with fast readout times, it is
possible to perform “pump-multiprobe” measurements, where multiple Δt are
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Fig. 15 Schematic of typical pump-probe and pump-multiprobe experiments. In the conventional
pump-probe method shown in (a), a single probe pulse is timed to measure the excited-state
population a specified time delay Δt after excitation with the pump light source. The whole
experiment must be repeated for each Δt to be measured. In the pump-multiprobe method shown
in (b), a series of probe pulses are generated after each pulse, allowing multiple time delays to be
recorded in a single experiment. With a pulsed laser source, the pump pulse is determined by the
laser pulse width and is likely to be very short. With an LED pump, the pulse width is likely to be
much longer and can be varied using the controlling electronics
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measured during a single experiment as shown in Fig. 15b. The process is concep-
tually similar to the traditional pump-probe experiment except that all the Δt are
collected in one series after arrival of the excitation pulse. This removes the need for
multiple pump-probe experiments to access different time delays and thus dramat-
ically shortens the overall experiment duration.

4.2 Excitation Sources

Historically, one of the major goals of pump-probe experiments has been to achieve
the shortest possible time resolution. As a result, experiments have generally used
pulsed lasers to provide intense, focussed light pulses with pulse widths in the
nanosecond to picosecond range. For experiments with target time resolutions in
this range, lasers remain the light source of choice.

Intense laser pulses can however present difficulties that should be considered
when planning an experiment. Photocrystallography experiments intentionally use
the smallest crystals possible, within the limit of achieving sufficient diffraction
intensity from the chosen X-ray setup, to maximise the penetration depth of the
pump light through the crystal. As a consequence, a high-power laser pump with a
short pulse duration will likely deliver many more photons per pulse than the number
of molecular absorbers present in the sample volume. This increases the likelihood
of non-linear responses such as multiphoton absorption processes that may be both
unexpected and undesirable [66]. Intense light pulses may also lead to
photobleaching, so that only a fraction of the photons induce photoconversion and
the remaining photons are either not absorbed or, worse, produce laser heating and
accelerate the decay of the excited state and/or damage the crystals.

Laser sources also bring with them several practical issues. The requirement for
careful and often time-consuming alignment, together with the stringent safety
protocols that need to be put in place to mitigate risks to users, adds to the
complexity of the experiment. The cost of both the laser and of the optics needed
to deliver the beam to the sample is generally considerable. Finally, some pulsed
lasers operate at a fixed repetition rate, which somewhat reduces flexibility. If the
timescale of the process being studied is much faster than the time between repeti-
tions, considerable “dead time” is introduced between measurements, whereas if a
system does not relax quickly enough between pulses, it may simply not be possible
to study it with the setup. Newer, variable repetition rate lasers circumvent this issue,
but are considerably more expensive.

If a high intensity and short pulse duration are not required, it may be worth-
while considering other excitation sources. As outlined in Sect. 3, some
photocrystallographic experiments, particularly on laboratory equipment, are
performed using LEDs. LEDs are cheap and readily available in a range of visible
and near-UV wavelengths, can reach a reasonably high power output and can be
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powered and driven by inexpensive electronics. They can also be flexibly built into
custom arrays to fit the diffraction setup, allowing irradiation of multiple sides of the
crystal. This is a distinct benefit over point laser sources, as irradiation at multiple
crystal faces may enhance the achievable photoconversion level. Paired with a
comparatively inexpensive function generator, LEDs can also be pulsed down to
microseconds or faster. Using LEDs in this way provides fine control over the pump-
probe cycle time, including the ability to vary the total cycle time and the portion of
the time for which the LEDs are active. Where the target time resolution allows,
lengthening the LED pump-pulse (c.f. Fig. 15) may be beneficial for some systems
as this helps to spread out the energy load on the crystal in time, potentially
circumventing some of the heating/damage and absorption issues outlined above
and, in principle, accessing higher conversion levels.

4.3 X-Ray Sources

The X-ray source and detector primarily determine how much signal can be accu-
mulated during each pump-probe (or pump-multiprobe) cycle. A high-flux X-ray
source and efficient detector will allow the same signal-to-noise ratio to be obtained
in fewer cycles and a shorter overall experiment duration than with a lower-flux
source or less efficient detector. As well as the absolute time saving, a shorter
experiment minimises the total exposure of the sample to the excitation source,
which is important for systems where excitation causes progressive crystal damage
or bleaching.

Laboratory X-ray instruments are based on the Coolidge hot-cathode X-ray tube.
A tungsten filament cathode is heated to glowing temperature under vacuum to
produces free electrons by thermionic emission. The electrons are accelerated at very
high voltage and directed by an electrostatic lens to impact a metal anode. On
impacting the anode, the majority of the electron kinetic energy is dissipated as
heat, but a small percentage is converted X-ray photons. Electrons deflected by
atomic nuclei produce a continuous spectrum of polychromatic X-rays through the
bremsstrahlung (“braking radiation”) effect. Provided the kinetic energy is greater
than the binding energy, some impacts can eject core electrons to produce vacant
core holes. When these are filled by relaxation of valence electrons, the excess
energy is emitted as X-ray photons with well-defined energies. By filtering the
emission spectrum to remove the bremsstrahlung radiation using monochromator
crystals, monochromatic X-rays at these atomic wavelengths are obtained.

Typical X-ray tubes for crystallography operate at 50 kV and use Cu or
Mo anodes for which the strongest K α emission lines are at 8.046 and
17.480 keV (1.54 and 0.71 Å, respectively). The improved availability of Ag has
also led to sources using Ag K α radiation becoming more common in the laboratory
(22.163 keV, 0.56 Å). The X-ray flux produced by the tube depends on the power
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and the efficiency with which the primary electron beam produced at the cathode is
converted to X-rays by the anode material. The power is a product of the cathode
emission current and the accelerating voltage. The conversion efficiency is propor-
tional to the accelerating voltage and atomic number Z of the anode material and is
around 1.3, 1.9 and 2.1% for Cu, Mo and Ag tubes operating at 50 kV. The power a
tube can be operated at is limited by the heat load on the anode, which must be
carefully controlled to avoid rapid degradation. The anode is therefore typically
water cooled.

Dramatic technical advances in this area in the last 30 years have led to substantial
improvements in the brilliance of laboratory X-ray sources. Microfocus X-ray
sources, capable of focussing the X-ray beam down to a much smaller spot size
than conventional sources, can enhance the brilliance for smaller crystals by ~20�
compared to a traditional sealed-tube source. Rotating anode sources, where the
anode is moved to spread the electron beam over a larger section of the material to
reduce the heat load and allow the tube to operate at higher power, can produce
~60–120� higher brilliance when combined with microfocus optics. Other new
technologies such as liquid metal target and nanofocus sources offer even higher
brilliance, and continuing technological advances in this area make it likely that even
brighter laboratory X-ray sources will be available in the near future [67].

Despite the promising improvements in laboratory X-ray technology, as
discussed in Sect. 4.1, pump-(multi)probe SCXRD measurements are severely
diffraction-limited due to the need for very short X-ray probe times. At shorter target
time resolutions, brighter X-ray sources are thus required to achieve sufficient
signal-to-noise ratio in a reasonable timeframe. As such, most TR-SCXRD studies
have been conducted at third-generation synchrotron sources, where the average
X-ray brilliance is more than a billion times higher than a laboratory X-ray source
[67, 68]. The advent of X-ray free electron laser (XFEL) sources has further
increased the peak brilliance achievable by a further billion- to trillion-fold, enabling
even smaller crystals to be studied at very short timescales.

The required time resolution also dictates the choice of X-ray source. Unlike
laboratory sources, the manner in which synchrotron and XFEL radiation is gener-
ated results in a natural temporal structure [69–71]. Synchrotron sources produce
X-rays in bunches with bunch widths in the region of picoseconds and typical
separations between bunches of a few nanoseconds within the main bunch train,
and single bunches can be isolated in the hybrid fill patterns to obtain a couple of
hundred nanosecond separation to the main bunch train. This structure places a
lower limit on the achievable time resolution. At nanosecond time resolution,
experiments can be conducted by selecting single X-ray bunches from the synchro-
tron beam, while for experiments at microsecond and longer timescales, the syn-
chrotron beam appears continuous, and techniques such as mechanical chopping or
electronically gating the detector can be used to produce probes of the desired width.
Further discussion of fast TR diffraction experiments at synchrotrons can be found in
chapter “Time-Resolved Single-Crystal X-Ray Crystallography”. XFEL facilities
provide access to even shorter timescales, with current sources producing X-ray
pulses as short as a few femtoseconds and developments targeting attosecond time
resolution.
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4.4 X-Ray Detectors

Current X-ray detectors used for crystallography are based on one of three technol-
ogies: charge-coupled device (CCD), complementary metal-oxide-semiconductor
(CMOS) or hybrid photon-counting (HPC) systems.

CCDs are based on early digital imaging technology. Early detectors used a layer
of scintillator material (commonly referred to as a phosphor) to convert incident
X-ray photons into visible photons, which were then directed through fibre optics to
an array of photodiodes to convert the photons to electron/hole pairs. More modern
detectors use materials such as silicon, CdTe and GaAs that absorb X-rays and
produce electron-hole pairs directly (termed “direct detection”). The electrons are
captured in potential wells and accumulated. When the image is read out, the charges
in each well are transferred sequentially to an amplifier, and the signals are digitised
and processed to measure the intensity of X-ray photons received at each pixel and
form a monochrome intensity image.

While well established, CCDs have some notable downsides [72]. Firstly, the
readout process is slow, taking on the order of a second to read out an image, and the
X-rays must be shuttered while this happens. Secondly, thermally generated elec-
trons are also captured in the charge wells, producing a high level of background
noise referred to as a dark current, and mitigating this typically requires actively
cooling the detector. The transfer of charges between wells to the amplifier during
readout can also lead to signal loss and introduce noise. Finally, the charge wells
have a finite capacity that can be exceeded during long exposure times or when
measuring high-intensity reflections. This both saturates the intensity of the pixel
and causes excess electrons to spill over into adjacent wells (an effect termed
“blooming”), leading to distorted peak shapes. The significant background noise
makes it difficult to reliably measure weak reflections, while saturation/blooming
limits the dynamic range and makes it difficult to measure images that contain both
very strong and very weak reflections.

CMOS detectors again evolved from digital photography and improve upon
CCD detectors by attaching addressable amplification and readout logic to each
pixel. By digitising the signal at source and removing the need to transfer charges
between wells during readout, the signal is higher, and CMOS detectors can run at
higher working temperatures with less noise than CCDs. The per-pixel logic also
makes it possible to correct for issues including detector non-linearity, dark current
and detector inhomogeneity at the level of individual pixels [73]. The pixels are
separated with guards that prevent blooming. Although the readout time for a
complete image remains similar to CCDs, addressing individual pixels allows pixels
to be read out in lines to implement a so-called rolling shutter which, if images are
carefully reconstructed after capturing, can considerably reduce the collection time.
On the other hand, saturation remains an issue, limiting the dynamic range, and
incorporating electronics into each pixel requires them to be physically larger than
on CCD detectors.
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HPC detectors operate on a different principle to CCD and CMOS detectors and
function as arrays of independent point detectors [72, 74]. The detector surface
consists of a pixelated substrate made of doped silicon, GaAs or CdTe that absorbs
X-rays and produce electron-hole pairs in proportion to the X-ray photon energy.
The pixels are biased to drive the electrons or holes through a metal interconnect to a
readout chip. (The “hybrid” in the name refers to the way in which the sensor and
readout chip are made separately from different materials and later bonded to create a
working detector.) The readout chip compares the electrical signal to pre-set thresh-
olds and increments a counter if the signal is within the threshold. Compared to CCD
and CMOS detectors, X-ray photons are detected directly with no analogue-to-
digital conversion, and if the thresholds are calibrated for the X-ray energy, the
detector can effectively reject background noise.

While HPC detectors address the primary deficiencies of CCD and CMOS
detectors, the technology nonetheless has some limitations. As with CMOS detec-
tors, the integrated electronics require large pixels. Amplifying and detecting a signal
blocks (“paralyses”) the detector for a short period of time – typically hundreds of
nanoseconds – during which it cannot count additional photons. Each pixel therefore
has a maximum count rate beyond which it will effectively saturate, which is
typically on the order of 105–107 counts per pixel per second. The operating
principle also means that if two photons are captured by a pixel at the same time,
only one will be counted. For completeness, it is worth noting that the digital
counters in the pixels are limited to a maximum by the bit depth, but this is in
practice much higher than for CCD and CMOS detectors and is only likely to be an
issue for long exposures at high flux. For example, the 20-bit counter used on some
PILATUS detectors can count up to 220 � 106 photons per pixel during a single
exposure, which can be compared to a typical ~104–105 photons per pixel for CCD
and CMOS detectors.

A second important feature of HPC detectors is the vastly improved readout
speed. The counters are individually addressable by design and can be read out in
parallel, which makes it possible to read out images in milliseconds, i.e. up to three
orders of magnitude faster than CCD/CMOS detectors. In most detectors, the
readout electronics and counter are connected through logic gates that can be
electronically controlled (gated) by an external trigger signal, allowing them to be
active for periods of time on the order of hundreds of ns, much shorter than the
readout time.

For completeness, we note that the count rate limits of HPC detectors make them
unsuitable for use with XFEL sources. As a result, several XFELs use detectors
based on CCD and CMOS technologies, while others use modified HPC detectors
that integrate the electronic signal over time [75, 76].

Finally, a very recent development to HPC detector technology changes the
fundamental way the data is read out. Rather than counting photons to generate a
2D image, these detectors output a continuous data stream of “events” in which each
detected photon is labelled with a timestamp and the 2D coordinates of the pixel that
detected it [77]. This completely eliminates the readout time, and the stream may
also incorporate external trigger signals for synchronisation with, e.g. a pulsed laser.
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Once the experiment has been performed, the data stream can be processed to
reconstruct 2D images, if needed, or, for example, to count events in a region of
interest (e.g. a single diffraction peak). The key advantages of this readout method
are that (1) it eliminates detector readout time and (2) it allows the time resolution of
the experiment to be decided upon and adjusted after data collection, without
repeating the experiment.

It can be seen from this discussion that – with the possible exception of exper-
iments using XFEL sources – HPC detectors are much better suited to TR experi-
ments than conventional CCD and CMOS detectors. As well as providing better
quality data, including, importantly, the ability to accurately measure strong and
weak reflections in a single image, HPC detectors can also provide much better time
resolution, and this can be adjusted to suit different types of experiment. Most
synchrotron sources now use HPC detectors, and despite their higher cost they are
becoming more commonplace on laboratory instruments. The recent developments
towards continuous readout are even more interesting, since these effectively push
the time resolution close to the limit of the count rate and into the microseconds to
hundreds of nanoseconds range.

4.5 Sample Delivery

For many TR-SCXRD experiments, obtaining a complete time series from the one
crystal may not be feasible. Samples may degrade with exposure to high-intensity
pump light and/or high-flux X-ray beams, and structural changes over many repeated
cycles may lead to accumulation of strain and fatigue. Crystal damage is a particu-
larly important consideration in experiments using high-brilliance X-ray sources
such as synchrotrons or XFELs and high-intensity pulsed lasers, though ideally
should be considered in any photocrystallographic experiment regardless of the
instrumentation and intended time resolution. Also, if an irreversible reaction is
being studied, then it is clearly not possible perform complete pump-(multi)probe
experiments on the same crystal.

These situations call for rapid replacement of the sample and what are commonly
termed “multi-crystal methods”. Multi-crystal methods have mainly been developed
to cater to serial femtosecond crystallography (SFX) experiments conducted at
XFEL sources but are also applicable to synchrotron studies. During XFEL exper-
iments the high-intensity X-ray beam effectively destroys the crystal, and a new
sample is required for each pulse (a so-called “diffract-and-destroy” approach)
[78]. Multi-crystal sample delivery methods are therefore integral to these studies.
The numerous techniques that have become established in recent years can be
separated into two main categories, viz. injection and fixed-target methods.

Injection methods inject microcrystals suspended in a carrier medium, which in
many cases is the crystallisation liquor, into the path of X-ray beam. A variety of
injection systems have been developed [79, 80]. While relatively simple, this
technique suffers from a low hit rate – i.e. most X-ray pulses will fail to hit a
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crystal – and requires large amounts of material, which limits its practical applica-
tion. This method also leads to unavoidable shot-to-shot variation in both the
diffraction quality and power, which must be accounted for by scaling and merging
during processing. For photocrystallographic studies in particular, given the strong
dependence on the size and morphology of the crystal, one would also expect
considerable variation in photoconversion level.

Fixed-target methods instead attach crystals to a target on a translation stage that
allows the X-ray beam to scan the surface during the experiment. Mehrabi et al.
developed a system specifically for TR studies in which 30 mm2 patterned silicon
chips, each containing 20,736 sample wells, are mounted on a nano-translation stage
that enables fast raster scanning across the chip surface to expose different crystals to
the X-ray beam [81]. The chip is usually also scanned prior to the experiment to
identify which grid cells contain crystals, thereby removing an element of uncer-
tainty and drastically improving the hit rate compared to injection methods. How-
ever, it is important to ensure during mounting that crystals are well separated to
avoid contamination between measurements. The better control of the crystal sam-
pling afforded by fixed-target methods makes them potentially better suited to
chemical crystallography in general and photocrystallography in particular.

4.6 Data Processing

Another important consideration in a TR-SCXRD experiment is the data processing.
Whereas most conventional spectroscopic techniques generate data that is straight-
forward to visualise – if not to interpret – the raw data collected in a SCXRD
experiment requires extensive processing to analyse.

At a basic level, a traditional SCXRD dataset consists of a series of 2D diffraction
patterns captured as the crystal is rotated to bring different regions of its reciprocal
space onto the detector. The series of images is first subject to a peak-finding
procedure, by which all of the reflections are identified, and the reflections are
then indexed to obtain a unit cell, space group and an orientation matrix describing
the orientation of the crystal with respect to the diffractometer axes. Once this is
complete, the diffraction images are integrated to obtain the intensities of the
diffraction spots, resulting in a list of relative intensities with assigned Miller indices
(hkl). This information is then used to obtain an initial crystallographic model – a
unit cell and a set of atom positions – in a structure solution, and the model is
iteratively refined to obtain a best fit to the data.

There are a number of commercial and open-source software programs for
SCXRD data processing. The vast majority have been developed for laboratory
experiments and as such use graphical user interfaces (GUIs) that require consider-
able user interaction in their standard operation, although some programs offer
automatic processing routes that aim to automate part or all of the workflow. As
TR-SCXRD experiments typically produce vast amounts of data very rapidly by
design, it is desirable, even essential, to obtain an initial set of solutions and
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refinements “on-the-fly” to quickly confirm the quality of the measurements and to
ascertain whether a chosen set of experimental conditions is giving the desired result.
Such on-the-fly processing requires a fast, reliable auto-processing pipeline. We
venture that this can be best achieved using command-line-based programs that can
be controlled via an external script without the need for user interaction. Automated
processing is particularly essential for making efficient use of the limited experiment
time available at synchrotron and XFEL facilities; processing scripts can easily be
incorporated into workflows so that they are started automatically and can provide
real-time feedback to users to enable fast decision-making.

In a traditional pump-probe experiment, data can be simply accumulated until
enough signal is obtained over an angular rotation, and once a full set of crystal
orientations have been measured, the data can be processed immediately using
standard workflows. For pump-multiprobe experiments, which record data for
several time delays simultaneously, additional preprocessing steps are required to
prepare the data for analysis. The data from individual time delays must be sepa-
rated, and multiple images collected for a given time delay/rotation may then need to
be summed to obtain sufficient signal-to-noise ratio. Automated routines are
required to prevent this from becoming a bottleneck during an experiment, and
given the huge amount of data involved, this may require access to high-
performance computing clusters. After the data has been sorted and preprocessed,
individual datasets are obtained for each time delay, which can be treated as regular
SCXRD datasets and processed as outlined above.

Although ab initio structure solution may be possible with data from individual
time delays, for rapid auto-processing routines, a good-quality starting model for
both the ground state and the photostationary excited state is optimal. These can be
obtained from low-temperature steady-state photocrystallographic measurements
carried out in preparation for the TR-SCXRD study. By using these as reference
models when refining the TR data, the occupations of known excited-state species
can be quickly and automatically refined. Identifying unknown short-lived species is
more complicated, but can be approached by looking for new features in Fourier
electron density difference maps generated between the TR structures and the
ground-state structural model (termed “photodifference maps”). If new short-lived
species are identified, they are likely to be present at a low population level and will
require a new disorder model to be created to refine the data against. At present there
is no substitute for an experienced crystallographer in this situation, and user
intervention is thus still required.

In summary, the aim of automatic data processing pipelines in pump-(multi)probe
SCXRD experiments should be to automate the routine parts of the data processing
and enable users to quickly identify datasets that show changes or new structural
features of interest so that these can be investigated manually by an experienced
crystallographer. Automatic processing pipelines are absolutely critical to the suc-
cess of TR studies and will only become more important as these methods progress
towards faster data collections at higher time resolution.
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4.7 Sub-second Linkage Isomer Studies

Solid-state linkage isomer systems have traditionally been studied for their ability to
access long-lived metastable states at low temperatures, and as such comparatively
little work has been done to explore the potential for fast single-crystal switching at
higher temperatures. However, the solid-state kinetics discussed in Sect. 3 highlight
the strong temperature dependence of the excited-state lifetime, and spectroscopic
studies conducted at or near ambient temperature indicate that faster pump-probe
diffraction studies should be possible if the correct experiment temperature is
selected [25].

In 2017, Casaretto et al. reported the first laboratory-based pump-probe diffrac-
tion study following the photoisomerisation in crystals of the archetypal iron-nitrosyl
system sodium nitroprusside [82]. The laboratory pump-probe setup incorporated an
electronically gated HPC detector, a microfocus X-ray source and a complementary
transient absorption spectroscopy setup. The study followed changes in the relative
intensity of Bragg reflections known to change significantly through the
isomerisation, which were used to infer a conversion of c.a. 1% to a short-lived
photo-induced isomer with 6 ms time resolution at 150 K. The results of this study
are encouraging and pave the way towards further pump-probe diffraction studies on
linkage isomer crystals, aiming to obtain full 3D crystal structures in line with the
fast time-resolved experiments on other photoactive materials conducted at synchro-
tron and XFEL facilities.

5 Conclusions

This chapter has outlined some of the key developments and challenges in the study
of solid-state linkage isomerism as a model for solid-state photochemical reactions
and in particular has highlighted the wealth of structural and kinetic information that
can be obtained by in situ single-crystal photocrystallography experiments. While
long-lived metastable isomers are easily characterised using traditional X-ray
photocrystallography methods in the laboratory, identifying shorter-lived excited-
state species requires time-resolved experiments at synchrotron sources. With the
increasing availability of state-of-the-art X-ray sources and detectors, it is conceiv-
able that time-resolved photocrystallography measurements at millisecond and pos-
sibly even microsecond timescales may soon be routinely achievable in the
laboratory. This will greatly support the development of faster time-resolved dif-
fraction methods at synchrotron and XFEL facilities, helping to transform what is
currently a specialist research area into a routine and widely available technique for
real-time visualisation of solid-state photochemical reactions. This is an exciting
prospect with the potential to revolutionise our understanding of photoactivated
processes in the solid state and to drive the development of new and improved
functional materials for applications including catalysis and molecular data storage.
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Abstract In this chapter the development of time-resolved crystallography is traced
from its beginnings more than 30 years ago. The importance of being able to “watch”
chemical processes as they occur rather than just being limited to three-dimensional
pictures of the reactant and final product is emphasised, and time-resolved crystal-
lography provides the opportunity to bring the dimension of time into the crystallo-
graphic experiment. The technique has evolved in time with developments in
technology: synchrotron radiation, cryoscopic techniques, tuneable lasers, increased
computing power and vastly improved X-ray detectors. The shorter the lifetime of
the species being studied, the more complex is the experiment. The chapter focusses
on the results of solid-state reactions that are activated by light, since this process
does not require the addition of a reagent to the crystalline material and the single-
crystalline nature of the solid may be preserved. Because of this photoactivation,
time-resolved crystallography is often described as “photocrystallography”.

P. R. Raithby (*)
Department of Chemistry, University of Bath, Bath, UK
e-mail: p.r.raithby@bath.ac.uk

http://crossmark.crossref.org/dialog/?doi=10.1007/430_2020_74&domain=pdf
https://doi.org/10.1007/430_2020_74#DOI
mailto:p.r.raithby@bath.ac.uk


The initial photocrystallographic studies were carried out on molecular com-
plexes that either underwent irreversible photoactivated processes where the con-
version took hours or days. Structural snapshots were taken during the process.
Materials that achieved a metastable state under photoactivation and the excited
(metastable) state had a long enough lifetime for the data from the crystal to be
collected and the structure solved. For systems with shorter lifetimes, the first time-
resolved results were obtained for macromolecular structures, where pulsed lasers
were used to pump up the short lifetime excited state species and their structures
were probed by using synchronised X-ray pulses from a high-intensity source.
Developments in molecular crystallography soon followed, initially with monochro-
matic X-ray radiation, and pump-probe techniques were used to establish the
structures of photoactivated molecules with lifetimes in the micro- to millisecond
range. For molecules with even shorter lifetimes in the sub-microsecond range, Laue
diffraction methods (rather than using monochromatic radiation) were employed to
speed up the data collections and reduce crystal damage. Future developments in
time-resolved crystallography are likely to involve the use of XFELs to complete
“single-shot” time-resolved diffraction studies that are already proving successful in
the macromolecular crystallographic field.

Keywords Excited state lifetimes · Lasers · Macromolecules · Metastable states ·
Photochemistry · Photocrystallography · Solid-state · Synchrotron radiation · Time-
resolved crystallography · XFELs · X-rays

Abbreviations

CCD Charge coupled device
DFT Density functional theory
ES Excited state
ESRF European Synchrotron Radiation Facility
EXAFS Extended X-ray absorption fine structure
FWHM Full width at half maximum
GS Ground state
HATRX Hadamard time-resolved crystallographic experiment
LIESST Light-induced excited spin-state trapping experiment
PES Photoelectron spectrum
RATIO Method for collecting sequential laser-on and laser-off X-ray data
XAFS X-ray absorption fine structure
XFEL X-ray free-electron laser
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1 Introduction

Over the last century, single-crystal X-ray crystallography has developed into the
optimum method for determining the molecular structure of materials in the crystal-
line state and, as this volume of Structure and Bonding shows, now underpins many
aspects of the physical and life sciences. What the standard crystallographic method
provides is a full three-dimensional picture of the structure of the starting material
and of the product of the reaction if both can be obtained in a crystalline form. What
it does not do is provide a pathway by which the starting material is converted into
the product, and, since the reaction may not occur in the solid state, the immediate
relevance to a solution or gas phase chemical reaction may not be apparent [1].

The reason for this inability to follow a solid-state chemical process is because the
single-crystal X-ray crystallographic experiment is both space and time averaged. In
terms of space averaging, every unit cell in the crystal contributes to the diffraction
pattern obtained, so if some molecules within the crystal are changing and others are
not, an average of the structures will be obtained. This is commonly observed in
crystal structures when, for example, various parts of the molecule adopt different
orientations in different unit cells or lattice solvent molecules adopt different orien-
tations; this is termed disorder [2]. The crystallographic experiments are also time
averaged. Although a single X-ray photon may interact with the electron cloud that
surrounds an atomic nucleus in crystal in 10�18 s, it has to be remembered that in a
single-crystal X-ray crystallographic experiment, the whole crystal has to be sam-
pled. Typically, the crystal may contain 1015 molecules or more, and even with
modern laboratory-based diffractometers, the sampling process takes between
minutes and hours, so that the crystal structure obtained is an average over the
whole duration of the data collection [3].

A further problem associated with following chemical or biological processes
within a single crystal is the retention of crystallinity throughout the process since a
loss of crystallinity caused by degradation of the crystal means that a single-crystal
diffraction experiment is no longer viable. This limits the type of reaction that can be
followed. Adding a reagent to a crystal to facilitate a chemical reaction will usually
destroy the crystal, although there are an increasing number of examples, often
associated with crystals of framework structure materials, where small molecules
(liquids or gases) can be introduced into the crystal and can undergo a reversible or
irreversible physical or chemical process [4–6]. A much easier way of facilitating a
single-crystal-to-single-crystal reaction is to use an external medium such as irradi-
ation with light [7–9], application of pressure [10–12] or change in temperature [13–
15] which is less likely to disrupt the crystalline lattice, and such experiments have
been becoming more feasible over the last few decades because of advances in
technology.

Over the last three decades, developments in synchrotron facilities, X-ray detec-
tors, cryogenic apparatus, laser technology, computing power and data storage
capacity have all enabled single-crystal X-ray studies to provide information about
solid-state reactions and dynamic processes that occur in crystals. Now chemical and
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biological processes that occur in crystals can be monitored in “real time”, and three-
dimensional structural information on species that exist in the solid state for only
fractions of a second may be obtained [16–18]. Regarding the external media for
inducing reactions in crystals, the use of “light” has proved the most popular and is
arguably the least likely to cause crystal degradation. Photochemically induced
chemical reactions are relatively easy to control. The size, shape and intensity of
the incident beam can be controlled using a wide variety of optical equipment and,
when using a tuneable source, the wavelength can be varied to match the process
involved. This has led to the development of “photocrystallography” [19], a term
attributed to Philip Coppens [20], one of the pioneers in the area, although the
crystallography of photoactivated species is also included in the description of
“photosalient” processes [21] or, more generally, as “time-resolved” crystallogra-
phy. With all the technological developments, the speed of a full single-crystal X-ray
data collection has been reduced to minutes particularly when a high-intensity
synchrotron source is used. This has provided the opportunity to undertake a
whole range of new crystallographic experiments that can follow the dynamics of
a chemical process and obtain a full three-dimensional picture of photoactivated
species. This chapter will highlight some of the technological and experimental
results that have been obtained in the first 20 years of the twenty-first century.

Of all the technological advances that have facilitated the growth of
photocrystallography, it is the more general availability of synchrotrons as research
tools that has proved to be most important. They have been used to apply a range of
analytical techniques to study chemical and biological samples by providing high-
intensity electromagnetic radiation as the probe. A synchrotron is a storage ring in
which electrons are accelerated around the ring at speeds approaching the speed of
light and, as a consequence, are subject to relativistic effects. This causes the
electrons to circulate around the ring in discrete bunches. The resultant radiation is
used in different experimental stations which are at the end of beamlines radiating
out tangentially from the storage ring. Some of these beamlines are dedicated to
crystallographic experiments and use X-rays with wavelengths in the range
0.4–2.5 Å [22]. A schematic representation of a synchrotron ring is illustrated in
Fig. 1 which shows how the electrons are initially accelerated from their source
through a linear accelerator, through a booster synchrotron into the main storage ring
where their circular orbits are controlled by magnetic fields and their energies are
controlled by insertion devices which guide the X-ray beam to the experimental
hutch where the X-ray diffractometer sits.

2 Photocrystallographic Methodology

The type of photocrystallographic experiment that can be carried out is dependent on
the lifetime of the photoactivated species that is being studied. The lifetimes of the
various processes can range from hours to femtoseconds as are summarised in Fig. 2
so that the type of experiment that can be carried out and the results that can be
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obtained must be considered carefully beforehand. The photoactivated “excited
state” (ES) must exist for longer than the time required for the data collection,
although it can be maintained by repeatedly or continuously pumping light into
the system. The experiment and the chemical process that is being studied must be
brought on to a common timescale for the experiment to be successful. This can be
achieved either by slowing the photoreaction down to the timeframe of the crystal-
lographic experiment or speeding up the experiment to match the lifetime of the
excited state species. The photoreaction can be slowed down by effectively using
trapping strategies, e.g. chemical- or cryo-trapping methods, which involve a sudden
change in the reaction conditions in order to “freeze” the reactant in a transient state
for a period of time long enough to permit the analysis. While there are some
advantages to this approach, the trapping process may change the natural progress
of the solid-state reaction. To be sure of observing the true reaction pathway, it may
be advisable to adopt the second strategy and speed up the data collection method-
ology so that the photoinduced process can be followed in real time.

In summary, the shorter the lifetime of the photoexcited species, the more
challenging is the photocrystallographic experiment that is required to characterise

Fig. 1 A schematic of a synchrotron ring showing a tangential beamline
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the structure of the excited state. Photocrystallographic experiments can be
characterised into three types depending on the lifetime of the excited state species.

2.1 Steady-State and Pseudo-Steady-State Methodologies

At longer timescales, from milliseconds upwards, “steady-state” or “pseudo-steady-
state” experiments can be carried out using standard single-crystal X-ray diffraction
methods [8, 18, 23] with monochromated X-ray radiation. The steady-state meth-
odology is used typically to study metastable excited states, those with lifetimes of
hours up to infinity, if the excited state is generated and maintained at the appropriate
low temperature [24]. The metastable state is generated, at a given temperature, by
irradiating the sample for a period long enough to maximise the conversion from the
ground state. The irradiation is then stopped, and a standard single-crystal X-ray data
collection is performed. Under these experimental conditions, there are no concerns
about sample heating from the irradiation source since this has been switched off
prior to the start of the data collection. This process is illustrated in Fig. 3a where the
ground state, unexcited structure is collected first (in order to provide a benchmark
against which changes in the photogenerated excited state can be compared), then
the excited state is generated with light irradiation and finally the structure is
redetermined using X-rays, the light source having been turned off. Pseudo-steady-
state methodology is used to study samples with slightly shorter excited state
lifetimes, usually in the range of milliseconds to minutes. In these experiments the

Hours
• Population dynamics of isomerisation & dimerisation in crystals

Minutes
•Population dynamics of somerisation & dimerisation in crystals

Milliseconds
•Population dynamics of linkage isomerism

Microseconds
•Triplet states & luminescence

Nanoseconds

•Triplet states & luminescence

•Singlet states, fluorescence & electron transfer

Picoseconds

• Triplet states & luminescence

• Singlet states, fluorescence & electron transfer

• Electron transfer dynamics

Femtoseconds
•Initial stages of chemical reactions

Fig. 2 Timescales of the dynamic processes that occur in chemistry
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crystalline sample is irradiated throughout the data collection to maintain a constant
excited state occupancy, as illustrated in Fig. 3b. This shows the excited state being
pumped up to a “steady state” with repeated pulses of light before the X-ray data
collection commences, the excited state being maintained throughout the data
collection by continued pulses of light. Thus, this method requires an effective
means of illuminating the crystal fully throughout the data collection without the
movement of the diffractometer blocking the illumination source at any point. Since
the sample is irradiated throughout the experiment, heating effects at the sample
resulting from the irradiation source may result and have to be mitigated.

2.2 Stroboscopic or Pump-Probe Methodologies

In order to study transient photoinduced species, with lifetimes of microseconds and
below, “stroboscopic” or “pump-probe” photocrystallographic methods are required
as shown in Fig. 3c, the sample being repeatedly re-excited and only probed by the
X-rays when in the excited state. The experiments generally require short-duration
light and monochromatic X-ray pulses to be generated that are synchronised to arrive
at the sample position in a specific time sequence [25] or to use a time-gated detector
which is synchronised with the light pulses [26] so that X-ray data is only recorded
when the crystal is activated. The light source for these experiments is usually a

Sample

X-rays

Light source

a

Sample

X-rays

Light source

b

Sample

X-rays

Light source

c

Fig. 3 Schematic diagrams to show the timing sequences used in the different types of
photocrystallographic experiments: (a) steady-state methods, (b) pseudo-steady-state methods
and (c) pump-probe methods. Taken from Ref. [18] with permission from Elsevier
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pulsed laser that generates pulses on the nanosecond or picosecond timescale. The
X-ray source can be pulsed in a number of ways. Initially, for experiments involving
crystalline species with lifetimes in the nanosecond to microsecond range, the X-ray
pulses were generated by placing a mechanical chopper in the incident beam [25, 27]
which interrupts the beam so that the X-rays are only “on” in synchronisation with
the laser pulse. When using these short pulses, the X-ray flux that impinges on the
crystal is limited, and in order to overcome this problem, high-intensity synchrotron
radiation is normally required. Even with this higher X-ray intensity, many pump-
probe laser and X-ray cycles are required per data collection frame to build up a
sufficiently strong diffraction image, and many frames are required in order to obtain
a complete X-ray data set. The repeated pumping and probing usually has a
detrimental effect on the crystalline sample, and significant sample heating effects
may also be a problem.

One development to overcome the crystal degradation problem has been devised
and used effectively in the macromolecular crystallographic community, and that is
the pump-multi-probe method based on the Hadamard transformation [28]. In the
conventional pump-probe approach described above, the photoactivation event is
initiated by a laser pulse and then probed at a later time by an X-ray pulse, so that
every laser (pump) pulse is followed by a single probe (X-ray) pulse after a
predetermined time delay (see Fig. 4a). Therefore, to measure n time points,
n pump-probe pairs are required. In contrast, in the Hadamard approach, each
pump pulse is followed by a sequence of probe pulses, and the total signal from
each sequence is recorded in a single measurement (see Fig. 4b). The sensitivity of
the experiment is thus defined by the total number of photons in the complete probe
sequence, with the time resolution defined as the total probe sequence length divided
by the number of pulses. This method no longer limits the time resolution that can be
achieved to the brilliance of the X-ray source by summing the time points across the
probe sequence. It also gives an improved signal-to-noise ratio because of the larger
number of photons recorded during the measurement.

As in standard pump-probe experiments, n pump-probe sequences are required to
measure n time points. The pattern of the probe sequence is represented as rows of a
nxnmatrix (S) obtained from the Hadamard sequence. The simplest case is shown in
Fig. 4b where each row of the matrix (and the probe sequence) is obtained by cycling
by one element from the previous row to the left (see Fig. 4c).

For the Hadamard time-resolved experiment, the photoactivation is initiated and
then the complete probe sequence (first row of the S matrix) is recorded as a single
image. This process is repeated on the sample after relaxation but with the probe
sequence now defined by the second row of the Smatrix, until all the rows have been
completed. The resulting encoded signals from the n excitations are then collated to
form a vector W of length n. The time-dependent signal, It, is then obtained by
reversing the probe sequence encoding by multiplying the vector W by the inverse of
the matrix S, so that It ¼ S21W. A time-resolved crystallographic Hadamard
experiment has been dubbed a HATRX experiment.
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2.3 Laue Methods

The time-resolved experiments described so far have used monochromatic X-ray
radiation. An alternative way of overcoming the limited flux in short-duration time-
resolved crystallographic experiments is to change from monochromatic radiation to
the Laue method where polychromatic X-ray radiation is used [29, 30]. The main
advantage of the Laue method is the broader energy range used, compared with the
narrow beam from a monochromator. This results in a substantial increase in
intensity. The method used in both molecular [31] and macromolecular [32] crys-
tallographic experiments is often called the pink-Laue method as “pink” indicates
quite a small range of wavelengths as opposed to all the wavelengths available in the

Fig. 4 (a) The time
sequence for the classical
pump-probe method
showing three time delays.
(b) The simplest Hadamard
pulse sequence set up to
measure three time points.
(c) The 3 � 3 Hadamard
S matrix showing how each
row produces a single
summed intensity for each
reflection on the detector
(w1, . . ., wn) forming the
vector W.
Figure reproduced from
Ref. [28] with permission
from Nature Methods
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full “white” beam. The pink-Laue method eliminates the need for the thousands of
pump-probe cycles required in the stroboscopic method used for monochromatic
data sets [33]. Because of the reduced time for the experiment, the crystal deterio-
ration caused by laser and X-ray exposure may be reduced and the heating caused by
the repeated laser pulses may also be reduced. In the best possible case, a single
synchrotron pulse is sufficient to record a good enough diffraction pattern to solve
the crystal structure [34]. In other examples several pump-probe cycles are required
before a sufficiently intense diffraction pattern is obtained.

For pink-Laue data, a wavelength dependence correction has to be applied to the
intensity data, because diffraction spots are being obtained from many wavelengths,
and there also has to be a fitting of intensities of equivalent reflections that appear.
With molecular crystals having relatively small unit cells, this scaling of intensities is
challenging because there are relatively few of them. To avoid this difficulty, the
RATIO method can be used [35], a method that will be explained in further detail
below. A second complication with pink-Laue data is that there is a steep slope of
wavelength distribution on the high-energy side of the pink-Laue spectrum. A small
change in the unit cell dimensions on exposure, as would be expected with excita-
tion, might lead to anomalous values of the on/off ratios of reflections scattered by
wavelengths in this narrow region. The effect would be small if the conversion
percentage from the ground to the excited state is small and also if the temperature
increase is small. The affected reflections can be identified in the analysis of
equivalent reflections and confirmed by checking the calculated wavelength from
the Bragg angle and the hkl index after indexing. These can be removed from the
averaging procedures and used to establish the structural changes that have taken
place in the excited state.

As indicated above, the most sensitive measure of the structural change in a
crystal when it is photoactivated into an excited state is the observed change in
intensity of each of the reflections. In the RATIO method [35], this intensity
difference is identified by using the on/off ratios as the observables in the activated
structure refinement program LASER [36]. As explained in the previous paragraph,
the advantage of the RATIO method when used in a Laue data collection is the
elimination of the need to have a spectral curve to determine the wavelength at
which each reflection is observed. To exploit the method, the laser-on and laser-off
intensities for each reflection need to be collected immediately after one another.
This eliminates variations in the intensity of the X-ray beam over time. This, in turn,
adds an error to the intensity of the individual reflections and also eliminates the
effect of any slow deterioration of the crystalline sample. In addition, slight differ-
ences in the absorption correction may occur if the laser-on and laser-off reflections
were collected at different times in different settings. Finally, scaling is not required
as the paired frames are collected at the same temperature and under the same
conditions.

Even with these advances, it is often necessary to use multiple crystals of a
crystalline sample, because of crystal deterioration, in order to obtain a complete
data set. Scaling of the data sets is then required before electron density maps can be
calculated and the structure solved and refined. Various scaling methods have been
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applied from the simplest form which is based on the fractional change of each of the
reflections on exposure to light to more sophisticated weighted least-squares scaling
[31, 37].

Once the Laue data has been collected and the data set corrected, as with
monochromatic photocrystallographic experiments, it is usual to compute a Fourier
photodifference map to evaluate the structural changes that occur upon photoexci-
tation [38]. When using the RATIO method, the photodifference Fourier map is
simply based on the difference between the observed laser-on and laser-off structure
factors [29, 39]. These calculations are based on the fact that the crystal does not
change phase (crystal system or space group) upon excitation which is generally true
because percentage conversions from ground to excited state structures upon exci-
tation are low for the short-lived species generated.

In an alternative approach to the pump-probe experiments, rather than
synchronising the laser pump pulses with X-ray probe pulses generated by use of
a mechanical chopper, new detector technology has allowed the X-ray detector to be
synchronised with the laser pulse so that the detector only records X-ray intensity
while the laser is on (or records after a designated time delay). These new detectors
have fast read-out times, have the ability to internally stack series of recorded images
and, most importantly, provide very fast and reliable “gating” affording fine control
of when the detector is recording or not. With the efficiency of these detectors, some
of the limitations of the X-ray flux can be minimised, and it is possible to consider
the use of laboratory X-ray sources instead of synchrotrons for some longer lifetime
photocrystallographic experiments. The use of a gated hybrid pixel detector,
mounted on a conventional laboratory X-ray diffractometer, has been proven in an
analysis of the photoinduced linkage isomerism of sodium nitroprusside [26]. The
light-induced intensity variation between ground and excited states was detected at
the 1% level, caused by the photoswitching of the nitrosyl group, and this change
could be detected in a 6 microsecond window. The experimental approach is
illustrated in Fig. 5. In the experiment a continuous X-ray beam impinges on the
sample, and during the pump-probe cycle, with the structure continuously changing,
the scattered diffraction pattern is sampled by the gated detector. The X-ray signal is
only detected during a short adjustable window X(t). The laser pulse serves as a
trigger for the gating of the detector and synchronisation with a tuneable time delay
Δt. The maximum time resolution possible is also dependent on the electronic
response time of the X-ray detector.

With the gated hybrid pixel detector, the photon counting statistics determine
the quality of the data, and there is no dark current or read-out noise as with a
conventional CCD detector. The signal acquisition is defined by a tuneable mea-
surement time window (X(t) in Fig. 5) whose temporal width is only limited by the
detector response time, which is the order of 100–200 ns. Also, with the pixel
detector, it is possible to have a number of simultaneous measurement windows,
with different delay times that can be acquired by the detector at the same time.
This means that multiple time-resolved experiments could be carried out at the
same time.

Time-Resolved Single-Crystal X-Ray Crystallography 249



2.4 Sub-picosecond and XFEL Methodologies

The interest in studying chemical and biological processes with shorter and shorter
lifetimes using time-resolved crystallographic techniques continues to grow as
technological advances make the picosecond and sub-picosecond time regimes
accessible. The structure of the synchrotron beam itself can help with these devel-
opments. The relativistic effects on the electrons circulating the storage ring at
speeds approaching that of light mean that they orbit the ring in discrete bunches
[22]. Thus, the synchrotron radiation produced is naturally pulsed with a repetition
rate that is determined by the period of the electron orbit around the ring. For third-
generation synchrotrons, this is typically in the nanosecond to picosecond time
regime. Therefore, pump-probe time-resolved experiments on species with lifetimes
within this timeframe can be carried out without the need for a mechanical or
electronic shutter to pulse the X-rays, and the laser repetition rate is synchronised
with the repetition rate of the storage ring [40].

In order to cover all dynamic chemical processes, the ultimate aim must be to use
photocrystallographic methods to investigate the initial stages of a chemical reaction
that occur on femtosecond timescales [41]. The study of species with
sub-picosecond lifetimes requires the development of “single-shot” diffraction
methods where the whole diffraction pattern of the crystal is obtained in one X-ray
pulse. Here the flux of the X-ray pulse needs to be extremely high in order to achieve
a measurable pattern. Laue techniques provide sufficient flux to obtain the result, but
the development of X-ray free-electron lasers (XFELs) with several orders of
magnitude more flux than the most powerful synchrotrons is the obvious tool to

Fig. 5 A continuous X-ray beam with a scattered signal sampled by a fast-gated detector (only one
delay time shown). The figure is reproduced from Ref. [26] with permission from the IUCr
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use to achieve this goal. The “diffract-and-destroy” approach has been developed at
XFELs to study macromolecular systems [42–45]. From these and related studies, it
is apparent that the direction-controlling, initial stages of a chemical reaction appear
at timescales faster than are accessible through the use of synchrotrons which
effectively have a 100 ps limit. The volume of data that is collected in one of
these studies is enormous. For example, in the study of the initial stages of the
photoexcitation of the photoactive yellow protein (PYP), which is triggered by the
trans-cis isomerisation of the coumarin chromophore, 2.5 � 106 snapshots were
recorded to 1.6 Å [46]. With these advances, and with the large number of data sets
being collected accurate scaling between these data sets is required to obtain reliable
results. It has been found from scaling analyses that the anisotropy of absorption
following sample excitation can be pronounced and depends on the orientation of the
crystals in the laser beam [47] so that this factor has to be taken into consideration if
accurate analysis of molecular samples is to be achieved in the future.

3 The Beginnings of Time-Resolved Crystallography

3.1 Macromolecular Photocrystallography

The initial developments in time-resolved crystallography came in the area of
macromolecular crystallography because of the interest in important biological
processes. These studies required faster data collection and processing techniques
than had been standard. Biological crystals are also prone to decomposition partic-
ularly as a result of X-ray radiation damage, so the use of Laue methods could
achieve faster data collection with less crystal decay.

The first nanosecond time-resolved macromolecular crystallographic study using
Laue techniques, with a broad range of wavelengths (white beam), was reported in
1996 when Moffat and co-workers reported a study of the photodissociation mech-
anism of carbon monoxide in carbon monoxy-myoglobin (MbCO) [48]. The MbCO
system had previously been studied in depth by ultra-fast spectroscopic techniques,
and, as a result, the photoactivity of the complex in solution had been established
[49–51]. In the experiments carried out at the European Synchrotron Radiation
Facility (ESRF), Moffat et al. employed a pump-probe strategy consisting of an
initial 7.5 nm-wide laser pump pulse at λ ¼ 630 nm, followed by an X-ray probe
pulse timed to arrive after a specific delay (τ). This delay was varied so that six
different data sets were completed at intervals of between τ ¼ 4 ns and 1.9 ms. The
analysis of the data from the 4 ns and 1 μs data sets showed that regions of negative
electron density appeared where the coordinated CO molecule had been. These
observations confirmed the results of the earlier solution-based spectroscopic studies
that photolysis of the Fe–CO bond had occurred and indicated that a similar occurs in
the single crystal. The crystallographic data also showed a region of positive electron
density below the heme centre, suggesting that the iron atom moves out of the heme
plane as a result of the Fe–CO bond cleavage. This is consistent with the CO group
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having dissociated from the iron and moved away from its binding position. The data
sets collected with longer delays of above 1 μm did not show these electron density
features, which is consistent with the CO recombining with the heme unit and the
whole system re-relaxing back to the ground state, the whole process being com-
pleted within a few milliseconds. In a subsequent study, by the same research team,
in 2001, further data sets were obtained with time delays of between 1 ns and 1 μm,
and analysis of these data showed the position of transient docking sites within the
heme pocket in which the photodisassociated CO sat [52]. The relative positions of
these docking sites provided information on the photodissociation process and
kinetic data describing the ligand recombination process.

The success of this time-resolved approach in establishing the pathways of biolog-
ical processes led to further ground-breaking studies of proteins in photoactivated
states with lifetimes down to hundreds of picoseconds [53, 54]. Using these pioneering
techniques, it has proved possible to construct “molecular movies” that describe the
full biological process in three dimensions [55].

While macromolecular time-resolved crystallography is not the focus of this
chapter, the research area has continued to lead the discipline in terms of innovation
taking full advantage of developments of, initially, synchrotron facilities [56–58]
and, more recently, of the power of the XFELs [59–64]. The molecular crystallog-
raphers have much to learn from their macromolecular colleagues not least in the
area of the treatment of crystal damage in high-intensity X-ray beams [65–67] and in
the adaption of multi-crystal data collection techniques [68].

3.2 Molecular Photocrystallography

Research into photoactivated changes in single crystals of molecular compounds
commenced in the 1960s when Schmidt and Cohen reported that a series of trans-
cinnamic acid derivatives underwent irreversible [2 + 2] photodimerization cyclo-
addition reactions in the solid state [69–71]. In these pioneering studies, the authors
highlighted the importance of the surrounding crystalline environment on the path-
way of the photodimerization reaction. They presented a series of key criteria that
needed to be satisfied if a single-crystal-to-single-crystal transformation was to
take place without significant crystal deterioration. These criteria were generalised
in the Topochemical Postulate, stating that the photoreaction will follow a mini-
mum energy pathway that imparts the lowest level of steric strain to the surrounding
crystal environment. This meant that only transformations that proceeded
topotactically, that is, with the minimum amount of movement at the atomic level
could occur without crystal decay. Some subsequent improvements have been made
[72] and several exceptions found [73], but the Topochemical Postulate remains an
effective guide in the design of systems that undergo high levels of photoactivated
[2 + 2] cycloaddition. More recently, crystal engineering techniques have been
applied to the design of systems [73] that readily undergo photoactivated [2 + 2]
cycloaddition reactions in the solid state, but the basis of the Postulate remains
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largely intact. The crystal engineering methodologies applied to the design of mono-
mers with suitable separations and orientations have included templating methods
using both metal ions and hydrogen bonds and co-crystallisations and host-guest
chemistry. Because the solid-state [2 + 2] cycloaddition process is irreversible,
diffraction data can be collected at various stages throughout the reaction simply
by pausing the irradiation at convenient intervals. Solid-state kinetic data has been
obtained in this way on cycloaddition reactions by following the photoreaction as a
function of irradiation time using single-crystal X-ray diffraction methods [74–76].

Irreversible solid-state photoreactions permit the full three-dimensional structures
of the starting material and of the product to be determined using conventional
single-crystal X-ray crystallographic methods as long as crystal integrity is
maintained throughout the process. However, for reversible dynamic processes in
the solid state, effectively snapshots of the structures in their excited states must be
obtained, taking into account the lifetime of the activated species. Over the last four
decades, the importance of fully reversible photoactivated processes has been
realised because of their application in real-world technologies [77], including
sensors, read-write data storage media, non-linear optics [78], molecular switches,
amphidynamic materials [77] and molecular actuators [79–81]. Examples of revers-
ible photochemical processes include metal-metal bond-length changes [82, 83],
linkage isomerisation processes [8, 23, 84, 85] and light-induced spin-state trapping
behaviour [13]. The photocrystallographic studies have established that the struc-
tural changes can be promoted and controlled in the solid state, with the concomitant
control over physical properties such as colour [86, 87], luminescence [8, 17, 24, 86,
87] and refractive index [88–90].

Steady-state and pseudo-steady-state photocrystallographic techniques have been
used to identify metastable species with much of the research focussing on the
identification of metastable linkage isomers and on the products of light-induced
excited spin-state trapping (LIESST) experiments. This work is covered in previous
chapter of this book by Skelton et al. and will not be discussed in detail here other
than to give a brief outline of the overall findings that can be related to the faster
time-resolved photocrystallographic experiments that will be described in the next
section.

The majority of photocrystallographic studies of transition metal complexes that
undergo linkage isomerism under photoactivation have focussed on nitrosyl [91–
94], sulphur dioxide [17, 85, 95] and nitro complexes [8]. Some general conclusions
as to the processes involved can be drawn from these studies. In all cases the
percentage of conversion obtained and the isomer formed are highly dependent on
the wavelength of light used and the temperature at which the experiment is carried
out. For a single-crystal-to-single-crystal process to occur, there is no change in the
crystal system and the unit cell parameters do not change by more than 2%. There is
a temperature at which the metastable limit is reached above which the excited state
has a finite lifetime before returning to the ground state. The interconversion is also
dependent on the flexibility of the crystal lattice and on the steric and electronic
environment of the ambidentate ligand and the metal centre, as evidenced by only
small changes in cell volume being observed. There needs to be sufficient space in
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the lattice for the ligand to switch between one form and the other, and
intermolecular interactions should either not be particularly strong or be flexible
perhaps through a change in temperature [88, 96]. The accessible volume within the
lattice and the flexibility of the lattice under experimental conditions relates back to
the concept of the reaction cavity first proposed by Cohen [72] and then exemplified
by Ohashi who showed subsequently that the reaction cavity could flex during the
course of the reaction and that changes in temperature could significantly affect the
process [97]. For example, lowering the temperature would cause lattice contraction,
reducing the cavity size, and might thus “switch off” the reaction.

Light-induced excited spin-state trapping (LIESST) studies map the low spin-
high spin interconversions in transition metal complexes with d4-d7 electronic
configurations. The spin crossover phenomenon, with the associated change in
magnetic properties, is usually activated thermally with the high spin (HS) to low
spin (LS) interconversion occurring on cooling the complex to below some critical
temperature. A significant number of these complexes can then undergo a
photoactivated conversion from the LS state to a metastable HS state, via a long-
lived triplet excited state. The photoinduced phenomenon was first identified in a
study of [Fe(1-ptopyltetrazole)6][BF4]2 using Mössbauer spectroscopy [98]. The
phenomenon is observable in both solution and in the solid state.

Single-crystal crystallographic and powder diffraction studies of the LIESST
phenomenon soon followed [99–105], taking advantage of cryoscopic advances
that allowed crystals to be relatively easily cooled below liquid nitrogen tempera-
tures; many LIESST transitions occurring below 80 K. Since the early 2000s, the
topic has continued to develop with a range of techniques being used to analyse the
LIESST phenomenon [13, 106]. Of additional interest are LIESST complexes that
display reverse switching from their photoinduced HS state back to a low temper-
ature LS state which is induced via both temperature changes and “reverse-LIESST”
processes, involving further irradiation of the excited LIESST state with a different
excitation wavelength [107]. This two-way switching using different wavelengths of
light has potential applications, making these metastable state species potential
candidates for photoswitchable molecular devices.

3.3 Time-Resolved Molecular Photocrystallographic Studies

For successful pump-probe molecular photocrystallographic studies, a material in
which the molecules can undergo a fast, fully reversible switching process is
required, and there should only be a small change in unit cell dimensions during
the process. The robustness of the crystal under light and X-ray radiation is of
primary importance if sufficient data is to be obtained and the excited state structure
solved to atomic resolution.
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3.3.1 Studies with Monochromatic X-Ray Radiation

Pump-probe X-ray experiments on molecular species, using monochromatic radia-
tion rather than Laue techniques, were first described in 2001. Techert et al. reported
a time-resolved study of transient changes in N,N-dimethylaminonitrile (DMABN)
using stroboscopic X-ray powder diffraction (XRPD) methods [108]. Photoactivation
of DMABN at λ ¼ 267 nm resulted in an ultra-fast structural change as a result of the
electronic excitation, and relaxation back to the ground state occurs on the picosecond
timescale. The relaxation process was structurally analysed using synchrotron radia-
tion with the beam being chopped mechanically and synchronised with light pulses
from a Ti:sapphire laser, with pump-probe delay times ranging from�240 to 1,500 ps,
allowing for several data points to be collected. The reflections that showed the
greatest intensity changes during the structural rearrangement were identified, and
the authors followed these intensity changes with increasing delay times. The data
showed a conversion level to the excited state of between 28 and 32% at short time
delays, which is consistent with spectroscopic data. Refinement of the powder data
using the Rietveld method showed that the relaxation occurred via a change in the
inversion angle of the molecule and a rotation of the methyl group (as shown in Fig. 6),
with a total structural relaxation time of 520 ps.

Coppens was among the first to take advantage of the higher intensity of
synchrotron X-ray radiation and in 2002 reported the first single-crystal X-ray
diffraction study of a species with a microsecond lifetime. The results of pump-
probe experiments on salts of the [Pt2(pop)4]

4� anion (pop ¼ [H2P2O5]
2�) showed

that structural distortions in the anion are induced by photoactivation with 355 nm
light, producing a triplet excited state with a microsecond lifetime [83]. The key
change in the structure upon excitation was the shortening of the Pt–Pt bond which
has previously been proposed from electronic [109] and Raman spectroscopy [110]
and XAFS [111] studies, the latter suggesting a reduction in Pt–Pt bond length of
0.52 Å. The pump-probe time-resolved single-crystal X-ray study was carried out on
the tetra-tetraethylammonium salt of [Pt2(pop)4]

4� at a temperature of 17 K and
33 μs wide light pulses from a Nd/YAG laser, at a repetition rate of 5,100 Hz, and
using the “light-on/light-off” data collection strategy. Analysis of the excited state
data showed a 2% level of excitation under the experimental conditions. Upon
refinement of the Pt positions, the rest of the structure being treated as a rigid
group, the Pt–Pt distance was found to shorten by 0.28(9) Å with a concomitant
rotation of 3� about the Pt–Pt vector. The Pt–Pt distance has subsequently been
confirmed by a second diffraction experiment [112] on the related salt
(n-Bu4N)2H2[Pt2(pop)4] where the Pt–Pt reduction in length was recorded at
0.23 Å. More recently, further confirmation has come from scattering measurements
of an aqueous solution [113] and a time-resolved EXAFS study [114] that showed
the reduction in Pt–Pt distance from that found in the ground state structure were
0.24 Å and 0.31 Å, respectively.

Another substantial reduction in metal-metal bond length was reported for the Rh–
Rh bond length in [Rh2(dimen)4][PF6]2.MeCN (dimen ¼ 1,8-diisocyanomethane)
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upon photoactivation at 23 K using 335 nm laser pulses. The maximum level of
excitation reached was 2.5%, and the Rh–Rh bond length reduction was a remarkable
0.86 Å and a bond rotation of ca. 13� [82]. Previous spectroscopic studies on the cation
had indicated a lifetime of ca. 11 μs for the triplet excited state species [115] which is
in excellent agreement with the experimental value of 11.7 μs at 23 K. DFT calcula-
tions conducted at the same time as the photocrystallography experiment proposed a
slightly greater decrease in the Rh–Rh distance upon excitation as illustrated in Fig. 7.
The difference between the experimental and theoretical results may indicate that the
steric effects from the crystalline environment may modify the structural response to
the excitation process.

Further photocrystallographic studies employing stroboscopic methods were
reported by Coppens et al. including an investigation of photoinduced structural

Fig. 6 Top: The principle
of TR X-ray diffraction on
the excited state PES of
DMABN crystals. Bottom:
the intramolecular degrees
of freedom, which
contribute to the relaxation
process (inversion qinv and
torsion ftors). C atoms of the
phenyl moiety are given as
open, N atoms as black and
the amino C as grey circles.
Note that the H atoms are
not shown, since they do not
contribute to the X-ray
diffraction signal.
Reproduced from Ref. [108]
with permission from the
ACS
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changes in the trimeric complex [Cu3(3,5-(CF3)2pyrazolate)3] [116]. This system
differs from the examples discussed above because the photoexcitation occurs
intermolecularly between two neighbouring copper trimer molecules, as opposed
to the intramolecular processes in the di-nuclear species. Photoactivation at
λ ¼ 355 nm and 17 K promotes the production of excited state species with
microsecond lifetimes, involving a rearrangement of the trimer molecules into
pairs such that one inter-planar Cu. . .Cu distance is reduced by 0.65 Å while the
next Cu. . .Cu contact lengthens by ca. 0.30 Å. In a separate study, conducted in
2009, significant structural distortions in the complex [Cu(dmp)(dppe)](PF6),
(dmp ¼ 2,9-dimethyl-1,10-phenanthroline) are described [117]. The complex crys-
tallises with two, crystallographically independent molecules in the asymmetric unit,
whose structural response on photoactivation is interestingly different. These differ-
ences have been attributed to different constraining effects from the surrounding
crystalline environment for each of the independent molecules. In general, upon
irradiation the Cu cation is observed to “flatten out”, and a concomitant increase in
the average Cu–P bond length is observed by comparison of the diffraction data from
the ground and excited states (Fig. 8). The changes are expected to be the result of
charge-transfer between the dmp and dppe ligands and were determined from an
excited state population of ca. 7–10% in the single crystal.

These studies highlighted the importance of the crystalline environment on the
solid-state photoactivation process and confirmed the significance of the “reaction
cavity” hypothesis discussed earlier [97, 118]. In order to exploit this aspect and to
use it to increase the level of conversion to the excited state species, photoactive

Fig. 7 Theoretical ground state (in pink) and excited state (green and blue colours) geometries of
the [Rh2(1,8-diisocyanomenthane)4]

2+ cation. Reproduced from Ref. [82] with permission from the
Royal Society of Chemistry
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complexes have been embedded as guests into arrays and framework materials. It is
of importance that the host frameworks should be inert to photoactivation but
effectively dilute the concentration of the photoactive species in the material. The
host-guest arrangement has significant advantages for promoting the retention of
crystal integrity during the process and provides greater freedom for the guest to
rearrange without resulting in steric clashes with adjacent molecules in the pure
material. Additionally, the dilution of the photoactive species reduces the number of
photons that are required to maximise excitation, leading to more efficient
photoactivation and, hopefully, increased conversion percentages [119]. It should
also be noted that this approach has the effect of isolating the photoactive molecules
from one another, producing quite a different environment to that experienced in
crystals of the guest molecule, so differences in the physical properties of the pure
compound and of the host-guest complex should be expected. Coppens et al. have
investigated a number of species by this approach, via both static and dynamic
photocrystallographic techniques [94, 119–121].

There have been a number of other studies using “crystal engineering” techniques
involving the use of molecular cages and flasks [122] and metal organic frameworks
(MOFs) to trap transient and highly reactive species [123]. Kawano et al. used
synchrotron X-ray radiation to identify the coordinatively unsaturated “η5-
(C5H4Me)Mn(CO)2” moiety in a designed self-assembled coordination cage
[124]. Photoirradiation of a [η5-(C5H4Me)Mn(CO)3] guest molecule, within a single
crystal, at 100 K, using 365 nm light, resulted in the dissociation of a carbonyl ligand
remarkably without loss of crystallinity, and peaks in the electron density difference
map could be attributed to free carbon monoxide. The crystallographic results were
supported by a solid-state IR study. The same group has subsequently gone on to
identify an unstable imine [125] and a transient hemiaminal [126], both trapped in
pre-designed porous networks. They have also demonstrated the suppression of

Fig. 8 Excited state geometries of the two independent molecules (orange) superimposed on the
ground state of the complex (Cu, green; C, black; P, purple; N, blue). Slightly different views are
shown to illustrate the change in rocking distortion (left) and the displacement of the phenanthroline
ligand from its ground state plane (molecule 2, right) upon excitation. Reproduced from Ref. [117]
with permission from the American Chemical Society
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rapid cis-trans isomerism in the dimeric coordination complex [(η5-indenyl)Ru
(CO)2]2 when this molecule is trapped in a self-assembled coordination cage [127]
and the conversion of an overcrowded chromic alkene to a metastable twisted
conformation, upon photoactivation, when incorporated into a tetrahedrally sym-
metric coordination cage [128]. Champness et al. have also exploited the power of
synchrotron-based X-ray crystallography to support time-resolved IR studies to probe
the fac-mer isomerism of [M(diimine)(CO)3X] (M ¼ Re or Mn; X ¼ Cl or Br) units
immobilised in aMOF and shown the presence of themer-isomer in the photoactivated
crystalline solid [129]. Subsequently, they have shown that the coordination polymer
[(Cu(DMF)(H2O)][LRe(CO)3Cl].DMF] (L ¼ 2,20-bipyridine-5,50-dicarboxylic acid)
undergoes an irreversible photoinduced charge transfer process. Time-resolved IR
spectroscopy was used to identify the nature of this photoinduced process and how,
under suitable conditions, it is possible to initiate irreversiblemodification of the crystal
through induction of the charge transfer process. By using the photoinduced process,
which arises purely as a result of the structure of the coordination network, it was
possible to write on the surfaces of crystals [130].

3.3.2 Studies Using Laue Diffraction Techniques

Among the first time-resolved photocrystallographic studies using Laue diffraction
techniques, designed to probe shorter timescales and reduce crystal damage, was
carried out on a di-rhodium complex, [Rh2(μ-PNP)2(PNP)2][BPh4] (PNP¼ CH3N(P
(OCH3)2)2), which was studied photocrystallographically on the 100 ps timescale
[29] using Laue diffraction methods. The crystal was pumped with 35 ps pulses of a
Ti:sapphire laser tuned to a wavelength of 337 nm, at a temperature of 225 K,
followed by a single 100 ps-wide X-ray pulse after a 100 ps delay. The lifetime of the
excited state species was ca. 35 μs. In this case, the experimental results showed a
shortening of the Rh–Rh distance of 0.136(8) Å upon excitation, and the results are
quantitatively supported by quantum-mechanical calculations. The study shows
similar, but smaller, trends to those described for [Rh2(dimen)4][PF6]2.MeCN
above [82]. The deconvolution of the overlapping reflections was achieved during
the data reduction, and the structure was refined using the RATIO method [36].

A Cu(I) complex, [Cu(1,10-phenanthroline)(PPh3)2][BPh4], was also studied
using Laue diffraction methods [131] and compared to the [Cu(dmp)(dppe)]+ cation
that had been studied previously using monochromatic methods [117]. This
phenanthroline complex also crystallises with two independent cations in the asym-
metric unit, with one molecule in a more sterically constrained environment.
Photoactivation in the single crystal was expected to induce a MLCT transition,
resulting in transient structural changes. The two independent molecules are again
observed to undergo different structural responses upon activation with λ ¼ 390 nm
light at 90 K. Data were collected using the single-pulse Laue method, the data was
analysed [132], and the results showed considerable distortion in the less restricted
Cu molecule, while no significant changes were observed in the cation adopting the
second, more confined arrangement (Fig. 9). Theoretical studies confirmed that the
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different responses were to be expected resulting from the interaction of the
photoactive species with the surrounding lattice, with far greater distortions
predicted in the free molecule than those observed experimentally in the solid
state. For both this and the study on [Rh2(μ-PNP)2(PNP)2][BPh4], the experimental
standard deviations for data collected by the Laue method are much improved
compared to those seen with monochromatic time-resolved techniques. These
improvements highlight the greater accuracy of time-resolved diffraction data col-
lected by Laue methods for short lifetime species, which is mainly attributed to
reduced levels of laser heating when adopting the single-shot approach [133].

The use of pink-beam Laue diffraction has also been applied to the time-resolved
photocrystallographic study of mixed metal polynuclear complexes. The triplet excited
state of the tetranuclear d10-d10 complex Ag2Cu2L4 (L ¼ 2-diphenylphosphino-3-
methylindole) has been investigated with a Laue pump-probe technique with an
80 ps time resolution at 90 K [134]. The lifetime of 1 μs is accompanied by significant
changes in the metal framework, with an Ag. . .Cu distance shortening by 0.59(3) Å,
which suggests an increase in the argentophilic interactions (Fig. 10). The
photocrystallographic study was accompanied by theoretical calculations which con-
firm that the strengthening of the Ag. . .Ag interaction is caused by ligand-to-metal
charge transfer (LMCT).

Most recently, the luminescent properties of a tetranuclear Cu(I) benzoate
complex have been investigated by a combination of time-resolved spectroscopy
and crystallography. The complex [Cu4(PhCO2)4] displays luminescent thermo-
chromism, with red phosphorescence at room temperature that turns green on
lowering the temperature to 90 K [135]. The low-energy triplet state has been
assigned to a cluster-centred triplet state, and the emission from this state matches
the experimental red band observed at 660–715 nm. The computed next highest
triplet excited state occurs close to the experimental value at 545 nm. The two
excited states exhibit MLCT and LMCT characteristics, particularly in their solid-

Fig. 9 Comparison of the ground state (in blue) and the excited state (in red) structures of the two
independent molecules at 90 K. (a) Molecule A; (b) molecule B. Reproduced from Ref. [131] with
permission from the American Chemical Society
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state geometries, as evidenced from the Laue photocrystallographic study, at 90 and
225 K, with 355 and 360 nm light irradiation, which shows the expected Cu. . .Cu
contraction. Again, there are two independent molecules in the crystallographic
asymmetric unit, and they show slightly different distortions because of their
different crystalline environments.

With recent technological advances, it is not just very fast timescale
photocrystallographic molecular transformations that have been carried out. It has
become possible to study the dynamics of LIESST [136], and the results show

Fig. 10 (a) Photodifference map (Fo
ON�Fo

OFF) of the complex showing atomic shifts upon
excitation (solid isosurfaces, �0.55 e�Å�3; semi-transparent, �0.35 e�Å�3; blue, positive; red,
negative). (b) Refined excited state geometry related to that of the ground state crystal structure
(green, ground state; red, excited state; methylindole ligands were omitted for clarity). (c)
Photodeformation map (Fc

ON�Fc
OFF) based on the refined model parameters (isosurfaces, � 0.30

e�Å�3; blue, positive; red, negative; kB ¼ 1.06). Reproduced from Ref. [134] with permission from
the American Chemical Society
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significant differences to results obtained from those of conventional diffraction
studies of long-lived photoinduced high spin states. Ultra-fast spin-state
photoswitching in two crystalline polymorphs of the octahedral Fe(III) complex
[(TPA)Fe(TCC)] (TPA ¼ tris(2-pyridylmethyl)amine and TCC ¼ 3,4,5,6-
tetrachloroactecholate dianion) (Fig. 11) has been studied by femtosecond optical
spectroscopy and picosecond X-ray diffraction [39]. In these experiments the X-ray
pulses were generated by a fast chopper, and data was collected with a series of
different delay times between the laser pump and the X-ray probe. The time

Fig. 11 Photodifference maps obtained for the monoclinic polymorph with isosurfaces (red
positive, blue negative) of (a) �0.14 eÅ3 for the 500 ps data and (b) �0.46 eÅ3 for the 50 μs
data. Reproduced from Ref. [39] with permission from the Royal Society of Chemistry
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dependence of the lattice parameters was measured using partial data collected for
each delay time with 60 frames with 10 s of exposure for every 1� step of the
diffractometer ϕ axis. Typical excitation densities were 150 μm�2, with a laser
diameter of ca. 500 μm (FWHM). After data processing of the full data sets for the
monoclinic polymorph, photodifference maps were calculated for the 500 ps and
50 μs time delays. The maps show significant changes in electron density upon
excitation (Fig. 11). The response to the excitation at 500 ps is shown by the
sideways shift of electron density from the Fe1 atom towards O2 (Fig. 11a). This
shift becomes even more pronounced at the 50 μs time point (Fig. 11b). There is also
an increase in the Fe–N distances by ca. 0.05 Å. The estimated population of the
excited state at 500 ps is in the range 1.5–2%, and this increases to ca. 10.5% after
50 μs. Overall, the results show significant shifts of the Fe atom and the two O atoms
upon excitation, and the results are consistent with the complementary spectroscopy
that was undertaken.

In a subsequent study of the Fe(III) spin-crossover material, [Fe
(3-MeO-SalEen)2][PF6], the switch from LS to HS only occurs at the molecular
level as clearly shown by the linear dependence of the fraction of photoswitched
molecules with the excitation density as well as with the initial fraction of low spin
molecules. The inter-system crossing from the photoexcited LS (S ¼ 1/2) to HS
(S ¼ 5/2) occurs within approximately 200 fs and is accompanied by coherent
non-equilibrium vibrational relaxation in the photoinduced HS state. These results
reveal similar dynamical features to those already reported for LIESST in related Fe
(II) systems [137]. The activation of coherent molecular vibrations is an essential
requirement for reaching the HS potential on the timescale of molecular motions,
whereas their fast damping allows an efficient trapping in the HS potential
[138]. The observed coherent oscillations are attributed to photoinduced molecules
in the HS states, and the results are supported by Raman spectroscopy at thermal
equilibrium and DFT analyses of molecular vibrations and TD-DFT calculations of
optical absorption.

4 Conclusions

Time-resolved crystallography has developed extensively over the last three
decades, and the results presented in this chapter show that under favourable
conditions it is possible to obtain full three-dimensional structural data on chemical
species that have lifetimes of microseconds or less [139]. These advances, coupled
with similar advances in instrumentation and computer power, open up possibilities
for monitoring chemical processes in the solid state in a way that has not previously
been possible. At present the restrictions of maintaining crystal integrity remain, and
the reactions and processes are mostly limited to the interaction of the solid to
external media such as light, as discussed in this chapter, but also to changes in
temperature and pressure and the influence of magnetic and electric fields (although
crystal integrity is retained in some solid-gas reactions). The potential is enormous,
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and the topic is ripe for development. As has already been indicated, the new frontier
in photocrystallography over the next several decades is the use of X-ray free-
electron laser sources to carry out serial femtosecond studies [41]. The use of
XFELs to track chemical reactions by serial femtosecond pump-probe X-ray crys-
tallography by rapidly recording diffraction patterns at closely spaced time intervals
has already proved successful in macromolecular crystallography [42, 43, 45]. Once
the scaling issues related to using multiple crystals in serial processes are resolved
and diffraction patterns better than atomic resolution [47] are obtained, the prospect
for carrying out molecular crystallography at an XFEL is extremely promising.

In the meantime, for the slower timescale processes (milliseconds to minutes),
detector development will facilitate the use of laboratory sources [26, 140], rather
than the need for synchrotrons. This will mean that many more “routine” time-
resolved experiments can be carried out and there are thousands of systems which
would benefit from structural dynamic studies. Additionally, the monitoring of
dynamic processes using multiple techniques simultaneously, such as the combina-
tion of photocrystallography with emission spectroscopy or Raman spectroscopy,
will allow the detailed processes within the molecule as well as changes in the
crystalline environment to be monitored in exquisite detail.
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