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Abstract

Research-driven technology developments in the neurosciences present interest-
ing and potentially complicated issues concerning data in general and, more spe-
cifically, brain data. The data that is produced from neural recordings is unlike 
names and addresses in that it may be produced involuntarily, and it can be pro-
cessed and reprocessed for different aims. Its similarity with names, addresses, 
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etc. is that it can be used to identify persons. The collection, retention, process-
ing, storage and destruction of brain data are of high ethical importance. In terms 
of policy, as one strand of a broader fabric of measures to cope with this, we can 
ask: is current data protection regulation adequate in dealing with emerging data 
concerns that relate to consumer neurotechnology and consent?

11.1  Questions and Scope

This chapter provides an overview of some of the sorts of question that might arise 
from a data protection perspective as they relate to consent in the use of brain- 
computer interfaces. This ought to aid in promoting a better understanding of these 
technologies from a potential consumer perspective, especially by discussing vari-
ous possibilities for recording and processing brain signals, which are likely to 
appear in consumer technologies. Highlighting these common areas of concern for 
consumers will provide product developers with insight into the context that their 
products will be used in. This is important for consumers to whom the products will 
be marketed, and to the regulatory frameworks that will most likely constrain the 
functions of these products. Moreover, brain-signal recordings that are generated 
from direct to consumer (DTC) devices provide data of an indeterminate type (is it 
personal data, medical data?). Discussion of these issues is required to bring neuro- 
data issues to the attention of policymakers.

At least two relevant points concerning data and consent emerge in cases of neu-
ral recordings:

 1. Recording: While a user can easily consent to using a device to record data for 
specific purposes, recording involuntary data may occur without user consent.

 2. Processing: What does processing data entail and does this have ramifications for 
consent?

Informed consent has a long heritage as a sine qua non for human research. It 
forms part of good clinical practice and is enshrined as such in the European 
Commission Directive 2001/20/EC, which describes the implementation of good 
clinical practice in the conduct of clinical trials on medicinal products for human use:

Informed consent is the decision, which must be written, dated and signed, to 
take part in a clinical trial, taken freely after being duly informed of its nature, sig-
nificance, implications and risks and appropriately documented, by any person 
capable of giving consent or, where the person is not capable of giving consent, by 
his or her legal representative; if the person concerned is unable to write, oral con-
sent in the presence of at least one witness may be given in exceptional cases, as 
provided for in national legislation.1

The broader policy position on informed consent appears in the Declaration of 
Helsinki, referencing the necessity of ethical considerations:

1 The full directive can be viewed at https://ec.europa.eu/health/human-use/clinical-trials/direc-
tive_en [accessed March 2019].
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The design and performance of each research study involving human subjects 
must be clearly described and justified in a research protocol. The protocol should 
contain a statement of the ethical considerations involved and should indicate how 
the principles in this Declaration have been addressed.2

Before going on to treat these issues in terms of consent, some limitations need to 
be established. First, we will limit ourselves to examining data in terms of the 
European General Data Protection Regulation (GDPR) [1].3 This limitation is advis-
able owing to its scope, the authors’ familiarity with it and the availability of space 
that precludes a more widespread treatment. Second, we will not engage in a detailed 
legal analysis of contract law and consumer law where ‘consumer BCI devices’ are 
mentioned. One reason for this is lack of space. Another is the future- facing nature of 
the technology under scrutiny. We wish to maintain a higher level of analysis so that 
we can anticipate ethical concerns that may be on or beyond the horizon. By operating 
at this level, we will be able to maximise the scope and applicability of our analysis.

11.2  How Neurotechnologies Work

Neurotechnologies typically work by reading, recording and processing brain sig-
nals. In research contexts, the process of recording permits various degrees of inva-
siveness from scalp-based electroencephalogram (EEG), brain surface electrode 
(electrocorticography, or ECOG) arrays to intracortical probes. Consumer contexts 
tend to use scalp-based type EEG approaches, for obvious reasons. These can be 
used to operate different types of devices including wheelchairs, prosthetic limbs, 
drones or software programs. They can be put to use for rehabilitation, or sometimes 
as means of neuro-optimisation and enhancement by providing users with feedback 
on their neural activity [2–5]. The therapeutic potential of these approaches is tan-
talising, in allowing individual, brain-based ways to overcome problems in mobil-
ity, affective disorders, cognitive impairment, or in fine-tuning brain processes 
according to will. But the idea of ‘mind’-controlled devices is more widely seen as 
an interesting and exciting mode of engagement with technologies for consumer 
applications or creative pursuits [6–12]. Does the nature of neural recording, pro-
cessing and modulating pose a potential risk in terms of consent and how the data 
derived from brains is used?

There is increasing public understanding about issues surrounding consenting to 
online data collection and use [13, 14]. Yet, there still remains much complacency and 
ongoing misuse of these data [15]. Many major technology companies have been 
implicated in over-reaching with their data collection activities. The consequences for 
the public have included reputational damage to political systems following microtar-
geted voter swaying campaigns, as in the 2016 UK Brexit referendum [16, 17]. These 
are issues that may potentially have far-reaching consequences and implications.

2 World Medical Association, 2000, paragraph 22, describes the context for informed consent 
http://www.wma.net/en/30publications/10policies/b3/ [accessed March 2019].
3 Subsequent references to specific parts of GDPR legislation refer to the English language version 
of the regulation.
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Social media companies that enable this kind of activity have reportedly seen user 
activity change. While user numbers have fallen in general, greater awareness of 
privacy-impacting conditions on such platforms has resulted in changing attitudes 
towards participation, as well as changing attitudes towards privacy itself [18–20]. 
Political concern and media attention have focussed on slow responses to dealing 
with data problems [21, 22]. While a lot of data obtained by social media companies 
and others is given voluntarily (if not advisedly), more data than is sometimes 
realised is obtained by obfuscated means. A wide variety of data can be collected 
without the express knowledge of the user, and thus only with a very dubious sense 
of their ‘consent’ (See for instance [23]). Inferences can be drawn about user activity 
in general, based upon data derived from what kind of web history a user has, for 
example, or from their location data as recorded while using the internet from a 
mobile phone. This provides a clear parallel with brain-signal recording that is worth 
drawing out.

11.3  Neural-Signal Recording

Neural data has multifarious uses in research contexts to indicate memory con-
tent, motor and speech intention, mood and educational aptitude, among other 
things. As such, this represents data that could easily be framed as sensitive, per-
sonally identifying and revelatory about a person. This is made all the more acute 
by the growing market in consumer neurotechnology. Although neural data is 
mostly collected for medical and neuro-science research, the recent increase in 
digital health technologies beyond research and medical facilities to non-invasive 
and readily accessible consumer-grade applications raises issues of privacy and 
informed consent. If we are unprepared, or underprepared, in dealing with online 
data collection and use, we ought to be bracing for the potential risks inherent 
with neural data collection, as this is of a more intimate and malleable form than 
web history or location data.

If a neural device is intended as a neural-controller for a piece of hardware or 
software, relevant biosignals can be extracted from neural recordings in order to trig-
ger, control and optimise that device or application. However, other information 
could be derived from the same recordings of those signals by means of subsequent 
reprocessing and interpreted in ways which present ethical concerns. This is perhaps 
especially the case given the rate at which recording density is increasing, the greater 
understanding of how inter-neuron communication affects information processing 
and the likely increased future role for machine learning in neural data analysis [24].

In terms of the GDPR, individuals whose data is being collected, held or pro-
cessed are referred to as ‘data subjects’. Everyone is at some point a data subject, 
and may be a data subject in a variety of different ways for different contexts. Given 
the fact that neural data may be collected, held and processed in various ways, users 
of neurotechnologies are data subjects in this way. Importantly, especially for regu-
lation as will be discussed in the next section, neural data can be sensitive enough to 
render a data subject identifiable. Perhaps more importantly from a practical point 
of view, these signals could be taken to identify a data subject, regardless of whether 
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or not they actually do. As such, they could represent a significant issue for a data 
subject in terms of their otherwise private neural state becoming an apparently open 
resource from which to characterise them somehow.

We will now take some key concepts from the GDPR and then relate them back 
to the neural-recording context in order to tease out the implications for consumers 
and policies.

11.4  The GDPR

Concerns around ethical issues arising from exponential use of brain data such as 
personality invasion, mental integrity and breach of personhood draw attention to 
the need to examine legal responses that seek to prevent adverse effects for data 
subjects [25]. Recital 15 of the GDPR provides neutrality for technology that spe-
cifically caters to the protection of natural persons irrespective of the technologies 
used. This provision aims to reduce the risk of circumvention of the law by recog-
nising potential issues of emerging technologies and their impacts on data protec-
tion and seeks to balance the competing interests of privacy and technology [26].

As mentioned above, the GDPR provides data protection measures centred upon 
persons conceived of as data subjects. One aspect of this includes restrictions and 
other conditions on the processing of personal data. To assess the role of personal 
data processing in the context of brain-signal recordings for neurotechnologies, we 
need to ascertain whether such recordings constitute personal data, and if so, is 
processing involved.

11.5  Is Brain Data Personal Data?

Personal data in the GDPR is any data that can identify a natural person.
GDPR Art 4 (1) ‘personal data’ means any information relating to an identified 

or identifiable natural person (‘data subject’); an identifiable natural person is one 
who can be identified, directly or indirectly, in particular by reference to an identi-
fier such as a name, an identification number, location data, an online identifier or to 
one or more factors specific to the physical, physiological, genetic, mental, eco-
nomic, cultural or social identity of that natural person;

Moreover, the European Court of Justice in the case of Breyer vs Germany ruled 
that the possibility of identification is sufficient to consider some data personal data 
[27]. Readily available neural-recording techniques, like consumer-grade EEG or 
fMRI, can possibly be used to identify persons [28–31]. Examining the recordings 
from individuals’ brains and using various signal-processing techniques can iden-
tify subjects with high accuracy in certain circumstances. It is not implausible to 
think that these techniques will improve. This ought to prompt discussion over brain 
reading and mental privacy [32].

Further questions might be raised as to whether certain types of neural record-
ings might be considered medical data, over and above personal data. According to 
GDPR Art 4 (15),

11 Data and Consent Issues with Neural Recording Devices
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 … ‘data concerning health’ means personal data related to the physical or mental health of 
a natural person, including the provision of health care services, which reveal information 

about his or her health status;

It is certainly the case that neural recordings can serve to indicate diseases such 
as epilepsy [33]. They can also indicate affective states, including traumatic mem-
ory [34]. This permits the possibility of identifying data subjects and their physical 
or mental health. For now, this analysis will not stray too far into the question of 
medical data, but will instead just note that it serves to illustrate how one recording 
may have implications wider than the purposes it is ultimately made for. Neural 
signals do not need to be recorded for the purpose of identifying data subjects or for 
identifying physical or mental disease. That information may nonetheless be derived 
at some stage, through subsequent processing, or through association with other 
data from other sources, perhaps. The nature of processing neural recordings is of 
central importance for this reason.

11.6  Is Personal Data Processed 
in Neurotechnological Devices?

Using the information mentioned, it seems likely that neural recordings in them-
selves or in combination with other factors are personal data in terms of the GDPR, 
which brings us to the question of how these personal data are processed. According 
to GDPR Art 4 (2), it seems clear that neurotechnological devices or systems that 
use brain-signal recordings also process personal data. In this context, ‘processing’

…means any operation or set of operations which is performed on personal data or on sets 
of personal data, whether or not by automated means, such as collection, recording, organ-
isation, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure 
by transmission, dissemination or otherwise making available, alignment or combination, 
restriction, erasure or destruction;

Almost any use of the data, even storage, will be considered ‘processing’; col-
lecting it in the first place, assessing it, storing it, sharing it, analysing it, technologi-
cally processing it. The key is therefore identifying the data subject and the 
possibility of linking that data to the subject. If brain data is personal data, and it is 
processed in particular ways in neurotechnological systems, then it may be charac-
terised as biometric data under the GDPR.

GDPR Art 4 (14) ‘biometric data’ means personal data resulting from specific technical 
processing relating to the physical, physiological or behavioural characteristics of a natural 
person, which allow or confirm the unique identification of that natural person, such as 
facial images or dactyloscopic data;

As has been referenced already, even EEG recordings can be used to identify 
subjects. But more to the point, various data that is prohibited by GDPR Art 9 may 
be processed. This article prohibits the processing of 
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…biometric data for the purpose of uniquely identifying a natural person, data concerning 
health or data concerning a natural person’s sex life or sexual orientation shall be prohibited.

Neural recordings can be used to predict age [35]. Sex and age can also be pre-
dicted where recordings are made for reasons other than making that prediction, in 
sleep research for instance [36]. Brain recordings have been used to investigate dif-
ferences among different genders and sexualities, such as the neural difference 
between homosexual men and heterosexual men and women [37]. Even though 
these predictions were revealed to be inaccurate in specific cases, the ethical issues 
arising from the identifiability of persons on that basis remain. A misidentification 
can be just as problematic as an accurate identification, especially where sensitive 
personal characteristics are involved.

Organisational or social measures can be used to minimise the risks for data 
subjects in contexts of complex data collection and use. By adding additional layers 
between collection, retention, processing and the retrieval of data, the chances of 
misuse or accidental leaks can be minimised. For example, let’s imagine Company 
A stores its customers’ personal data. The personal data is sent to service provider B 
where a lookup table is created and the data are anonymised. The data are then sent 
to service provider C and put to use in some application (e.g. product functionality, 
debugging). Service provider C will not have access (or rights) to the lookup table 
held at B. Service provider B will have a very high level of security and anonymous 
data-handling expertise. A setup such as this is what can appear in contexts of medi-
cal patient data research.

There are risks to this approach, as well. For instance, a data breach at service 
provider B would allow C to identify the data subjects. In terms of the European 
Commission sourced advice for compliance with GDPR, from the advice of 
Working Party 29,4 the table held at B would need to be deleted (possibly also the 
underlying data) for the data to be considered properly anonymous. However, espe-
cially in the context of medical research, that raises ethical issues regarding inciden-
tal findings and, perhaps, the validity of the research, not least in terms of 
reproducibility.

Perhaps more directly relevant to the context of consumer BCIs using neural record-
ings, rather than by way of analogy as in medical research and patient data, is the idea 
of purpose specification. For most data-processing activities, a specific purpose must 
be set out prior to the use of that personal data. For example, if a company wishes to 
process my data for the purpose of delivering a service (e.g. updating some software I 
have purchased from them), they cannot automatically re-use my information for mar-
keting purposes. In scientific research, there is scope for such further use—repurposing 
of the data—owing to the nature of scientific research as being open-ended.

In scientific research, the scientist(s) may not know how the research will end at 
the onset (see GDPR Recital 33 and Article 89). But in terms of consumers’ 

4 This was a working party set up to provide advice while the GDPR was being developed. Its work 
can be seen at https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/
index_en.htm [accessed March 2019].
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personal data this is not so clear. We need to expand on the recording of brain sig-
nals in order to follow up on the potential for repurposing data and how it may raise 
conceptual and ethical issues relating to consent.

11.7  Recording Brain Signals and the GDPR

In terms of consenting to having brain signals recorded in the first place, questions 
arise about consenting to potentially unknown outcomes. The question here amounts 
to how a specific consent can be made into a general collection with a wide scope 
for repurposing. The stakes are high in terms of the nature of the data as personal or 
biometric.

Let’s imagine a specific scenario where a consumer agrees to the terms of use for 
a neuro-controlled robotic arm:

Ada likes technology and eagerly purchases the robotic arm. It is controlled via 
an EEG type cap, with a few electrodes. These electrodes are positioned on the cap 
with the stated aim of recording brain signals associated with motor cortex activity. 
Through some training, Ada will be able to control the robotic arm by imagining 
moving her own limbs. These imagined movements will realise neural activity that 
the software for her device will come to recognise as control commands for the 
robotic arm.

It seems clear that Ada agrees to the use of her neural recordings as a control 
parameter for the robotic arm. The possibility of identifying persons from simple 
EEG recordings has been alluded to above, so already we see this, at least implicitly, 
as an agreement to the use of personal data for this purpose. Specifically, she has 
agreed to motor activity being recorded—that is how the device is stated to work. It 
is worth noting that some suggest that systems like these are more likely to use 
facial muscle activity rather than neural activity [38]. But at any rate, the brain is 
increasingly understood as an open system with distributed functionality. Given the 
nature of EEG recordings as scalp-based, identifying specific brain areas and spe-
cific signals is not simple. Recording brain signals at this level is quite general. 
Simply due to the physical fact of the EEG cap’s distance from the sites of motor 
neural activity and the impedance of the brain and skull themselves, this may be 
insufficient to limit the recordings made to purely motor signals.

Recordings of brain signals can be processed in order to create information about 
specific neural activity, which can be used to infer behavioural, dispositional or 
other personal data. The scope of the original brain recordings’ interpretation is 
therefore of central importance. The nature of a brain-signal recording as a source 
of information is open to modification given differing techniques used for process-
ing. It is clear that existing signals can be transformed so as to reveal more, or dif-
ferent, information than what they represented at the time of recording. This is what 
was meant above by distinguishing among specific consent, general collection and 
a wide scope for repurposing. This makes the processing of data particularly salient.

The nature of data retention, storage and destruction is most pertinent in the case 
of processing. If ‘raw’ recordings from Ada’s device are retained, they are apt to be 
reprocessed in ways that were not necessarily consented to. This could amount to a 
serious repurposing of data, especially in the light of the GDPR. The data might be 
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processed so as to become biometric data, as per Art 4 (14) mentioned above. These 
could be used to identify Ada or to infer things about her physical and mental state, 
her age, gender, sexual orientation and so on. This may be done well or poorly. 
Furthermore, where AI is involved, the possible scope for repurposing data may not 
be understood or anticipated fully ahead of time. With this, the issues here are paral-
lel to the ethical issues attending Big Data in general.

Data in general is being collected from a wide variety of devices, in a range of 
contexts, at an incredible rate (e.g. sensors, internet use, mobile phones). Because of 
its nature it can’t be said to be ‘stored’ in any conventional sense of the term. For 
one thing, it is dynamic and it is constantly being updated. It is for these reasons that 
it is not conventionally accessible, and so is not available without some amount of 
processing. Big Data provides seemingly endless possibilities for predicting, refin-
ing and reconceptualising various domains. These include how financial markets 
operate, the analysis of social realities and how research is carried out [39]. Beyond 
data mining [40], Big Data offers a dynamic and huge resource that makes big 
promises for its users, but which raise ethical concerns [41].

Especially in terms of personal and health data, issues arise concerning the own-
ership, monetisation and privacy of data. The type of processing that Big Data 
undergoes, which is necessary to access any of its promised insights, is algorithmic. 
It is not necessarily related to any particular dataset, but may be a set of sets or a set 
of sub-sets. The kinds of patterns recognised in data points by algorithms do not 
preclude the crossing of boundaries among data points. This is the point of algorith-
mic processing in one sense, as it ‘sees’ patterns in huge amounts of data that a 
human would not be able to see.

In this context, the connection between brain data and Big Data can be seen. Big 
Data can be deployed to answer questions that were not asked at the time of data 
collection. This does not make data a set of information specific to a research ques-
tion and a methodology, as might conventionally be the case. Instead, a ‘discovery 
science’ attitude can be adopted by researchers in terms of the data itself. It can also 
lead to a sense in which researchers expect the data to answer questions that have 
not been thought of yet, leading to a data-driven approach replacing a knowledge- 
driven one [42, 43]. This leads some in health research to

…hope we do not fall into the trap of believing that any new information technology is 
worth using in health research regardless of the ethical issues in performing the research or 
the larger implications. [44]

AI operating on existing data can, perhaps unpredictably, produce new informa-
tion or predictions. However, the nature of a neurotechnology system may require 
that past data be used. Even if this is done only for debugging or optimising the 
system as a whole, it represents a secondary use of data and may have problematic 
dimensions if data is re-purposed or identifies specific data subjects.

Systems may require data in order to function optimally. In other words, data 
collected at one time for a specific purpose may be grouped with other data and 
processed in order to provide diagnostic data for the system overall. In the context 
of consumer devices, individuals’ recordings may serve to optimise a system-as- 
product in a general sense. Ada’s robotic arm may be one of a million units sold. 
Each new firmware update may rely on the use of each user’s data being processed 
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in some very general sense. The status of the user’s data in such a context is open to 
question: Is it research data? It seems it can’t be anonymous, in any full-blooded 
sense, as a neural-controlled system adapts to the user as much as they are trained 
to use that system [45].

At least at some level, the kind of optimisation data, containing lots of processed 
data from lots of users, must be fed back specifically for each user. This would be 
how the general processing would lead to specific device optimisation. We must 
then ask, in the light of the GDPR: How is this curated? The data subject must be 
identifiable for the optimisation feedback, but the optimisation process of the 
grouped data seems to rely upon personal data being generally processed. How do 
we get the flour back from the dough once the loaf is baked? How could it be 
destroyed, in case Ada grows wary of all this and does not want it anymore? In terms 
of the GDPR, this amounts to a question about the implementation of the so-called 
‘right to be forgotten’. When a system-as-product relies on a confluence of multiple 
users’ data collected over time, this seems (at least) very difficult. Central to these 
questions is the role of consent. With such varying, wide-ranging and apparently 
open possibilities for the eventual fate of data derived from neural recordings, the 
possibility of consenting to those recordings is complex.

11.8  Consent

Current data protection regulation strongly emphasises consent. Consent is one of 
the six legal bases for processing personal data under Article 6 (1) of the 
GDPR. Processing personal data is generally prohibited, unless the data subject has 
consented to it or if it is expressly allowed by law.

GDPR Art 4 (11) ‘consent’ of the data subject means any freely given, specific, informed 
and unambiguous indication of the data subject’s wishes by which he or she, by a statement 
or by a clear affirmative action, signifies agreement to the processing of personal data relat-
ing to him or her;5

Specific information must be provided to data subjects where personal data are 
collected under Article 13(2), including the right to withdraw consent and infor-
mation regarding automated decision-making or profiling. The GDPR is an 
improvement from earlier data privacy regimes in that it further promotes and 
protects the interests of data subjects, including matters of consent, portability 
and erasure. Current data protection regulation has a strong campaign in favour of 
consent. As such, wherever data appear, it ought in principle to be identifiable as 
related to a data subject and, to some degree, be under their control. For instance, 
if a company holds data on a data subject, that subject ought to be able to get a full 
rundown of the data held, to rectify inaccurate personal data or insist upon its 
destruction.

5 Basic requirements for consent are provided in Article 7 and further specified in Recital 32 of 
the GDPR.
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BCIs, in principle, prompt specific issues regarding consent due to their focus on 
neural signals and the functions of the brain, and thus could have very intimate links 
to concepts of the self [46]. Given that some users of BCIs may be ill, specific con-
siderations are needed in terms of the major decision-making they may be impli-
cated in. Users of speech prostheses, for example, would require careful attention 
where end-of-life planning was at stake [47]. But even before these kinds of consid-
erations become relevant, there is the question of the data’s collection, storage and 
processing. These data-specific questions raise consent issues of their own, requir-
ing practicable solutions [48].

Neural devices operate through the extraction of brain signals from neural data 
that may be produced involuntarily, difficult to individuate because of the recording 
technique involved and perhaps processed by AI. Depending on what kind of signal 
is required, different data may be extracted from one set of neural recordings. As has 
been suggested already, recording brain signals is general while processing brain 
signals is purpose-relative.

Consent represents an essential factor in how we might conceptualise data issues that 
may attend neurotechnologies in the near future. It is just one dimension of this concep-
tualisation, however, in a field growing in complexity, reach and import. How data, once 
collected, might be reprocessed later has been the focus throughout this chapter, and this 
hinges on consent. Broad consent, modelled on a bio-banking approach, may be too 
passive or too reliant on expert decision-making on behalf of data subjects [49]. Dynamic 
consent, however, relying on technologies to permit user changes to data use may be 
onerous [50]. Moreover, these may represent other issues in that data would have to be 
used and re-used in the very process of consent. This could be another issue of the 
GDPR in terms of data encryption, minimisation and destruction, for instance.

Given the scope for possible uses of brain data and its reprocessing and repurpos-
ing, one fear might be that consent itself comes to be seen as an impediment to 
innovation for this technology. This fear, in which consent comes to be seen as a 
problem rather than a safeguard, is already discussed in the context of Big Data 
[51]. Consent, at one very general level, is a means of recognising the autonomy of 
individuals with all the protections such recognition brings with it, such as non- 
domination, non-coercion and respect. Challenges to this ought not to be taken 
lightly. Neurotechnology developers and consumers in general ought to learn from 
the context of Big Data and avoid this unfortunate outcome.

Specific types of consent, such as those modelled on ‘broad consent’ as seen in 
bio-banking contexts, or a technology-driven dynamic consent approach, ought to 
be bolstered by an effort to encourage a general understanding of neurotechnolo-
gies. A better understanding of how neural-based devices work will allow informed 
decision-making on potential future implications for consenting to brain data col-
lection. This suggests that no particular regime of consent will solve all possible 
issues arising. A culture of understanding must accompany any solution in order to 
establish informed attitudes towards technology. Developers of technologies ought 
to resist overstating or mis-stating the possibilities of their devices in order not to 
allow a sense of mystery to overcome clarity. This might prevent clear decisions on 
practical problems regarding data use that would otherwise present themselves.
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11.9  Conclusion

It seems that, on the present reading of the GDPR, brain-reading devices present 
non-trivial consent issues for consumers and developers of the technology. At a 
conceptual level, they appear to offer only a very complex and convoluted possibil-
ity for consenting to their use. This, combined with the likely nature of the way in 
which the systems will work, makes them a potential challenge for current European 
data protection standards. Ethically, this is a problem for consumers and developers. 
This ethical problem could become a legal one if the user of a neurotechnological 
device were to find themselves unable to exercise their rights owing to the nature of 
the product they are using.

This has not been a legal analysis, but rather an analysis of the principle of con-
sent and the idea of compliance with the GDPR. There appear to be difficulties, 
especially where AI processing is involved, in reconciling these factors for neuro-
technological devices. This means that better consumer understanding of the stakes 
must be forthcoming, and that a general awareness of these issues ought to be given 
from the outset when designing a neuro-controlled device.
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