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Preface

This book has a somewhat longer history and many helping hands were needed to 
realize it. Therefore, we would like to thank all persons who contributed their share 
so that this volume could finally be published. Since most of the articles collected in 
this book originate from a conference entitled “Neurotechnology meets Artificial 
Intelligence. Ethical, social and legal implications of neurotech and AI” (held in 
Munich, May 8–10, 2019), we wish to thank all those who made the conference the 
refreshing, inspiring, thought-provoking, and enjoyable event that it was. The con-
ference brought together a wide range of scholars with various disciplinary back-
grounds (philosophy, law, social science, cognitive sciences, medicine) to discuss 
the multidimensional implications of neurotechnology and AI.  It was mainly the 
outcome of Johannes Kögel’s impressive organizing capabilities that the partici-
pants were able to experience a great conference, both academically and socially. 
The organizing team was supported by Nicola Williams, Natalie Kopczewski, and 
Armin Gruber who tirelessly helped in the background. Further, we would like to 
thank Georg Marckmann and the Institute of Ethics, History and Theory of Medicine 
at LMU Munich. Georg is head of the institute and continuously supported the con-
ference and all activities around the INTERFACES project. Most importantly, we 
extend our gratitude to all speakers and authors without whose inspiring talks, smart 
contributions to the debates, and interest in the many facets of the conference’s 
subject no such event would have been possible.

With regard to the realization of this book, we are deeply grateful to Meliz 
Kaygusuz and Bernadette Scherer. Due to their efforts we were able, among others, 
to overcome so many technical hurdles in the manuscript preparation and find all 
those tiny sources of potential errors that a book project usually hides. We are thank-
ful for the proofreading services that Dorothea Wagner von Hoff has provided us 
with. Dorothea found many interesting, but clearly erroneous combinations of 
words that would have rendered some parts of the book extremely hard to read.

Finally, we would like to thank Sylvana Freyberg and the Springer team for their 
interest in publishing our book with them. They had to put a lot of patience in the 
project, so we are especially grateful for their continuous trust and interest. 
Moreover, the editors of the Springer series “Advances in Neuroethics”—Veljko 
Dubljevic, Fabrice Jotterand, Ralf J. Jox, and Eric Racine—accepted the inclusion 
of our book in the series, for which we are also very thankful.
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we highly appreciate.

We now hope that readers find many important insights, points to consider, food 
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Hagen, Germany Orsolya Friedrich 
Munich, Germany  Andreas Wolkenstein 
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Abstract

In this introduction to the volume, we present an overview of existing research 
on intelligent neurotechnologies, i.e., the combination of neurotechnologies with 
Artificial Intelligence (AI). Further, we present the ideas behind this volume and 
an overview of each chapter.

1.1  Neurotechnology + Artificial Intelligence = Intelligent 
Neurotechnologies (INT)

Imagine that the coffee machine in your kitchen starts brewing your urgently needed 
morning coffee as soon as you think the command “start the coffee machine” while 
you are still in bed. Is that realistic? Is it desirable? Using neurotechnologies, i.e., 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64590-8_1&domain=pdf
https://doi.org/10.1007/978-3-030-64590-8_1#DOI
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2

technologies that lead to understanding, changing or interacting with the brain, 
combined with artificial intelligence (AI) might allow for such an application, even 
though many scientists doubt that technologies such as this one could be available 
in the near future. However, basic principles of brain-computer interfacing (BCI) 
have become reality and are currently the subject of intense research efforts [1–4]. 
BCIs measure brain activity and convert brain signals into computer commands, 
e.g., moving a cursor or a wheelchair [5, 6]. The most common way to measure 
brain activity is with non-invasive electroencephalography (EEG). BCIs use the 
power of thought or of focusing on a signal in order to give computational com-
mands and require no neuromuscular innervation.

At the same time, BCIs and other neurotechnologies stand in relation with 
another emerging technology: AI. AI is already being used in many technolo-
gies to solve problems, which usually require human intelligence, such as rea-
soning, planning, and speech perception [7]. It is not a technology designed for 
a specific task, but cuts across all societal domains [8, 9] and comprises several 
technologies such as machine learning and artificial neural networks. The term 
“AI” thus denotes a variety of converging technologies that are used across 
many platforms and technologies. Kellmeyer [10] lists five different aspects: 
ubiquitous data collection, storage and processing of large amounts of data (big 
data), high performance analysis, machine learning, and interfaces for human-
AI interaction.

AI is used in a number of ways in neuroscience and neurotechnology in the 
medical domain [11]. For example, computer vision capacities are being applied to 
detect tumors in magnetic resonance imaging (MRI) [12] or to detect anomalies in 
other kinds of data [13], e.g., EEG data [14–16]. These capacities lead to an 
improved diagnosis, prediction, and treatment of clinical pictures in a variety of 
medical domains [10]. In psychiatry, researchers have recently used AI to reach a 
biomarker-based diagnosis and determine therapy in patients with dementia, atten-
tion deficit hyperactivity disorder (ADHD), schizophrenia, autism, depression, and 
posttraumatic stress disorder (PTSD) [17–20]. AI that is used for speech recogni-
tion, in addition to many available data sources on the internet, helps researchers 
predict mental illness, for example [21].

Beyond its application in clinical research and therapy, AI is being used in com-
bination with neurotechnologies. Big data and deep learning, for example, are 
promising trends that will influence the development of BCIs [22]. Among many 
other uses, these devices can be used by patients who suffer from amyotrophic lat-
eral sclerosis (ALS) or severe paralysis in order to restore communication capacities 
and mobility, or in rehabilitation to facilitate the recovery process of patients after 
stroke [23–25]. With the help of AI, important BCI features such as signal process-
ing and feature extraction can be improved [22]. Outside the strictly medical arena, 
EEG-based BCIs and other forms of AI-based neurotechnology are sold for enter-
tainment purposes [26]. Facebook famously works with a typing-by-brain technol-
ogy, which allows for a seamless social media experience [27]. Research behind this 
technology was already capable of showing how algorithms could decode speech in 
real time with a high amount of reliability [28]. Similarly, progress has been made 
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in terms of facial recognition in EEG data [29]. BCIs, as well as other applications 
of (AI-enhanced) neurotechnology can also be found in military research. Warfighter 
enhancement is one motivation, but others include enhancing military equipment or 
deception detection [30–33].

In addition to technological development and progress, the number of articles, 
books, and events such as workshops or conferences that deal with the neuroethics 
of AI and neurotechnology is steadily increasing. Generally speaking, AI raises a 
host of original problems that can most aptly be summarized as “black box”-prob-
lems: It becomes increasingly difficult to supervise and control an AI’s operation, 
because it manages its decision-making logic all by itself [34–37]. The combination 
of neurotechnologies and AI raises a host of further pressing problems. Yuste and 
colleagues [38] mention four broad areas of ethical concern: privacy and consent, 
agency and identity, augmentation, as well as bias. They propose various measures 
to address these issues, ranging from technological safeguards to legislation. For 
medical neurotechnology, a number of articles also emphasized problems regarding 
data protection and privacy as important issues to consider [39]. Moreover, ques-
tions of responsibility and shared agency are repeatedly brought up when it comes 
to neurotechnologies [40]. How BCIs affect agency and autonomy is another topic 
that drew attention to philosophers and ethicists [41, 42]. This body of research adds 
to more general approaches that examine the ethical quality of algorithms per se [9, 
43]. Articles on issues such as hackability and problems derived from unwanted 
access to brain data [44] complement work that looks at specific forms of neuro-
technology, e.g., in the medical, military, or consumer area [32, 33, 45, 46]. In addi-
tion, neurotechnology becomes increasingly interesting for political philosophers 
and others who approach INT with an eye on regulation questions and broader 
democratic worries [39, 47].

1.2  Novel Philosophical, Ethical, Legal, and Sociological 
Approaches to INT: An Overview

As this brief overview shows, many questions have already been addressed in the 
emerging literature both on technical issues and the normative implications of 
INT. Some of these questions have not been sufficiently or satisfyingly answered. 
Scholars from philosophy, sociology, and the law continue to exchange arguments 
and ideas while medical researchers, engineers, and computer scientists keep 
exploring new technologies and improve existing ones. The aim of this book is to 
provide a forum for the continuous exchange of these arguments and ideas. From a 
philosophical and ethical perspective, normatively relevant notions such as agency, 
autonomy, or responsibility have to be analyzed if humans interact with INT. This 
volume also asks, in a descriptive manner, how the reality of using INT would look 
like. It sheds light on the legal dimensions of INT. In addition, it explores a number 
of specific use cases, in that these concrete scenarios reveal more about the various 
domains of human agency in situations where technology and human-machine 
interaction play a distinctive role.

1 Introduction: Ethical Issues of Neurotechnologies and Artificial Intelligence
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Accordingly, the methods used in this book vary considerably. They range from 
philosophical analysis, sociologically inspired descriptions, legal analysis, and 
socio-empirical research. This provides the book with the capacity to address a wide 
range of philosophical, normative, social, legal, and empirical dimensions of neuro-
technology and AI. Most of the papers of this volume are the result of a conference 
that was held in Munich, in which the ethics of (clinical) neurotechnologies and AI 
were intensely discussed.1

The first section of the book reflects on some philosophically relevant phenom-
ena and implications of neurotechnology use. From a philosophical and ethical per-
spective, it must be asked how normatively relevant notions such as action, agency, 
autonomy, or responsibility can be conceptualized if humans act and interact with 
neurotechnologies. The most basic question is if BCI effects are actions at all and if 
there are normatively relevant differences between paradigmatic bodily actions and 
BCI-mediated actions. If there is no action or agency to be claimed, subsequent 
issues of autonomy and responsibility are affected, as well. Therefore, philosophical 
analyses of BCI use that focus on action-theoretical implications have emerged 
recently [41]. Two articles in this first section take this path.

Tom Buller analyzes the implications of BCI use for the nature of action. He 
claims that present BCI-mediated behavior fails to meet the necessary condition of 
intentional actions, namely the causation of an event and thus of bodily movement 
that is directly related to relevant beliefs and desires. Furthermore, he states that 
current BCI-mediated changes in the world do not qualify as non-deviant causal 
processes.

Sebastian Drosselmeier and Stephan Sellmaier also address the issue of action. 
However, they focus on the acquisition of a skill while using BCIs, which allows the 
user to make BCI-mediated changes in the world without performing a mental act. 
This would result—according to their argumentation—in the ability to perform BCI 
actions as basic actions. They also conclude that BCI users are able to differentiate 
between having a thought and an action relevant intention. Therefore, skilled users 
should be seen as competent and able to voluntarily control the BCI effects, which 
they cause in the world.

The concepts of action and agency are closely connected to the concept of auton-
omy. Therefore, this suggests that some authors have recently also addressed the 
implications of BCI use on autonomy [42]. The first section of this volume also 
deals with this issue. Realizing the ability to act autonomously might be hampered 
or enhanced by using neurotechnologies.

Anna Wilks takes a closer look at the question of whether it would be a paradox 
or a possibility, following Kant, to augment autonomy through neurotechnologies. 
The paradox seems obvious at first hand: someone claims to augment autonomy 
with BCI use, but is able to perform self-legislation, whereas autonomous agency in 
a Kantian understanding requires that the person is not affected by external factors. 
Wilks, however, suggests that operating with a broader Kantian framework would 

1 https://neurotechmeetsai.wordpress.com/
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allow integrating external components of BCIs into the understanding of self- 
legislation and thus avoid the paradox.

Pim Haselager, Giulio Mecacci, and Andreas Wolkenstein argue that BCIs, espe-
cially passive BCIs, shed new light on the traditional question of agency in philoso-
phy. More precisely, they argue that the notion of ownership of action (“was that 
me?”) might be affected by closely examining the action-theoretical implications of 
passive BCIs. If BCIs register intentions without the user being aware of this, and if 
they consequently act on them, then subconscious brain states may influence one’s 
actions in a technology-mediated way. This observation serves as the basis for their 
plea to use passive BCIs, or what they call symbiotic technology, in experimentally 
guided thought experiments aimed at the study of the notion of agency. The authors 
suspect that by doing so, symbiotic technology may give new answers to how we 
must understand ownership of action and what consequences we have to expect.

Andreas Wolkenstein and Orsolya Friedrich contribute to the first section of the 
volume by summarizing the philosophical and ethical analysis that they described 
in their BCI-use analyzing project (Interfaces) and suggest some future directions 
for research and regulation of BCI development and use. They show that relevant 
results have been produced in recent philosophical, ethical, social, and legal reflec-
tions of BCI use. However, concluding results that could profoundly advise 
technology- regulating institutions or engineers are not present yet. Nevertheless, 
the development of AI-driven neurotechnologies are emerging and therefore, some 
preliminary ethically based regulatory framework is necessary. They suggest using 
procedural criteria as a first step.

Neurotechnology and AI also have broad social implications. These social impli-
cations not only include societal issues in general; certain areas of society, like 
research and medicine, are affected in a specific way. The second section of this 
volume focuses on some social implications of neurotechnology and AI use.

Matthew Sample and Eric Racine recall in their article that other emerging tech-
nologies, e.g., genomics or nanotechnology, have been promoted in ethics research 
in the past similar to the way that neural technologies are now. They address the 
question of how ethics researchers should deal with such research developments 
and question the significance of digital society for ethics research. They show how 
the significance of artificial intelligence and neural technologies, as examples of 
digital technologies, is affected by both sociological and ethical factors. They con-
clude that ethics researchers have to be careful in attributing significance and to 
reflect their own function in the process of attribution.

Johannes Kögel also focuses on BCI use from a sociological perspective. He 
shows that the BCI laboratory is not only a place to train this novel technology, but 
also a place of crisis management. The aim to discuss BCI use also as crisis man-
agement is to understand this social process and to increase sensitivity for the user 
experience. He argues that users currently experience BCI training and tasks as 
tedious and exhausting, because they have to make many “back-to-back decisions” 
for a long period of time and under immense time pressure, which is not common to 
activities in everyday life. His focus emphasizes the importance of developing BCI 
applications that allow for a more routine way of acting.

1 Introduction: Ethical Issues of Neurotechnologies and Artificial Intelligence
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Jennifer R. Schmid and Ralf J. Jox further highlight the relevance and implica-
tions of the training process for the user experience in BCIs. They report on a quali-
tative interview study with healthy BCI users, e.g., neuro-gamers or pilots. The 
interviews show that the success of BCI use strongly depends on the motivation as 
well as the duration of training and that the time-consuming procedure of use results 
in discomfort and cognitive exhaustion.

This second section of this volume also approaches intelligent neurotechnologies 
from a legal perspective. The legal system faces the need to update some of its 
notions and regulatory action is needed to cover these new, neurotechnology-based 
forms of acting and acting together. BCIs also raise the question about mental pri-
vacy as well as data and consent issues.

Susanne Beck focuses on criminal law issues that result from neurotechnology 
use. She shows how neurotechnologies might lead to diffusion on the end of the 
victim, as well as the offender. Such diffusion would be important for criminal law, 
in that in traditional criminal law the roles of offender and victim are very clear. 
Therefore, criminalizing might lose some of its legitimacy. Another problematic 
diffusion in criminal law might occur, if there are no clear borders between the body 
and the mind.

Stephen Rainey et al. address further legally relevant issues, namely those related 
to data and consent in neural recording devices. They discuss whether current data 
protection regulation is adequate. They conclude that brain-reading devices present 
difficult consent issues for consumers and developers of the technology. They are 
also a potential challenge for current European data protection standards. Their use 
might become legally problematic, if the nature of the device results in an inability 
for the user to exercise their rights.

Finally, in the third section the book takes a closer look at neurotechnologies in 
their contexts of use. This section covers both the introduction of using neurotech-
nologies in various domains and an explication and discussion of their deeper philo-
sophical, ethical, and social implications.

Ralf J. Jox discusses the ethical implications of the use of neurotechnologies and 
AI in the domain of medicine. He shows that such technology use challenges not 
only the patient–physician relationship, but also the whole character of medicine. 
He further highlights the potential threats to human nature, human identity, and the 
fundamental distinction between human beings and technological artifacts that 
could arise when AI technology with certain features is closely connected with the 
human brain.

The next contribution highlights one of these close connections of 
AI-neurotechnology and the human brain. Stephen Rainey discusses neuro- 
controlled speech neuroprosthesis from an ethical perspective. A speech neuropros-
thesis picks out linguistically relevant neural signals in order to synthesize and 
realize, artificially, the overt speech sounds that the signals represent. The most 
important question in this special neurotechnology application is whether the syn-
thesized speech represents the user’s speech intentions and to what extent he can 
control the speech neuroprosthesis.

O. Friedrich and A. Wolkenstein
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Georg Starke’s contribution addresses another field of clinical neuroscience, 
namely the application of ML to neuroimaging data and the potential challenges of 
this application with regard to transparency and trust. He shows why transparency 
and trustworthiness are not necessarily linked and why transparency alone won’t 
solve all the challenges of clinical ML applications.

Another field of application of neurotechnology and AI is their use in the mili-
tary. Jean-Marc Rickli and Marcello Ienca discuss the security and military implica-
tions of neurotechnology and AI with regard to five security-relevant issues, namely 
data bias, accountability, manipulation, social control, weaponization, and democ-
ratization of access. They show that neurotechnology and AI both raise security 
concerns and share some characteristics: they proliferate outside supervised research 
settings, they are used for military aims, and they have a transformative and disrup-
tive character. They highlight that it is extremely difficult to control the use and 
misuse of these technologies and call for global governance responses that are able 
to deal with the special characteristics of these technologies.

Finally, Mathias Vukelić directs our attention to a new research agenda for 
designing technology. Given the increasingly symbiotic nature of neurotechnology, 
where humans and technology closely interact, he emphasizes the need for a human- 
centered approach that puts human needs at the core. He attests that the detection of 
brain states, such as emotional or affective reactions, are of great potential for the 
development of symbiotic, interactive machines. Beyond assistive technology, this 
research leads to neuroadaptive technologies that are usable in a broad variety of 
domains. Vukelić argues that the primary goal of such an undertaking is the align-
ment of increasingly intelligent technology with human needs and abilities. While 
this could itself be viewed as following an ethical imperative, the author also stresses 
the wider ethical and societal implications of such a research agenda.

This short overview of existing research on intelligent neurotechnologies and of 
the articles in this volume offers a first insight into the emerging philosophical, ethi-
cal, legal, and social difficulties that we will have to face in the future and which 
require further conceptual as well as empirical research.
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Abstract

Ideally, a brain-computer interface (BCI) would enable bodily movement that is 
functionally and phenomenologically similar to “ordinary” behavior. One impor-
tant element of this desired functionality is that the user would be able to control 
movement through the same types of mental activity that are used in “ordinary” 
behavior. For example, arm movement is caused by neural activity that underlies 
the conscious intention to move the arm. At present, however, the BCI-user has 
to learn to control movement by consciously imagining the movement, or by 
controlling neural activity that is only indirectly related to the intended move-
ment. According to the standard account of action, a bodily movement qualifies 
as an action if its proximate cause is the conscious or unconscious intention to 
perform that movement. Since it can be argued that this condition is not met in 
the case of BCI-mediated behavior, an important question to ask is whether this 
type of behavior qualifies as intentional action.
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2.1  Introduction

A brain-computer interface (BCI) is a neuroprosthetic device that enables the con-
trol of bodily movement or an external device through the detection and decoding 
of neural activity. As the following case illustrates, significant progress in the devel-
opment of BCI technology over the past years has helped increase the physical 
autonomy of individuals who have suffered a loss of motor function.

[BK] has had electrical implants in the motor cortex of his brain and sensors inserted in his 
forearm, which allow the muscles of his arm and hand to be stimulated in response to sig-
nals from his brain, decoded by computer. After eight years, he is able to drink and feed 
himself without assistance. [1]

BCIs have been described as devices that translate thought into action [2–5]. This 
description seems appropriate since the movement of BK’s arm and hand, for exam-
ple, is neither a reflex nor did it just happen to occur; rather, the BCI detected and 
decoded BK’s movement intentions and thereby effected the intended bodily move-
ment. Accordingly, we might view BCIs as functional replacements for the dam-
aged parts of the motor system, as novel realizers of the agent’s movement intentions. 
In this regard BCIs present us with the latest—and most advanced—instance of 
replacement technology.

According to an influential and widely held view, physical actions are intention-
ally caused bodily movements. More precisely, the Causal Theory of Action (CTA) 
can be stated in the following way.

(CTA) Any behavioral event A of an agent S is an action if and only if S’s A-ing is caused 
in the right way and causally explained by some appropriately nonactional mental item(s) 
that mediate or constitute S’s reasons for A-ing. ([6], p. 1)

The movement of BK’s arm and hand counts as an action, therefore, because he 
wants to take a drink from his cup and the desire (and the attendant belief) causes 
the bodily movement. In this regard, actions are distinguished from “mere happen-
ings”—bodily movements that lack this specific etiology. To say that a person’s 
physical behavior is intentional is to say that it is causally related to their beliefs and 
desires. Tripping and falling over does not, therefore, count as an action since we 
can assume that the person did not have the belief and desire to trip and fall.

The matter is complicated, however, by the fact that not just any causal connec-
tion between intention and bodily movement will do. For we can imagine cases in 
which we would be reluctant to conclude that the person has acted even though 
bodily movement is causally related to the person’s intentions.

Bob desires and intends to shoot the sheriff, but this makes him nervous and causes his 
finger to cramp, which in turn causes the trigger to be pulled, resulting in the gun being fired 
and the sheriff being shot. ([7], p. 12)

Since the trigger being pulled was caused by Bob’s nervousness, and his ner-
vousness was caused by his intentional states, his bodily movement was causally 
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related to his intentions. However, if we suppose quite plausibly that his nervous-
ness was not itself intentional, then we can doubt that Bob intentionally shot the 
sheriff. To put the point in more theoretical terms: although the bodily movement 
matches Bob’s original intention, it is not a function of his intention. As a conse-
quence, we cannot exhaustively explain the trigger-pulling in terms of his beliefs 
and desires.

The above suggests that the causal process in physical action is of the right 
type if the intended bodily movement is a function of the person’s beliefs and 
desires to perform that movement. If we adopt a broadly physicalist framework, 
then this is to say that an arm-raising, for example, qualifies as a physical action 
if it is brought about by the neurophysical state(s) that realizes the person’s inten-
tion to move their arm. Unfortunately, this revised framework does not solve all 
our problems. For we can imagine cases in which our intuition is that the person 
has acted even though movement is not brought about by the appropriate neuro-
physical states.

After suffering a severe spinal cord injury LC has lost a substantial degree of motor func-
tion. By concentrating on directional symbols displayed on a computer screen, LC is able 
to control the movement of a robotic limb with the aid of a BCI.

If we assume for the sake of argument that the neural activity underlying con-
scious attention is distinct from the neural activity underlying movement intention, 
then the causal process in this case is not of the right type. Nevertheless, LC would 
appear to be performing a physical action.

LC’s case raises a number of important issues regarding the nature of physi-
cal action. First, we might ask whether, and under what conditions, the robotic 
limb counts as part of the body. Presumably, our answer to this question will 
depend in considerable part on the degree of functional and phenomenological 
similarity between control of the robotic limb and of “ordinary” arm move-
ment—the greater the similarity, the greater the reason to conclude that that 
LC’s robotic limb is “incorporated.” If we conclude that robotic limb is not part 
of the body, then we can ask whether in moving the limb LC has performed a 
mental, rather than a physical, action or whether the movement is merely the 
effect of action.

Second, it can be claimed that the proximate cause of movement in LC’s case is 
not intention to move the limb but concentration on a specific symbol. It is true, of 
course, that this event is not a mere happening since it is part of an intended causal 
process (unlike Bob’s nervousness), but importantly the movement is not directly 
brought about by the neurophysical state(s) that realizes LC’s intention to move the 
arm. Third, if it is the case that control of the robotic limb is substantially dissimilar 
to ordinary behavior, then it is not clear what is the nature and content of LC’s 
beliefs and intentions which bring about movement. Ordinarily speaking, to intend 
to move my arm I must believe that my intention will bring the movement about, 
and that this movement is an arm movement. If the connection between intention 
and movement is unreliable, or the resultant movement is not of the right kind, then 
it is difficult to say exactly what I am intending.

2 Actions, Agents, and Interfaces
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2.2  BCIs and the Decoding of Movement Intention

An injury or disease that has damaged the spinal cord and has caused the loss of 
motor function may leave higher brain functions substantially intact. Motor func-
tion can be restored through an interface that bypasses the injury and connects the 
intact motor centers to an external device, robotic limb, or even the person’s own 
body as in BK’s case. A BCI designed to restore motor function decodes neural 
signals to extract voluntary motor commands that reflect the person’s movement 
intentions, and then uses the process signal to control the external device or limb 
(robotic or “natural”). Typically, a BCI is composed of three components: a sensor 
to detect neural signals, a signal processor that converts neural activity into a com-
mand related to the desired action, and a device to effect action [10]. The BCI is able 
to detect motor commands from neural signals due to established correlations 
between neuronal firing rates and motor parameters like arm position, velocity, and 
joint torque [8]. Neuronal recording of motor commands has focused primarily on 
the primary motor cortex, although higher-level movement intentions and imagery, 
for example, imagined goals, trajectory and types of movement can also be decoded 
from the posterior parietal cortex [2, 8, 9].

BCIs can be categorized in a number of different ways [10]. First, we can distin-
guish the devices in terms of their level of invasiveness—whether they are placed on 
top of the scalp (EEG), subdurally on top of the cortex (ECoG), or inserted into the 
brain. Second, BCIs can be differentiated in terms of the type of signal recorded: 
field potentials (the summed electrical current from multiple neurons) from multiple 
recording sites (EEG and ECoG), or action potentials (“spikes”) from single neu-
rons or small groups of neurons. Although the less invasive devices can detect brain 
activity that correlates with visual stimuli and voluntary intention, for example, 
more specific and accurate details of action are obtainable from spiking activity. For 
instance, hand velocity and position, and movement goals can be detected from 
single cells in the motor cortex [11]. Third, we can distinguish between direct 
devices that enable the control of an external device through neural events that 
underlie, that is to say, are intrinsically related to the intended movement, and indi-
rect devices that co-opt neural events that are not intrinsically related. A device that 
enabled the control of a robotic limb by neural signals that correlate with arm move-
ment would be an example of a direct device; in contrast, one that controlled this 
movement through the suppression of cortical rhythms, or by the detection of ampli-
tude differences between attended and non-attended stimuli, would be an indi-
rect device.

An alternative way to categorize BCIs is to distinguish among active, reactive, 
and passive devices:

In active BCIs, the user intentionally performs a mental task that produces a certain pattern 
of brain activity, which the BCI system detects for processing. A commonly deployed men-
tal strategy in active BCIs is motor imagery. The user imagines moving parts of her body, 
without actually performing the movement. The imagination of the movement of different 
body parts corresponds to different activations of the primary somatosensory and motor 
cortical areas.
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In a reactive BCI, brain activity is modulated in reaction to an external stimulus given 
by the BCI system…A commonly used paradigm is P300-based selection, where stimuli, 
such as letter or symbols, flash in succession on a screen. The user has to direct her attention 
to the symbol she wants to select. The BCI system detects the so-called P300 signal that set 
in 300 ms after the stimulus attended to is presented.

Passive BCIs simply monitor brain activity of the user, without requiring her to perform 
any mental task. The brain activity that passive systems monitor is not modulated intention-
ally to achieve a certain goal. ([7], pp. 3–4)

2.3  Basic and Non-basic Actions

Generally speaking, bodily movement is something that a person can just do—I do 
not have to think about raising my arm in order to raise it, or to think about putting 
one foot in front of the other in order to walk. For some people, however, bodily 
movement is not something that can be “just done,” as the case of IW illustrates 
[12]. IW suffers from acute sensory neuropathy and lacks proprioceptive awareness 
of his body from below the neck. Despite the lack of proprioceptive awareness IW 
is able to control his body through visual feedback and by consciously attending to 
the position of his limbs and body. In order to move his arm, for example, he imag-
ines the intended action and then controls movement by paying visual attention to 
his body’s position.

IW’s control of bodily movement is very different from the ordinary case. For 
most of us bodily movement is direct and immediate and experienced in a first- 
person way “from the inside.” IW’s control of bodily movement is more akin to 
“remote control” [13]. (Despite the challenges IW is able to lead a successful life.) 
Although IW’s control of bodily movement is functionally and phenomenologically 
very different from ordinary behavior, there is good reason to claim that his bodily 
movement is causally related to his beliefs, and desires. A parallel conclusion seems 
justified in the case of LC. For in both cases sensory information is limited to visual 
feedback and physical movement is effected by conscious control. In LC’s case we 
can say, therefore, that BCI-mediated behavior might be very different from ordi-
nary behavior, but it still qualifies as intentional action.

The difficulty we face is that in the cases of IW and LC the causal process does 
not appear to be of the right type as defined previously. If the right type of cause is 
the neural activity that realizes the person’s movement intention, for example, to 
raise an arm, then this would rule out both cases as examples of intentional action. 
For the proximate cause is either concentration on the movement rather than inten-
tion, or on a symbol that is used to bring movement about. In simple terms, the 
neural activity is of a different type.

There are a number of ways that we can respond to this difficulty. First, it could 
be argued that cases like those of IW and LC are sufficiently different (or rare) as to 
require a different analysis of action. Generally speaking, the skin-and-skull bound-
ary defines the line between where the person begins and the world ends. Since in 
these cases the definition of the boundary is unclear, and the functional and phe-
nomenological difference substantial, we could regard these cases as exceptional. It 
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might be objected that this response does not go far enough for it suggests that our 
current understanding of intentional action may be too narrow. If it is the case that 
bodily movements can be “multiply realized,” then it seems that we have to recon-
sider exactly what is required of the causal process to be of the right type. Critics of 
our current theory of action will argue, therefore, that cases like those of IW and LC 
reveal the limitations of our current theory, and thus warrant a revision of our pres-
ent understanding of action.

An alternative approach is to say that BCI-mediated behavior is consistent with 
our current causal theory of action but that there are significant differences between 
this type of behavior and ordinary action [13, 14]. For example, it has been argued 
that present BCI-mediated behavior is limited to non-basic action [7]. A basic action 
is one that a person can perform immediately and that does not require the perfor-
mance of a prior action. For example, in order to take a step forward or raise my arm 
I generally do not have to perform a preliminary action, nor think about the action 
in order to perform it. In contrast, a non-basic action requires a prior action to be 
performed: in order to heat the water, I have to turn on the kettle, or differently, a 
person learning how to play the piano has to think about where to place their hands 
on the keyboard. We are usually able to control bodily movement immediately and 
effortlessly, although it is possible to do so with deliberate conscious control. 
Importantly, there seems little reason to claim that the person has not acted in this 
latter case.

In order to effect bodily movement, the BCI-user has to perform a prior action. 
In the case of an indirect BCI, the user has to attend to a stimulus or consciously 
control brain activity and cannot just bring bodily movement about immediately. 
Since a direct BCI detects brain activity that is intrinsically related to the intended 
movement, effecting direct BCI-mediated behavior is more akin to ordinary behav-
ior. As the user becomes experienced in controlling bodily movement the control 
may appear direct and immediate; but in the learning phase a high degree of con-
scious control is required.

Since in a number of cases the BCI-user has to consciously think about the 
intended movement in order to bring the movement about, whereas in ordinary 
bodily movement the movement is direct and immediate, the distinction between 
basic and non-basic action appears to point to an important difference between these 
types of behavior. In order to determine whether this is correct, we need to focus on 
two issues: first, we need to examine the distinction between basic and non-basic 
action; second, we need to determine whether BCI-mediated behavior qualifies only 
as non-basic action.

According to our causal theory, actions are distinguished from mere happenings 
in terms of their etiology. The raising of an arm, for example, counts as an action 
only if it is brought about by the relevant beliefs and desires. In other words, there 
is nothing about the bodily movement in and by itself that identifies it as an action 
rather than a mere happening. Accordingly, every bodily movement that in part 
constitutes an action has a necessary antecedent cause. This implies that to say a 
bodily movement “just happens” is not to say that the person did not think about 
performing the action, for otherwise the movement would be a mere happening. To 
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say that movement “just happens” is to say that the thought process is unconscious. 
Accordingly, all physical actions by definition are non-basic actions—every bodily 
movement that is part of an action must be preceded and brought about by the 
agent’s appropriate beliefs and desires. (If this is correct, then this raises a problem 
of regress for the causal theory.) I may not have to think about reaching out my hand 
to pick up my glass, but if this movement is to count as a physical action, rather than 
a mere happening, it must be causally related to my intentions. To say, therefore, 
that a bodily movement is direct and immediate means that the person does not have 
to consciously think about the movement in order to bring it about. In this regard, 
the difference between the novice and the experienced piano player is that the expe-
rienced player does not have to consciously think about where to place their hands.

If the analysis above is correct and all actions are non-basic actions, then BCI- 
mediated behavior cannot be distinguished from ordinary behavior on the grounds 
that it qualifies only as non-basic action. Instead, we should claim that present BCI- 
mediated behavior requires that antecedent mental states are conscious. It may be 
correct to claim that BCI-mediated behavior qualifies only as non-basic action, but 
this would fail to differentiate this type of behavior from ordinary behavior.

As further development of BCI technology continues, and as the user becomes 
more accustomed to controlling behavior in this way, we can imagine that control of 
the device will become more direct and immediate. Alternatively, BCI technology 
may provide us with a broader conception of action which recognizes that action 
can be realized in a variety of different ways, and the control of bodily movement 
need not be immediate and direct. In the future, perhaps, BCI-mediated behavior 
will become functionally more advanced even though phenomenologically it is 
brought about by “remote control.”

2.4  Action, Belief, and Reliability

Our reason for concluding that Bob did not intentionally shoot the sheriff is that the 
proximate cause of the trigger-pulling—his nervousness—was a “mere happening” 
that just happened to match his original intention. It is likely that after the gun goes 
off Bob will say, “I didn’t mean to do that!” A different scenario is that Bob fully 
intended to shoot the sheriff and used his predicted nervousness as the means to pull 
the trigger. In this case the nervousness is not just a “mere happening”—it is a reli-
able and intended consequence of his intention, an intended part of the causal 
process.

In order for the second scenario to occur certain conditions have to be met. First, 
there has to be a predictable and reliable causal chain that connects Bob’s intention, 
his nervousness, and the trigger-pulling. Furthermore, Bob has to believe that such 
a causal chain exists. If such a connection is absent it makes little sense for Bob to 
form the intention to make himself nervous. Accordingly, at the price of rationality, 
a person has an intention to perform and action only if they believe that having this 
intention will bring the action about; in other words, intention requires a belief 
about the reliability of the connection.

2 Actions, Agents, and Interfaces
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However, in order to make sense of these different types of events and states into which an 
agential system can enter, more than a causal relationship among particular events and 
states is required. This extra requirement is that the relevant causal connections among the 
particular events and states of the system are reliable enough to establish a distinctive type 
of event of state that is exclusively related to another distinctive type of event of state. 
([6], p. 98)

We might say, therefore, that a particular type of mental event, for example, the 
intention to raise one’s arm, is an event of this type because it reliably leads to the 
raising of the arm. Conversely, if the prior event lacked this reliability, it is difficult 
to see how or why we would classify the prior event as an intention-to-raise-arm 
event. If we now return to BCI-mediated behavior, then this implies that in order for 
such behavior to qualify as intentional physical action, there must exist a reliable 
connection that identifies the mental event as an event of a particular type, and, 
therefore, which explains the user forming that intention.

A second condition that needs to be met is that the bodily movement is a function 
of the mental state that brings the specific bodily movement about. In broad terms, 
we can understand the notion of function here to mean that the movement is the 
reliable and predictable result of the specific content of that mental state. This func-
tional relationship allows us to explain the occurrence of the bodily movement in 
terms of the occurrence of the mental state.

Now for differential explanation in nondeviant action chains, a bodily movement of a kind 
believed to be a ϕ-ing is differentially explained (under its bodily movement description) by 
the neurophysiological state that realizes for the given agent at the given time his psycho-
logical state of intending to make a bodily movement of a kind he takes to be a ϕ-ing in the 
circumstances (for a specific substation of ϕ). ([15], p. 70)

In order to understand Peacocke’s notion of differential explanation, it is helpful 
to return to Bob and the Sheriff. Since the trigger-pulling is causally dependent 
upon a mere happening, the bodily movement is not differentially explained by the 
neurophysiological state that realizes his intention to make a bodily movement of a 
type he takes to be a shooting; rather, the movement is explained at least in part by 
the neurophysiological state that realizes his nervousness. Although the trigger-
pulling is causally related to Bob’s intentions, the neurophysical state that underlies 
the proximate cause bears no direct relation to this intention. It is for precisely this 
reason that differential explanation fails. As Peacocke states

[The]…physiological states with which the nervousness interacts to produce a bodily 
movement that may just happen to match his original intention, but which is no function of 
the original intention (its neurophysiological realization) according to the principles of 
explanation involved. ([15], p. 70)

Let us now consider whether the two conditions presented above are met in 
the case of BCI-mediated behavior. To help in our discussion let us recall the 
case of LC who suffered a spinal cord injury and who controls the movement of 
a robotic limb with the aid of a BCI. Our first concern is to determine whether the 
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connection between LC’s movement intentions and the effected bodily move-
ment is sufficient for the epistemic condition to be met. If we consider the period 
during which LC is learning to control the robotic movement through the BCI, it 
is difficult to see why LC would have the appropriate belief. In simple terms, the 
experience is entirely novel, and LC has no justification for believing that the 
movement of the robotic limb can be effected by thinking about the movement. 
(Analogously, if I do not know how to swim, I have no justification for believing 
that moving my arms and legs will propel me forward.) LC has no reason to 
believe that the mental state “thinking about arm movement” will bring that 
movement about. The causal connection is not sufficiently reliable to establish an 
exclusive relation between the different types of events and, therefore, to provide 
the basis for LC’s belief.

To turn now to the second condition, this condition is met if we can differentially 
explain LC’s movement in terms of the neurophysical states that underlie his move-
ment intention. As described above, a distinction can be drawn between direct and 
indirect BCIs: in the former case the device detects and decodes information that 
directly correlates with the intended movement; in the latter case movement is 
effected by neural activity that is co-opted. To take indirect devices first, it seems 
plausible to claim that differential explanation is not possible precisely because the 
device is an indirect device: the movement is brought about (at least in part) by a 
neurophysical process that is distinct from that which underlies the movement 
intention. Accordingly, we are limited to explaining the connection in transitive 
terms or as a non-basic action.

In the case of direct devices, there is greater justification for claiming that the 
movement is effected by the appropriate neurophysical states, since the device 
detects and decodes LC’s movement intentions from their neurophysical realizers. 
To assess the merit of this claim, it is important to consider LC’s belief about the 
effected bodily movement, and in particular, whether LC takes the bodily move-
ment to be of the appropriate kind. We might ask, for example, whether LC believes 
the movement of the robotic arm to be an arm-reaching. If BCIs provided the user 
with bodily movement that is functionally and phenomenologically similar to ordi-
nary behavior, then there is good reason to suppose that the user will believe the 
movement to be of the right type (in fact, it would be surprising if the user believed 
otherwise). Conversely, if the effected movement is substantially dissimilar, then it 
is likely that the user will have a very different belief. Let us imagine that LC is 
learning to control bodily movement through an indirect BCI that provides mini-
mal sensory feedback. Since the effected movement is so very different in both 
how it is brought about and how it is experienced by LC, it seems unlikely that LC 
will believe the movement to be arm-reaching. Furthermore, if LC does not believe 
the movement to be an arm-reaching, then the movement is not brought about by 
the neurophysical state that underlies LC’s intention to reach out his arm. 
Accordingly, we cannot differentially explain the bodily movement in terms of this 
intention.

Since BCIs are a “novel neurotechnology,” they enable the control of bodily 
movement (whether biological or robotic) in novel ways. We should not be 
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surprised therefore that they challenge our existing concepts of agency and action. 
One way that we might defend the view that BCI-mediated behavior qualifies as 
intentional action is to regard the brain and BCI as a novel functional realizer or 
vehicle of the user’s psychological states. Here we might appeal to the same line 
of argument as articulated by proponents of the Extended Mind (EM) theory, and 
argue that intention, like belief, can be realized by a coupled system that brings 
mind and world together [16, 17]. A full discussion of this line of argument is 
beyond the scope of this paper, but there are a number of considerations that mili-
tate against this approach. First, whereas it is coherent to regard belief as a dispo-
sitional state the matter is less clear with intention. It is true to say that a person 
can have the unconscious intention to act in some way but intending plays a more 
active role than the information-storage nature of belief. To say that “Smith 
intends to fire Jones” is to describe a predicted course of action, rather than to say 
that the intention is in Smith’s head and is easily accessible. Second, it is not clear 
in the case of BCI- mediated behavior that any cognitive (i.e., not sensorimotor) 
processes are being “off-loaded.” The cognitive aspects of the behavior remain “in 
the head.”

Motor imagery could be decoded from these populations [neurons in the posterior parietal 
cortex PPC], including imagined goals, trajectories, and types of movement. These findings 
indicate that the PPC of humans represents high-level, cognitive aspects of action and that 
the PPC can be a rich source for cognitive control signals for neural prosthetics that assist 
paralyzed patients. ([2], p. 907)

Although BCIs enable bodily movement by decoding the user’s “movement 
intentions” it would be inaccurate to say that they decode the particular neurophysi-
cal states that underlie intentions understood in the more limited psychological 
sense. Rather, the device detects sub-personal level information pertaining to motor 
parameters like arm position, velocity, and joint torque and neural signals of imag-
ined movements that have been detected prior to the transmission of information to 
the motor cortex.

It might be objected that essentially there is little difference between BCI- 
mediated and ordinary behavior in this regard. In both cases, there is a causal 
chain that connects the person’s personal-level psychological states with bodily 
movement. If we grant, for the sake of argument, that the BCI does not detect 
and decode the personal-level psychological states, it can still be argued that the 
only difference between the types of behavior occurs “downstream”: in princi-
ple, the BCI is playing the same functional role as the damaged parts of the 
brain and CNS, and since these damaged parts are sub-personal there is no phe-
nomenological element to take into account. There are two responses to this last 
claim. First, we may well concur that there is no essential difference between 
the types of behavior: a BCI system that is functionally and phenomenologically 
like ordinary behavior should not be differentiated from ordinary behavior. 
Second, if such a system is developed then the user is justified in having similar 
beliefs in this case as in ordinary behavior; present devices, however, are con-
siderably more limited.
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2.5  Action, BCIs, and Identification

The perspective and experience of the BCI-user plays an integral role in determin-
ing whether BCI-mediated behavior qualifies as intentional action. If BCI-mediated 
behavior is phenomenologically very similar to ordinary behavior, then it is likely 
that the user will feel as though they are acting when controlling bodily movement. 
Conversely, if the effected movement is substantially dissimilar to ordinary move-
ment, it is likely that the user will not perceive themselves to be in control. Since 
present BCI-mediated behavior is functionally and phenomenologically very differ-
ent from ordinary behavior, it seems reasonable to suppose that the present BCI- 
user will not believe the effected movement to be of the right type. The device 
provides the user with only a limited sense of control, and the limited functionality 
and reliability of BCIs suggests that the causal process is not of the right type for the 
causal theory of action.

The causal theory of action typically understands actions as events, as spatiotem-
poral particulars. An action is differentiated from a mere happening because it is an 
event of a different type—a bodily movement caused by the neurophysical state that 
realizes the belief/desire pair. In contrast, an agent causal account regards the agent 
as primary—actions are what agents do. If we have questions about an action they 
are likely to be questions about what the person intended, rather than questions 
about the occurrence of a particular type of event—in asking whether the movement 
of BK’s arm is intentional we are asking a question about BK’s intentions, rather 
than about the occurrence of a particular type of brain activity.

Agent causation provides us with an alternative approach to BCI-mediated 
behavior. One way that we might understand freedom of action is terms of the iden-
tification by the agent and others with the action [18]. Although the BCI provides 
LC with limited control of movement and minimal sensory feedback, and requires 
his conscious control, LC may, nevertheless, come to identify with the movement. 
For by controlling the robotic arm LC is able to engage with the world more exten-
sively and in a way that is causally related to intention. Accordingly, the BCI pro-
vides LC with an increased sense of autonomy. Furthermore, this increased sense of 
autonomy is consistent with the lack of belief that the robotic limb counts as an arm 
movement. Controlling the robotic limb may be functionally and phenomenologi-
cally very different from ordinary movement; nevertheless, LC may feel an increased 
sense of autonomy and, despite this difference, even view the robotic limb as part of 
the body. In this regard, BCI-mediated behavior may qualify as intentional action 
even though it is quite different from ordinary behavior. Controlling movement may 
be like “remote control” and the user may not experience this movement “from the 
inside” due to the lack of sensory and proprioceptive feedback. Despite these differ-
ences, the BCI-user may feel as though they are in control—that they are an agent.

For a person to intend to bring about a bodily movement, there must be a reliable 
connection between the intention and the movement, and the person must believe 
that such a connection exists. In order to intend to kick the ball, I must believe that 
having this intention will bring the ball-kicking about, otherwise it makes little 
sense to form the intention. If we apply this analysis to BCI-mediated behavior then 
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we can say, for example, that in order to control the robotic limb LC must believe 
that a reliable connection exists between the intention to control and the effected 
movement—in simple terms, LC must believe that if the intention is formed then 
the robotic limb will move. Determining the conditions according to which a belief 
is justified is beyond the scope of this chapter; however, it is plausible to contend 
that it is not necessary that LC be certain that movement will occur, nor that LC has 
any particular beliefs about how the movement is brought about. Furthermore, if LC 
has this belief the question of whether BCI-mediated behavior is a basic or non- 
basic action becomes unimportant. In order to intend bodily movement LC must 
believe that having the intention brings the movement about. This is consistent with 
LC believing that thinking about the movement can bring the movement about (non- 
basic) and that the movement “just occurs” (basic).

A final point about the identification of action relates to the perceptions of others. 
Unlike mental actions, physical actions are public events and are defined by their 
context. Accordingly, our interpretation of the movement of LC’s robotic arm will 
be based in part on our familiarity with the technology and context. Thus, for better 
or for worse, the more the movement is consistent with ordinary behavior, the more 
we are likely to regard the movement as an action, and not as a mere happening.

2.6  Conclusion

According to a common understanding, actions are bodily movements that are caus-
ally related to a person’s beliefs and desires. If the analysis in this chapter has been 
successful, then there is reason to suggest that explicating this causal relation is not 
a straightforward matter. Progress in the development of BCI technology in recent 
years has been remarkable, and in the future BCIs may provide the user with a con-
trol of bodily movement that is just like ordinary behavior. The main conclusion of 
this chapter is that this level of functional and phenomenological similarity is not a 
requirement for BCI-mediated behavior to qualify as intentional action.
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Abstract

By creating an artificial output path for the central nervous system, Brain- 
Computer Interfaces (BCIs) enable users to affect the world without engaging 
their bodies’ peripheral muscular and nervous systems. The action-theoretical as 
well as normative implications of this novel way of acting have recently gained 
attention in philosophical discourse. What, if anything, are the differences 
between ordinary bodily actions and actions mediated by machines or comput-
ers? And what are the normative implications that result from these differences? 
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We argue for a new focus in addressing these questions by highlighting an action- 
theoretical aspect that has been neglected so far: the acquisition of skill in acting 
with BCIs. By drawing on empirical literature, we show that skilled BCI users 
are able to perform actions with their devices without performing a mental act. 
This results in an action-theoretical analysis of BCI actions according to which 
users are able to perform BCI actions as basic actions. We then discuss some 
normative implications of our findings, especially for the applicability of the 
legal concept of actions to actions performed using BCIs.

3.1  Introduction

Brain-Computer Interfaces (BCIs), also sometimes referred to as Brain-Machine 
Interfaces (BMIs), enable users to act and affect the world in hitherto unprecedented 
ways. By connecting the user’s brain directly to a computer, BCIs generate an arti-
ficial output path for acting that circumvents the peripheral muscular and nervous 
system and allows users to control a machine or a computer program. Hence, in a 
yet to be specified way, BCIs enable users to do things with thoughts—and without 
the engagement of muscles or nerves.

BCIs possess vast potential for medical use [1, 2] and other non-medical pur-
poses, such as media applications and gaming [3]. This disruptive potential has been 
widely recognized in the academic literature as well as in business.1 In addition, 
BCIs pose a variety of philosophical questions. These range from the conceptual 
analysis of actions performed by using BCIs to normative worries about the further 
implications of the technology. One of the most fundamental challenges posed by 
the development of BCIs concerns the categorical differences between ordinary 
(i.e., bodily-mediated) actions and novel (i.e., BCI-mediated) actions. What, if any-
thing, is the difference between raising my arm to grasp a cup of coffee and control-
ling a robotic arm through a BCI to do the same thing? And does such a difference 
have any normative implications?

Some authors have suggested that BCI-mediated actions possess a variety of 
peculiar features that categorically differentiate them from ordinary, bodily actions 
and implicate particular ethical and legal challenges [4, 5]. The alleged idiosyncrasy 
of BCI-mediated actions centers around the idea that in using BCIs, people do not 
just do things directly with their thoughts but rather indirectly by their thoughts. 
This instrumental and—figuratively speaking—remote role of mental actions in 
relation to the activity realized by a machine or a computer, the authors argue, 
makes it difficult to apply both philosophical and legal theories of action to BCIs. In 
the next section, we will outline this approach in detail before then moving on to 
empirically and philosophically criticizing it. Ultimately, it is the aim of our paper 

1 While Mark Zuckerberg’s Facebook is working on a BCI to enable users to generate text directly 
from thoughts, Elon Musk’s Neuralink—in the long run—aims at nothing less than mankind’s 
merging with artificial intelligence.
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to highlight a dimension of human action that has so far been neglected in both 
action-theoretical debates as well as normative debates surrounding BCIs, namely 
the level of proficiency or skill in using the technology. We will argue for the condi-
tional claim that when a user acquires sufficient skills in the use of a BCI, BCI- 
mediated actions do not differ from ordinary actions in any relevant ways. Hence, 
just as raising one’s arm is a paradigmatic example of an act, so is raising one’s 
BCI-controlled prosthetic arm.

We will start by outlining the rationale for differentiating between traditional 
actions and BCI actions, which is based on the distinction between basic and non- 
basic actions in different theories of action. By relating this distinction to the use of 
BCIs, we will highlight the features in virtue of which categorical differences 
between the two types of actions are commonly drawn and what seems to be pecu-
liar about BCI actions (cf. [4]). We will then introduce the general notion of skilled 
action and argue that if an agent reaches a sufficient level of proficiency, the concep-
tual border between basic and non-basic actions dissolves. We will support the the-
sis that BCI users can become skilled in using their devices by drawing on empirical 
literature related to BCI training and neuroplasticity. Lastly, we will discuss the 
ethical and legal implications of our findings and argue that the skilled use of BCIs 
should be seen as the paradigmatic case of BCI-mediated actions. Hence, although 
the supposed peculiarities of acting with BCIs are not fully unwarranted, they are 
limited to the borderline cases of acquiring the skills necessary to become a compe-
tent user of a BCI.

3.2  Do BCI Actions Differ from Ordinary Actions?

3.2.1  How Does Acting with a BCI Work?

Before diving into the action-theoretical aspects of BCIs, a brief introduction into 
the way they function as well as a corresponding typology of different BCIs is due. 
This will help us make the theoretical viewpoint that we will be concerned with 
throughout this paper plausible. Authors should explicitly mention which part of the 
developmental phase they are interested in when philosophically investigating a 
scientific or technological phenomenon. In this paper, we will focus exclusively on 
BCIs that have reached a certain level of technological maturity and hence, are not 
far from becoming a market-ready product. It is reasonable to assume that such a 
product would not exhibit major design flaws nor include technological aspects 
which—although in principle conceivable—would turn out to be undesirable from 
the perspective of its users.2 Instead, these products would fulfil the main objective 

2 Take the well-known example of Ichiro, whose behavior is controlled by a (possibly ill-inten-
tioned) neuroscientist via a brain implant ([6], p. 87). Such cases are important for the action-the-
oretical debate of deviant causal chains (see for example [7], pp. 10–11; [8]). However, they are 
irrelevant for the purpose of this paper, since such a device would not allow users to exercise vol-
untary control.
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of BCI research: restore lost or deficient motor control and enable users to volun-
tarily control prosthetic limbs, computer programs, or the like.

Let us then start with the way BCIs function. As mentioned in the introduction, 
BCIs enable users to control a computer or a machine without the engagement of 
the peripheral muscular or nervous systems. Instead, it is often said that BCIs enable 
users to do things with their thoughts (see for example [4, 9–11]). However, the 
focus on the broad concept of thoughts is imprecise and can lead to vast misunder-
standings (cf. [12], p. 30). More precisely speaking, BCIs rely on the measurement 
of electrical or magnetic brain activity ([2], p. 6). The respective brain activity can 
be accessed non-invasively, i.e., without surgery, for example by electroencephalog-
raphy (EEG), or invasively, i.e., with surgery, for example by recording the electro-
corticogram (ECoG) ([2], pp. 7–8).3 Brain activity accessed in these ways correlates 
with mental activity and is computationally interpreted to control a machine or a 
computer program. However, BCIs are not able to “read minds”—if one believes 
that mind reading consists of, for example, accessing the introspective and subjec-
tive sphere of human experience. While we do believe that this is common ground 
in the BCI community it is still worth highlighting, in that much of the action- 
theoretical debate and subsequent normative worries—somewhat surprisingly—
identify the role of thoughts as one of the main peculiarities of acting with BCIs 
([13], pp. 388–389). We will treat this point in greater detail below, but for now it is 
important to highlight that BCIs react to physically realized brain activity and not to 
thoughts qua thoughts.

With a basic understanding of the way BCIs function, we can now additionally 
delineate active, reactive, and passive BCIs ([14], pp. 74–77). To control an active 
BCI, users have to produce a certain pattern of brain activity, which is recorded and 
translated by a specifically attuned decoder to allow the control of a machine or 
computer program. In this way it is possible to enable users to control prosthetic 
limbs, wheelchairs, or computer-cursors (cf. [4], p. 5). To control a reactive BCI, on 
the other hand, users do not need to produce specific patterns of brain activity, but 
instead merely attend to externally presented stimuli. For example, users can be 
enabled to write a text by focusing on letters appearing on a screen. Reactive BCIs 
mostly function by measuring the P300 event related readiness potential that allows 
the respectively attuned decoder to determine which object the user has attended to 
and hence generate the corresponding letter on a screen (cf. [4], p. 5).

Lastly, a third category of passive BCIs has been proposed ([14], p. 76; [4], p. 5). 
This third category of BCIs does not require users to build up specific brain patterns 
or attend to external stimuli, but instead reacts to brain activities that are associated 
with phenomena beyond their intentional control, such as workload or arousal. Yet 
some authors have suggested that devices that merely react passively and do not 
allow the user to exercise voluntary control should not be classified as BCIs ([2], 
p. 3). Even more importantly, Steinert et al. ([4], p. 12) conclude that events medi-
ated by passive BCIs do not count as actions in a standard action-theoretical sense, 

3 The details of these different technologies are beyond the scope of this paper. However, we will 
come back to some of the technical details in Sect. 3.3.
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since such events are not realized by the relevant mental states of BCI users. Since 
we are interested in action-theoretical and related normative implications of the use 
of BCIs, so-called passive BCIs will be disregarded for the remainder of this paper.

In sum, acting with a BCI involves three components: (a) mental activity, (b) the 
corresponding physically realized brain activity, and (c) whatever it is the machine 
eventually does in reaction to these. How these three components interact with each 
other will turn out to be crucial for an adequate action-theoretical analysis of BCI 
actions. Yet, before developing our own account, we want to clarify the foil that we 
want to compare it to. As mentioned earlier, some authors argued that BCI actions 
exhibit peculiar features that categorically differentiate them from ordinary actions 
[4]. This difference can be explained by the role ascribed to mental activity in con-
junction with the concept of basic actions, which we will turn to now.

3.2.2  What Is Peculiar About BCIs?

What are basic and non-basic actions? The difference between the two types of 
actions can be illustrated in terms of instrumentality. While a basic action is an 
immediate action, the performance of which does not require further, preceding 
actions, the performance of a non-basic action does require doing something else 
first [15]. For example, one can raise one’s arm in order to give a signal to one’s 
confederates ([16], p. 525). Here, the immediate raising of one’s arm serves as a 
basic action, while the signal thereby given serves as a non-basic action. In addition 
to the distinction between basic and non-basic actions, Steinert et al. [4] differenti-
ate mental from bodily actions. Following Mele [17], they define mental actions as 
actions not involving bodily movements, such as calculating the result of some 
numerical exercise in your head. Bodily actions, on the other hand, involve and 
require motor outputs, such as the lifting of your hand ([4], pp. 8–9).

Now, according to Steinert et al., while the lifting of one’s arm is a paradigmatic 
instantiation of a basic and bodily action, the two types of distinctions yield a pecu-
liar result for BCI-mediated actions: since BCIs read off the user’s brain states, the 
user’s basic action is a mental act which then causes the non-basic act of, for exam-
ple, the movement of a robotic arm. Hence, “[t]he BCI-mediated event in active and 
reactive BCIs is a non-basic action […] because the subject always performs it by 
doing something else” ([4], p. 10). And

[t]hus, an action with identical effects—say, an arm reaching for a glass—is a basic action 
under natural circumstances (that is in non-BCI contexts), but a non-basic action when it is 
facilitated with a BCI-prosthesis ([4], p. 10).

What exactly is it that users have to do in order to perform the—on this view—
non- basic act of reaching for a glass with a BCI-prosthesis? Steinert et al. argue that 
users need to give a “go-command” which further distinguishes BCI actions from 
ordinary actions ([4], p. 13). While in a normal context people are able to simply 
grasp the glass, BCI users need to first activate their BCI, which then in turn 
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performs the desired task. This activation is achieved by consciously thinking a spe-
cific thought, which is read out by the machine and translated into the correspond-
ing action.

This picture of acting with BCIs has severe normative implications, especially in 
the legal realm. Firstly, Steinert et al. argue that the current concept of actions in the 
law excludes most BCI actions ([4], p. 18). This is due to the fact that BCI actions 
do not involve bodily movements.4 Since the act performed by the agent is merely a 
mental act, while the movements thereby initiated affect the world as non-basic acts, 
the legal concept of an action does not apply ([4], p. 16). This leads to a further 
normative peculiarity, namely that law makers would have to punish BCI users for 
their thoughts if they committed a crime via their BCIs ([4], p. 21). Hence, BCI 
users would be prohibited from thinking certain thoughts that trigger the respective 
unlawful tasks executed by their BCIs. Thus, the authors conclude, assuming that 
certain thoughts are legally prohibited, “regular BCI users will (have to) develop 
novel skills to watch over their own mind” ([4], p. 21).

In sum on the view that was just introduced, the interplay between thoughts, 
brain activity, and the subsequent operation of a machine leads to a categorical dis-
tinction between bodily-mediated and BCI-mediated actions. While bodily actions 
are basic, BCI actions are non-basic. In the remainder of this paper, we will argue 
that this analysis of BCI actions only enjoys prima facie plausibility when focusing 
on inexperienced BCI users. The action-theoretical analysis of experienced BCI 
users, on the other hand, will turn out to be substantially different. Hence, we will 
now attempt to complete the action-theoretical analysis of BCIs.

3.3  Is Acting with a BCI a Skill Users Can Acquire?

3.3.1  What Is Skilled Acting?

Let us begin with a very general observation of human actions: by acquiring a skill, 
one and the same action and bodily movement can be realized in different ways—
either automatically or with full attention. It is this very human ability that allows us 
to perform complex actions. As competent drivers, we can all have a demanding 
conversation with our passenger, requiring our full attention, without losing control 
of our vehicle. We can do this because as competent drivers we have acquired the 
skill to drive our car subconsciously or automatically. This does not mean that we 
have given up control over our car, but only that driving a car does not constantly 
need our full consciousness/attention. Only in critical, challenging situations do we 
need to focus our attention on driving. This enables us to perform complex, multi- 
layered actions such as driving and talking or listening and writing simultaneously 
and in parallel. These skills, however, are not innate to us, but are owed to the 

4 This view is controversial. Whether BCI actions involve bodily movement is a question that has 
been addressed in the broader discussion of the causal theory of action—independent from any 
legal concerns ([18], pp. 31–32). We will come back to this point towards the end of this paper.
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laborious process of learning different ways of acting—such as driving. The begin-
ner would do well to devote his full attention to driving. Only with a certain level of 
skill will it gradually be possible to subconsciously control the various aspects of 
driving that are coordinated with each other. More and more often she will no longer 
change gears intentionally and with full attention, but will simply start to shift gears 
automatically when necessary. Shifting will become—as the saying goes—her sec-
ond nature. This rather general observation about human action is important for the 
philosophical theory of action insofar as it shows us that the basic model of inten-
tional action controlled with full attention is just one aspect of human action. Our 
ability to execute even simple everyday actions in different ways—such as switching 
on the light—distinguishes and enables us to perform complex, compound actions.

If we assume this general picture of human action, the following question 
becomes pertinent. To what extent does using BCIs permit such subconscious, auto-
mated and skilled actions, or do the partially outsourced technical properties of 
BCIs completely exclude this possibility? In other words, is it possible to become a 
skilled user of BCIs? Interestingly, the notion of skilled BCI use has been widely 
discussed in the neuroscientific literature. This is unsurprising, since investigating 
what it takes to acquire a skill in using BCIs permits engineers to create a more 
natural and seamless experience for patients. However, neither the action- theoretical 
nor the normative implications of skilled BCI use have so far been discussed or 
recognized and we intend to close this research gap. The remainder of this section 
will therefore be dedicated to empirically supporting the notion of skilled BCI use. 
Additionally, we will further refine the action-theoretical understanding thereof. In 
the subsequent section, we will examine the normative implications emerging from 
our new picture of BCI actions.

3.3.2  Learning Effects and BCI Skills

There is vast support in the empirical literature for the idea that users can become 
competent in using BCIs. For example, Koralek, Jin, Long II, Costa & Carmena 
[19] write that

[t]he ability to learn new skills and perfect them with practice applies not only to physical 
skills but also to abstract skills, like motor planning or neuroprosthetic actions,

and Wander et al. [20] conclude that

[t]he ability to voluntarily modulate neural activity to control a brain–computer interface 
(BCI) appears to be a learned skill, similar to learning to ride a bike or swing a golf club.

Acquiring this skill can be compared to natural learning [10, 21]. Learning BCI 
skills is possible due to the high degree of plasticity in cortical neuronal ensembles 
[22] and neural adaptions through training [20, 23]. Ultimately, a user can become 
competent enough in using a BCI so that performing the act in question becomes 
proverbial second nature and he gains a sense of ownership of the prosthesis [21, 24].
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The basic psychological mechanism that underlies learning BCI skills is called 
operant conditioning ([2], p. 13). Operant conditioning enables people to relate the 
actions they perform to their external effects. A standard example is touching a hot 
stove and understanding that this results in experiencing pain ([2], p. 13). Applied to 
BCIs, the initial action people have to perform in the beginning of the learning 
period is the mental act in question, while the effect is the operation of the computer 
or machine. The process of operant conditioning relies heavily on direct feedback, 
which enables users to distinguish between successful and unsuccessful attempts. 
This is one of the reasons why providing feedback is so central to BCIs and why 
some authors understand real-time feedback as a necessary condition for a device to 
even conceptually classify as a BCI ([2], p. 3).

Learning periods and operant conditioning enhance a user’s control over her 
device. Given the action-theoretical picture we discussed above, one might now be 
inclined to believe that BCI learning merely leads to a consolidation of the mental 
act, which triggers the machine. On this view, users would become better at per-
forming the required mental task, for example by instantiating the required brain 
patterns more robustly. Yet, this is not the main effect operant conditioning has on 
the brain. The effect instead runs far deeper and eventually supersedes the need to 
perform a mental act at all. Neuper and Pfurtscheller ([25], p. 68) give a detailed 
account of the way neurofeedback works. They refer to the basket game, a computer 
game in which BCI users have to direct a ball into a highlighted basket via an EEG- 
based BCI. While players in this game usually experience a period of “trial-and- 
error”—or, to employ the terminology just introduced, a period of operant 
conditioning—in which feedback enables them to enhance their performance, the 
ultimate effect of learning is that

[o]ver a number of sessions, the subject probably acquires the skill of controlling the move-
ment of the ball without being consciously aware of how this is achieved ([25], p. 68).

In other words:

With continued practice, […] control tends to become automatic, as is the case with many 
motor skills and imagery becomes unnecessary ([26], pp. 98–99).

Thus, we can conclude that it indeed seems to be possible to act with a BCI in a 
skillful way, just as it is possible to drive a car while having a demanding conversa-
tion.5 After a successful learning period, control over the BCI becomes automatic 
and does not require a mental act to activate the BCI.6 In the next section, we will 

5 For a discussion on acting with BCIs while being distracted, see [27].
6 It was objected that the learning effect relates to the instantiation of the required brain pattern 
instead of the BCI itself. However, this reinterpretation would fail to establish a difference between 
BCI actions and ordinary actions and lead to the implausible result that any skilled action is non-
basic, since any such action requires the instantiation of a specific brain pattern which is learned 
through training.
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summarize what this means for the action-theoretical analysis of BCIs before then 
moving on to some normative implications.

3.3.3  Skilled Acting in Action Theory

In the last two sections we introduced the notion of skill and argued that acting with 
a BCI is a skill that a user can learn, which is similar to learning how to walk, ride 
a bike, drive a car, or speak. What does this imply for the action-theoretical analysis 
of BCIs? Let us come back to the role of conscious thoughts or mental acts in acti-
vating BCIs. As mentioned above, overstating the role of thoughts as mental acts 
can lead to vast misunderstandings. These misunderstandings are not only of tech-
nological and neuroscientific nature, but also concern the action-theoretical and 
normative implications of BCIs. Wolpaw and Boulay ([12], p. 30) clarify the role of 
thoughts in BCI use in the following way:

BCIs are not “mind-reading” or “wire-tapping” devices that listen in on the brain, detect its 
intent, and then accomplish that intent directly rather than through neuromuscular channels. 
This misconception ignores a central feature of the brain’s interactions with the external 
world: that the skills that accomplish a person’s intent, whether it be to walk in a specific 
direction, speak specific words, or play a particular piece on the piano, are mastered and 
maintained by initial and continuing adaptive changes in central nervous system (CNS) 
function.

These changes in the CNS enable users to perform BCI actions without perform-
ing a conscious mental act. Users can control their devices automatically, even 
under light distraction, and—crucially—without the performance of an initial, basic 
act. It follows then that the action-theoretical approach presented in the previous 
section has to be revised. When BCI users acquire the skill in question, they no 
longer need to attend to the cognitive task, i.e., think a specific thought to generate 
the corresponding brain activity, but instead directly control their BCI.

Hence, the distinction between basic and non-basic action that lies at the core of 
the argument presented by [4] breaks down. For skilled BCI users, there is no dif-
ference between raising a bodily arm and raising a BCI-controlled prosthetic arm. 
Both of these actions are basic in the sense that performing them does not require 
any preceding, instrumental actions. Note, again, that this is merely a conditional 
claim which holds for skilled BCI users. Those in early phases of the learning pro-
cess will indeed need to produce thoughts associated with the respective brain pat-
terns to control their devices—while being more or less successful in doing so. Yet, 
it is crucial to note that this is not a peculiar feature of BCI actions in general, but 
merely a feature of the learning phase. Once a user has consolidated his BCI skills, 
he no longer needs to act in this peculiar way.7 Instead, the user is able to switch 
between a deliberate, attentive realization of the action and a subconscious one. 

7 Whether every BCI user is able to acquire these necessary skills is a question open for empirical 
investigation.
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This also means that skilled BCI users are able to differentiate between entertaining 
a thought, say the wish to move an arm, and its actual realization. With these insights 
at hand, we will now turn to clarify some normative aspects that are often associated 
with BCIs.

3.4  The Normative Implications of Skilled BCI Use

In the last section, we refined the action-theoretical understanding of BCIs by intro-
ducing the notion of skill. Let us now discuss the normative implications of our 
findings. To begin with, consider the general significance of the level of competence 
on further normative evaluations. For example, drivers who only recently obtained 
a driver’s license and lack substantial driving experience have to pay a higher insur-
ance premium than experienced drivers. This is because they exhibit less control 
over their vehicles and are thus expected to be involved in accidents more frequently. 
In the same manner one can expect new BCI users to be less able to exercise control 
over their devices. This is why extensive training periods are not only a necessity for 
the acquisition of the skill of acting with a BCI in a subconscious, automatic man-
ner, but also for the ability to sufficiently control it.

The need for training also helps to illuminate a first normatively relevant issue 
that is often associated with BCIs, namely the lack of a “sense of agency” that some 
BCI users report (cf. [4], pp. 7–8). Without the acquisition of a skill, which may 
ultimately lead to the integration of the device into the user’s body schema [22], 
users will indeed perceive the device as foreign and not under their voluntary con-
trol. Yet, this too is not a phenomenon inherently related to BCIs, but merely a 
consequence of a lack of sufficient training. It then seems adequate not to classify 
new users without sufficient training as paradigmatic examples for philosophical 
analysis, but to instead focus on more experienced users.

The notion of skilled BCI use allows us, secondly, to clarify an aspect in the legal 
debate mentioned in Sect. 3.2.2. Since skilled BCI users do not need to perform a 
mental act to control their devices but can instead do so subconsciously, makes the 
worry that users would need to be punished for their thoughts unwarranted. Again, 
this worry seems to be rooted in a misattribution of the role of thoughts or mental 
acts in the way that BCIs function. In light of the empirical studies presented we 
argued for a different conception of BCI actions, which is shared and aptly sum-
marized by Orsborn and Pesaran ([28], p. 77):

Rather than “reading out” thoughts about movement, motor BMIs give the brain a new tool 
it learns to control by constructing a new neural representation.

We, therefore, want to propose a shift in the debate on BCIs, which is to per-
ceive BCIs as mere tools. Yet, to make this approach plausible we need to address 
a common objection, which states that BCI actions do not involve bodily move-
ments. For example, Steinert et al. ([4], p. 19) argue that BCIs cannot be under-
stood as mere tools, since “[o]rdinary controlling of tools requires bodily 
movements, controlling them through BCIs does not.” This aspect is of further 
relevance since it has also been argued that due to a lack of bodily movement BCI 
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actions do not count as actions in the legal sense (cf. [5]). Yet, as mentioned ear-
lier, whether BCI actions involve bodily movement is a much-debated question. 
Surely, what is not involved in BCI actions is the peripheral muscular system, 
which might in everyday speech often be equated with “bodily movement.” 
However, it is also not the case that BCI users control their devices via their 
thoughts. Instead, users are able to control their devices via the measurement of 
changes in their brain activity. Moore therefore argues—citing Davidson’s sug-
gestion to “interpret the idea of a bodily movement generously” ([29], p. 49)—
that actions facilitated by BCIs do involve bodily movements ([18], p. 32). Yet, 
Moore also notes that it would be a grave mistake to understand every change in 
the brain as a bodily movement, since only those changes that are caused with the 
intention to have some “effect in the world” plausibly qualify as actions ([18], 
p. 32). And since this is undoubtedly the case, especially for skilled BCI actions, 
these can be interpreted as actions in a standard legal sense.

In sum, we therefore believe that understanding BCIs as mere tools is both 
empirically adequate and conceptually sound. By adopting a generous understand-
ing of bodily movement, the worry that the legal concept of an action does not apply 
to BCI actions vanishes, as well. Instead, with the full action-theoretical analysis at 
hand, the law seems to be well equipped to handle the emergence of BCIs in the 
legal realm.

3.5  Conclusion

The objective of this paper was to supplement the action-theoretical analysis of 
BCIs with the notion of skilled action. We showed that acting with a BCI, automati-
cally or subconsciously, is possible due to the effects of learning and the brain’s 
plasticity. This resulted, firstly, in a novel view of acting with BCIs. Skilled BCI 
users do not need to perform a mental act in order to activate their devices, but can 
instead exercise direct control over them. Hence, skilled BCI users can perform BCI 
actions as basic actions. This also means that BCI users are able to distinguish 
between entertaining a thought and acting on an intention. Secondly, this led us to 
revise some normative implications often related to BCI actions. Skilled users are 
able to voluntarily control their devices and hence to voluntarily bring about effects 
in the world. BCIs can therefore be classified as tools that users can become compe-
tent in using. This conceptualization is especially relevant for the law, since it 
enables the standard legal framework to be applicable to BCI actions.
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Abstract

The era of human-machine integration, offering a vast scope for augmenting our 
capacities as persons, simultaneously threatens to diminish them. This chapter 
examines the metaphysical, epistemological, and ethical implications for the 
autonomous agency of persons with respect to human-machine integration 
through brain-computer interfacing (BCI). The aim is to assess the possibility of 
integrating a person via a neurotechnological mechanism, such as BCI, for the 
purpose of enhancing their autonomous agency. Given the externality of the 
components of BCI and the need for autonomous agency to be unaffected by 
factors external to the self in order to constitute an authentic form of self-legis-
lation, the objective of augmenting autonomy in this way seems hopelessly 
paradoxical. Operating within a broadly Kantian framework, however, there is 
much scope for extending the notion of the self to accommodate a form of 
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 self-legislation that includes the function of the BCI components. Only in this 
way, I maintain, can the prospect of augmenting autonomy through BCI avoid 
the threat of paradox.

4.1  Introduction: The Basis for Augmenting Autonomy 
Through Brain-Computer Interfacing

Among the most valued features of persons is autonomy. The preservation of and 
respect for autonomy is, therefore, among our deepest concerns when confronted 
with the opportunity to enhance the lives of persons through emerging technologies. 
This concern is particularly pertinent in the age of human-machine integration, 
which presents the possibility of undermining as well as augmenting our capacities 
as persons. This chapter examines the metaphysical, epistemological, and ethical 
implications for the autonomous agency of persons with respect to human-machine 
integration through brain-computer interface technology (BCI). Brain-computer 
interfacing involves the coupling of the agent’s brain with some neurotechnological 
devices and robotic controllers that are in a very real sense external to the agent. 
This being the case, it is not clear how it may reasonably be said that the agent, in 
deliberating and acting in accordance with the input from these components, is self-
legislating—even if the BCI appears to result in the agent’s enhanced instrumental 
autonomy. My objective is to determine what we may intelligibly conclude about 
the possibility of integrating a person via a neurotechnological mechanism, as in 
BCI, for the purpose of enhancing their autonomous agency.

Some have argued that, because various forms of neurotechnology can have a 
profound effect on the neural basis of the capacities that constitute personal 
autonomy, the use of such technology precipitates the need to revise, perhaps 
significantly, the concept of autonomy [1]. Others maintain that to the extent that 
BCI may address autonomy impairment and given that such technology has as its 
goal the restoration of autonomy that has already been impaired by other factors, 
there is in fact “no need to revise this concept only to examine the mechanisms 
behind this restoration” [2]. My view is that this novel form of technology requires 
at least some consideration of the underpinnings of the notion of autonomy.

Typical cases for the use of BCI are those involving an individual who suffers 
from severely compromised autonomy due, for example, to a cognitive, physiologi-
cal or personality disorder, bodily or neurological injury, or some severe form of 
addiction. In the treatment of such individuals through BCI, brain signals are 
recorded and used to control some external device that usually takes the form of a 
computer, prosthetic limb, or semi-autonomous robot [3]. The unique feature of 
BCI is that unlike other forms of brain-to-computer connection, which require some 
type of input device, such as peripheral nerves, muscles, a computer keyboard, or 
mouse, this technology obviates the need for such mediating mechanisms, permit-
ting direct brain-computer communication.
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In general, three parts constitute a BCI: First, an internal interface enables signal acquisi-
tion, second, processing of these signals is carried out through algorithms in a central com-
puting unit, and third, an external interface ensures contact to the surroundings via a specific 
output device [4].

Mattia and Tamburrini highlight a particularly noteworthy aspect of BCI—brain- 
computer mutual adaptation [5]. One of the components in BCI is the central ner-
vous system; the other is a computer algorithm. Both of these function as controlling 
units and both must be, in some sense, adaptive. The type of machine intelligence 
required in BCI must take the form of “autonomous intelligent action of BCI- 
controlled devices at least to some degree” [4]. Optimal BCI would also involve 
substantial BCI-neurofeedback. Jens Clausen et al. note, however, that this type of 
BCI, which involves bidirectional information flow, has a downside. While opti-
mally effective for integrating brain and computer function, it is also the most prob-
lematic for determining the source of the choice or act that ensues, which in turn 
renders it difficult to attribute responsibility for that choice or act [3, 4, 6]. What 
kind of autonomous agency may be attributed to a being whose capacity to function 
adequately as an autonomous agent is only rendered possible through a form of BCI 
technology that appears to inhibit its autonomous agency? The situation is a grip-
ping paradox [7]. Is there any way to break loose?

Neil Levy’s work on persons with addictions offers some direction towards a 
possible resolution. Levy maintains that impaired autonomy is a consequence of 
the person’s fragmented agency [8]. In dealing with this case, Levy appeals to the 
notion of extended agency, which he thinks arises from the possession of a self- 
governed will and a single, unified self. Levy’s position is very much in keeping 
with the tradition of thinkers who generally endorse the view that autonomy con-
sists essentially in the agent’s capacity to bring their lower-order desires under the 
control of their higher-order desires. This hierarchical account of autonomy is 
generally referred to as an internalist view. Among its most prominent supporters 
are Harry Frankfurt [9] and Gerald Dworkin [10]. This tradition is in contrast to 
the externalist view of autonomy supported by John Christman [11], Alfred Mele 
[12], John Fischer and Mark Ravizza [13]. Levy’s account of extended agency has 
application to the possibility of enhancing autonomous agency through BCI, 
especially if fully expounded in the context of its historical roots. These roots, I 
argue, may be located in Immanuel Kant’s concept of autonomy. The view I 
advance is that some clarity can be attained on these issues through consideration 
of the crucial Kantian distinction between autonomy, i.e., unified agency, and het-
eronomy, i.e., fragmented agency. I propose that (a) a Kantian-directed account of 
autonomy facilitates a proper treatment of the possibility of augmenting auton-
omy through the use of BCI in agential enhancement procedures; (b) this requires 
an extension of the notion of self-legislation that includes the function of the BCI 
component among the features of the self at the sub-personal level; and (c) that 
Kant’s concept of the self as an epistemic rather than moral subject may accom-
modate this extension.
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4.2  Instrumental Autonomy and Moral Autonomy

One of the most significant oversights in the literature on debates over neurotechno-
logical and biological enhancement is the conflation of instrumental and moral 
autonomy. The instrumental notion of autonomy is operative in David Hume’s [14] 
account of human reason, whereas the moral notion of autonomy is at the focus of 
Kant’s account [15]. Though the two are undoubtedly linked, the difference between 
them has important implications for the possibility of augmenting autonomy via 
neurotechnology. Instrumental autonomy is the common notion of self-legislation, 
indicative of the capacity to function as an agent. The BCI that facilitates this func-
tion may be described as a type of agential enhancement [16]. Agency is typically 
construed as the ability to devise and act in accordance with one’s own ends, desires 
or wishes—regardless of what form they may take. When one is thwarted from 
either devising or acting in accordance with those ends, desires or wishes, we tend 
to say that the agent’s autonomy is compromised or lacking.

In a Kantian framework, however, this kind of agency is not sufficient for the 
kind of self-legislation requisite for autonomy. Agency of this kind is referred to by 
Kant as heteronomy, which is the control of the agent’s will by external or alien 
forces, i.e., something other than the agent’s own will. These external forces include 
the agent’s desires, passions, empirical ends, emotions, feelings, and personal 
objectives [15]. In Kant’s view, the will is only truly self-legislating when not moti-
vated by such external forces. Only then may it be viewed as genuinely autono-
mous. Kant states that “autonomy of the will is the property of the will by which it 
is a law to itself” [15]. He stresses, however, that the objects of the will are multifari-
ous in nature; they are mercurial, inconstant, and random. A will guided by external, 
i.e., empirical, factors will be similarly inconstant. Moreover, when the objects of 
the will conflict, the will too will be conflicted and pulled in a variety of directions. 
The result is the fragmentation of the will—a will lacking in unity. It is this frag-
mentation and lack of unity that characterizes heteronomy. In contrast, the capacity 
of the will to function as a unified whole is the characteristic feature of autonomy. 
Only when the agent is motivated in its actions by the cause rather than the effect of 
its will is the agent truly self-legislating and therefore autonomous. This happens 
only when the will is motivated by the moral law of reason. Construed in this way, 
autonomy of the will constitutes for Kant “the supreme principle of morality” [15].

Levy appears to endorse this Kantian conception of autonomy in his claim that, 
“autonomy is not freedom or self-realization. Autonomy is self-rule … An agent is 
autonomous to the extent she is able to put her values into effect” [8]. Kant would 
add that such values must be determined by reason, which specifies the moral law. 
Only the moral law of reason, Kant argues, is a cause that belongs entirely to the 
will itself. Kant states:

If the will seeks the law that is to determine it anywhere else than in the fitness of its maxims 
for its own giving of universal law – consequently if, in going beyond itself, it seeks this law 

in a property of any of its objects – heteronomy always results [15].
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Given that heteronomy consists in the will being motivated by empirical factors, and 
given that empirical factors amount to natural causes, genuine autonomy, for Kant, 
must be viewed as the capacity of the will to be affected by a non-natural cause, 
which originates in the agent’s own will. Kant’s view of genuine moral agency 
requires the possession of a will that is able to be governed by a law other than the 
laws governing the natural world in order to be truly self-legislating and not just 
determined in its actions like all other phenomena in the natural world [15]. This is 
the law of reason. This non-naturalistic element in Kant’s libertarian, incompatibil-
ist moral theory is a real stumbling block for contemporary scholars across the dis-
ciplines. Incompatibilism maintains that if determinism is true then free will is 
impossible. Incompatibilism may take two completely opposing forms: libertarian-
ism, which supports free will [17, 18] and hard determinism, which denies free will 
[19]. Kant adopts libertarian incompatibilism since he defends the non-naturalistic 
causation of reason. A strong majority, however, find this non-naturalistic, rational 
causation in the Kantian account of autonomy unpalatable. Moreover, it is precisely 
this non-naturalistic element that would appear to render the enhancement of auton-
omy through BCI paradoxical.

A related problem to that posed by incompatibilism in BCI use for enhancing 
autonomy is dualism. Dualism is the metaphysical view that there exist two fun-
damentally different kinds of substance: material substance (body) and nonmate-
rial substance (mind). It is generally acknowledged that on a strict dualist view, 
cognitive enhancement and the enhancement of autonomy would be impossible. 
Among others, Levy recognizes this problem. He writes, “there is an obvious 
sense in which cognitive enhancement is a violation of implicit dualism: it pro-
duces alterations in the mind via its physical substrate, which ought to be impos-
sible if dualism is true” [20]. Though Kant is not, strictly speaking, a dualist, his 
position would appear to pose problems for the prospect of enhancing autonomy 
through BCI similar to those posed by dualism. This is because, for Kant, the self 
has both a phenomenal (empirical) aspect and a noumenal (non-empirical) aspect. 
The noumenal self, though not a distinct substance from the phenomenal (empiri-
cal) self, is nonetheless not determined by the natural laws that govern the phe-
nomenal self.

Thus, for the above reasons, a Kantian framework does not initially seem prom-
ising for augmenting autonomy through BCI. While acknowledging these limita-
tions, I contend that Kant’s notion of autonomy can still be rendered serviceable in 
discussions pertaining to the possibility of enhancing autonomy via neurotechnolo-
gies. To be sure, it is not possible to eliminate the non-naturalistic element from the 
Kantian moral framework without negating Kant’s own account of morality alto-
gether. Thomas Hill, however, has argued that Kant’s position, though quite distinct 
from many current accounts of autonomy, nonetheless provides the foundations for 
some of those accounts [21]. Along the same lines, I maintain that Kantian auton-
omy can make a significant contribution to debates over the neurotechnological 
enhancement of autonomy as it incites us to focus on the cause of the agent’s action 
rather than the effect [22]. Truly autonomous activity, for Kant, is activity motivated 
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by the right kind of cause acting on the will of the agent rather than activity moti-
vated by some object the will happens to desire as an effect. I argue that acknowl-
edging this fundamental feature of autonomy substantially facilitates meaningful 
discourse on the possibility of the neurotechnological enhancement of autonomy. 
Specifically, it assists in tracking the cause of the agent’s will in activity mediated 
by brain-computer interfacing. I maintain that the self as epistemic subject in Kant’s 
theory of cognition serves as the cause of unity required both for cognitive and 
moral judgment. Provided, therefore, that autonomy enhancing BCI targets the 
cause rather than the effect of the agent’s action, and that this cause is recognized as 
stemming, in part, from the unifying function of the self as epistemic rather than 
metaphysical subject, it is conceivable how BCI may enhance the empirical if not 
rational dimension of autonomous agency. Though a thorough treatment of this 
issue requires exploring the notion of autonomy in connection with moral responsi-
bility, as noted by Pim Haslaeger [6], the limited scope of this chapter does not 
permit a proper consideration of moral responsibility. I focus only on showing how 
the Kantian account of self as epistemic subject warrants extending the notion of 
self-legislation to render intelligible the enhancement of autonomy through BCI.

Given that instrumental autonomy consists in the capacity for setting and achiev-
ing empirical goals, assessing this kind of autonomy involves assessing the agent’s 
ability to achieve those goals. Thus, if through the use of some BCI an agent is able 
to achieve their desired ends more effectively, it would be legitimate to view that 
neurotechnological mechanism as having enhanced the agent’s instrumental auton-
omy. Assessing the enhancement of moral autonomy is not as straightforward, at 
least not if due consideration is given to Kant’s grounding moral principle—the 
capacity of the will to be motivated by its own internal forces. On this account, 
enhancing moral autonomy through BCI would appear to present an insurmount-
able problem, since it involves the control of the agent’s will by an external 
mechanism.

Regardless of how efficacious the agent would be as a result of the neurotechno-
logical intervention, the fact that the agent’s will is under the partial control of an 
external source renders it challenging to view the agent as genuinely self- legislating. 
According to Kant, agent causation is rational causation and thus, not part of the 
series of event causation in nature [23–25]. The question is: Is it possible to con-
ceive of a type of BCI that enhances the will’s capacity to be motivated by its own 
internal cause, without being affected by an external source? Only BCI that could 
operate in this way could come close to meeting the Kantian criteria for autonomy.

The view I defend is that although Kant thinks that optimal unity can only be 
achieved when the cause of the will is rational rather than empirical, a significant, 
though suboptimal, degree of unity may still be achieved when the set of multifari-
ous empirical causes are guided by a higher-order empirical factor capable of bring-
ing them under its control. Despite the fact that this would still be an empirical 
rather than rational cause, it nonetheless functions in a manner similar in effect to a 
rational cause. An empirical cause could conceivably bring this about if it could 
subsume the other competing empirical factors under its guidance. To do this, I 
maintain, this empirical factor would have to impart the same sort of structural unity 
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that the self imparts to the multiple features of cognition in Kant’s theory of knowl-
edge. Thus, a form of BCI that increases unity of will in the agent may be rendered 
consistent with the general Kantian model of autonomy, though it does not satisfy 
the non-naturalistic criterion in that model. The non-naturalistic element in Kant’s 
own account of autonomy is ineliminable. Nonetheless, on the view that the general 
Kantian model really does capture the fundamental feature of autonomy, it would be 
a significant achievement to be able to approximate maximally that kind of auton-
omy within the constraints of a naturalistic framework. As I shall show, the work-
ings of this framework may be found in Kant’s epistemological program, the focus 
of which is the self as epistemic subject.

4.3  Advancing from the Enhancement of Instrumental 
to Moral Autonomy in a Naturalistic Framework

It seems that virtually all proposals for the enhancement of autonomy are inextri-
cably linked to cognitive enhancement [26]. The reasons for this are obvious. 
Autonomy is typically conceived as requiring a heightened use of reason, and rea-
son is typically construed as a cognitive capacity. The various proposals for the 
enhancement of autonomy through BCI have in view the strengthening of cogni-
tive capacities in the effort to render reason more dominant than passions and emo-
tions in determining the agent’s will. Insofar as reason is guided by the necessary 
and universal laws of logic, it is considered more constant, stable, and fixed [27]. 
Given that passions and feelings are varied, subjective, and fleeting, a will guided 
essentially by these empirical factors will inevitably be less stable, constant, and 
fixed. An empirically guided will becomes fragmented—lacking the unity charac-
terized by a will capable of the autonomy required for genuine agency, especially 
moral agency. Although it has been argued (by non-Kantians) that emotions ought 
not to be completely eliminated in moral considerations and that they in fact play 
a fundamental role in any morality fit for human beings, it does not follow that it is 
inappropriate for reason to regulate emotions. Reason may effectively guide the 
will in deliberating on the degree to which certain emotions ought to influence the 
will in a given context. Moreover, some claim that Kant’s focus on the rational 
capacity of persons generates a very narrow conception of personhood that neglects 
its relational aspects [28]. I maintain that, even acknowledging these relational 
aspects, and the importance of the role of emotions, reason’s status is paramount. 
Reason functions as the force that unifies the will as it governs these relational and 
emotional aspects of the person; and this function can be facilitated by reliable 
cognitive faculties. Thus, neurotechnological programs directed at enhancing 
autonomy by reinforcing the agent’s cognitive capacities are certainly on a promis-
ing path.

I want to argue, however, that enhancing cognitive capacities is not sufficient in 
getting us beyond mere instrumental autonomy to a substantive form of moral 
autonomy. The reason is that in the instrumental function of reason there is consid-
erable potential for heteronomy. That is, instrumental reason is hypothetical in 
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nature. It operates on the precept “If x, then y.” That is to say, “if one wants to 
achieve a particular desired end, x, then one ought to do y.” Kant refers to this kind 
of principle as a “hypothetical imperative.” In contrast, he maintains that morality is 
characterized by a “categorical imperative.” A categorical imperative takes the form 
“Do y, necessarily.” It commands without a view to some desired end and is there-
fore not prone to the instability that results from having one’s actions determined by 
such ends [22]. Only a categorical imperative, Kant asserts, can serve as a genuine 
moral principle that may govern the will necessarily, and thus only such an impera-
tive may serve to unify the will in the manner required for moral autonomy [15]. To 
the extent that cognitive enhancement only aims at fostering instrumental auton-
omy, i.e., hypothetical reasoning, I maintain that cognitive enhancement is not a 
direct or guaranteed route to moral enhancement [29]. I provide a more detailed 
defense of this position elsewhere [30].

Even if cognitive enhancement could be effectively achieved through BCI, a 
fundamental problem still remains. As Jens Clausen et al. state,

although effortless interactions between mind and machine seem intuitively appealing, cre-
ating direct links between a digital machine and our brain may dangerously limit or suspend 

our capacity to control the interaction between the ‘inner’ personal and outer worlds [31].

The interaction between a human agent’s brain and an intelligent machine renders it 
difficult to determine the source of an act [31]. Moral autonomy requires that this 
source be the agent’s will and absolutely nothing else. The challenge, therefore, in 
the use of BCI to augment moral autonomy consists in somehow integrating the 
deliberation of the intelligent machine into the deliberation of the agent’s will, such 
that the two are unified into one being and thus one source. Unless this can be 
brought about, the machine component in BCI will remain other and as such could 
only serve to subvert the agent’s autonomy rather than augment it. In the section that 
follows, I propose a strategy to address this problem.

4.4  Escaping the Paradox: Extending the Notion 
of Self-Legislation

The paradox that confronts us is: How can it be possible to enhance an agent’s moral 
autonomy by means of a factor external to the agent’s will if the very nature of 
moral autonomy requires that the agent not be affected by external factors. Lucivero 
and Tamburrini have also drawn attention to this paradox in BCI:

There are various ways in which the inclusion of a robotic controller, say, in the motor 
pathway of an output BMI [Brain Machine Interface] may limit or jeopardize personal 
autonomy. It is quite paradoxical that these threats to personal autonomy may arise in sys-
tems, which are mostly designed and implemented for the purpose of protecting and pro-
moting personal autonomy by restoring lost motor functions and re-establishing the 

capability of interacting with the external environment [7].
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What Lucivero and Tamburrini refer to as personal autonomy I refer to as instru-
mental autonomy. While they raise the paradox in the context of autonomy in gen-
eral, I maintain that the paradox is particularly problematic for moral autonomy. 
The only route of escape, I argue, is to adopt an extended notion of self-legislation.

In order to fulfill the requirements for self-legislation, the robotic controller to 
which the agent’s brain is coupled must be viewed as an extension of the agent’s will 
(on a compatibilist view) and therefore, as an extension of its autonomous function 
through self-legislation. Given the agent’s dependence on the computer component 
to generate the conditions for the unity that moral autonomy requires, this extension 
is warranted. Only by acknowledging the validity of the agent’s dependence on the 
BCI components for producing the requisite conditions for self-legislation is it pos-
sible to avoid the paradoxical conclusion that the agent’s will is being determined 
by an external source. The resolution of the paradox thus requires the bold tenet that 
self-legislation can be extended to include the function of an artificial intelligent 
being via BCI. The agent’s autonomy is enhanced as their will becomes integrated 
in the closed-loop system generated as the agent incorporates the feedback from the 
BCI in their deliberation. In consequence, the agent achieves a higher level of con-
trol. Michael Bratman’s account of temporally extended agency bears some resem-
blance to the core features of my argument here [32]. It differs from my account, 
however, in focusing on agency extending over time intervals rather than shared 
control systems. Lucivero and Tamburrini illustrate the operation of such shared 
control systems in the following:

The subject issues high-level control inputs for the robotic controller, which the brain read-
ing components of this BMI [Brain Mind Interface] extract from EEG signals produced 
through the voluntary execution and control of some mental task. Low-level commands, 
concerning the detailed trajectory of the controlled robotic device are issued independently 
by the robotic controller. In addition to this, one should be careful to note that in this output 
BMI the higher-level control of robotic action is shared too, insofar as it results from the 

combined processing of EEG data, robotic sensor, and memory traces [7].

The key factor in such shared control systems is the distinction between low- level 
commands and high-level commands. I maintain that as long as the robotic control-
ler only initially contributes low-level commands and does not contribute to the 
high-level commands until after some significant integration with the person’s own 
high-level commands, we are warranted in viewing this activity as self- legislation 
on the part of the agent.

Needless to say, the ramifications of this position are quite momentous as it 
appears to entail the requirement of a radical rethinking of our concept of self. My 
concerns here are not rooted in the general program pursued by John Locke [33], 
David Hume [14], Sidney Shoemaker [34], Derek Parfit [35], and more laterally 
explored in connection with BCI by Federica Lucivero and Guglielmo Tamburrini 
[7]. Their programs investigate issues pertaining to the continuity of personal iden-
tity over time and throughout change, i.e., diachronic identity and to some extent 
synchronic identity, i.e., identity at a time. I limit myself here only to the challenge 
of tracking a person’s self through the capacity for self-legislation in individuals 
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participating in BCI. Tamburrini seems to suggest that what this essentially requires 
is the acknowledgment of the distinction between the personal and sub-personal 
self. He maintains that on some interaction models of brain-to-computer communi-
cation, the relevant communication occurs on some sub-personal level. Tamburrini 
describes this level as one that does not involve “the intentions, beliefs, and contents 
of consciousness” [36]. As Tamburrini explains,

cooperative human-computer problem solving systems of this kind pave the way to what 
one may appropriately call a subpersonal use of human beings in HCI [Human Computer 
Interaction], insofar as the role of human beings involved in this cooperative task is 
accounted without appealing to any of the more characteristic features of human mentality 

and personhood [36].

Daniel Dennett was among the first to suggest the distinction between the personal 
and sub-personal levels of the self [37]. Though Dennett later came to reject this 
distinction, Jennifer Hornsby argues that he ought to have retained it, given its util-
ity [38].

The importance of the distinction between the personal and the sub-personal also 
appears to be operative in Levy’s solution to the problem of addiction. Here the 
control of the personal self over the various sub-personal components constitutes 
extended agency. Levy suggests that the notion of extended agency, which involves 
the related notion of the extended will, may be appealed to in the attempt to render 
intelligible the Aristotelian notion of akrasia, i.e., weakness of will or incontinence 
[39]. Akrasia asserts itself in cases of what Levy calls “unwilling addiction,” i.e., 
cases in which “the addict acts against her will, even though she chooses consump-
tion, and values it when she chooses it” [8]. The account Levy provides of extended 
agency preserves some of the most essential features of the Kantian account of 
autonomy: will and personhood. Levy suggests that we

identify the agent’s will with her extended agency. Being an agent, that is, having a single, 
relatively unified self, is not something to which we are simply born. Instead, it is an 
achievement. We gradually unify ourselves [8].

This view is also defended by Christine Korsgaard in her Kantian account of self- 
constitution [40]. Levy acknowledges the heteronomy that plagues the agent’s 
attempt to cultivate a genuine will and that promotes instead the fragmentation of 
the will. He asserts,

our minds are built up out of a large number of sub-personal mechanisms, which differ in 
the extent to which they receive input from each other and from consciousness [8].

Implicit in Levy’s account is the influence of the heteronomous factors to which 
Kant refers that threaten the unity of the will, and thereby the unity of the self. These 
involve spurious principles rooted in the objects of desire, emotion, and passion that 
compete with reason in governing and motivating the will. This incapacity of an 
agent to act in accordance with their own genuine will, motivated instead by sub- 
personal factors over which they lack control and thus do not recognize as deriving 
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from their own true identity is precisely what is targeted by BCI. It should be noted, 
however, that it is often expected that the effects of BCI will be manifested on the 
personal level, especially in the treatment of psychiatric disorders [41].

Given these considerations, I argue that to resolve the paradox of enhancing 
autonomy through BCI, either we must revise the notion of autonomy to mean 
something other than self-legislation or we must revise the notion of self- legislation. 
I suggest we retain the notion of autonomy as self-legislation, since it is the only 
meaningful one, and that we extend the notion of self-legislation to include the 
components and functions of BCI. My general argument here is analogous in some 
respects to David Chalmers and Andy Clark’s argument in defense of the extended 
mind, but I do not think that many of the objections that have been presented against 
their position pose quite the same problems for mine [42].

A crucial qualification of my position is that this extension should not occur at 
the level of self as personal, but only at the level of self as sub-personal. Specifically, 
it is reasonable to extend the sub-personal level of the self to include the technologi-
cal mechanisms to which the self is coupled via BCI as additional parts of the sub- 
personal level of the self. Again, however, we should expect that the effects may be 
manifested at the personal level, as the enhancement may result in some changes in 
personality or lifestyle. This idea should not be any more extraordinary than extend-
ing the sub-personal level to include components that are not part of a person’s 
original self in cases such as an organ transplant, a blood transfusion, or the acquisi-
tion of a pacemaker or prosthetic limb. As long as it is possible to track the agent’s 
will on a personal level, there is no reason to think the robotic controller to which 
the person is neurotechnologically coupled could not legitimately be considered a 
constituent part of the agent on a sub-personal level. Given the strong interaction 
between them and the feedback loop this generates, there is a substantial and rea-
sonable basis for extending the sub-personal self in this way. Further justification 
for this is the claim defended by Wolkenstein, Jox, and Friedrich that “in BCI use, 
the user (i.e., the one who uses an algorithm to make decisions), and the entity 
mostly dealing with the effects of the algorithm, is one and the same person” [43]. 
Moreover, Levy contends that “agents have inclination, and inclination must have 
neural realizers” [20]. Even Kant seems to suggest a connection between the two 
conceptions of the self that feature in his account. Kant distinguishes sharply 
between the noumenal (metaphysical) self, i.e., a being possessing intelligence and 
will, and the phenomenal (physical) self, i.e., the body [44]. He maintains however 
that there is some kind of association between them [22, 44]. What Kant would rule 
out is the possibility of direct causal action of the robotic components on the nou-
menal self as though the two were each links in the chain of natural causation. This 
has led some scholars to think that Kant endorses a moderate metaphysical view of 
the self. I contend that this view accommodates an open-ended self that is able to be 
expanded to include the right kinds of components beyond the person’s own bio-
logical body, provided those components contribute to the unity of the self.

Not surprisingly, consensus is lacking among Kant scholars on how exactly 
Kant’s notion of the self is to be understood—especially as it is used in many senses, 
depending on the various contexts. Béatrice Longuenesse provides a detailed 
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account of the various senses of Kant’s concept of the self [45]. Regardless of 
which of these senses is considered, Kant’s crucial claim about the self is that, as 
in the case of all objects of our knowledge, we do not have an understanding of the 
self as it really is in itself [44]. Kant develops this position in his critique of his 
rationalist predecessors, most notably René Descartes, who maintained that we do 
have knowledge of the self as it is in itself—a single, simple, enduring, metaphysi-
cal substance [46]. In contrast to Descartes, Kant argues that we do not possess any 
fundamental knowledge of the real essence of the self. Lacking this knowledge, I 
maintain, we also lack a basis for rejecting offhand the view that the self could be 
extended to include the neurotechnological devices and robotic components 
involved in BCI.

Although in his ethical program Kant maintains that morality requires us to 
conceive of the self as a metaphysical being capable of rational causation [22], in 
his epistemological program he stresses that we may not have any knowledge of 
the nature of this rational being, only of its function in cognition [44]. As Karl 
Ameriks notes, Kant emphasizes “our epistemic essence as rational epistemic 
subjects capable of determining [cognitive] truths” [47]. In this sense, the self has 
capacities that take the form of structures for determining the fundamental fea-
tures of our knowledge. This sense of self captures not some non-natural, meta-
physical essence, but rather our built-in system of structures for cognizing the 
world. According to Kant, “these structures come from the ‘self’ or are ‘due to us’ 
in that they are not simply the result of anything understood solely as an outer – 
merely supernatural or natural – force” [47]. The key feature of these structures is 
that they are responsible for the unity of our judgments, and ultimately the unity 
of our knowledge. It is in being the source of epistemic unity that the self is itself 
a unity [22]. Similarly, the components of BCI designed to enhance an agent’s 
autonomy may legitimately be considered part of the self on the basis that they too 
function as structures that contribute to the unity of the self as an epistemic sub-
ject, in so far as they enhance the cognitive function of the agent, thereby making 
them more capable of and responsive to reasoning, i.e., more self-legislating. As 
Wolkenstein, Jox, and Orsolya stress, the algorithm in BCI “directly connects 
with the intention-generating and, therefore, action-initiating processes within a 
person’s brain. A BCI is constitutive of an action and not merely a replaceable 
instrument” [43]. It is for this reason that the relation between person and artificial 
component in BCI is one of integration and not merely interaction. This is ren-
dered significantly more plausible in cases where the integration through BCI 
involves a reliable feedback loop, which fosters adaptiveness on the part of the 
artificial components. It is in this way that the Kantian notion of self as epistemic 
subject serves as a helpful model for understanding how the notion of self could 
be extended to include the sub-personal components in BCI, and thereby ground 
the extension of self-legislation required to render intelligible the enhancement of 
autonomy through BCI.
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Undoubtedly, one of the most serious challenges this position confronts is the 
demarcation problem. Once we start extending the boundaries of the self to include 
external, artificial components, how do we determine what is to be included within 
the boundaries in a legitimate and non-arbitrary fashion [48]? Fred Adams and Ken 
Aizawa [49] pose an objection to the extended mind thesis that may appear to have 
some application to my argument for extended self-legislation. Defending an inter-
nalist theory of cognition, Adams and Aizawa argue that only brain states have a 
natural kind of content that is intrinsic to the brain states themselves, rooted in per-
sonal history and not legitimately attributable to external resources that are merely 
used as cognitive tools. The reason these types of arguments are not as effective in 
the case of extended self-legislation as in extended mind is that on a Kantian view of 
the cognitive subject there is no determinate, biological or metaphysical basis of this 
subject. The only fundamental requirement is cognitive unity, and if that can be 
enhanced through BCI then the components of BCI are legitimately within the 
bounds of the extended self, while all other external factors remain safely beyond 
those bounds. Moreover, David Kaplan [50] presents a response to Fred Adams and 
Ken Aizawa’s objections to the extended mind that I think is also applicable here. 
As Kaplan maintains: “one might … define the boundaries of cognition in terms of 
the pattern of causal interactions among the parts within a given system” [50]. The 
degree of causal connectedness and interaction between the parts of the system, 
natural or artificial, is, I think, the determining factor for inclusion in the self- system. 
Moreover, this connectedness and interaction is most effectively achieved between 
the natural and artificial components at the sub-personal level of the self.

Some, however, maintain that neurotechnological intervention may take a 
more radical form. Alberto Giubilini and Julian Savulescu advocate the develop-
ment of an AI mechanism that functions as an “artificial moral advisor” [51]. This 
mechanism would be a highly intelligent artificial being designed to provide 
expert advice in an extremely efficient manner to facilitate both an agent’s delib-
eration and action on moral matters. In addition, this artificial moral advisor 
would guide the agent in determining which emotions ought to come into play and 
which ought to be suppressed in a particular instance. Giubilini and Savulescu 
stipulate, however, that this artificial moral advisor ought not to impose any par-
ticular moral theory on the agent, rather it would employ the agent’s own moral 
principles to carry out the moral deliberation. Initially, this would certainly appear 
to step beyond the appropriate boundaries of even an extended notion of self-
legislation. It should be noted, however, that the general conception of a moral 
advisor has considerable affinity with Kant’s notion of the innate judge that func-
tions as a tribunal or court and that dwells in every person. Kant describes this 
feature of a person as the “consciousness of an internal court in the human being 
(‘before which his thoughts accuse or excuse one another’)” [52]. What Kant is 
referring to here is conscience. The proper administration of this court, Kant 
explains, requires that a person conceive of “someone other than himself (i.e., 
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other than the human being as such) as the judge of his actions, if conscience is 
not to be in contradiction with itself. This other may be an actual person or a 
merely ideal person that reason creates for itself” [52].

The question that confronts us is: could this feature of persons be substituted, 
or at least augmented, by an artificial intelligent being? At first consideration, it 
would seem not, given that the artificial being is external to the agent. If, how-
ever, this artificial being were to be coupled with the person in such a way that 
it could be conceived as a constituent part of the person at the sub-personal 
level, there may be a basis for viewing this artificial component as internal 
rather than external to the agent and therefore, as not posing an obvious threat 
to the person’s autonomy. Having been integrated with the person in this funda-
mental way, the artificial moral advisor would augment the function of the moral 
law of reason that serves to unify the will of the agent, which in turn renders the 
agent more morally autonomous. In this way, it might be argued, the artificial 
moral advisor facilitates the move from merely instrumental to moral autonomy. 
Facilitating this move, however, is not equivalent to guaranteeing it. There may 
be a variety of other conditions that need to be met before this move is effica-
cious. With the right set of limiting conditions however, perhaps even something 
as extreme as a BCI that functions as a moral advisor is not completely out of 
the question for programs aimed at enhancing the autonomy of persons. 
Nonetheless, whether the requisite degree of integration between the self and 
any type of artificial component in any type of BCI can actually be achieved 
remains, as yet, uncertain. My aim has only been to determine whether it is at 
least conceptually possible.

4.5  Conclusion

I have argued that on an extended view of self-legislation, based on a Kantian con-
ception of the self as epistemic subject, there is legitimate basis for considering the 
components of BCI as an extension of the self on a sub-personal level. The self as 
epistemic subject, however, must be construed as operating on a fundamental cogni-
tive level, not a merely instrumental level. It must be considered the active source of 
the structures that contribute unity to cognition, not merely an instrument of pruden-
tial judgment. Lacking any knowledge of the essence of the epistemic self, except 
that it is responsible for the required unity of our knowledge, there is no reason for 
immediately rejecting the view that the components of BCI could be incorporated 
in this notion of the self. The requisite integration, however, only occurs on a sub- 
personal level of the self, and can thus, at most, enhance the cognitive capacities 
necessary for generating the unity of will that grounds moral autonomy. It is in this 
qualified sense that the enhancement of moral autonomy through BCI may be ren-
dered intelligible. Whether BCI can actually be designed to achieve this end will be 
among the most anticipated answers that researchers in neurotechnology and artifi-
cial intelligence will be tasked to provide.
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Abstract

Passive BCIs can be used to measure brain processes that take place without 
necessarily having the intention to communicate, or even while being unaware 
that specific information about mental states is being collected. This type of sym-
biotic neurotechnology has the potential to create new and philosophically fasci-
nating cases where the question of “was that me?” will make sense from both an 
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individual and a societal perspective. We think that symbiotic technology is 
philosophically interesting in that it enables subconscious brain states to influ-
ence actions in a new, technology-mediated way. We will examine some of these 
cases and make a plea for a more systematic use of symbiotic technology in 
experimentally guided thought experiments aimed at studying the sense of 
agency. Our guiding questions are: What could technology-induced agency con-
fusions tell us about the experience of ownership of action? What theoretical 
(e.g., conceptual) and practical implications (e.g., related to identity and respon-
sibility) might this have?

5.1  Introduction

The distinction between something that I do and something that happens to me is 
generally clear, but not always an easy one to make. Increasingly we are embedded 
in environments full of artificial “helpers” that support our thoughts and actions in 
various ways, e.g., by sending us reminders or by proactively presenting us with 
information that we might consider relevant. Such artificial support systems can be 
brain-based. Neurotechnology creates the possibility of deriving information about 
mental states and preferences from brain measurements. In the case of active BCIs, 
brain processes are related to a specific intention that is meant to communicate 
information, which occurs, for instance, in cases of deliberate mental imagery, e.g., 
to write a text or move a robot. Passive BCIs can be used to measure brain processes 
that take place without necessarily having the intention to communicate, or even 
while being unaware that specific information about mental states is being col-
lected. This type of symbiotic neurotechnology has the potential to create new and 
philosophically fascinating cases where the question of “was that me?” will make 
sense from both an individual and a societal perspective. We will examine some of 
these cases. We make a plea for the use of symbiotic technology in experimentally 
guided thought experiments that aim to clarify and refine our understanding of the 
sense of agency.

5.2  Neuroadaptation and Symbiotic Technology

Efficient technology is designed to get in the way as little as possible. Therefore, 
passive BCIs have great potential in that the brain activity that they measure pro-
vides implicit input for a computer, and thus does not require any effort to commu-
nicate [1–3]. Passive BCI implementations use natural brain activity to infer aspects 
of a user’s cognitive or affective state, without needing the user to consciously 
attempt to communicate such information to the system. They are the type of BCIs 
where users can “loosen the reins” [4, 5] and allow their brain states to be used to 
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enable applications that achieve better performance, require less user effort, and 
result in less interference with ongoing cognition. When using this information to 
create a model of the user that can form the basis for user-supporting actions, one 
can speak of neuroadaptive or symbiotic technology (ST). The phrase “neuroadap-
tive” emphasizes that the system adjusts itself on the basis of the user’s brain activ-
ity. The label “symbiotic technology” may be taken to stress the functional 
integration of both user and system in task performance [6]. As we are focusing on 
the implications of human actions mediated by intelligent technology, rather than 
the technical aspects of how such systems can adapt to their users, we will use the 
label “ST” in the remainder of this chapter.

We suggest that STs can be seen as utilizing indirect, implicit, probed, and 
extrapolated information about a user’s cognitive processes and states. The informa-
tion is indirect because it is based on brain measurements. As there are usually 
many choices, assumptions and inferential steps that need to be made to interpret 
brain measurements—steps that make use of algorithms and are thus liable to how 
well the algorithm works—, deriving this information implies traversing a huge 
inferential distance [7–9]. Second, the information is usually implicitly communi-
cated, in the sense that users do not know or are unable to control what data gets 
acquired [10]. ST enables

an intimate kind of relation that is made possible by the synergic advances in physiological 
computing, biometrics, sensing technologies, and machine learning, often combined with 
the ubiquity of networked devices. Users do not necessarily need to be aware of what is 
happening while machines help themselves with information [11].

This can bypass, for instance, a user’s possibility to direct or veto the process 
[12, 13]. Third, STs can actively sample information by generating a probe, i.e., 
providing input that induces a brain response that aims to acquire specific informa-
tion about the user [2]. Finally, the information is extrapolated in the sense that the 
ST normally builds and continually updates a model of the user that forms the basis 
for the system’s contribution to human action.

STs can be used in many different ways and for many different purposes. Just 
to mention a few possibilities, Thorsten Zander and colleagues [14] indicate that 
EEG- based passive BCIs (pBCIs) have been used to infer a specific user intention 
[15, 16], situational interpretation [17], or a change in cognitive [18] or affective 
[19] states, in real time. STs can collect information in order to characterize the 
user and to generate a diagnosis about cognitive features, e.g., preferences. It can 
provide a particular type of feedback about brain processes to the user, as in neu-
rofeedback. It can support a user in pragmatic action [20], as in traditional BCIs, 
i.e., in order to help users achieve a desired change in their physical environment. 
Finally, it can assist a user in epistemic action [20], which is when users create 
new perceptual input for themselves in order to achieve a cognitive change, usu-
ally related to the exploration of a particular problem-solving task (e.g., finding 
solutions by meaninglessly manipulating blocks in the computer game Tetris).
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5.3  Sense of Agency

If one’s cognitive processes and actions are mediated (e.g., supported, nudged, 
assisted) based on information derived from brain processes outside the control and 
awareness of oneself, how would that affect one’s sense of agency and ownership of 
action? To what extent could such technology affect self-determination, and what 
consequences would arise for responsibility and accountability?

The experience of doing something, such as being engaged in an action, can be 
contrasted with the experience of something happening to oneself. The former, 
which is referred to as a sense of agency (SA), has been described by Shaun 
Gallagher [21] as: “The sense that I am the one who is causing or generating an 
action.” This can be distinguished from sensing that one is being moved or effectu-
ated by other factors, e.g., being pushed. Reflexes, i.e., movements performed invol-
untarily in response to external stimulation such as a knee-jerk or a blink, form an 
interesting in-between category.

Upon closer analysis, several different aspects of the sense of agency can be 
distinguished. For instance, there is a difference between a sense of movement 
(SoM: ± “I’m moving” vs. “something is moving around me”) and a sense of gen-
erating movement (SoGM: ± “I’m generating my movement” vs. “something is 
setting me in motion,” e.g., the difference between stepping to the side vs. being 
pushed to the side). And these can be distinguished again from a sense of wanting 
to move or from trying to move. We will be focusing on the distinction between a 
relatively low-level implicit feeling of agency (FoA), a non-conceptual, immediate, 
ongoing “dim” appreciation of acting, and a judgment of agency (JoA) consisting of 
a relatively high-level, conceptual, reportable, possibly retrospective inference 
about being the author of an act [22–24].

Under some circumstances, a sense of agency can be incorrect, as Daniel Wegner 
has suggested in his seminal “The illusion of conscious will” [25]. Wegner describes 
the experience of conscious will as potentially erroneous regarding the causal effi-
cacy of the will, and suggests that it should be seen as “a compass” (p. 341) for our 
claims to have engaged in an action. Conscious will is an “authorship emotion,” a 
“somatic marker” of personal authorship of an action. Its embodied quality gives the 
experience of will a more profound quality than a “mere” thought. It can intensify 
our appreciation of what we are doing and our memories of what we have done. 
Moreover, it is a guide to our moral responsibility for our own actions and their 
consequences ([26], p. 325). It shapes our sense of identity in that we learn about 
ourselves through experiencing our actions. Normally, Wegner suggests, our aware-
ness of actions and our actions are in synchrony. We feel that we are doing some-
thing when we act, and we don’t when we don’t. However, under special 
circumstances this correlation may become undone. In cases of automatism, e.g., 
delusions of alien control, we might actually be the initiators of actions, yet not 
experience them, leading to the attribution of our actions to outside agents. For 
instance, it has been suggested that patients with schizophrenia that report hearing 
voices actually produced the vocalizations themselves without actually experienc-
ing doing so [27]. In the context of BCI, you could causally contribute to the 
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production of an output, e.g., in virtue of your brain’s P300 signal, without having 
the feeling of doing anything.

Alternatively, there can be situations where we have the experience of doing 
something, while we are in fact not part of the causal chain of events. A simple 
example here might be the experience of putting something down on a table or drop-
ping something on the floor, while at exactly the same moment a loud noise can be 
heard. For a brief moment, we can feel as though we are responsible for the loud 
noise, as evidenced for instance by briefly cringing, while in reality we were not 
responsible. Another example would be going through the motions of opening a 
door, while at the same time someone on the other side is opening it for you. You 
may not have opened the door in the sense of exerting enough force for it to open, 
but until you find out who actually opened the door you might feel like you were the 
one who opened it.

Despite its relative straightforwardness and experiential simplicity, the sense of 
agency appears to rely on a rather complex constellation of underlying processes. 
The sketch we provide here is based on the paper by Matthis Synofzik and col-
leagues [28] and provides a rough outline of the various contributing factors. First 
of all, one can identify a “feeling of agency” (FoA), which is a pre-reflective, non- 
conceptual and often implicit sense of being engaged in action. Secondly, there is a 
reflective, conceptual “judgment of agency” (JoA) that consists of a more explicit 
awareness of acting, contributing to a narrative that consists of reasons for acting 
[21, 29, 30]. The comparator model by Frith [21, 31, 32] can be considered to form 
the basis for the FoA. Its essence consists of a comparison between the predicted 
sensory consequences of an action (the efferent copy computed by a forward sen-
sory predictor system) and the actual sensory feedback. The match between sensory 
prediction and the actual sensory input generates the FoA. Wegner and Wheatley 
[33] suggested a more high-level inferential process underlying the JoA. When an 
intention to act precedes (within a reasonable time frame) the bodily movement 
(priority), and the movement is compatible with the thought (consistency), and there 
are no other plausible explanations for the movement (exclusivity), then the move-
ment is inferred to be one’s own action. Synofzik et al. [24, 28] suggest that both 
systems are integrated adaptively, depending on contextual cues, and so the overall 
sense of agency depends on a complex and sophisticated predictive and postdictive 
interplay between various brain processes influenced by contextual cues. The sense 
of agency therefore is not to be considered as one relatively straightforward system. 
At least two aspects of it can be distinguished (FoA and JoA) and both are thought 
to involve complex processes that are interconnected, constantly balancing several 
different authorship cues according to their relative reliability in a given situation.

In two earlier papers [34, 35] one of the authors of this chapter examined the 
possible consequences of active BCIs for a user’s judgment of agency and briefly 
reported a pilot study with a setup that is comparable to Wegner’s Helping Hands 
experiments [36]. In a standard BCI setup, participants were asked to imagine a 
hand movement while watching the effects of their mental imagination on a robotic 
hand. The preliminary results suggested that, at least under some conditions, users 
could report a degree of agency even in those cases where their brain states played 
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no role in the causal chain leading to the action. One of the participants even offered 
an excuse for failure to perform the task correctly by claiming that they were dis-
tracted [37]. The two papers speculatively considered the consequences of adding 
an additional confusing factor to the BCI, i.e., an intelligent device (ID) such as a 
wheelchair with obstacle avoidance or path-planning capacities. Given that the 
overall behavior would depend on the combined activity of three different types of 
intelligences (human, BCI, ID), more agency confusions could be expected and 
ultimately responsibility for action might become diffused [38]. Those papers did 
not discuss the consequences of passive BCI-based symbiotic technology, but 
focused on situations where users were actively engaging in mental activity (mental 
imagery), which intended to communicate instructions to the BCI via their brain 
states. Here, we would like to offer some thoughts on the consequences of the usage 
of passive BCIs that do not rely on explicit attempts to communicate, but that use 
brain signals that do not correlate with an awareness of an intention to do some-
thing. Our aim is to investigate whether experimentally induced confusions of the 
SoA could tell us about the processes involved. In addition, what could the conse-
quences be for the user’s perception of actions mediated by ST in terms of agency? 
Would they regard them as not being their own? What kind of appropriation, what 
stamp of approval would or could they give them? Would such actions be experi-
enced as being comparable to a reflex (like a blink), an intended action (a wink), or 
something completely unrelated (an event in which the user has no part)?

5.4  Experimental Philosophy

Before going into more detail regarding the potential implications of ST, we think it 
is important to be explicit about our aims here. The main phenomenon of interest 
here is the way we can describe potential confusions that individual users may expe-
rience regarding their agency in relation to actions that are mediated by ST. Hence, 
we will not (primarily) focus on societal regulation proposals for handling such 
confusions, for example in relation to establishing accountability or liability. Also, 
our aim is not to argue that ST must always or often lead to such confusions about 
agency. We are not making an empirical claim about the magnitude of the risk that 
symbiotic systems bring. Rather, we are engaging in an analysis of what agency 
confusions that are due to the use of symbiotic technology could reveal about the 
standard everyday practice of claiming authorship of actions. Simply put: neuro-
technology can create conditions for agency confusions that are realistic, though 
perhaps in actual practice highly exceptional and philosophically interesting. We 
are interested in examining the effects of neurotechnology on the experience of 
ownership of action (e.g., as expressed in verbal reports). Thus, we are using neuro-
technology, in particular passive BCIs, as an empirically grounded illustration of 
(potential) agency confusions. However, we do so not primarily to explore potential 
ethical risks associated with it, but rather to examine how ST could help to shed 
light on the processes involved in the SoA. This approach is therefore vulnerable in 
that it borders between philosophy’s traditional (and infamous) thought 
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experiments, where basically anything goes, and what has been called “experimen-
tal philosophy” [39], often consisting of data collection (e.g., surveys) in order to 
investigate how concepts are or could be used under particular circumstances. The 
list of philosophical thought experiments includes Searle’s 1980 Chinese room [40], 
Jackson’s 1982 and 1986 Mary in her black-and- white room [41, 42], or Putnam’s 
1973 Twin-earth [43] (see also [44]). They are too well-known to require further 
elucidation.

The logic of the particular type of experimental philosophy we are pursuing here 
may require some further explanation. With all due respect to the differences, a 
comparison between neurotechnology and the CERN Large Hadron collider might 
be informative. Through the collider, exceptional circumstances are created under 
which certain aspects of matter, otherwise unnoticeable, can be measured and 
related to theories. In a similar vein, neurotechnology can create special circum-
stances (although obviously under more stringent ethical conditions) that may help 
to clarify certain aspects of conceptual usage that would normally remain invisible. 
Put differently, neurotechnology can enable us to create and/or imagine cases where 
traditional concepts reveal aspects of their usage “under stress,” so to speak, which 
could lead to a better understanding of when, how, and why such concepts apply, or 
to reveal cracks in our understanding that may also have consequences for their 
application under normal circumstances. Hence, neurotechnology may provide 
opportunities for what we would like to call “empirically guided thought experi-
ments”; extrapolations or imaginations of (near-)possible conditions that, if well 
chosen, could illuminate our thinking about mind, ethics, law, etc. Still, such uses 
have to be clearly distinguished, at least in principle, from analyses aimed at estab-
lishing factual risks of a technology, which could function as a reason for, e.g., 
devising codes to regulate practical applications. Other scholars have raised doubts 
about the application of the concept of action to passive BCIs at all [45]. Our 
approach, by contrast, deems it possible that actions derived from brain signals via 
passive BCIs could be called actions and asks what consequences might follow the 
application of this concept. ST can enable a philosophical investigation of “agency” 
under exceptional, artificially induced, but empirically informed circumstances.

5.5  Me and My Subconscious Brain States in Action

Discussing the consequences of ST for a user’s sense of agency is complicated in 
part because of terminological issues. In practice, it is often tempting, and some-
times practically almost unavoidable to speak of, e.g., “conscious or subconscious 
brain states.” But this is an imprecise expression [46]. First of all, it is not the brain 
states that are conscious or subconscious. It is a person, not a brain, that can be 
conscious or not. Secondly, when persons are conscious of something, it is not of 
their brain states, as these are introspectively invisible, but of mental states or epi-
sodes that supposedly correlate with or are implemented in brain states. Third, 
although we will focus on brain states, the subconscious information that can be 
used in ST need not be restricted to neuronal information. One could also consider 
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how the usage of physiological measures (e.g., heart rate, galvanic skin response—
GSR) as a source of information could help regard intended actions and examine the 
implications of a user’s sense of agency and responsibility. Finally, it is to be 
expected that the very diverse types of brain processes underlying the very diverse 
types of psychological processes (ranging from relatively stable character traits, to 
changeable behavioral dispositions, to fleeting occurrent thoughts, and from beliefs, 
thoughts, and intentions to emotions and feelings) do not permit a one-size-fits-all 
type of analysis. We will not do much more than dip in here and there.

As indicated, we will use ST for a kind of empirically informed or guided thought 
experiment. STs are philosophically interesting because they provide a technical 
opportunity to probe the relations between persons and their subconscious brain 
states. As a starting point, we would like to use the work of Zander et  al. [47], 
involving a task where ST users have to maneuver a cursor towards a specific loca-
tion in 4 × 4 or 6 × 6 grids. Their application uses event related potentials (ERPs) to 
collect information about a user’s target location (e.g., the upper left corner) in order 
to direct the cursor movements. The cursor first moves randomly, and when it does 
not move in the direction of the target, the ERP will display features, e.g., analogous 
to an Error-Related Negativity (ERN) signal, that over time can be used to infer 
what the user’s target location is. As brain measurements build up and more data 
points start to support the model of the preferred direction, the cursor will start mov-
ing in the right direction. As the authors say:

In this paper, we demonstrate that by collating passive BCI output and context information, 
it is possible to develop, step by step, a user model that accurately (…) reveals task-relevant 
subjective intent. Specifically, we demonstrate that a user model can be developed and used 
to guide a computer cursor toward the intended target, without participants being aware of 
having communicated any such information. Using a passive BCI system, the participant’s 
situational interpretations of cursor movements were classified and interpreted, in the given 
context, as directional preferences [47].

Based on real-time analysis of brain activity, the system established “a user 
model from which the participants’ intentions could be derived” [47].

Zander et al.’s usage of “intentions” is helpful in grasping the contribution of the 
system to the overall task performance, so we do not want to criticize it (and we 
have no aspirations in functioning as the word-police anyway), but use it as a start-
ing point for further exploration. Philosophically, it can be useful to consider 
whether the concept of “intention” genuinely applies here [48–52]. ST provides an 
opportunity to ask questions about the relation between me and my subconscious 
brain states in relation to the sense of agency. Do subconscious brain states, as evi-
denced by the ST’s cursor movements, genuinely reflect “my” “intentions”? To 
what extent is ST deriving intentions, and to what extent could these intentions be 
considered mine? We will use Dennett’s multiple drafts theory as a framework to 
approach these questions. The point here is not to suggest that our sketchy analyses 
are correct or even on the right track, but rather to illustrate the kind of questions 
that arise out of an experimental philosophical usage of developing technology. In 
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addition, note that we expand the case presented by Zander et al. to include cases 
where the “intentions” are not fixed but can change dynamically, e.g., during the 
game the users of ST may change their minds about which end location they prefer. 
That is, we explicitly increase the amount of “thought” in our experimental thought 
experiment based on Zander’s work.

In “Consciousness explained” [53], Dennett suggests his “multiple drafts” model 
of cognition. In essence, this model holds that many different information process-
ing streams take place in parallel, which are related to aspects of perception, cogni-
tion, action, involving multisensory information collection and integration, feedback 
mechanisms, consequence predictions, memories etc. Only a few of these drafts 
leave their tracks in actual actions, experiences, memories, or reports of a person. 
Most drafts disappear without a trace, that is, without a person having had even an 
inkling that some of his brain processes were dedicated to processing a particular 
type of information X and Y for such and such a potential action Z. A large part of 
the brain’s information processing that could have surfaced standardly gets irrevo-
cably lost. However, ST enables tapping into parts of the brain machinery involved 
in devising these multiple drafts. But it is not clear which parts, let alone whether 
these parts would ever have left traces, had the technology not been there. ST is a bit 
like eavesdropping on a government’s planning bureau that is busy developing sev-
eral elements of various plans in parallel in order to address all kinds of eventuali-
ties. But the eavesdropping may take place when it has not yet been determined 
which elements cohere with certain other parts in an integrated situation assessment 
that could form the context for developing a coherent action plan. Indeed, it may not 
even be clear that such a plan will ever be required given the circumstances, let 
alone that it would actually be acted out. Hence, it may be the eavesdropping that 
creates the trace. Fragments of (potentially different) information processing 
streams start leaving traces, because the ST records and reflects them. It might be a 
bit of an exaggeration, but instead of deriving intentions ST might actually be creat-
ing them.

An old-fashioned distinction may be of service here. In the early days of the 
philosophy of cognitive science, Stephen Stich [54] distinguished “lower-level sub-
doxastic” states from higher-level doxastic ones. Among the latter he counted inten-
tions, occurrent thoughts, beliefs and desires, states of which we can know that we 
have or entertain them. In contrast, subdoxastic states are isolated from us in the 
sense that we cannot explicitly use the information they carry in our reasoning or 
speech, as we have no conscious access to them. Stich concluded that “[s]ubdoxas-
tic states occur in a variety of separate, special purpose cognitive subsystems.” Our 
doxastic states, on the other hand, “form a consciously accessible, inferentially inte-
grated cognitive subsystem.” Similarly, Jerry Fodor suggested that

At the very top are states which may well correspond to propositional attitudes [beliefs, 
desires] that common sense is prepared to acknowledge […] But at the bottom and middle 
levels there are bound to be lots of symbol processing operations that correspond to nothing 
that people – as opposed to their nervous systems – ever do. These are the operations of 
what Dennett has called sub-personal computational systems [55].
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Using this terminology, the effect of ST can be described as “doxizing” subdox-
astic states: subdoxastic states are revealed to the subject via ST. The possibility 
exists that the technology does so prematurely or at least in a way that is different 
from non-ST mediated action. This means that it is reasonable to ask the question of 
whether these intentions, if they are such, can genuinely be derived (as opposed to, 
e.g., constructed) or even whether they are genuinely owned by the person. From 
this perspective, STs could even be seen as going beyond doxizing subdoxas-
tic states.

Notice that in relation to neurofeedback similar questions can be raised, although 
a crucial difference is that the user is made aware of their brain activity, whereas in 
ST it gets translated into an action directly and the user only learns about his inferred 
intentions from that action after the act. Of course, it is true that often we find out 
about ourselves (intentions, feelings, preferences, etc.) after we act, i.e., by experi-
encing what we are doing and then reflecting on this (often simply grasping why, or 
confabulating reasons to explain or justify ourselves). The difference here is that ST 
introduces a non-personal technological component in that process, which raises the 
question of whether such acts can be said to be genuinely intended by the person. 
After all, one witnesses the outcome of a machine’s inference regarding one’s pref-
erences based on measurements of one’s brain states.

Wolkenstein and colleagues [56] have raised a question that is based on this 
potential of STs to “create” intentions, which the ST user finds out about after he 
acts. They argue that in cases where a passive BCI acts upon brain signals—and 
intentions or preferences that are taken to be related to these brain states—it is an 
open question whether these states represent the true self or a biased, non-unified, 
version of the self. To illustrate, take Dennett’s multiple draft-model again. We saw 
that a ST could “create” or “construct” intentions out of “non-unified” or “non- 
ordered” brain processes, which are typically unified and enter consciousness in 
order to direct a person’s actions. When we act we quite regularly assume that what 
makes us act belongs to our identity, the motivations we have are what makes us the 
person we are, or so we say. To the extent that STs tap into processes and make some 
of them action-relevant before they have been processed and made conscious, we 
would need to know how these “constructed” intentions relate to our identity. Are 
they the material from which eventually our identity-coherent preferences and 
intentions are built? Or are they such that it is not clear which of these pre-conscious 
mental drafts are compatible with our “identity” so that much of the process of mak-
ing them conscious involves, for example, checking this kind of coherence? 
Moreover, an answer to these questions entails that we could then judge whether 
STs reveal a deeper sense of the user’s identity (they know more about the user than 
the user herself does), or if STs potentially distort the user’s identity. Note that find-
ing an answer to these questions requires a good deal of research in the philosophy 
of the mind, something an experimental philosophy approach to STs can cer-
tainly elicit.

We do not pretend to have an answer to these questions. Our goal is simply to 
point out what dimensions of the concept of agency STs touch upon, and what 
implications in terms of practical conclusions this might have. In summary, ST 
enables a “tapping into subdoxastic states,” presenting information about 
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subconscious brain states in ways that may affect a users’ narrative about them-
selves. Particular types of information that were previously not reported or even 
reportable can now start to leave traces. Information that has not met the author’s 
explicit stamp of approval, as, e.g., expressed by incorporating it in a report, is now 
openly soliciting, inviting, or even partially imposing that approval. In addition to 
investigating the notions of action and intention from a novel perspective, practi-
cally important implications for technology-mediated action, e.g., in relation to 
responsibility and liability can be involved.

5.6  Conclusion: A Call for ST-Based 
Experimental Philosophy

As we hope to have made clear, ST is philosophically interesting in that it enables 
subconscious brain states to influence actions in a new, technology-mediated way. 
Through neuroscience and computer technology, information about subconscious 
brain states can be made available to support action without the user necessarily 
being aware of this, or only belatedly becoming aware of it. In one sense such 
actions can be said to be actions of the users, because their brain states were part of 
the causal chain leading to the action, and hence at least some part of them was 
involved in triggering the action. However, questions can be raised as to how this 
causal contribution can be said to have involved them as genuine agents. We have 
indicated that it is at least conceivable that the technology may be creating, rather 
than deriving, involvement by elevating subconscious brain states that could have 
disappeared without a trace into a cognitive-behavioral episode (doxizing subdox-
astic states). We have suggested that this analysis should be seen as an illustration 
of an experimentally guided thought experiment on the basis of currently researched 
and suggested symbiotic technology, and not, primarily, as an empirical claim 
regarding urgent societal implications about existing available applications. 
Although there may be ethically relevant, societally challenging consequences of 
ST (with regard to responsibility and accountability), this small plea for experimen-
tal philosophy aims to suggest that developing neurotechnology could be used to 
analyze, reassess, refine, or revise our understanding of, and the conceptual vocabu-
lary for, cognition. We think this opportunity should be used more often.
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Abstract

Important insights have been generated by ethicists, philosophers, sociologists, 
lawyers, and representatives from other disciplines regarding the ethics of neuro-
technology in general and of brain-computer interfaces (BCIs) in particular. 
However, since (medical) BCIs have yet to leave the laboratory and the context 
of clinical studies and enter the “real” world, many important normative ques-
tions remain unanswered. In this paper we summarize the main lines of ethical 
inquiry regarding BCIs, both from the general academic discussion and with a 
view on the results gained in INTERFACES, an interdisciplinary project on the 
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normative dimensions of BCIs. Furthermore, we offer our perspective on future 
research and argue that the ethics of technology should explore decision-making 
processes by which communities and societies regulate emerging technologies, 
such as BCIs.

6.1  Introduction

The term “Brain-Computer Interface” (BCI) goes back to a paper from 1970 [1]. 
Ever since, this technology has seen a massive increase in research activity. However, 
the first 30 years after the term was coined only saw one or two dozen articles being 
published per year. This changed right around the beginning of the new millennium. 
As a brief search for the term “Brain-Computer Interfaces” on PubMed shows, the 
number of published works jumped from 28 in 2002 to 87 in 2003. A more or less 
steady increase in the number of articles published after 2003 led to 585 articles 
being published in 2019. In the early days, scientific research on BCIs prevailed. 
The first ethics papers did not appear until 2005. This is a well-known phenomenon: 
the ethical debate on emerging technologies typically sets in after a significant 
amount of scientific and engineering work has resulted in successful applications of 
a technology. To this day, important insights have been generated by ethicists, phi-
losophers, sociologists, lawyers, and representatives from other disciplines. 
However, since (medical) BCIs have yet to leave the laboratory and the context of 
clinical studies and enter the “real” world, many important normative questions 
remain unanswered. Moreover, the question of what to do with results gained 
through work in philosophy and the social sciences is still open. We therefore find it 
necessary to summarize some relevant discussions and insights that have been gen-
erated so far, and to shed light on future issues within BCI research that require 
further attention. After a very brief overview of the technology known as “BCI,” we 
will lay out the main topics from the ethical assessment of BCIs. We will summarize 
existing work in applied ethics before summarizing the results from the project 
“INTERFACES” that has studied BCIs in a number of important ways. Finally, in 
the last section we offer our perspective on future research and argue that the ethics 
of technology should explore decision-making processes by which communities 
and societies regulate emerging technologies, such as BCIs.

6.2  BCIs: Technology and Applications

As Dennis McFarland and Jonathan Wolpaw put it, a BCI is “a computer-based 
system that acquires, analyzes, and translates brain signals into output com-
mands in real-time” [2]. According to this generic definition, there are three 
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elements that constitute a BCI. The first element is related to the generation (user 
side) and subsequent acquisition (technology side) of brain signals. There are 
many ways to generate and acquire brain signals, depending on (a) the type of 
BCI that is used and (b) the type of brain signal that is detected. The basic dis-
tinction divides BCIs into active, reactive, and passive BCIs [3, 4]. In active 
BCIs, the user has to perform a mental task, which is encoded with a pre-defined 
meaning (e.g., yes/no). Typically, the mental strategy uses motor imagery (mov-
ing one’s arm or foot) and encodes the respective movement with a meaning [2]. 
Reactive BCIs, by contrast, require the user to direct his or her attention to a 
specific stimulus, which is related to a pre- defined meaning. The brain’s reaction 
to the stimulus is measured and translated into the output connected to the stimu-
lus [2]. Finally, passive BCIs monitor brain activity while the user performs any 
given task and measures when that brain activity has reached a certain threshold 
(e.g., drowsiness).

The type of signal that a BCI detects ranges from electric activity (e.g., EEG) to 
the flow of oxygen in the user’s brain (e.g., fMRT). Both invasive and non-invasive 
methods are used. While invasive BCIs require an intervention, e.g., placing elec-
trodes on top of the cortex, non-invasive forms do not require such an intervention. 
The electrodes are placed on top of the skull [5].

The second element concerns the measurement and analysis of brain signals [6]. 
Relevant features are extracted and the information that is needed is analyzed. BCIs 
often use machine-learning algorithms to obtain the relevant information (e.g., 
whether a certain mental activity has occurred).

Finally, the information is translated into an output that is used by an external 
device to perform certain actions (e.g., to pick a letter in an attempt to write some-
thing, or to direct a robotic arm) [6].

As this brief explication shows, there are numerous ways to realize a BCI [7]. 
Most of the current research efforts are put into finding new ways to acquire brain 
signals (e.g., using fNIRS), developing better algorithms to filter out the informa-
tion needed, and creating new applications for BCIs. To date, BCIs are used in a 
number of domains. Medical BCIs were developed to restore lost capacities for 
communication and transport. Especially persons with physical impairments or 
patients who have suffered a stroke or spinal cord injury can benefit from the use of 
a BCI in order to enable communication and improve the rehabilitation process 
[8–11]. Outside of the strictly medical domain, BCIs are increasingly used in the 
consumer area [12, 13]. Examples include BCIs for gaming and entertainment pur-
poses. In addition, enhancement through the monitoring of one’s brain activity can 
also be seen as a consumer application.

Exploring the ethical, legal, and social implications of BCIs hinges, to a large 
extent, on the contexts of their use. There are, however, generic issues that transcend 
the contexts of use and have been the object of thorough work in applied ethics, to 
which we will now turn.
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6.3  Ethical, Social, and Legal Implications of BCIs: State 
of the Art

6.3.1  Generic Issues

There are a number of surveys that summarize the views on BCIs by ethicists, BCI 
professionals, and lay people. Sasha Burwell et al. have studied what issues BCI 
ethicists raise [14]. In a scoping review, they analyzed a sample (n = 42) of bioethics 
articles and found that there are basically 8 areas of concern that ethics experts have 
voiced: user safety and risk-benefit analyses, humanity and personhood, stigma and 
normality, autonomy, responsibility, research ethics and informed consent, privacy 
and security and justice. Other issues that are regularly, but not as frequently, men-
tioned include novel domains of application (e.g., military), research funding policy 
and the need for regulation, as well as responsibility issues regarding the use of 
machine-learning algorithms.

BCI researchers’ opinions on a number of issues regarding the technology have 
been examined in two studies that both take their data from surveys held at a stake-
holder conference that takes place in Asilomar, California each year [15, 16]. Femke 
Nijboer and colleagues [16] asked experts about their views on issues such as the 
informed consent process with locked-in patients, risk-benefit analyses, team 
responsibility, consequences of BCI on patients’ and families’ lives, liability and 
personal identity, and interaction with the media. Expert opinion differs in the 
assessment of specific aspects of these issues, but a majority of them still finds it 
important to establish ethical guidelines for BCI research and use. Pham and col-
leagues [15] actually tested a proposal for such guidelines, again with participants 
from the Asilomar BCI conference. They found broad support for principles that 
emphasize care for subjects as the prime goal for researchers, modesty regarding the 
expectations tied to BCI research, a participatory approach to research, a broad, 
tolerant understanding regarding notions of disability and normality, an acknowl-
edgement of the various relations BCI use might affect, justice with regard to access 
to BCIs and keeping in mind the broader social impact one’s research has.

Lay persons’ attitudes are the subject of a recent study by Matthew Sample and 
colleagues [17]. In the study that comprises answers from over 1400 participants, 
the authors found two factors that summarize people’s concerns regarding BCIs. 
They call the first factor “concern for agent-related issues,” which assembles wor-
ries such as “becoming cyborgs, redefining humanity, changing the self, doubting 
authenticity, defining normality, and enabling unfair enhancement.” The second fac-
tor includes worries such as “enabling new forms of hacking, limited availability, 
risking surgical complications, seriousness of device failure, and media hype and 
inaccuracy” and is called “concern for consequence-related issues.”

Some of these issues have also been studied in the project INTERFACES, in 
which a collaboration between ethicists, sociologists, and lawyers has produced a 
number of articles. Each of these articles deals with a specific issue and tries to shed 
light on conceptual as well as normative issues. We shall now turn to this work in 
more detail.
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6.3.2  Results from Conceptual Research 
from the Project INTERFACES

When looking at BCIs, it is particularly exciting to note that in this neurotechnology 
we are dealing with a novel form of interaction between humans and machines. The 
changes people make in the world with BCIs are caused by brain activity alone and 
do not require any peripheral nerve or muscle activity. The latter can be bridged or 
replaced by a computer and technical devices [18]. The disembodied character of 
such a change in the world is the starting point for many philosophical-ethical ques-
tions that are related to agency, autonomy, and responsibility.

Another relevant starting point for philosophical-ethical investigations is the fact 
that the data obtained on brain activity must first be processed and interpreted in a 
complex algorithmic way in order to provide useful computer instructions. This fact 
also gives rise to a number of normative questions, such as autonomy, responsibility, 
and discrimination [19].

The disembodied character of BCI-related changes implies questions regard-
ing the subjective perception of the users, as well as conceptual issues. It has not 
yet been conclusively clarified to what extent users perceive their effects with 
BCIs as their own actions and whether they feel fully responsible for them. First 
empirical results show, however, that BCI users experience themselves as self-
determined actors and feel responsible for their actions [20]. However, it is nec-
essary to further empirically investigate whether BCIs can lead to greater 
distortions of the sense of agency compared to conventional actions. Sense of 
agency usually refers to a pre- reflective or a reflective feeling of the subject that 
she is causing an action [21]. Errors in the sense of agency could occur in that not 
only the initiation of the action differs in BCI actions, but also the feedback 
mechanisms are different. This could lead to a situation in which users do not 
attribute BCI actions to themselves because they do not feel a sense of their own 
actions. Conversely, certain events may mistakenly be interpreted by BCI users 
as their own BCI-generated actions. The possibility of such errors has already 
been shown in several experimental situations without BCI use [22]. For BCIs, 
there could be an accumulation of such errors.

Besides such subjective misperceptions of the sense of agency, it is also relevant 
to discuss if BCI use might have consequences for philosophical concepts of agency 
and for the standard legal account of actions as bodily movements [23]. In a descrip-
tive manner, active and reactive BCIs can be characterized as a hybrid of mental and 
bodily action, without involvement of the muscular system [23]. In those BCIs, we 
can describe a mental action, which is followed by a causal chain and by external 
effects [23]. Such a hybrid character of action has been shown to be a challenge for 
the law, as action theory in law is based on a bodily movement requirement [23]. An 
analysis of philosophical concepts of action and BCIs has shown that (active and 
reactive) BCI events are actions according to the standard (causal) theory of action, 
because the event is caused by the right kind of mental state (i.e., an intention) [23]. 
In contrast, those events that are mediated by passive BCIs cannot be called actions, 
as they are not caused by the right mental states [23].
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While taking a closer look at three different forms of control that are relevant for 
actions (executory, guidance, and veto control), it can be stated that passive BCIs—
contrary to active and reactive BCIs—completely lack executory as well as guid-
ance control [23]. For passive BCIs, there is a conceptual similarity to automatism 
in everyday life, in which movements are not initiated by a conscious executory 
command and the person has no conscious guidance control during the movement 
[23]. It remains an issue for future research, if an installed veto control for the user, 
which she can operate consciously, would change the conceptual evaluation of pas-
sive BCI events from no-action to action.

BCI applications, which do not guarantee conscious action initiation for the user, 
could be very helpful in making automated processes such as driving a wheelchair 
easier. For this purpose, it is necessary that the BCI system can predict the intended 
actions of users with high probability by interpreting brain activity and using 
machine learning (ML). However, BCIs not only involve algorithms in automated 
processes, but always require algorithms at relevant operating points (e.g., the 
extraction and classification of relevant features; transmission of the relevant infor-
mation to an external device) [19].

Using algorithms and ML in BCIs results in many normative concerns. The 
inscrutability of the decision-making process and the algorithmic opacity decreases 
user oversight, comprehension, interpretation as well as control and thus, also trust 
in algorithms [19, 24, 25]. If a user is unable to understand and to interpret an algo-
rithm and its decision-making logic, the person loses her capacity to control the 
outcome, which has implications for autonomy [19]. The person will suffer a 
decrease in autonomy without sufficient knowledge of certain processes of decision- 
making and without control over data, data acquisition and processing [19]. 
Discrimination is a further problem related to the inscrutable and inconclusive char-
acter of algorithms, as those characteristics make it harder to detect biases, resulting 
in shortcomings in the decision-making process [19]. Discrimination can lead to 
less opportunities and less autonomy among discriminated groups and persons and 
thus, to more or new inequalities in society [19].

BCI use can raise the question not only of agency, but also of the extent to which 
its use increases or limits the realization of user autonomy. In the medical field, a 
(re-) opening of (new) possibilities of action seems to be connected with an obvi-
ously improved enabling of autonomy, for example by enabling patients to (re-)
communicate or to operate a prosthesis independently. There might also be further 
positive effects though. More or new information about their brain activity could 
also have a positive effect for users on the realization of autonomy, e.g. if BCI users 
use the information about their affective states to re-evaluate or re- formulate rea-
sons. Theoretically, positive consequences in the realization of autonomy could also 
occur, if executory control in action is transferred to the machine after action initia-
tion, thus preventing disturbing influences of human action control from unfold-
ing [26].

However, the modified mode of interaction in BCIs can also lead to the fact that 
realizing human autonomy becomes more difficult. It is precisely this 
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aforementioned stronger machine control in actions as well as the opaque or even 
manipulating influence of the machine on human decision-making that can lead to 
the fact that humans are no longer able to sufficiently realize their autonomy. 
Especially when recurring information about the user’s brain activity in certain 
situations is algorithmically processed by the computer and presented in similar 
situations in the future, so that the user only has limited decision-making options, 
resulting in the possibility of immense losses for the realization of autonomy [26]. 
The user has less choices and his future is automatically and technologically fixed 
to his past.

It is particularly important to note that the data obtained through BCIs will prob-
ably not be the only data that influence users’ decisions. In addition, a wide range of 
other data (from mobile phones, etc.) about the person is simultaneously collected 
and could be correlated with each other. This enables complex user profiles. These 
not only affect the decision-making possibilities and influences on users, but also 
another aspect of autonomy, namely privacy. Therefore, a further risk of creating 
such personal data and profiles can be seen in the potential interest of these data by 
a wide range of institutions, followed by the risk of hacking, violating privacy, and 
misuse [25].

The previous descriptions make it clear that there are also various questions to be 
clarified with regard to responsibility when developing and applying BCIs. 
Following the comments on privacy, it is important to ensure that the individual user 
or group data on brain activity and correlated mental states obtained via BCI do not 
fall into the wrong hands and are not used for purposes that the user has not approved 
or to discriminate against people. However, it should be noted that many people are 
involved when it comes to ensuring data security and the responsible handling of 
data. The attribution of responsibility is by no means easy in this context, so that 
complex regulatory issues must be discussed for this technology. In addition to the 
question of how to ensure the responsible and secure handling of the data obtained, 
it must also be discussed whether the users themselves are responsible for the results 
of their interaction with the machine.

A user can be seen as responsible for possible outcomes with BCIs in terms of 
legal liability within tort and criminal law [27]. A user can be liable for BCI- 
mediated actions, but also for omissions that would prevent potential harm [27]. The 
difficulties of talking about actions and thus responsible actions in some BCI- 
mediated events were presented before. Further, it can be difficult or even impossi-
ble for users to foresee and to prevent many harmful events that the machine causes, 
as ML and related errors are hard to come by as a human.

An extensive analysis shows, however, that there are no principled objections 
to imposing civil liability for BCI use that results in foreseeable and non-foresee-
able damages to third-parties [27]. However, there might be a bigger epistemic 
gap in criminal responsibility, due to the disembodied character of BCI use and 
the difficulty of identifying the primary cause of a BCI movement [27]. Such an 
epistemic gap might cause further difficulties for the presumption of inno-
cence [27].
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6.4  A Look Ahead: Focusing on Procedures 
in the Ethics of BCIs

Assessing BCIs through the ethics lens reveals a number of important issues that are 
often said to be in need of clarification before BCIs can enter the market. However, 
it is unlikely that early and far-reaching agreements will be gained concerning these 
questions. As the academic debate itself shows, there is widespread and continuing 
disagreement regarding almost all of the issues discussed above. Moreover, when 
persons outside academic ethics, such as BCI professionals and the public are inter-
viewed, ethical pluralism can be expected and was already shown [17]. In addition 
to prevailing pluralism in moral concepts in society and among ethicists, the prob-
lem of normative assessments of BCIs lies in the inconclusiveness of BCI effects for 
users and for human action, autonomy, and responsibility. The latter difficulty is 
partly due to the fact that technology is developing steadily and is not yet fully 
assessable. In addition, further empirical and philosophical work is needed to better 
understand and assess the novel interaction between neurotechnology, AI, and 
humans. Only then can more reliable normative assessments be expected. Parallel to 
these efforts, it may be useful also to focus on procedural elements in the ethical 
discussion, especially in times of uncertainty regarding results in technology use.

When it comes to procedural aspects, there are quite a few philosophical precur-
sors to consider. Philosophers in the wake of John Rawls have used an approach in 
which a procedure is devised whose goal is to find those solutions that no one can 
reasonably deny, no matter which ethical standpoint they represent. Other ethicists 
develop their work in close cooperation with practitioners, so that the action- guiding 
nature of their work is self-revealing. Similarly, some base their work on principles 
that are well entrenched in our practices or common sense, so that the results reached 
are thought to be directly action-guiding. However, these solutions will certainly 
face questions from more theoretically oriented ethicists, and in any case, pluralism 
and disagreement will remain.

Focusing on procedural elements and considering pluralism as well as continu-
ing disagreement regarding the results of certain technology use, can also mean 
exploring (political) processes by which varying ethical views can and should come 
into play.

This proposal implies that, apart from the ethical implications of a certain tech-
nology, the processes by which real-world agents debate and find consensus on 
what to do with this technology need to be explored. This includes a strong focus on 
processes by which people decide on the ethical nature of using (researching, devel-
oping) technology, at least as long as there is a high amount of uncertainty concern-
ing certain outcomes of technology use. In addition, particular decision- making 
processes for specific questions should be embedded within the larger context of 
social and political institutions that regulate how societies deal with the impact of 
emerging technologies. Ethicists should thus reason about how to organize the 
social and political system in which new questions (and old ones, too) come to the 
fore and are picked up by relevant institutions. The whole organization of societal, 
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institutional living should be addressed within the ethics of technology as a way to 
reflect on mechanisms by which innovation on the one hand, and protection of basic 
values on the other hand are balanced and decided upon. In other words, technology 
ethics should also be involved or integrated into political and institutional ethics. 
Heath and colleagues [28] have pursued a similar approach in their attempt to 
understand business ethics as political philosophy. Another point of reference could 
be the discussion about “technology governance” that sociologists of technology 
typically lead [29, 30]. Interrelations between these two fields need to be explored 
and worked out.

It could appear as though this proposal is based on the idea that it is easier to 
find common ground on how to shape decision-making processes than on finding 
the right ethical action-guidance. It might be objected that there is a contradiction 
involved since one cannot claim that there is insurmountable pluralism regarding 
ethical evaluations of technology, but not regarding the ethics of institutions. 
Though we agree with this objection, some arguments can be put forward in favor 
of putting more efforts into exploring procedural aspects at the current stage of 
BCI development. First, the suggestion is not meant to substitute work on finding 
the right ethical action-guidance in BCI use, but rather as an addition in times of 
uncertainty regarding the results of BCI use. Second, as Stuart Hampshire argues, 
there might simply be a better chance of finding a consensus on procedures rather 
than on principles [31]. Third, empirical research on procedural justice has 
revealed surprising results regarding the power of fair procedures to contain eval-
uative disagreement. Tom Tyler’s work on fair procedures in policing and other 
domains, for instance, shows how procedural fairness leads to beneficial out-
comes, such as cooperation [32] (for an overview, see [33]). Creating fair proce-
dures, by which even normatively disagreeing parties on uncertain technology 
developments can come to an agreement, remains a promising focus even if 
uncertainty remains with regard to ethical evaluations in exploring novel tech-
nologies like BCIs.

Fair procedures are thus a distinct place of ethical concern, as Ceva thinks [34]. 
In addition, fair procedures are also constitutive to the acceptability of X and they 
might also help with the problem that work in applied ethics often lacks action- 
guidance. Focusing on proceduralist accounts can therefore shed new light on the 
ethics of BCIs. This line of research can very well be supported by empirical studies 
on procedural fairness. As mentioned above, fair procedures appear to have a strong 
influence on people’s willingness to accept decisions. In many domains, from the 
workplace to policing to environmental policy, fair procedures enhance the legiti-
macy and acceptance of decisions made by authorities. Fair procedures can be con-
sidered as realizing demands that the political philosophers have posited as 
normative requirements. The philosophical exploration of empirical features, by 
which fair procedures appear to be constituted, remains an open task. At the same 
time, an application of fair procedures to the question of technology regulation 
should complement this endeavor and lead to a fruitful trans-disciplinary examina-
tion of how technology regulation can be improved.
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6.5  Conclusion

In this article we have summarized the main philosophical and ethical aspects of 
BCIs that previous work in academic ethics has revealed. Issues such as agency and 
autonomy are important aspects where BCI use can potentially have beneficial as 
well as detrimental effects. The evaluation hinges on many technological details, 
such as whether the BCI is active, reactive, or passive. The danger of misattribution 
of agency, as well as the legal grasp of actions are factors that depend, to a large 
extent, on the nature of the BCI. Whether BCIs enhance or hamper autonomy is 
partly a technological issue (e.g., whether there is a mechanism to establish action 
control), and partly a conceptual one. Closely related to agency and autonomy is the 
question of responsibility. Discussing legal responsibility in terms of either civil or 
criminal law has a huge impact on how we assess the forms of responsibility that the 
legal system allows. Moreover, both the notion of responsibility and the general 
problem of empirically assessing future developments and outcomes of BCI use, as 
well as ethical disagreement regarding those outcomes lead us to the necessity of 
finding processes by which pluralist views can be reconciled. As a result, we pro-
pose a stronger focus on proceduralist aspects, where a focus on fair processes could 
help overcome times of uncertainty in technological development and its ethical 
evaluations, and by which ethical disagreement can be contained to a certain extent. 
In summary, even though the debate on BCIs has seen a lot of progress over the last 
years, there are many avenues for future work, both within an ethical approach, nar-
rowly understood, and a broader political-regulatory perspective.
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Abstract

Headlines in 2019 are inundated with claims about the “digital society,” making 
sweeping assertions of societal benefits and dangers caused by a range of tech-
nologies. This situation would seem an ideal motivation for ethics research, and 
indeed much research on this topic is published, with more every day. However, 
ethics researchers may feel a sense of déjà vu, as they recall decades of other 
heavily promoted technological platforms, from genomics and nanotechnology 
to machine learning. How should ethics researchers respond to the waves of rhet-
oric and accompanying academic and policy-oriented research? What makes the 
digital society significant for ethics research? In this paper, we consider two 
examples of digital technologies (artificial intelligence and neural technologies), 
showing the pattern of societal and academic resources dedicated to them. This 
pattern, we argue, reveals the jointly sociological and ethical character of signifi-
cance attributed to emerging technologies. By attending to insights from prag-
matism and science and technology studies, ethics researchers can better 
understand how these features of significance affect their work and adjust their 
methods accordingly. In short, we argue that the significance driving ethics 
research should be grounded in public engagement, critical analysis of technol-
ogy’s “vanguard visions,” and in a personal attitude of reflexivity.

7.1  Introduction: Waves of Technology (Ethics)

In 2019, the prospect of a “digital society” seems to dominate the collective 
imagination, both in policy and research circles, as well as in popular media. 
How can it not, with recent high-profile scandals and media events centered on 
data and privacy, as when Mark Zuckerberg (Facebook CEO) was summoned to 
appear before multiple governing bodies, including the US Congress and the 
parliaments of the EU and the UK? This year’s shift in attention towards “the 
digital” did not happen spontaneously, however. Setting aside the longer (and 
deeply consequential) history of the Internet and other information technologies, 
governments around the world have already spent several years devising new 
initiatives and investing resources under this banner. In 2011, for example, EU 
member states each appointed “Digital Champions,” representatives who were 
given the mandate to “help every European become digital and benefit from an 
inclusive digital society” [1]. Now, we see digital agendas everywhere, with an 
internationally booming private sector dedicated to information technology and 
the emergence of global collaborations for digital forms of governance; the 
European Commission has announced a new funding program dubbed “Digital 
Europe.” Canada, with a similar rationale, recently signed onto “the Digital 
Seven” (D7), joining Uruguay and six other nations in pursuing new technologi-
cal possibilities and promoting “digital government.”
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Throughout, the word “digital” might imply that there is some shared artifact or 
infrastructure being envisioned in all of these initiatives. The word has been used to 
refer to social media platforms and the Internet, and alternatively, as a label for any 
electronic devices that rely on programming. Nevertheless, the rhetoric being used 
here is more accurately summarized in terms of sweeping claims about the transfor-
mative and disruptive impact of new technologies, rather than in terms of some 
particular object. Some claims stress the benefits to healthcare, economic productiv-
ity, and a whole range of social practices. Others highlight the tremendous dangers 
and risks of these technologies: enabling authoritarian practices, threatening privacy 
and equality, diluting the quality of social interaction, spreading misinformation, 
and so much more. Who is to be believed? There is certainly a hefty dose of social 
marketing promoting the value and benefits of digital technologies. But who is to 
say if those positive impacts will materialize or not in technological form and then 
in concrete social realities? More to the point of the present paper, what is an appro-
priate response to these developments from academic or policy researchers given 
these unknowns?

Faced with this quandary, many observers of sociotechnical change will experi-
ence a feeling of déjà vu. We have already observed multiple waves of technological 
rhetoric and corresponding societal and ethical worry, particularly among some 
researchers and in some segments of the media. Since just the 1990s, we have wit-
nessed the rise (and occasional fall) of numerous big ideas: human genomics, nano-
technology, synthetic biology, neural engineering, big data, blockchain, personalized 
medicine, precision medicine, and most recently, artificial intelligence (AI). The 
momentary prominence of digital technologies has even led to combinations with 
previously promoted categories, like the use of machine learning in optimizing clin-
ical care and in training brain-computer interfaces. Along with these waves, aca-
demics have assembled technology-centered specializations, most notably for the 
present paper, “neuroethics” and “AI ethics.” For each of these waves, we are pre-
sented with a provocation to inquire: “will this be a good technology or a good 
development?”

But answering this question and even just bringing clarity to it has proven diffi-
cult. Frequently and still today, ethics research on emerging technologies seems to 
be triggered by hyperbolic technological discourse, with limited critical scrutiny of 
both positive and negative speculative or promissory claims about emerging tech-
nologies [2–9]. Academic articles discussing artificial intelligence as an existential 
threat, for example, are likely to coincide with front-page articles about Google 
DeepMind, national leaders’ speeches about digital innovation, and protests outside 
of Microsoft offices in Redmond, WA.  Far from questioning the technological 
promises and worries of the day, ethicists may be among the first to reference and 
reinforce them through conferences, media appearances, and publications [10–12] 
as we have seen previously regarding other technologies [13]. A corollary is that 
these questions and worries have remained academic, with limited genuine public 
engagement and concern for the impact of technology on everyday life [14–18]. As 
we will argue, such moments of cultural alignment—between ethics research and 
society—may create a false sense of significance regarding the objects of ethics 
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inquiry. And captive to this skewed sense of significance and relevance, ethics 
research may become unfit to answer emerging ethical questions rigorously, let 
alone foundational questions in ethics. As Rayner (2004) has phrased the question, 
“why does institutional learning about new technologies seem so difficult?” [19].

In this paper, we aim to make progress on this front with respect to scholarship 
on emerging technology. We advance a discussion about the ethical significance of 
the digital society, in a way that neither dismisses nor naively embraces its societal 
prominence in 2019. We understand significance as both the ethical importance 
currently granted to certain technologies and, more critically, the open-ended ques-
tion of what significance these technologies should have within a broader view on 
human well-being and flourishing. To this end, we will present some recent devel-
opments in AI and neural technology as two case studies, creating a high-level 
picture of the digital society. We will then analyze this picture using insights from 
science and technology studies (STS) and from pragmatism. We suggest, ulti-
mately, that the current significance of emerging or speculative digital technologies 
is underpinned by both sociological and ethical factors; that is to say, the digital 
society is both a product of self-interested technology promoters and something 
that can impact the well-being of individuals and society, positively or negatively. 
This has, we conclude, implications for the practice of ethics research on technol-
ogy and dictates an interdisciplinary approach that focuses on impacts for indi-
vidual life and democracy. It means, furthermore, that the significance of any given 
technology is not a foregone conclusion and that ethics researchers themselves 
have a role to play in foregrounding some problems over others and in attributing 
significance carefully.

7.2  The Digital Society Is Here, Again: Parallel Trends 
in Academia and in Society

From social science and law to philosophy and public policy, a wide range of aca-
demic disciplines contribute to scholarship that is labeled as “ethics” or is taken to 
have an “ethical” dimension of inquiry. Part of the intuitive appeal of doing or 
applying this type of work, which we will refer to here as ethics research (or simply 
ethics) is that it is more meaningful than the popular discourses on passing trends 
and national fads associated with technoscience. Unlike the undisciplined gaze of 
the public, the lone academic mind or research team can filter out meaning from 
mere noise. Or so we might think. Yet, there is reason to think that our scholarship 
on technology maps quite closely onto broader societal trends. Focusing here on 
two cases (i.e., neural technology and AI), we can see general parallels between 
academic and societal attention given to emerging or speculative technologies, with 
only indirect links to actual harms and benefits as experienced by actual (as opposed 
to hypothetical) persons. As we will argue, the mirroring of academia and broader 
society is not necessarily or entirely problematic [20], but demands attention in 
order to properly understand and respond meaningfully to the ethical significance of 
the digital society.
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7.2.1  Neural Technologies

Consider first the case of brain-computer interfaces (BCIs) and, more broadly, neu-
ral technology. First devised in the 1970s, neural devices now take many forms, 
either wearable or implanted, experimental or widely available, and they span medi-
cal, commercial, security, and recreational uses [21–24]. As we will discuss them 
here, these devices are defined by a shared affordance; the user’s brain activity can 
be monitored and/or altered with digital hardware to create another means of inter-
acting with the world. User-controlled BCIs are perhaps most well-known for 
allowing the user to communicate or control a prosthesis, despite complete bodily 
paralysis (e.g., due to amyotrophic lateral sclerosis) [21]. Other devices, like 
implanted deep-brain stimulators and wearable trans-cranial direct current stimula-
tors, alter brain activity directly and have been promised to improve the user’s mood 
or, as widely documented and viewed on YouTube [25], reduce the symptoms of 
Parkinson’s disease. Though these new affordances are covered in the media and 
have taken on symbolic importance [26], the framing is often primarily positive or 
promotional rather than critical. Coverage of neuroscientific technologies like BCIs 
often lacks a balanced consideration of their negative and positive impacts [27, 28].

In the private sector, investment in neural technologies is passing 100 million 
USD per year, according to one estimate [29]. Meanwhile, Elon Musk (CEO of 
Tesla and SpaceX) has famously claimed that BCIs are the only way humans can 
remain relevant and productive in an increasingly automated economy; Musk even 
started his own BCI company, Neuralink, exhibiting his commitment to that envi-
sioned future [30]. As farfetched and speculative as his reaction may seem, attitudes 
reported among some publics are not contradictory and indicate a shared measure 
of optimism when presented with the idea of brain-based devices. A Pew Center 
poll reports that respondents are simultaneously interested and quite worried about 
neural technologies that could be used for enhancement [31]. To the same effect, a 
recent study of public attitudes towards BCI ethics in Germany, Spain, and Canada 
reports that most respondents expressed moderate to high levels of worry about a 
wide range of potential ethical concerns of BCI use, but were nonetheless enthusi-
astic about using neural technology in medical applications [32]. Perhaps unsurpris-
ingly, these trends in broader society are mirrored in research in several domains.

There are many indicators that neural technologies have become an object of 
concern in academia, with steady growth over the last few years thanks to special-
ized funding streams in many countries. The United States BRAIN initiative (explic-
itly oriented towards technology-driven discovery) and the EU Human Brain Project 
each included dedicated (albeit proportionally small) funding for ethics-oriented 
research on neuroscience and its applications. Ethics researchers from various dis-
ciplines have reacted swiftly to these incentives. The existence of neural technolo-
gies has become a prominent, if not questionable, justification of a new field of 
research [33], “neuroethics,” increasingly established since its first conference in 
May 2002. Non-governmental organizations and research centers, too, have been 
founded to collect and recognize ethical work related to neural technologies, like 
the International Neuroethics Society, the Neuroethics Network, Neuroethics 

7 Pragmatism for a Digital Society: The (In)significance of Artificial Intelligence…



86

Canada, and the Oxford Center for Neuroethics. The authors of this chapter have 
also contributed to this phenomenon.

Worries about BCIs reported in this literature range from lack of safety and cost 
to threats to the user’s self-understanding and responsibility; in most cases, these 
concerns are asserted on the basis of conceptual analysis or philosophical reflection 
[21]. Despite this tendency, the ethics of neural technology is not “all talk.” Underlying 
the transient and sometimes hyperbolic discourses in academic journals, confer-
ences, press releases, news outlets, and social media, there seem to be some genu-
inely serious harms and benefits. It is thus imperative to remember that the experiences 
and well-being of some people have already been impacted, either in the course of 
BCI research or in its applications. Some participants in BCI research studies, for 
instance, may gain a new capability to express themselves through participation, 
using BCI devices to work around communication difficulties. But such research 
studies sometimes end with either no gain in communicative ability or, in the case of 
success, with a complete lack of technical and clinical support for continued use [34].

Other notable harms may be related to the interaction between the application of 
new technologies and political or cultural recognition. Some members of the Deaf 
community (i.e., individuals who collectively embrace a cultural identity linked to 
being deaf) have reported that cochlear implants, designed to augment hearing, 
actually reinforce systematic stigmatization of their bodies and ways of life [35]. 
Some argue, for example, that hasty promotion of cochlear implants may ultimately 
preclude the acceptance of Deaf community members as simply different, under-
mining political obligations to make public infrastructure accessible to them. The 
general causes of such exclusionary effects are difficult to study, but Deaf activists 
have supported their critique by citing places and instances in which communities 
have adapted to more fully support Deaf individuals, rather than requiring the indi-
vidual to change themselves. A commonly used illustration is the historical example 
of Martha’s Vineyard [36]; in part because of higher local prevalence of hereditary 
deafness, hearing and deaf individuals alike developed and used sign language, 
ostensibly a story of greater inclusion of deaf people in public life. This tension 
between recognition and exclusion has also been reported in reference to BCIs more 
generally. As part of a multi-stakeholder international deliberation in 2018, poten-
tial BCI users and patient advocates reported the ongoing disenfranchisement of 
individuals due to either the use of stigmatizing language in the promotion of tech-
nologies—language that devalues certain types of bodies (e.g., “fixing,” “curing”)—
or the failure to make enabling technologies widely available [37]. In sum, these 
examples show that the stakes of effective and beneficent neural technology, despite 
the media hype, are real and deeply consequential in some contexts.

7.2.2  Artificial Intelligence and Machine Learning

Now in 2019, as major brain-oriented government funding initiatives are beginning 
to sunset, there is space for another platform to represent the digital society. At the 
moment, this alternative seems to be AI, supplementing front-page media imagery 
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of disembodied brains and wires with screenshots of friendly AI chatbots or sche-
matic representations of neural networks. As neural technologies fade into our col-
lective memory (temporarily or not), we should carefully attend to the way in which 
AI has newly been constructed as yet another significant technology: sudden and 
substantial media coverage (despite a longer history), dedicated government fund-
ing including ethics research, general awareness among publics, and of course seri-
ous stakes and harms for human experience. A schematic comparison with neural 
technologies reveals the same general pattern at work.

Looking back, AI also has a history that predates its current popularity. While the 
use of neural technologies often draws on the centuries-old belief that we are our 
brains [38], AI draws on a more recent permutation of the mind-body thesis. The 
first investments in AI research in the United States were primarily driven by a two- 
part justification: first, the academic belief that complex human cognition can be 
modeled and supplemented by computer systems (a form of digital “symbiosis”) 
and, second, the promise to meet Cold War demands for semi-automatic control for 
precise military decision-making (e.g., with cybernetics) [39]. AI proponents have, 
however, consistently promoted applications outside of military and defense pur-
poses, applying the computer’s ability to solve problems heuristically to medical 
decision-making [40], logistics [41], translation, marketing, and a range of other 
uses. Notably, AI has even been applied to BCIs—in the form of adaptive algo-
rithms for the interpretation of neural activity—at least since the early 1990s. These 
various applications have occasionally coincided with periodic surges in media 
attention.

In 1984, one commentator in Science lauds “exhilarating times” for AI research, 
and stresses the need to keep promises in line with “the science” [42]. So too, in 
recent years. At the unveiling of the Stanford Institute for Human-Centered AI, Bill 
Gates (former CEO of Microsoft) asserted that artificial intelligence is akin to 
nuclear technology, in terms of its promise and danger to humanity [43]. The New 
York Times has posed the question: “Is Ethical AI even possible?” [44]. These 
widely reported opinions arrive after a global flurry of publications of national AI 
strategies, beginning with “A.I.  Singapore” [45] in 2017 to the “American AI 
Initiative” of 2019, which aims to “develop AI in order to increase our Nation’s 
prosperity, enhance our national and economic security, and improve quality of life 
for the American,” but does not directly earmark any additional resources for this 
task [46]. Reactions collected among some publics track this ambivalent media cov-
erage. In an EU study, 61% of respondents reported positive attitudes towards robots 
and artificial intelligence, but 88% agree that this technology must be carefully 
managed to avoid negative impacts [47]. A similar study of Americans reported that 
approximately 40% of respondents supported the development of AI, with 82% 
agreeing with the need for careful management [48].

Again, as with neural technology, ethics research on technology has pivoted 
towards “AI ethics” [49–51]. Part of this is made possible due to dedicated resources 
from funding agencies and institutions, with some controversial private-public part-
nerships. Amazon has recently co-funded a US National Science Foundation solici-
tation for AI and fairness research proposals, matching the government’s ten million 
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USD [52]. Facebook garnered negative press when it announced the establishment 
of a $7.5 million USD AI ethics institute at the Technical University of Munich, 
which appeared to some observers as a blatant form of “ethics-washing” for the 
company [53]. MIT will include AI ethics as a core focus in its newly founded 
Schwarzman College of Computing. For most of these projects, it is too early to 
evaluate their outcomes in terms of ethical progress, but there is already a large 
amount of theoretical content being produced by technology ethics researchers from 
a variety of disciplines.

Perhaps most remarkable about this global institutional shift to AI ethics is the 
sheer number of codes of ethics and guidelines that have been produced. In March 
2019, a non-exhaustive search yields 9 unique sets of guidelines or principles [54–
62], with many more reports and white papers not listed here. The tendency in this 
genre of document is not to document precise harms or benefits of AI; instead, sig-
natories or authors agree on high-level aspirational goals that should guide the 
development and use of AI (e.g., beneficence, fairness, democracy, or empower-
ment) [63]. Some guidelines like the Montreal Declaration and Microsoft’s 
“Approach to AI” are branded explicitly in terms of the private firm or polity in 
which they originated. Again, as with neural technologies, these transient societal 
discourses serve many purposes and are only indirectly tied to documented and 
concrete harms or benefits.

Noteworthy harms exist, nonetheless. Investigative journalists at ProPublica, 
for instance, report the use of algorithm-based risk assessment software that is 
more likely to falsely label black defendants as future criminals at almost double 
the rate of white defendants. This error is consequential, they argue, because 
judges across the United States can and do cite risk scores during sentencings and 
at bond hearings [64]. This negative use of AI is sadly not unique and represents 
a range of practices that motivate the (much more abstract) calls for “fairness” and 
the avoidance of bias in AI applications [65, 66]. In another high-profile case, an 
experimental autonomous car designed by Uber struck and killed Elaine Herzberg, 
a pedestrian in Tempe, AZ [67]. With the absence of regulatory guidance from 
local or national governments, safety, beneficence, and related ideals for AI, 
applications demand more than the publication of principles or temporary media 
attention.

Taken together, where do these considerations leave us with respect to the ethi-
cal significance of the digital society? Studied as two exemplars of digital technol-
ogy, neural technology and AI begin to shed light on some core features associated 
with ethical significance as it is commonly attributed. In brief these are: periodic 
surges in media coverage that belie the technology’s longer history, dedicated 
government funding, and some cases of definite harms and benefits related (caus-
ally or otherwise) to digital technology. Each feature could be analyzed and evalu-
ated on its own, but together they can be used to think through the nature of 
significance in ethics research. What lessons do we learn from the fact that this 
pattern is repeated every few years for each new technological platform? What 
reaction is appropriate for researchers in ethics of technology?
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7.3  Two Wrong Answers: Significance-as-Consensus 
and Reduction to Hype

Faced with the pattern that we list in the previous section, there are two simplistic 
interpretations that need to be set aside: significance-as-consensus and reduction to 
hype. Though the two perspectives are presented here in their most extreme form 
and are perhaps not widely held, they facilitate the elaboration of a defendable mid-
dle ground (see Sect. 7.4).

First, significance-as-consensus: it might be tempting to think that technology 
promoters, skeptical ethics researchers, and broader society are simply on the right 
track. That is to say, digital technologies are indeed ethically significant on account 
of a broad consensus on their importance, positive or negative. After all, why would 
so many individuals, states, and institutions invest so much energy into talking about 
them, developing them, and studying them? But this cannot be the whole story. 
Interpreting significance narrowly as consensus does not tackle the constant shift in 
framing of technological challenges, from genomics to AI and back again. Moreover, 
this stance seems to logically imply claims about history of technology that likely no 
one would accept. For example, significance-as-consensus might imply that AI was 
only societally meaningful in the 1950–1970s and since approximately 2017, during 
its recent resurgence in popularity. We believe that this is unlikely; the meaningful 
effects of AI use on communities and individuals likely did not cease in between 
these periods of attention, though as we will argue this is an empirical question.

At the other extreme, there is reduction to hype. More cynical observers will 
reduce academic-societal attention to technologies as the result of an inevitable 
boom-and-bust cycle, a predictable outcome of media hype and subsequent disap-
pointment. And the content of hype, as the term’s negative valence implies, can be 
and should be ignored. A commonly cited schematic version of this is the Gartner 
hype “cycle,” which has been criticized for its lack of explanatory power [67]. But 
as we discuss above, there seem to be real issues present behind the waves of rheto-
ric and hype, even if the media eventually lose interest. Moreover, the examples we 
selectively list are just that, examples. Because of the unavoidably limited journal-
istic and empirical research on the impact of each technology, there remain many 
unanswered questions about the real utility and value, real-world impact of technol-
ogy on people’s lives, and what matters to people. Reducing technology discourses 
to mere hype inappropriately discounts this possibility.

7.4  Significant Technologies? Insights from STS 
and Pragmatism

Ethics researchers can avoid the pitfalls of significance-as-consensus and reduction 
to hype to understand how technologies come and should come to be significant. In 
this section, we will briefly present two tools for critically understanding waves of 
technological hype and worry: economies of promising and the problems of publics. 
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Researchers in the ethics of technology can benefit from learning both, because they 
are themselves implicated in these processes and these tools can help them reflect 
critically on their own practices and their understanding of science and technology.

7.4.1  Economies of Promising: Transactions 
and Vanguard Visions

The first theoretical tool is economies of promising. As we present it here, it is a 
sociological framework and describes how STEM (science, technology, engineer-
ing, and mathematics) researchers, funding agencies, and policy-makers use prom-
ises—these can be literal promises or related speech acts of prediction or 
marketing—to create political legitimacy for their activities. In particular, recent 
literature in STS suggests that the mobilization of resources and the behavior of 
individual researchers are best understood in terms of high-level interactions 
between different societal actors. Joly (2010) suggests that the resources given to 
technoscience are administered according to what promises STEM researchers or 
tech developers are willing to make, whether to funding agencies or investors [68]. 
Technoscience is typically practiced in specialized spaces, inaccessible to most citi-
zens, and there is a need to justify the work in terms of what impact it will have 
outside of the lab. This is a requirement even for researchers who have no intention 
or capacity to fulfill their promises. Joly labels this system of relationships as an 
“economy of technoscientific promising” [68].

This fact about the research ecosystem does not imply, however, that those mak-
ing the promises are wholly dishonest or acting in bad faith. Some sociological 
research suggests that technoscientific practitioners will often take one of two per-
formative positions with respect to promising [69]. In contexts close to the research 
(e.g., in a lab meeting), their knowledge of the expansive possibility space and of the 
myriad technical obstacles results in expressions of deep uncertainty and rejection 
of guarantees or promises. But when speaking with potential technology users, 
funders, or taking on the role of the user themselves, scientists and engineers must 
affirm the imminent utility of their work for concrete practical purposes. Promising 
in this way does more than just attract resources to one’s projects; it yields self- 
understanding and serves as a source of creativity.

Explained from a slightly different conceptual angle, Hilgartner (2015) suggests 
that technoscientific researchers must understand and describe their research in 
terms of an “imaginary” that engages with values present in the surrounding institu-
tional, regional, or national culture [70]. Synthetic biologists in US agriculture, for 
example, might notice that previously funded projects in other areas of biology are 
framed in terms of helping fulfill the reputation of the USA as a global leader in 
food production and food innovation. The synthetic biologists, in response, will 
frame their own work in this way, borrowing the ends of prior projects, but with a 
new means. Over time, if this particular project and “vanguard vision” for the tech-
nology gains sufficient traction, the discourses around it form a new “sociotechnical 
imaginary” [71]; this symbolic construct gives meaning to the daily work of 
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technoscientific practitioners who endorse it, but with effects well beyond the lab. 
This can happen as the imaginary is reinforced and repeated via university press 
releases, social media, technology blogs, and funding agency reports, among other 
channels.

Both economies of promising and their associated vanguard visions are socio-
logically important because they help us understand the cultural repertoires from 
which individual actors craft their behaviors and come to understand themselves. In 
other words, the action of shared imaginaries resolves the fundamental sociological 
antinomy of structure and agent [71]. But more to the point of this paper, they also 
have meaningful connections to ethics-oriented research on technology. First, they 
highlight that the ethical significance of a given technology is not always an intrin-
sic property of the objects or infrastructures themselves. The lesson of economies of 
promising is that technology can be made significant by the coordinated efforts of 
STEM researchers, developers, users, and whoever else has the means and motiva-
tion to formulate and promote a “vanguard vision.” As a result, we should expect 
imaginaries to be as numerous as their creators, with all the overlap, contradictions, 
and conceptual confusion that such multiplicity implies. It means, too, that we can 
empirically document imaginaries at various stages of uptake, from the first sen-
tence of an unread tech ethics paper (e.g., “Digital technologies are poised to trans-
form society and the lives of disabled people, but may be ethically worrying.”) to the 
internationally broadcasted speech of a prime minister or CEO.

The economy of promising has made its way directly into the work of ethics 
researchers when they build on existing imaginaries and speculate about the pro-
spective benefits and harms of new technologies. It has been shown how, for exam-
ple, ethics scholarship has uncritically replicated claims about the transformative 
impact of various technologies such as deep-brain stimulation [72, 73], 3D bioprint-
ing [74], and cognitive enhancers [75–78]. Given the task of ethics, namely to care-
fully analyze courses of actions and propose, via deliberation, paths, and scenarios 
which are promissory of human flourishing (and identify paths which represent 
obstacles to flourishing), it is not surprising that ethics researchers are concerned 
about the future implications of technology. By its very nature, ethics is future- 
oriented although it can build on the past. However, it is in the manner by which 
claims about the future make their way into ethical analyses about harms and ben-
efits, which summons important theoretical, methodological, and practical concerns.

Second, these imaginaries necessarily feature valuations regarding what is the 
good life, the good community, etc. although these can be implicit in discourse and 
practices. These are all evaluable from the standpoint of ethics. Moreover, because 
imaginaries are the product of intensive work by particular actors, they may not 
represent the interests of the majority or of the most immediate stakeholders. In the 
face of historical inequality in society and in technoscientific practices, we cannot 
expect marginalized individuals or groups to have adequate resources to promote 
their own sociotechnical visions or to counter unacceptable “vanguard visions,” cre-
ating a knock-on effect on the process by which technologies become significant. 
The US rhetoric of global AI leadership, for instance, may have reinforced the sig-
nificance of AI in the United States without any meaningful input from individuals 

7 Pragmatism for a Digital Society: The (In)significance of Artificial Intelligence…



92

who have been subject to racial discrimination in the immigration or criminal jus-
tice systems (as seen above in ProPublica reporting on sentencing). In this way, the 
sociological dynamics of significance can short-circuit democratic hopes of repre-
sentation and could negatively shape our choice of foci in academic ethics research. 
More problematic is that the power and influence of vanguard visions may imply 
that other voices be considered as enemies of the nation, of progress, of technosci-
entific development, and so on. In response, fostering deliberative approaches and 
dialogue is a clear strategy to offset the narrowness by which vanguard visions and 
imaginaries are conceived and deployed. This is the object of our next point.

7.4.2  Emerging Publics and Their Problems

The second theoretical tool, publics, emphasizes the very real problematic experi-
ences that can sometimes ground discussions of technology. Dewey identifies a 
public as something that coalesces around shared problems [79]. In his account, the 
formation of a public starts when a few individuals notice that their chosen forms of 
life are being affected by some common factor, technoscientific or social, natural or 
of solely human origin. These individuals can choose to foster a group identity. 
Once this public has formed, its members can make rights claims or demand politi-
cal representation in addressing the shared problem. This conception contrasts with 
the colloquial understanding of “public” as the rather neutral and aggregate sum of 
individuals in a population. Rather than one singular entity representing the popula-
tion, there can be multiple publics, just as there can be multiple problems, and with 
occasional overlap given the existence of multiple interests.

As we discuss above, “the digital society” and its many platforms create a circu-
lar or self-referential discourse in many ways, but they also present some very real 
harms. We know about these harms in part because of the publics that have formed 
around them. Notable publics of neural technology, for example, include disability 
activists rejecting the use of cochlear implants to augment hearing. As discussed 
above, this negative potential of neural technology can be understood in terms of 
personhood, specifically the experience of being disenfranchised and treated as less 
than a full political person. In this case, everyday experiences of disability stigma—
as echoed by the promotion of the cochlear implant—have been sufficient to cause 
a variety of citizens to mobilize around this shared threat. Similarly in artificial 
intelligence, the experiences of unequal treatment in criminal justice, once docu-
mented and shared, have galvanized grassroots movements to remedy ongoing gov-
ernment negligence in the proper regulation of algorithm-assisted sentencing. 
Though these publics do not always form—a significant problem in its own right—
their existence can be a focus of ethics research.

Crucially, the assessment of these publics and their problems is sociological in 
nature; in the case of emerging technologies, which publics are formed is predomi-
nantly an empirical question, requiring us to go out and look for ourselves and to 
understand the nature of problematic situations (real or foreseen) based on the expe-
rience of those who use/will use technology or be affected by it. We will likely find 
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that some publics (ethicists experiencing a shared need for funding) may have less 
pressing problems than others (members of the Deaf community who experience 
stigmatization due to cochlear implants). However, for Dewey, reflection on the 
formation of publics is an essentially philosophical and political undertaking. 
Unlike economies of promising, the concept of publics does not imply transactional, 
economic, or strategic functions.

Instead, Dewey’s publics are sites of group intelligence and open-ended possi-
bilities for human flourishing. He understands group deliberation to be a core com-
ponent of democracy [79, 80], a process of fostering dialogue to enrich our views 
about present-day problematic situations and, eventually, form a more comprehen-
sive outlook. For pragmatists, this is the sign of a growth in ethical perspectives [81, 
82]. The concept of public, then, is a reminder that ethics research can and should 
be an instrument that empowers individuals (grouped as publics) to give their inter-
ests a form and to be represented within open-ended (democratic) processes of 
political legitimacy formation and, in the ideal case, solve shared problems. 
Conversely, ethics researchers, unaware of the economy of promises and of its 
impact on them, their practices, their scholarship, their field, etc. (or sometimes 
deliberately complicit), can perpetuate discourse and practices that alienate every-
day experience from the public gaze. The relationship of the ethics researcher with 
the public is often obfuscated by the servile role of ethics in the economy of prom-
ises or the use of ethics knowledge authoritatively to circumvent dialogue [7, 83] or 
bypass the understanding of perspectives of those concerned [33, 84].

7.5  Significance and Our Responsibility as Researchers

The two tools discussed above—economies of promising and publics and their 
problems—reveal the dualistic character of ethical significance in this domain. 
Specifically, significance in the context of emerging technologies is jointly an ethi-
cal category, grounded in the experiences of real people, and a sociological dynamic, 
which we can embrace or resist. For this reason, we argue that the significance of 
“the digital society”—it is only the latest in a series of technological waves—
demands a nuanced treatment from researchers in technology ethics. It is not enough 
to simply accept it a priori or to reject it out of hand as mere hype. Building on 
examples from emerging technologies and on theory, we stress the utility of an 
interdisciplinary approach to assessing significance. It involves, minimally, three 
overlapping strategies for ethics research: empirical and deliberative engagement, 
analysis of dominant imaginaries, and consistent reflexivity in our work.

First, as inspired by Dewey’s account of publics, we prescribe engagement with 
the publics and the problems they face because of technology. Ethics researchers 
who position themselves as being in service of helping resolve problem situations 
need to remain true to the nature of the situation, notably that they are not them-
selves facing the situation and will not provide the answer themselves. That work is 
for those concerned by the situation. Accordingly, scholars can use empirical or 
social scientific methods to productively inquire into which publics are actually 
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forming, beyond the self-serving discourses perpetuated by technology developers 
(in promotional roles) or by technology-oriented funding for ethics research. 
Furthermore, scholars can foster the productive and creative capacities of publics by 
convening deliberative exercises and events [85–87]. Such events can build on a rich 
literature on public engagement in sociotechnical change and, as “technologies of 
humility,” can provide a much-needed counterbalance to “technologies of hubris” 
[16, 88, 89].

The role of the ethics researcher with respect to publics is thus to accompany 
those concerned in making sense of their situation and helping them find the effec-
tive means to transform the situation via open inquiries and ethical deliberation. 
This does not prevent us from playing an important role, but it should be one in 
service of the situation so to speak rather than using different (e.g., academic) prob-
lem situations to build power and influence in specialist discourses or simply repli-
cate existing valuations without questioning them.

Second, as inspired by work on the economy of promises, we recommend criti-
cal analysis of dominant sociotechnical imaginaries and vanguard visions moti-
vating our work and implicit in our subject matter. A thorough analysis of 
imaginaries will require a keen philosophical eye for normative content, docu-
menting and calling out ableist, classist, racist, and other disenfranchising assump-
tions that animate imaginaries. It will also involve proactively inquiring after the 
sources of our imaginaries: where did we get them and whose interests does their 
distribution serve? Which voices and visions are absent? In sum, we propose that 
the vanguard visions used in ethics research should be recast as “grounded specu-
lation,” [4, 90] according to which imaginaries are always situated either in 
broadly accessible forms of evidence or in deliberative exercises with diverse 
affected publics.

It has been proposed that greater transparency about different normative and 
factual (e.g., sociological, scientific) assumptions about speculative claims sup-
porting ethical analyses be recognized as such, including the value attributed to 
these assumptions within ethical analyses [4]. Furthermore, ethics researchers 
can adopt methodological measures to cross-check speculative claims by, for 
example, validating assumptions with literature from different disciplines and 
adopting a broad perspective to support more comprehensive reflection (see 
Fig. 7.1) [4]. In this regard, comparing disciplinary frameworks, considering his-
torical knowledge (e.g., evolution of a technology and attitudes towards it), and 
reflecting on the development of normative approaches towards a given technol-
ogy are different methodological strategies to instill more objectivity, rigor, and 
comprehensiveness of ethical analyses which engage with new and evolving 
technologies.

Our two prescriptions for public engagement and for critical analysis of imagi-
naries can be recast as a unified intellectual virtue: reflexivity. The dualistic charac-
ter of significance in this domain entails that responsible scholars are reflexive about 
their role in perpetuating some problems, some imaginaries, over others. We must 
be honest about the fact that we rarely conceive of a technological worry de novo, 
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independent of our cultural moment or of front-page media. The authors acknowl-
edge, of course, that this approach is not wholly new but combines the best features 
of recent sociological and ethical work on technology, including some of our own 
recent projects.

7.6  Conclusion

What is the significance of “the digital society” and related technologies such as 
BCIs and AI? How do we make sense of conflicting utopian, dismissive, and dysto-
pian sentiments about its future? In this paper, we have considered strategic and 
sociological features of its significance, on the one hand, as well as features associ-
ated with actual impact on real-world human experience, on the other. We have 
shown, by briefly considering two exemplars of digital technology, BCIs and AI, 
that these two aspects of significance are incompletely but meaningfully connected 
in society through overlapping technoscientific, social, and academic practices. We 
show, also, that this entanglement is likely not unique to any one technological plat-
form, but is a common formula across many waves of technological rhetoric.

This social phenomenon can be productively understood through pragmatist and 
STS resources. However, the understanding that we gain should also be translated 
into improving our own work on the ethics of technology. For this reason, respon-
sible research in the face of endlessly emerging technologies requires a tailored 
methodology. Building on previous work, we emphasize the importance of 

From implicit
and unacknowledged
assumptions...

To explicit and
acknowledged
assumptions.

Acknowledge
assumptions more
explicitly and identify
the value attributed
to them

1

2

3

Validate assumptions
by checking
supporting facts with
interdisciplinary
literature when possible

Adopt a broad
perspective to
support more
comprehensive
reflexion

Fig. 7.1 Increasing objectivity and reflexivity in speculation
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“grounded speculation” and scholarly reflexivity. By taking these lessons to heart, 
researchers in technology ethics can address concrete problems facing actual com-
munities and move beyond a vague and recurrent feeling of “haven’t we been 
through this before?”
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Abstract

Making use of the conceptual pair of crisis and routine according to the under-
standing of Ulrich Oevermann, brain-computer interface (BCI) use can be 
described as materialized crisis management. When using a BCI, users find 
themselves in a critical position, which is a situation that requires a decision 
within a limited period of time. This situation is constantly repeated, turning BCI 
use into a back-to-back decision-making scenario. BCI use can be described as a 
permanent crisis that needs to be dealt with. The ultimate goal is to establish a 
routine of action. Conceptualizing BCI use as a form of crisis management may 
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foster an understanding of the BCI user on a procedural level and may suggest 
improving suitability for daily use and user comfort by optimizing ways of rou-
tinization in technology use.

8.1  Background

What exactly does the user of a brain-computer interface (BCI) do? When looking 
at the test person in the BCI laboratory that we visited, all we can really see is a 
person sitting in front of a screen and wearing an electroencephalography (EEG) 
cap with cables attached that lead to some technological device (receiver). He does 
not speak, and shows no signs of movement. He just stares at the screen. On the 
screen is a matrix displaying the letters of the alphabet. Some of the letters are flash-
ing in quick succession. After a few moments a letter appears at the bottom of the 
screen in the output line. Every few moments another one is added to the former. 
The only instruction that the test person was given was to focus on the letter that he 
wants to choose.

If you had not been able to see what was happening on the screen, you would 
think that the test person was not doing anything at all. In fact, you are merely 
assuming that the output on the screen is somehow related to what the test person is 
doing. Knowing that the computer will select a letter anyways after a certain period 
of time has elapsed, it may well be that whatever the test person is doing or thinking 
is completely unrelated from the output on the screen.

 Besides the user, there are two persons from the scientific research team present 
who are observing various computer screens. Their screens show the test person’s 
brain activity as measured via the EEG. One can recognize event-related potentials 
that can be associated with decision-making processes of the user.

 Except for the output on the screen of the user, the neurofeedback, the readouts 
of the brain activities, statistical data and computational models, not much is known 
regarding the processing of BCI use. Most empirical research focuses on usability 
aspects and asks test persons how they perceived various technical and functional 
components and how to improve the technology. Research studies on what is actu-
ally happening during BCI use, taking into account the only person introspectively 
involved, the user, are rather sparse. Looking at BCI users’ accounts, I shall theorize 
in this chapter how BCI use may be described and understood. Applying the terms 
of crisis and routine as outlined by Ulrich Oevermann [1, 2] to interviews with BCI 
users may render some insights that can be of use for future BCI developments.

8.2  Sociology of Brain-Computer Interfaces

When it comes to brain-computer interfaces, medical and technical researchers as 
well as philosophers have done a lot of work, but almost no research has been 
done by sociologists. Scoping the range of studies that have been conducted by 
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means of social research methods, it immediately becomes apparent that mostly 
quantitative methods are being employed [3]. The few studies that employed qual-
itative research methods, such as qualitative interviews or focus groups, mainly 
apply these methods to their respective research projects, but are not social sci-
ence studies. They are what could be called “descriptive ethics,” which aim for “a 
snapshot of opinion” [4]. They may also be called descriptive medicine or descrip-
tive technology research. Studies that applied a social research design are scarce.

To my knowledge, there is but one comprehensive sociological study on BCIs 
that has been published. Melike Şahinol [5] has done extensive ethnographic field-
work on BCIs.1 Her focus was on the mutual adaptation process between human and 
machine. According to Şahinol, BCI applications lead to a socio-biotechnical adap-
tation process based on a cybernetic principle that results in a “techno-cerebral sub-
ject,” which constitutes some form of a bio-technical cyborg. Şahinol suggests that 
neuroscientists detach brain processes from body experiences by trying to isolate 
cerebral entities from bodily movements in order to delegate cerebral motion activi-
ties to the computer. This could possibly result in changes in the user’s self- 
experience and reflexivity, and an altered “Leiberfahrung.” Accordingly, the 
worldview inherent in neuroscience is one of a Cartesian “cerebro-centrism” that 
reduces humans to cerebral functions.2

In a recent interview study with BCI users, we identified some central themes of 
BCI use from the users’ perspective: feeling like the agent of BCI actions, opportu-
nities for social participation, and ways and modes of self-definition [9]. As in most 
cases the BCI output is in accordance with the users’ intentions, the users have the 
feeling that they are the cause and the authors of BCI-mediated actions, whether this 
may be playing a game, operating a communication program, or steering a robotic 
arm. Beyond these direct action outputs, users also cherish the indirect effects of 
BCI training, which include having a meaningful task, contributing to science and 
technological progress, displaying BCI skills and BCI-generated output to the pub-
lic, and raising awareness. In addition, through the course of BCI training users are 
handed opportunities as well as challenges that affect the way they see themselves. 
It may allow them to get back to activities that they were previously used to pursue, 
lead to new experiences, result in learning new skills, or cause a (re)thinking about 
their body and their self in different ways. The BCI may be seen as the medium that 
allows for these things to happen. In the following, I want to focus on the BCI as an 
installation or network consisting of all the components mentioned above: the hard-
ware (screens, computers, cables, EEG cap), the software, persons present, and 
proceedings and events happening (flashing of characters on the screen, 

1 In this respect, it should be mentioned that she observed BCI applications that can be called 
“hybrid BCIs” [6, 7]. These were BCIs that were supplemented by external brain stimulation 
devices via deep brain stimulation or electrocorticography or where electromyographic signals 
were read out in addition to electroencephalographic signals.
2 The advent of a “cerebral subject” which is characterized by the “creed” that we as humans are 
essentially our brains has also been stressed by Vidal and Ortega [8] who observed postulates of 
the neurosciences and their influence way beyond its disciplinary and scientific realm.
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appearances of letters in the output line, brain activity displayed). As noted above, 
to the observer it appears as though not a lot is happening. Hence, we must ask the 
users what exactly is happening when they use a BCI.  As a consequence, this 
research endeavor is concerned with the procedural level of BCI use from the users’ 
perspective. According to their account, I shall argue, BCI use can be described and 
understood as materialized crisis management.

8.3  Methods

In order to explore the field of BCIs, our research team visited several BCI labora-
tories; we witnessed some BCI training, tested the technology ourselves, and talked 
to BCI researchers and developers. In addition, we conducted qualitative interviews 
with nine BCI users that had or have been using BCIs in experimental studies for 
which they had been selected due to particular physical impairments. As the research 
question at hand aims for the procedural level of BCI use from the point of view of 
users, the following examination will focus on the interview material.

The participants of the interview study varied regarding age, gender, physical 
condition, and BCI application used. The semi-structured interviews contained 
questions regarding the personal background of the users and how they came into 
contact with BCIs, their experiences with the technology, action-related aspects of 
its use, and a general assessment of BCIs.3

Three interviews were conducted face-to-face at the users’ homes. One interview 
was held in written form, due to the participant’s speech impediments. Two further 
participants with oral speech impediments answered questions in written form, 
combined with oral communication at their homes. Three interviews with partici-
pants from other countries were conducted via video calls online. All interviews 
declared informed consent for their participation in the interview study. The inter-
views were transcribed verbatim and analyzed using the coding procedure of 
Grounded Theory methodology [10, 11].

The notion of crisis management was gained by abduction: it emerged as a fit 
to  the data in embracing various themes such as concentration issues, challenges 
posed, confrontation with unfamiliar puzzles, ways of overcoming handling fail-
ures, and experiences of frustration as well as achievement and satisfaction.4 Turning 

3 A detailed portrayal of the participants and the interview guide are available in Kögel et al. [9].
4 The concept of abduction stems from Charles Sanders Peirce and is utilized in Grounded Theory 
as an additional logic of reasoning. By means of a “mental leap” [12], data that seem to make no 
sense or to be contradictory are accounted for. Finding a theoretical explanation, however, requires 
going back to the data and examining whether they fit the explanation one arrived at [11]. The 
concept of crisis management appears to account for two findings:

 1. Even though the users manage to operate a BCI (and generally feel like being the agent of BCI-
generated actions), BCI use poses various hardships and challenges that users are not always 
able to deal with successfully.

 2. While the outside perspective often renders the perception of a flawless proceeding, the intro-
spection of the users often differs: the BCI output may be brought about by a lot of mental 
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to theories of crises, Oevermann provides a categorization of crises while putting 
them in contrast to the notion of routine, a concept that easily qualified as a salient 
theme within the interview material. Turning back to the data, occurrences and 
descriptions of routinization were highlighted and categories of crises were identi-
fied, modified and supplemented (e.g., by the category of mini crises).

8.4  BCI Use as Materialized Crisis Management

Examining the users’ accounts, BCI usage can be characterized by permanent 
decision- making, strenuousness, moments of surprise and frustration, and the 
endeavor for finding action patterns. To conceptualize BCI use as crisis manage-
ment we need to clarify some concepts first.

8.4.1  What Is a Crisis?

“Krisis,” in its original meaning, refers to a “judgement” or “decision.” Oevermann 
[1, 2] distinguishes three kinds of crises: traumatic crises, crises of decision- making, 
and crises of leisure.

A traumatic crisis is the result of a sudden, unforeseen event (a “brute fact”) that 
appears like a stroke of fate, e.g., a car accident or winning the lottery. It is impos-
sible not to react to this kind of crisis. Every reaction is already part of overcoming 
or coping with this kind of crisis.

A crisis of decision-making is due to an uncertain situation regarding how to act, 
which requires a decision within a limited period of time. Its origin is not external, 
but stems from the perception or vision of several potential future scenarios. The 
practice of life itself constitutes these crises due to the contingent nature of actions 
(by constantly constructing different opportunities and alternatives to act). There is 
a necessity to make a decision and it is impossible not to make a decision.

A crisis of leisure can manifest itself in the contemplation of an object leading to 
contradicting perceptions. When engaging with something in a purposeless way, 
new details of the object and new angles may emerge that can lead to an altered 
perception, which appears as a crisis. This type of crisis is brought about by the 
subject itself. Regarding the cause of the crisis and its perception, the crisis of lei-
sure differs from the traumatic crisis, which is induced through an external cause 
and is experienced as some form of stress.

All three kinds of crises have in common that they are the opposite of the concept 
of routine. A crisis is opposed to the “pattern of smooth action processing” [1]. A 
crisis is therefore the disruption of patterns of flawless action processing. Crises can 

effort and struggle or the generated output is actually not congruent with the user’s intentions.

As a consequence, the concept of crisis management seems fit to explain the inner world of BCI 
usage according to the interviewees’ accounts.
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be generalized as the questioning of routines of perception, whereby these crises 
can be either positive or negative.

To manage (from Latin “manus”: hand) means as much as “to direct (by hand)”, 
for example a horse. The best literal translation may therefore be “to handle.” I 
therefore want to use the word in its meaning of “to handle or direct with a degree 
of skill” or “to work upon or try to alter for a purpose” and not of “to succeed in 
accomplishing” [13].

Crisis management then refers to the necessity of dealing with a certain situation 
(crisis) in a more or less structured or organized way, in contrast to an approach of 
ignorance or a passive way of letting things go.

8.4.2  BCI Training as Repetitive Action Crisis

The different kinds of crises pointed out by Oevermann can be applied to the experi-
ence of BCI users.

8.4.2.1  Traumatic Crises
BCI users often find themselves in a situation where they are aware of what they are 
physically able to do and what not. They are aware of the difference that they hope 
the BCI can evoke. Some are in need of a wheelchair due to a car accident; some see 
themselves confronted with motion and speech impediments because of a stroke 
they suffered. As a consequence, they may experience something that we commonly 
refer to as a life crisis. They experience a situation where everyday routines and 
routines of movements have become obsolete. Here, a BCI may provide opportuni-
ties to facilitate rehabilitation and exercise new routines of movement. Individuals 
with degenerative diseases regard BCIs as technology that may become relevant for 
them once they reach a certain level of impediment. For some individuals with 
advanced amyotrophic lateral sclerosis (ALS), BCIs are already their only way of 
maintaining communication. It can be proposed that BCI users became users of this 
neurotechnology due to traumatic crises that they experienced in the past.

8.4.2.2  Crises of Decision-Making
A crisis of decision-making comes to the fore at the very beginning or, to be accu-
rate, prior to BCI use, when participants of BCI studies have to make a decision on 
whether they want to apply for the experimental BCI studies in the first place. 
However, they had no say in whether or not they were selected as study participants. 
This decision is made by the persons in charge of the studies based on the results of 
various test trials. They also have no say in getting a home-based BCI. A home- 
based BCI has only been installed in very few singular cases.

Regarding BCI training as such, it may be described as a series of crises of 
decision-making. Each and every command that is being sent (and transmitted neu-
ronally) from the BCI user during BCI training can be seen as the user’s response to 
a crisis situation. The user finds herself in a situation where she is supposed to per-
form a certain task. This task can consist of having to select a certain item, such as 
a character in a P300 BCI scenario, or to imagine moving a particular limb in a BCI 
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run by motor imagery. The user is in a wanting situation and needs to decide some-
how. In addition, most BCI applications are set up in a way so that brain activities 
are measured and transformed into computer commands in certain time intervals or 
react according to any changes in brain activity. As such, it is also not possible to not 
make a decision. The computer always translates non-decisions into particular 
choices and makes a decision anyway. Thus, BCI use is crisis management on a 
meticulous level: within second or minute intervals (even when no definite time 
intervals are programmed) you are expected to make choices and decisions, which 
require conscious thought coordination that accompanies BCI use.

Having to decide on every stimulus given or presented to you in the BCI training, 
i.e., making back-to-back decisions, is the exact opposite of an action routine. You 
cannot simply do stuff, you consciously need to bring about every single command. 
BCI training may therefore be described as a permanent or repetitive action crisis. 
Wolfgang, a study participant with muscle atrophy, states:5

I had to concentrate on what to choose. That requires – that wasn’t easy. You really need to 
focus. You mustn’t get distracted somehow (Wolfgang).

Wolfgang was working with a BCI based on the mental strategy of selective 
attention, where he needed to choose an item on a monitor within certain time inter-
vals. The difficulty hereby does not lie in the complexity of the task, but in its practi-
cal execution:

It’s not very difficult as such. To get the idea of it, to comprehend its principle, is not diffi-
cult. But it is hard to execute without any mistakes—that it always recognizes what you 
want it to do. But as such it’s not difficult to comprehend (Wolfgang).

Keeping concentration levels high while making choices—in this case item 
selections—over long periods of time becomes quite a challenging and tiring task.

This kind of crisis of decision-making differs in some regards to other crises of 
decision-making, like the one described above about applying for a BCI study (I 
guess this is the type of decision-making crisis that Oevermann had in mind). The 
crises within BCI training are under an even more rigid time regime due to the arti-
ficial structural framing. The BCI study is an experiment where users are given 
particular tasks, which they are supposed to perform within a given period of time 
or within regular time intervals. This setting and the instructions given are some-
thing external that determines your decision-making.

Robert, who has been paraplegic since having had an accident, has trained with 
a BCI-steered exoskeleton. He reports on how changing the way you think when 
using a BCI as compared to former times, proves to be quite challenging:

So it was not easy, because when you walk, you don’t think yourself. I guess, myself before 
the accident, I was not thinking about right leg moving, it was automatic (Robert).

5 The following citations stem from the interview study mentioned above [9]. Citations from inter-
views that were conducted in German have been translated by the author. Names have been 
pseudonymized.
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Moving your legs, e.g., to walk, used to be something that happened automati-
cally. Now Robert needs to consciously think about moving a leg.

The routinization of thought processes and mental strategies, which can take a lot 
of time and training sessions, is being compromised by new tasks and instructions 
or a change in setting. Tasks are made more difficult or are applied to new devices 
or applications. Also, different body postures may lead to a mental re-direction:

Of course, you have for people like me who have not been standing for years, you have to 
be able to refocus (Robert).

Robert refers to a change of position from his wheelchair to the exoskeleton. 
Sitting in his wheelchair, i.e., a position Robert has been used to for the past few 
years, BCI training worked fairly well. In a standing position, however, like for the 
training with a BCI-steered exoskeleton, he felt strange and insecure. He needed to 
readjust his mental strategy and, consequently, his training output deteriorated.

8.4.2.3  Crises of Leisure
Strictly speaking, crises of leisure are not possible in BCI training in that you are 
always supposed to perform certain tasks. Hence, a free-floating mind is not part of 
the training. There may be, however, moments in the interviewees’ accounts that 
point in this direction. That is when you look at BCI training more globally, i.e., 
look at BCI training in total and abstracted from single commands. Robert explains 
what it felt like to work with a BCI:

Well, quite strange at the beginning then because you said well, it’s a kind of a dream, but 
it doesn’t mean anything. After a while, surprisingly a little bit to have this image and per-
ception of yourself and representation of your, for me, legs, it was something, how can I say, 
which helped me a little bit to see that my body was not working, but was still there and 
fully there. It was something very important for me, because I know I could see my legs 
before, but it was something that didn’t exist in myself. It was a very strange feeling before 
the experience and therefore I am more reconnected maybe not with a computer but with 
myself. Although it doesn’t move, it doesn’t move, but it belongs to me [laughs], but it’s 
strange what I say (Robert).

Robert talks about a feeling of strangeness, which is based on the discrepancy 
between what he can see and what he can feel. This eventually leads to new body- and 
self-awareness. While occupied with this self-observation—in a rather purposeless 
way—in particular the observation of his body or his legs to be precise, or of the virtual 
avatar he is training with (this is meant by “representation”), his perception is chang-
ing. What emerges is some sense of being “reconnected” to his body and himself.

8.4.2.4  Traumatic Crises 2.0
At the same time, the acquisition of new perceptions and abilities or regaining for-
mer abilities can cause traumatic crises. New perceptions of one’s body or one’s self 
that BCI training can bring about can lead to immediate reactions, which can be 
either positive or negative.
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As mentioned above, Robert switched from BCI training in a wheelchair to BCI 
training in an exoskeleton, which needed him to “refocus.” His first time in the exo-
skeleton was described as follows:

There was this excitement to be again in this position. Something quite strange also 
linked to that […] I had trouble the way you could look in my wheelchair. If you are in 
front of me, I can see you but sometimes you are not - you don’t have this panoramic 
view, if I can say. At the beginning, since I haven’t been standing for years or ages, I was 
frightened […] I was stressed, really stressed, scared and they were really there to help 
me, to say, secure the - they attach things in the exoskeleton in case I was rolling or what-
ever. Everything was in a perfect thing but it was me to be stressful, but after some weeks, 
it was fine (Robert).

This literal change of perspectives to the by now unfamiliar “panoramic” view of 
a standing position caused powerful effects. He felt excitement, panic, and fear—
until he got used to it after a couple of weeks of training.

For Nicole, who was diagnosed with spinocerebellar ataxia, BCI training changed 
her self-image.

Oh, God, it really changed my self-image. It changed, as I said, the empowerment. The 
feeling, ‘I did this, look what I can do.’ It helped me realize that-- I have a saying up on my 
wall, ‘You are more than the body you live in.’ I just realized the truth of that statement, that 
my brain was the most important part of me, and that working meant I could do a lot 
(Nicole).

The realization that her brain was still in control over her body when connected 
to a BCI gave rise to a feeling of empowerment and a changed self-image. The 
empowerment was due to being able to do things she thought she cannot do any-
more. Nicole also worked with a robotic arm that she steered via BCI which enabled 
her to feed herself again, for example. This changed self-image is due to a focus on 
her brain or mind. Your self is not necessarily about your body. Your self (as the 
mental part of a person) is the essential part of you, which is embodied in your 
brain. Nicole shifts the center of her self-understanding from her body to her (mind- 
embodying) brain.

Stefan, who was born with generalized dystonia, was hoping that a BCI could 
allow him to operate a personal computer on his own. However, his spasms did not 
allow continued BCI use and thus he was not accepted for the BCI study. As such, 
hopes of gaining more autonomy can lead to disappointment.

These traumatic events may not be as sudden and unforeseen as Oevermann 
described in traumatic crises. Nevertheless, these situations brought about strong 
emotions as immediate consequences that needed to be dealt with in some way. 
Robert got used to the upright position and after a while the initial fear made way 
for excitement. Nicole’s feeling of empowerment led to a rearrangement of her self- 
image, realizing that her brain was the most important part of her. Stefan had to 
continue his search for appropriate technology and found an eye tracker with which 
he is able to control a computer by himself.
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8.4.2.5  Mini Crises
In BCI training, there are situations that I would like to refer to as “mini crises” as 
they are limited to disturbances that can occur during BCI training, mostly as a 
consequence of failed BCI commands. They are basically a follow-up of crises of 
decision-making and can have an impact on future decisions.

Executing commands can be very exhausting. It takes a lot of energy and concentra-
tion or requires some tedious trial-and-error, such as the task of thinking about nothing. 
Rudi, who is tetraplegic due to a car accident, has been training on a BCI game in 
which you have to imagine different things in order to send the right command. Usually 
the commands were given by imagining body movements, but for one command you 
had to think about nothing, a task that was experienced as particularly challenging.

To NOT think in particular is ULTRA hard to do and as good as impossible, because every-
body is thinking somehow all the time (Rudi).

Robert faced a similar problem. When asked by the principal investigator of the 
BCI study what he has learned, he responded:

Oh, I learned to think about nothing. But it’s not easy to say ‘I am not going to think about 
anything except my body.’ It’s something that [laughs] is progressive learning, if I can say. 
Because at the beginning I was saying ‘I should have come with my wife, go with my wife 
to yoga’ (Robert).

Robert did not have the particular task to think about nothing, but he refers to the 
need of not getting affected by anything. Getting distracted can distort the BCI out-
put. To focus on one’s body and body movements and to ignore everything else 
takes a lot of practice. This includes cutting off thoughts about things one could 
have or should have done, like in Robert’s case going to yoga with his wife. Rudi is 
also familiar with this challenge:

I still remember the first training. I had got to know someone and she told me before the 
training ‘It’s not working out between us’. So my thoughts were completely somewhere 
else and then trying to relax – hence, the training session was shit, logically. These influ-
ences do exist. Or when my pet died. These influences do exist as they do for everyone. 
That’s also the thing when it comes to not thinking. Your mind wanders automatically. 
That’s how it is (Rudi).

For most users, BCI training is quite a strenuous, tedious trial-and-error process. 
Tasks such as “not thinking” make it even harder.

Furthermore, unsuccessful BCI actions can lead to frustration. Mrs. Edlinger, 
who has amyotrophic lateral sclerosis, describes the conditions that are necessary 
for BCI use:

Everything needs to be adjusted perfectly and the electrodes must be placed correctly, oth-
erwise success is low or it doesn’t work at all. Then you are frustrated (Mrs. Edlinger).

Sometimes the BCI reads out a command that is different from the one you had 
in mind. This is reported as being frustrating as well, in particular because only the 
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user knows that they actually intended to perform a different task. For external 
observers this remains opaque. In addition, you are not supposed to give way to 
your frustration as this may negatively affect the next commands.

I was NOT allowed to get upset, because that also would have been a signal and that would 
have influenced the training. You are NOT allowed to have emotions, none whatsoever. You 
completely have to be dead inside (Rudi).

This means you are not allowed to express your emotions, as this will have an 
impact on the next commands. Controlling one’s emotions is quite a difficult task. 
This “imperative of no emotions”—in the case of transgression—can also give rise 
to a mini crisis. Doubts have a similar effect on BCI training. When asked if unsuc-
cessful BCI actions come as a surprise to him, Robert reports:

That’s quite difficult for me, because sometimes I thought I could really focus and concen-
trate and it was quite a surprise. For instance, you don’t answer properly that means [I] was 
thinking on the right and it was the left and when it was like that I shouldn’t have—I should 
really not care about, because if I care it’s even worse. That means that the next round, it 
goes wrong also. Next try sorry, it goes wrong because I have too much focus on why, why, 
why so I try to say, ‘Okay, I don’t know’, and then also the two [researcher] and [researcher], 
they said […] ‘It can happen’. So I try not to figure out why because I don’t – frankly I don’t 
understand. If I try to really focus too much, this has an impact on the second try or the third 
try (Robert).

If you are not able to contain your emotions or distracting thoughts this mini 
crisis can prolong for the next two or three commands, as described in the cases of 
Rudi and Robert.

Mini crises can be added to the traumatic crises, crises of decision-making, and 
crises of leisure. The various crises and the ultimate goal of BCI training, which is 
to achieve some level of routinized BCI actions, can be seen in Fig. 8.1.

The stages or levels of these crises do not always co-exist; they can all occur and 
have been reported by BCI users that participated in the interview study, but do not 
necessarily occur for all of them. The exception is the crises of decision-making. 
These have been defined as situations that require a timely response in the form of a 
decision being made and therefore describe the very content and challenge of BCI use.

As the described crisis management becomes visual in the form of the BCI appa-
ratus with all its hardware components, the crises not only take place in the mind, 
but also have a physical, haptic component. At the same time, a BCI works via 
“discrete data” [5], readable brain activity that is captured graphically or otherwise, 
i.e., concrete neurons firing, which is displayed in some way and eventually results 
in some form of feedback, may it be visual, auditory, or haptic. BCI use therefore 
becomes materialized crisis management. The BCI is not viewed here as a medium 
that enables and gives rise to agency, participation, and self-definition. Instead, the 
focus is on how the BCI is used taking all its components, including its physical 
parts and their contribution to BCI proceedings, into account.6

6 The ambiguous character of technology has been stressed in particular by system theoretical 
approaches of technology [14, 15]. Jost Halfmann [14] stressed that technology works as a medium 
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8.4.3  Routinizing BCI Use

The goal of BCI training is to attain a level where BCI actions become routine. In 
contrast to BCIs with an implemented mental strategy of selective attention where—
taking the example of a spelling program—“you really had to fight for every single 
letter” (Wolfgang), routinization in BCIs that work with motor imagery seems pos-
sible. Although Robert was quite exhausted at the beginning of the BCI training 
study, “after a while, I got used to and it was better, better and better, I should say” 
(Robert).

The new routine can materialize into regaining an ability, whereby the goal is to 
get back to a level of automatization. As mentioned above, moving his legs used to 
be “automatic” for Robert, whereas now he needed to consciously bring about 
each motion.

as long as it works flawlessly. Its side as an installation becomes apparent especially when technol-
ogy fails or malfunctions. Then it can become a source of irritation to the social world. This can 
also be tracked in our example of BCI use. Failures of the technology, however, are not only traced 
in the material components, but also in cognitive mechanisms.

• Car accident, stroke, ALS outbreak/diagnosis, etc.
Traumatic

crisis

Crisis of
leisure

Traumatic
crisis 2.0

Routine

Crises of
decision-
making

• BCI training as repetitive action crisis (incl. mini crises)

• Contemplation in body perception

• Frustration, disappointed expectations/hopes

• Feeling of alienation or disconcertment (due to new body perception)

• Creation/recovery of action routine (through training)

Fig. 8.1 Crises in BCI use
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Nicole describes the process of routinization by learning to use the BCI 
“instinctively”:

Yes, in the beginning, I was concentrating very hard. Then I was thinking, ‘Move right, 
move right, move right’. As I stopped concentrating so hard, I just trusted that I knew how 
to do it and started to just do it without thinking about how I was doing it, then it became 
much easier. I realized I didn’t have to try as hard as I was trying, that my brain had not 
forgotten. // Actually, it worked best when you just acted by intuition? // Yes, exactly when 
I let instinct take over (Nicole).

For Neil, who is tetraplegic since he had a car accident, BCI use felt kind of easy 
from the very beginning, whereby the research team must have managed the diffi-
culty of the tasks in a well-tuned manner:

So even on the very first day it worked and it wasn’t like something that I really had to try 
hard for. For the first couple of weeks they, you know, they start you off pretty slow […] we 
just did the progression slowly enough that it never really felt like I had to really strain 
myself to do these tasks, I just, kind of, worked at it (Neil).

At the end, Neil entered a stage where BCI use became something that he was sim-
ply capable of:

I always say it was really cool at first and now it’s just second nature. Like, it’s just, it’s a 
thing I can do at this point. I mean, it’s still really cool, but it’s just a thing I can do and it’s 
pretty easy to do. It’s just almost like I could always have done it before (Neil).

Now he even has the feeling that he can anticipate what is expected of him:

There’s that kind of stuff where, you know, just even instinctually, not even, not even con-
sciously I’ll adapt to what the computer ends up expecting. You kind of just develop a 
rhythm for that kind of stuff (Neil).

This routine portrayed by Neil is similar to what has been described as the transpar-
ency of activities of technology use. This notion of “transparency,” understood in a 
Heideggerian sense, has been outlined by Grübler and Hildt [16]. It relates to pro-
cesses in which you can just focus on the task and be ignorant of the actual handling 
of the tool. For example, you can think of what you want to draw and what your 
drawing is supposed to look like when using a pen instead of having to focus on how 
to grasp the pen and move it correctly to perform the task.

Neil and Nicole explained this by illustrating how they work with a robotic arm 
via BCI:

[I]t’s like, yes if you’re going to reach for, you know, your coffee cup on your table, you 
don’t think ‘Oh I need to lift my shoulder up, unbend my arm and reach with my hand and 
then, and then I close my hand’. You just think, you know, ‘I’m going to go grab my cup’ 
and that’s just how it works (Neil).

If I looked at the robotic arm and I wanted to go right, I didn’t have to beg, ‘Oh, go right, 
go right, go right.’ I would just look at which way I wanted it to go, then my brain automati-
cally made it go that way. Then it became a very natural, very easy thing to do (Nicole).
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While Nicole talks about moving the arm in a particular direction, Neil refers to 
the task of grabbing a cup. In both examples, they talk about simply performing 
whatever they intended to do. They just had to make up an intention to perform a 
particular task and the BCI performed that very task. It was not necessary to con-
sciously accompany each and every intermediate step.

It should also be noted that the two BCI users who talked about BCI use as being 
relatively easy and transparent, Neil and Nicole, both had implants which most 
probably allow for better readouts in comparison to non-invasive BCIs. For them, a 
routinization in their BCI use is clearly apparent. They describe their BCI use as 
“rhythm,” “natural”, “second nature”, and as something they do “instinctually.”

Walter, a study participant with muscle atrophy, used the term “automatically 
self-determined” (Walter) when referring to non-disabled people, while disabled 
people may be dependent on other people on particular occasions. This also may be 
seen as a long-term goal of the BCI technology: to achieve a level of action routine 
in BCI use that allows for “automatic self-determination” in situations where its 
users used to have to depend on others.

8.4.4  Recommendations for Future BCI Development

Given these circumstances, the most important point in order for BCIs to establish 
themselves as sustainable technology may lie in mastering routinized BCI handling. 
There have been attempts to induce flow to BCI use [17], which still needs to go a 
long way.7 This has been tried for motor imagery settings, but attentive selection 
settings seem to be impervious to such attempts. While aiming to install an action 
routine in BCI use, some preferences regarding particular BCI settings seem to be 
self-evident:

First, motor imagery as a mental strategy seems to be preferable over selective 
attention. It may not be as robust and easy to learn from the very beginning, but it 
can turn into a seemingly effortless practice for trained users.

Second, it seems to be more rewarding to be able to act on one’s own time and 
level of difficulty, as has been demonstrated by the flow experiments [17]. A setup 
that does not work with predetermined time intervals takes some pressure off of the 
users, and when the BCI only reads out intended brain activity and does not read out 
all brain activity, frustration for unwanted BCI commands can be avoided.

Third, other sources for frustration could be eliminated if the BCI would be able 
to discern affective brain activities and process them in a way that does not impede 
BCI use. For Artificial Intelligence, Marvin Minsky postulated that it needs to learn 
how to deal with emotions [20]. BCIs probably need to learn to at least detect emo-
tional brain states and to suspend them from other brain activity. Trying to suppress 
your affective side—because it can have an effect on BCI use—can be tedious and 
difficult, and can lead to frustration whenever emotions negatively impact BCI 

7 Research has shown that “fluency of actions selection” has a positive effect on one’s sense of 
agency [18], while tedious or difficult decision-making has a negative effect [19].
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outcome. It appears to be quite difficult for a user to fully embrace this technology 
while at the same time it cannot accomplish an essential part of what makes us human.

There are many more features that can be programmed or set up in an action 
routine fostering way, which BCI engineers and technicians are better informed of .8

8.5  Conclusion

The BCI laboratory is not only the venue for BCI training, but also denotes—from 
the experiential side of the user—the space of crisis management in a nutshell.

The conceptualization of BCI use as materialized crisis management is proposed 
as one possible way to make the very process of using a BCI intelligible. Regarding 
BCI use as crisis management can foster the understanding of this social process 
and could increase sensitivity for what BCI users experience or are going through 
when using a BCI.

Having to make back-to-back decisions under time pressure for long periods of 
time is not something that we normally encounter in everyday life. Since we are not 
used to it, we experience tasks like the ones performed via the BCI as tedious and 
exhausting. To implement a way of automatic or routinized BCI operation may 
therefore be seen as the crucial point in turning BCIs into a viable and sustainable 
technological device. In order for technology to be incorporated into our “life- 
world” as the “unexamined ground of the natural world view” [22] it needs to allow 
for a routine way of acting.
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Abstract

Brain-Computer Interfaces (BCIs) use the power of thoughts. They detect brain 
activity to control external devices such as neuro-prostheses or personal comput-
ers. The goal of this study was to explore the experiences of healthy persons 
using BCIs in various applications. Based on maximum variation sampling, 24 
qualitative interviews were conducted with healthy BCI users, such as neuro- 
gamers, pilots, users of consumer BCIs, as well as BCI developers and research-

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64590-8_9&domain=pdf
https://doi.org/10.1007/978-3-030-64590-8_9#DOI
mailto:jennifer.schmid@campus.lmu.de
mailto:ralf.jox@chuv.ch


118

ers. Our findings indicate that human-machine interaction is influenced by BCIs 
in a novel and unique way. The success of BCI use was highly linked to motiva-
tion and duration of training. Discomfort was mainly associated with the time- 
consuming procedure of electroencephalography (EEG). Moreover, cognitive 
exhaustion by BCI use was reported. Most participants expressed being puzzled 
and fascinated by BCIs, showing a high level of ambivalence regarding BCI 
technology.

9.1  Introduction

A brain-computer interface (BCI) is a technical device that uses the power of thoughts. 
It detects and processes brain activity in order to modulate external devices, therefore 
allowing a person to give commands or communicative expressions without the need 
to use any other part of the body. Thus, external devices like protheses, wheelchairs, 
or personal computers can be controlled mentally [1, 2]. Three main categories of 
BCIs exist: active, reactive, and passive BCIs [1, 3]. Active BCIs permit intentional 
actions using mental strategies like motor imagery [1]. In this way, specific brain 
activity patterns are intentionally evoked by the person in order to effectuate specific 
external actions via a computer [1, 3]. Here, the most frequently used detector is elec-
troencephalography (EEG) [2, 4]. In contrast, in reactive BCIs users direct their atten-
tion to external stimuli like flashing lights, which allows them to indirectly control the 
computer output [1, 5]. Finally, passive BCIs simply monitor mental state changes, 
such as attention, fatigue, or workload, and modulate external devices based on pre-
determined thresholds of these brain activities [6, 7]. Here, mobile BCI systems with 
dry electrodes (such as Muse and Emotiv Epoc) are often used [7].

In the last decades, BCIs were mainly developed for medical purposes: replacing, 
restoring, and enhancing functions of the central nervous system [2]. BCIs are a 
promising tool for neuro-rehabilitation after stroke or as assistive devices for patients 
suffering from locked-in-syndrome or amyotrophic lateral sclerosis (ALS) [8–11]. 
However, non-medical BCI applications are becoming more and more popular. A 
few years ago, two American visionaries - Mark Zuckerberg (Facebook) and Elon 
Musk (Neuralink) - announced the development of BCIs exclusively for healthy 
people [3]. Furthermore, non-medical applications of BCIs in planes and automo-
biles are becoming more and more realistic in the near future [12–14]. In addition, 
military BCI applications and BCI games are attracting peoples’ attention [15–20].

A broad range of questions arise with this new and complex forms of human- 
machine interaction. How do healthy BCI users describe this special experi-
ence? What about ethical and legal considerations, e.g., regarding control and 
responsibility for BCI-modulated actions? So far, empirical BCI studies have 
mainly assessed the effects of the technology and the acceptance of it by users 
[21–24]. Only very few socio-empirical studies have looked at the fears and 
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expectations of users in more depth [21, 25, 26]. To our knowledge, this is the 
first qualitative interview study that explicitly focuses on the experiences and 
perspectives of healthy BCI users.

9.2  Methods

9.2.1  Study Design

A qualitative interview study was conducted from July to December 2017 (n = 24). 
All study participants had to have significant experience using BCI technology for 
non-medical purposes. Before starting, all interviewees consented to being recorded 
with an audio device. The interviews were either conducted face to face (n = 18) or 
via phone/Skype (n = 6). The study received approval by the research ethics com-
mittee of the Medical Faculty of the Ludwig-Maximilians University Munich (No. 
17-238).

9.2.2  Recruitment and Sample

According to maximum variation sampling, our goal was to recruit a heterogeneous 
sample of study participants (female = 5; male = 19) [27]. The subjects’ age varied 
between 25 and 56 years (mean = 35 years). Prior BCI experience differed from 
amateur knowledge (one-time BCI use; n = 11) to expert knowledge (professional 
career in BCI context; n = 13). The sample included aviation pilots who have used 
BCIs in the context of a study (n = 7), BCI researchers who have used the technol-
ogy themselves several times (n = 10), BCI soft-/hardware developers (n = 2), peo-
ple who play BCI games (n = 3), and university students with experiential knowledge 
of BCIs from study participation (n   = 2). Nineteen interviews were conducted in 
German and 5 interviews in English. The interviews lasted 39  min on average. 
Table 9.1 provides an overview of our sample.

9.2.3  Data Collection and Analysis

Twenty-four guided interviews were conducted. On the one hand, the interview 
guide provided clear orientation and structure [28]. On the other hand, it offered a 
high level of flexibility focusing on participants’ individual perspectives [28–30]. 
The interview guide was semi-structured according to the following topics:

• Concrete BCI use (e.g., number of times, duration, mental strategies, training)
• Ethical aspects of BCI technology (e.g., feeling of control, responsibility)
• Subjective perception of BCI use (e.g., expectations, hopes, fears, future 

potential)
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All interviews were audio-recorded and subsequently transcribed verbatim. The 
data was fully anonymized. We used the scientific software MAXQDA (version 
2018) for content analysis according to Mayring [31, 32]. First, the analysis was 
done in German due to hermeneutic accuracy (e.g., metaphors, idioms). Later, it 
was translated into English for publication. We iteratively coded the interviews 
identifying general topics of interest and lines of argumentation. Using this method, 
three main categories emerged: (a) BCI experience from a healthy user perspective, 
(b) ethical evaluation, and (c) expectations and fears towards non-medical BCI use. 
The coding process was supported by an independent second researcher. 
Furthermore, the results were continuously validated in an interdisciplinary research 
team [32].

9.3  Results

What kind of experiences were associated with the use of BCIs? How was this 
unique way of human-machine interaction described? And what kind of ethical 
implications arose? Figure 9.1 presents the comprehensive category system. In the 
following, the results will be described in detail.

Table 9.1 Sample - naïve user: amateur knowledge due to one-time BCI use (n = 11); expert user: 
professional career in BCI context (n = 13). Age in years

No. Gender Age Profession/role Level of BCI experience
1 Female 29 Researcher BCI expert
2 Female 35 Researcher BCI expert
3 Female 25 Researcher BCI expert
4 Female 25 Researcher BCI expert
5 Female 24 Student Naïve user
6 Male 30 Pilot BCI expert
7 Male 32 Researcher BCI expert
8 Male 28 Pilot Naïve user
9 Male 28 Pilot Naïve user
10 Male 25 Pilot Naïve user
11 Male 32 Pilot Naïve user
12 Male 56 Pilot Naïve user
13 Male 26 Pilot Naïve user
14 Male 32 Developer Technical BCI expert
15 Male 31 Researcher BCI expert
16 Male 44 Developer Technical BCI expert
17 Male 50 Researcher BCI expert
18 Male 26 Student Naïve user
19 Male 44 Researcher BCI expert
20 Male 45 Researcher BCI expert
21 Male 48 Researcher BCI expert
22 Male 55 Gamer Naïve user
23 Male 31 Gamer Naïve user
24 Male 30 Gamer Naïve user
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9.3.1  BCIs from a Healthy User Perspective

Our interviewees described BCIs as a tool or button - and a new way of communica-
tion. Comparisons with science fiction expressed the futuristic nature of this neuro-
technology eliciting a high level of fascination and curiosity. After using BCIs for 
the first time, a user said: “It was a really unique experience […]. I’ve never experi-
enced something like this again” (No. 6, l. 232–233).

Furthermore, an objectification of the human brain through BCI use became evi-
dent. For example, thoughts have been considered as “data” (No. 19, l. 105), “sig-
nals” (No. 7, l. 498), or “pattern” (No. 19, l. 211), sometimes even attributing human 
skills to the computer. On the one hand, the use of statistical methods implied that 
the success of BCI-modulated actions can be measured objectively. On the other 
hand, it became clear that BCI technology is still in its early stages of development.

MC1: BCIs from a healthy user perspective
 C1: Ambivalent feelings
 C2: Uniqueness of the experience
 C3: Success as a decisive evaluation factor
 C4: Effective BCI use as a learning process
 C5: Human Factors in BCI use
   C5.1: Cognitive exhaustion due to high concentration level
   C5.2: Pressure to relax results in body tension
   C5.3: Dry electrodes cause pressure and headache
   C5.4: EEG-cap and -application
   C5.5: BCI optics and miniaturization of technology
   C5.6: The essential role of individualized BCI use
MC2: Ethical Evaluation
 C6: Control of action
 C7: Autonomy: Is the man or machine acting?
 C8: The question of responsibility

C8.1: Full responsibility
C8.2: Responsibility, only if use was successful
C8.3: No responsibility
C8.4: Objectivity through statistical measurement
C8.5: The question of responsibility as a social negotiation 
process

C9: Privacy: Can BCIs read thoughts?
 C10: Updating humans? BCIs and the idea of man
   C10.1: Are BCI users cyborgs?
   C10.2: BCIs and human enhancement
MC3: Expectations and fears towards BCIs for healthy users
 C11: High expectations and Informed Consent
 C12: Legal regulations and inclusion of ethicists
 C13: Fears towards BCI technology

C13.1: Pro or contra BCIs? - An ambivalent evaluation process
   C13.2: Risk of BCI-misuse

C13.3: Unfair advantages and fair access to neurotechnologies
 C14: A glimpse into the future of BCIs
   C14.1: The future vision of a "Digital Companion"
   C14.2: Active or passive BCI? - Future applications

Fig. 9.1 The qualitative category system; [MC main category; C category]
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Overall, we identified a strong desire for BCI use in our sample. Success with 
BCIs was highly dependent on individual motivation and training. The time- 
consuming application of EEG and the need to practice were regarded as the main 
hurdles for everyday use. Also, a high number of participants expressed being cog-
nitively exhausted after the experience. In addition, the optical appearance of BCIs 
was perceived as unfavorable, especially the EEG cap and the application of gel for 
the electrodes created discomfort.

9.3.2  Ethical Evaluation of BCIs

In our sample, a high level of ambivalence regarding control and responsibility 
towards BCIs was evident. About half of the interviewees felt control and assumed 
responsibility over the use of the technology; the other half negated this statement 
completely. This feeling was highly dependent on successful BCI use and personal 
background knowledge. Due to their strong involvement in BCI technology, the 
expert users were aware of the current technical potential and level of reliability. 
The more they succeeded in accomplishing intended actions using BCIs, the more 
they accepted personal responsibility for it.

Furthermore, we asked our participants whether BCIs would lead to a change in 
the idea of man. The results reveal that individual self-determination is perceived as 
crucial. The original idea of man would be preserved as long as there are no social 
constraints in using BCIs for cognitive enhancement and the transformation of 
human capacities. However, participants with expert knowledge emphasized that 
this perception could change in the future:

Right now […] it’s completely inappropriate to drill a hole in someone’s head unless there 
is a strong medical need for it, but people might start to see it differently over time. So 
maybe for example, they find that this can be very helpful for neurofeedback. That if you 
put a little chip in your head, you could learn to relax much more effectively […]. And 
people start to say, well, relaxation is health, I mean, if you can reduce stress, people might 
live longer (No. 17, l. 686–693).

Also, the metaphor of cyborgs was very often employed to describe BCI users 
with implanted electrodes.

9.3.3  Expectations and Fears Towards BCIs for Healthy Users

Our interviewees expressed a strong desire for regulation by law and highly sup-
ported the introduction of a BCI user license. An expert BCI user emphasized the 
learning process:

You would have to get a license for BCIs just as much […] as for a normal car - by learning 
to operate it. If you can, you get your license and if you can’t, you just don’t get it (No. 10, 
l. 306–308).
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In addition, a high level of unrealistic expectations regarding BCI technology 
became evident among naïve BCI users. Before using BCIs for the first time, the 
term “brain-computer interface” was highly linked to reading thoughts. Afterwards, 
however, the risk of mind reading was perceived as unlikely at the current stage of 
technology. Also, privacy issues and concerns about BCI misuse were reported: 
“You can use BCIs for good things and you can use it for not so good things and 
sometimes the situation is not black and white” (No. 24, l. 166–167).

The future potential of BCI technology was evaluated as extremely high, given 
an increased individualization of mental strategies and the continuously rapid tech-
nological development. Here, a possible change in society was described by 
expert users:

Once enhancement by implants or BCIs in general will come […]. If so, then yes, then 
healthy people will start to use them like they use drugs, like they do use doping and sports 
(No. 15, l. 217–219).

Additionally, our participants agreed that in the context of healthy users passive 
BCIs are most promising and technological devices will be miniaturized in 
the future.

9.4  Discussion

Our results show that BCIs represent the fusion of man and machine in a unique 
way. Almost all participants highlighted being puzzled and fascinated by this new 
form of human-machine interaction. However, unrealistic expectations towards 
BCIs and the limited degree of reliability easily led to frustration. This ambivalence 
concerning BCIs was evident among almost all study participants. Informed con-
sent is a central instrument for providing reliable information to study participants 
and ensuring respect for autonomy [33, 34]. Our findings reveal that it is not only 
important for patients, but also for healthy BCI users.

Furthermore, the question of motivation is crucial. Why should healthy people 
prefer active BCIs (and weeks of training) when they are able to do the same action 
manually within seconds using other technology? Also, the importance of individu-
alized mental strategies became clear. Only a few publications regarding this topic 
exist so far [23, 35]. Therefore, further research in this field is strongly needed.

In addition, our results show that BCI-modulated actions were perceived as a 
mixture between man and machine. A clear and unanimous attribution of action and 
responsibility was no longer given. EEG technology is still prone to errors and 
requires a high level of personal expertise. Moreover, about 10% of users are not 
able to control a BCI successfully - a phenomenon called BCI illiteracy [36–38]. 
The complexity of BCI technology leads to a responsibility gap [3, 39, 40]. Thus, 
it’s not surprising that a strong desire for regulations and laws regarding BCI use 
was evident in our sample. These findings are in accordance with existing literature 
where the claim for an active involvement of ethicists is also present [4, 22, 38, 41]. 
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Here, the protection of the mental sphere and the preservation of free will are domi-
nant factors [3, 41, 42]. We emphasize that the current legal situation stands in 
strong contrast to people’s demands. To our knowledge, no regulatory framework 
for healthy users of intelligent neurotechnologies exists in Europe so far.

In the following, the methodological limitations of this work will be outlined. 
First of all, a high level of technology affinity was present in our selected group 
of interviewees. Most had technical professions and a high level of enthusiasm 
for technology. It cannot be ruled out that this selection bias influenced the evalu-
ation in a positive way. Another challenge was the highly variable personal back-
ground knowledge and the level of BCI training they had. Eleven interviewees 
had tested BCIs only once. Also, some participants had experienced BCIs several 
months before. Others, however, were very experienced with BCIs and well-
informed about the current technological state. This factor had a big influence on 
the individual attribution of responsibility for BCI-modulated actions. In addi-
tion, interviews were conducted in German and English making translation 
effects possible.

Finally, we would like to highlight the numerous ethical, legal, and social impli-
cations associated with non-medical BCIs. This paper aims to inform the general 
public about possible chances and risks of this neurotechnology. Only fully involved 
citizens and policymakers can make reliable and socially acceptable decisions.
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Abstract

The development of neurotechnology and AI will provide enormous challenges 
for the legal system. Traditional criminal law is only partly adequate in regulat-
ing the development of neurotechnology and AI.  The difficulties in assessing 
offender and victim or the relevant interests to be protected prove that criminalis-
ing in such contexts of new technologies with unclear responsibilities and 
unforeseeable developments is inadequate or even unjust. Therefore, a new bal-
ance of interests has to be found. This includes new ideas for (legal) obligations 
of patients using neurotechnology combined with AI, as this could potentially 
endanger others. Additionally, it will be important to reassess the border between 
the physical and mental sphere and re-evaluate legal protection of the latter—the 
importance of one’s identity and privacy has to be taken into account in the legal 
sphere more than it is done today. Also, we should reconsider the categories of 
“information”, “data” and “personal data” when it comes to neurotechnology. In 
times of Big Data, of AI combining the different information and deducing more 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64590-8_10&domain=pdf
https://doi.org/10.1007/978-3-030-64590-8_10#DOI
mailto:susanne.beck@jura.uni-hannover.de


128

information and, in many cases, even the identity of the person, these borders are 
difficult to uphold. The specific re-balancing of all interests involved has to be 
done by the legislator.

10.1  Introduction

Neurotechnology, in combination with AI, will bring humans and machines even 
closer together than existing technologies already do. These traditionally diametri-
cally opposed entities—humans on one side, machines on the other—are beginning 
to merge [1, 2]. This merger is not only apparent in that machines are becoming 
more humanlike and humans are starting to resemble machines in different ways; it 
is also meant literally, as machines are implanted into human bodies or human bod-
ies are directly linked to machines, which are controlled not externally, but inter-
nally through processes of the brain—or do they control the processes of the brain? 
Investments supporting research in this area show the importance of these develop-
ments and potential social prospects [3, 4]. Thus, it is to be expected that develop-
ments will continue and affect different areas of human life.

10.2  Problem Analysis

These new technological developments have, as shown by the many contributions 
here, several ethical and legal consequences and require detailed considerations by 
these normative disciplines.

Before discussing these problems and questions in more depth, it is important to 
stress that this new technology also has potential advantages [5–7]; restricting the 
focus on the negative consequences could lead to an imbalanced evaluation. This 
chapter focuses on specific legal aspects and thus, it will not be possible to analyse 
all potential advantages in detail, but it should be pointed out that neurotechnology 
will probably allow previously untreatable diseases to be treated in new and better 
ways, as well as enhancing some human capacities [8, 9]. AI will enable machines 
to combine enormous amounts of information and make extremely fast decisions in 
connection with many other machines and platforms that can improve the quality of 
these decisions (faster, better informed, etc.).

Still, the specifics of neurotechnology, which creates a direct link between 
humans and machines, raises even more questions than other new technologies—
especially in combination with the unpredictable and, in many ways, uncontrollable 
technology of AI.

The challenges of this new technology are mostly based on the fact that integrat-
ing machines into the human body (brain) permits access to a person’s brain and 
thoughts, provides different and new ways to communicate via the brain (BCI) [10] 
and interact via brains; which could (intentionally or not) alter the brain’s processes 
either right away or in the form of long-term effects or cause unintentional external 
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movements [5]. These effects have various implications that we will discuss later. In 
the context of AI, these specific problems stem from the “autonomy” of machines 
and their development [11], caused by deep learning [12], which connects numer-
ous programs with machines and “transfer[s] of some part of decisions” onto the 
machines [11, 13]. The specific decision is unpredictable beforehand for both the 
programmer and the user and the entire process is, in many ways, uncontrollable 
and unclear, which leads to many new challenges. Thus, the combination of these 
new technologies also leads to a combination of their problems.

Some ethical aspects that are being discussed with regard to neurotechnology 
are privacy, consent, identity, agency and equality [3]. The technological access 
to a person’s brain leads to concerns about the information received, a person’s 
privacy and security against misuse and cyber-attacks [14]. Neurotechnology 
does of course bear risks for the patient on whom it is being tested. As is the case 
for every new technology and every new medical treatment, the risk is unknown 
and unpredictable; the probabilities of the realisation of specific risks cannot be 
predicted. This might hinder fully informed consent, although the patient can 
agree to the uncertainty of the risks. Tampering with brain processes and thus 
changing behaviour or altering emotions, memories or thoughts could cause 
identity problems and raise questions about who the agent of specific actions is, 
especially if the person whose brain is altered can still be regarded as agent in the 
traditional normative sense. And, of course, the focus also has to be directed 
towards equality—not just because the research is expensive and this kind of 
treatment will only be available for a part of the world’s population, but also 
because if this technology is used to enhance one’s capacities it will give that 
person advantages. These might not always be regarded as justified and thus lead 
to inadequate inequalities.

Although ethical concerns will not be discussed in detail here, they are, as we 
will show, also relevant for the legal debate—to show potential conflicts, possible 
solutions and the different interests of the parties involved. Moreover, of course, 
these concerns raise many more legal questions than can be addressed here, be it 
questions concerning data protection, admission of such machines, product safety 
or the conditions of research and usage of these machines in general [15]. More 
specifically, these last points are connected to legally relevant risk-benefit assess-
ments, meaning that the admission of these types of products or medical therapies 
typically requires said assessment [16]. As already mentioned in the context of 
informed consent, it is difficult to deal with the uncertainty of the risks involved 
with this technology and the ambiguity of the potential consequences of a technol-
ogy that can have an enormous impact on individuals, violate their rights, endanger 
their interests, etc. Therefore, a risk-benefit assessment in the context of neurotech-
nology combined with AI is especially difficult, which makes many legal aspects 
problematic [17–19].

Nonetheless, our focus here will be put on criminal law, including the perspec-
tive of the potential offender as well as the potential victim. This means that we will 
focus on the legal protection of the patient on one side and the protection of third 
persons from the patient on the other side. In this context, we will also analyse the 
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criminalisation of these patients as well as of other parties involved. As will be 
shown, this technology might lead to diffusion on both ends, on the end of the vic-
tim as well as the offender. What we mean by diffusion and how to evaluate this 
development will be analysed in detail.

10.3  Legal Protection by Criminalisation

One function of the law is to protect members of society and defend their rights and 
interests, especially those who are not fully able to protect themselves (due to a 
power imbalance, age, mental or physical restraints, missing knowledge, skills or 
other reasons) ([20] marginal no. 5).

Criminal law is intended to focus on protecting the most relevant and important 
interests ([20] marginal no. 9; [21, 22], p. 40). In the context of neurotechnology, it 
is necessary to prevent the patient from using inadequate, risky technology and 
treatments, which could lead to violations of his body without his consent. It might 
also be necessary to prevent inadequate self-enhancement—this will have to be dis-
cussed. It is also necessary in order to protect others from the negative side effects, 
as far as this is possible by criminal law.

10.3.1  Protecting Patients

Neurotechnological research and treatment might permit “reading” someone’s 
mind, communicate via BCIs or from brain to brain, collect data about the patient’s 
brain processes and connect these with other patients’ data or other data from this 
patient. Using AI, this also means that the data will be combined and used as a train-
ing basis for self-learning systems. This could mean a strong invasion into the pri-
vacy of the patient [3, 7, 15, 23]—it is hard to imagine more sensitive data than 
one’s brain processes, thoughts and emotions. Thus, it is crucial to secure strong 
protection of these interests and rights. The data protection regime in the EU, the 
new General Data Protection Regulation (GDPR) of 2018 [24], can be regarded as 
quite strict. In consequence, it is under discussion whether these strict rules may 
hinder the development of AI and thus should be loosened [25]. The necessity of 
data protection is especially problematic, given the possibility to personalise data 
(which might be anonymous to start with), as well as the legal restriction of humans 
being addressed by machine decisions. While we are not able to discuss the data 
protection regime at this point—our main focus will be put on criminal law—it is 
important to note that the balance between these interests should be re-evaluated by 
society, not by the interpreters of the law; thus, at the moment, the strictness of the 
data protection regime has to be respected by legal practice. In the context of sensi-
tive data, such as that necessary for neurotechnological development, the impor-
tance of strict rules is self-evident.

Additionally, neurotechnology traditionally requires surgery or other invasive 
measures in the bodily sphere of the patient [15, 18, 26]. Therefore, as with every 
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other medical treatment, the patient has to be protected from treatment executed 
against his will, from wrongful or risky treatment or from being used for research 
that does not benefit him but only others/the doctor [27].

In the context of neurotechnology and AI this means dealing with the fact that the 
treatment is not just new and unknown, but also very risky and, in combination with 
AI, in many ways unforeseeable and uncontrollable. Therefore, this means one has 
to discuss, first of all, if and how informed consent is possible in cases where the 
patient cannot provide conclusive information [23, 26, 28]. Of course, it would be 
problematic to forbid such research and treatment, because in general, the patient 
has a human right to receive health treatment and is allowed to undergo risks and 
dangers according to his will. Every medical treatment involves risks and medical 
research regularly requires dangerous testing and participants willing to take these 
risks. Thus, risks themselves do not necessitate forbidding research and develop-
ment as such [29].

To ensure that the patient is not misused as an object in on-going research, it is 
especially important, in the context of new and untested medical technologies, to 
remain open and honest and give the patient full disclosure on the status of the 
research, the known risks and all potential risks, which may still be undefined at that 
moment [30–32]. It is also important to note that in medical law—as well as in 
medical ethics—there are restrictions concerning research on participants that 
exhibit no medical necessity (e.g. the participant is either healthy or the treatment is 
unsuitable for his illness) [33]. This is also the case for research on patients that are 
unable to consent themselves, either because they are minors or because of an exist-
ing mental illness. This is especially important in the context of neurotechnology as 
it could be used to cure some mental illnesses, but the research might be problem-
atic—here, in the light of the enormous risks, one would have to discuss if and when 
it could be acceptable for representatives to consent on behalf of the patient. This 
might be the case if it becomes clear that the patient could profit from the treatment.

Obviously, caution must be heeded in the risk-benefit analysis of AI-supported 
neurotechnology as well as in cases of highly vulnerable patients. Conflicts could 
also arise if the research and treatment is actually necessary to establish the capabil-
ity to communicate or to decide for themselves [34]. In this case, the patient is 
unable to decide on participating in the risky treatment or research, conversely it is 
precisely this measure that could actually enable him to make this decision. In this 
case, one could let the parents or other representatives make the decision under 
specific conditions for the patient even if the treatment is still in the research stage, 
as it is clearly in the interest of the patient to be able to communicate or make deci-
sions [29, 33].

Neurotechnology, in some cases, can be regarded as “enhancement”, signifying 
that brain functions are improved without a medical need [32]; the patient might just 
want to become more intelligent, enhance some emotions or sensitive capacities [8, 
9, 35]. For our considerations, it is not relevant if or when this is actually possible; 
the question is if the legislator can or should forbid such undertakings. Here, one 
could regard any legal limitations of such procedures as serving to protect the 
“patient” from himself. Paternalistic restrictions are problematic, even if they partly 
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protect the greater interests of society, such as the above-mentioned equality [36]. 
This problem does not differ vastly from the general debate on enhancement in 
modern medicine, though [37]. Again, the unknown and uncontrollable risks enlarge 
the problems, but the general direction of the arguments—if and under which condi-
tions paternalism is acceptable—stays the same.

One problem that is quite specific is that the intrusion into the brain structure and 
even changing brain functions might be possible without invasive methods [38]. 
This means that the bodily sphere remains intact, but the brain functions will be 
influenced by technology. Although the effect will probably be similar with regard 
to personality, character, capabilities, etc. and the potential negative side effects of 
the stimulation of the brain will exceed those following the surgical procedure, it is 
not at all clear whether non-invasive stimulation of the brain is actually forbidden 
by criminal law at the moment. German criminal law does forbid a violation of the 
body, but it does not incriminate a violation of the mental state [39]. It has to be 
discussed if influencing brain functions can be considered a violation of the bodily 
sphere; but even if such interpretation of the law is possible, this cannot cover the 
meaning of the crime. The real violation of such stimulation does not lie in changing 
the body, but in the potential changes in one’s identity, thoughts or emotions, in the 
possible intrusion into one’s privacy, and therefore in changes in the mental dimen-
sion instead of the physical one [40].

As we have seen in the ethical debate, identity is one of the main concerns in the 
context of neurotechnology/AI [41–43].

Thus, it seems necessary to at least discuss new legislation that provides pro-
tection for the mental state, as well [44, 45]. This does not mean that one has to 
be in favour of such law, especially criminal law forbidding any interference with 
another’s mental state—it could be difficult to differentiate between socially 
adequate and inadequate influences on others’ mental states, as we all influence 
each other on a daily basis, and inacceptable interferences; meaning that the 
machine cannot be the relevant difference. It will also be problematic to use 
criminal law as the “sharpest weapon of the state” or “ultima ratio” ([20] mar-
ginal no. 15; [46–50]). However, that does not mean that the imbalance should 
not be discussed further.

Protecting third parties? It is also necessary to protect others, in the sense of 
individuals that might be harmed by the patient after and because of the neurotech-
nological treatment, but also protecting society at large from unwanted neurotech-
nology. However, the latter might not be protectable by criminal law. Although 
arguments are often in favour of paternalistic criminal laws in that they also protect 
society from inadequate developments, imbalances or injustices, slippery slopes 
[51] (e.g. of values), etc., this is not entirely plausible. Criminal law should always 
be the ultima ratio and its usage should also be proportionate: it should be generally 
restricted to protect vital interests and it should also be functional. In the case of 
vague social interests that might not even be shared by all members of society, 
criminal law is mostly inadequate, but more importantly, it does not work to protect 
such interests in this way—criminal laws only have an impact if they represent the 
real existing social values of the majority.
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Nevertheless, even the protection of individuals from the patient could be diffi-
cult. Neurotechnological treatment could lead to personality changes in the patient 
and, in some cases, to aggression or other behaviour that violates the rights and 
interests of others. To prevent this from happening, though, one might have to forbid 
use of the technology altogether; this, again, seems unproportionate regarding the 
possible advantages for patient, though. Therefore, one has to discuss the question 
of responsibility of the patient—can he still be held responsible and also, which 
actions and which conditions can be regarded as (criminally) responsible [52].

In general, the existing criteria for criminal responsibility can be used to deter-
mine if the patient should be sanctioned after neurotechnological treatment or not.

There will be cases in which the patient cannot be regarded as being capable of 
understanding the law or acting accordingly at the precise moment of the criminal 
action, which is required by German criminal law for being held responsible ([20] 
marginal no. 605, 617). Still, it seems problematic to not hold the patient responsi-
ble if he knew beforehand that his incapability might be one of the consequences of 
neurotechnological treatment. This is currently under discussion in Germany con-
cerning the brain-pace-maker, in that the patient often knows about the subsequent 
personality changes before he activates the machine, and might even know that he 
is likely to commit crimes as this “other” person [41, 52]. Therefore, one could 
argue that he might not be responsible for the action, but for activating the machine 
knowing about the probability of committing a crime as a result (so-called actio 
libera in causa) [52]. This, again, would have the problematic consequence that he 
could in some cases, not be allowed to activate the machine although it might be the 
only way to relieve the symptoms of a severe illness [52].

These “black or white” solutions, meaning either not to allow the treatment at all 
or not holding the patient responsible, do seem inadequate. A compromise could be 
to make the patient responsible for his omissions instead of his actions [52]. For 
example, if the patient knows that he tends to shoplift in a specific shop after he 
activates the brain-pace-maker, he could be obliged to inform the people working in 
the shop to look after him; if he is known to become aggressive it could be necessary 
for him to protect others from himself, either by being accompanied or even by 
ensuring that he is locked in [52]. This way, potential victims are protected quite 
adequately while the patient does not have to give up treatment. These consider-
ations can be applied to each neurotechnology, even AI-supported neurotechnology, 
that has the potential to alter the patient’s personality; although one has to bear in 
mind that AI is harder to predict so that the potential risks for others might not be as 
clear and easy to prevent. In this case, one has to re-evaluate the balance between 
potential risks for others and the patient’s interests. The unknown risks might only 
be acceptable for even more severe illnesses; the obligation to protect society from 
oneself might be higher if the patient does not know all the potential actions that he 
may be capable of if receiving specific treatment, etc. [52].

Again, the difference between “treatment” and “enhancement” becomes impor-
tant at this point [52]. Society is more likely to accept the motive of receiving neu-
rotechnological treatment for one’s benefit and to treat a severe illness, even taking 
into account the risks for others as well as advantages over others. The reason for 
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this is that “others” are only potentially violated by this person because he can over-
take them.

Another aspect that seems to be new and interesting is criminal responsibility 
when communicating via BCI or communicating and collaborating with another 
human via his/her brain. It is possible that the patient could use this communication 
or collaboration to commit crimes—if the technology is just used as a means then 
there are no relevant new aspects compared to other means in which the usage is, of 
course, criminalised. And, of course, if one of the people connected via brain uses 
the other person to commit crimes, then the used person is, in many cases, not 
responsible; although, like the patient mentioned above, under certain circum-
stances, the used person could be held responsible for allowing the other one to use 
them. But if the crime is committed under collaboration between two humans con-
nected via brains and it cannot be proven who thought and who acted, it is difficult 
to assess who should be criminalised. This is the expression of a general diffusion 
of responsibility in the context of artificial intelligence. Wherever new forms of col-
laboration between humans and humans and machines emerge, it challenges the 
traditional ways of assigning responsibility [11, 53]. In the case of two humans con-
nected via brain it might be possible that, regarding “in dubio pro reo”1 [20], no one 
could be criminalised for a certain crime under criminal law.

10.3.2  Diffusions

Let us now analyse the diffusions we find in these developments. In order to under-
stand the difficulties of the legal system, it is necessary to regard the diffusions of 
traditional legal categories—with these diffusions come injustices, impracticalities 
and thus the need for adjustments, as we will see.

The next categories that seem to diffuse in the context of neurotechnology are 
“victim” and “offender”. While traditional crimes mostly permit a clear separation 
between the two, it does not seem as easy here: the patient can, in some ways, be 
regarded as the victim and in other ways as the potential offender of the specific 
occurrence [41]. He is a potential victim regarding his privacy, his bodily sphere and 
his mental state—and this not at some point in this life (before the offence) but at 
the same time, in the same instance, diffusing the categories of being either offender 
or victim of a specific offence. But he is also a potential offender, not just against 
himself, thus paternalistic laws have to protect him from himself, but also possibly 
protect society if the development is unwanted, and—esp. important—protect sin-
gle individuals, if his behaviour changes significantly after the treatment and he 
becomes aggressive [54, 55] or violates others’ rights. Society or “the others” can 
be regarded as potential victims of the patient or, in this case, of him becoming 
aggressive, but also in the case of enhancement in that his actions might lead to 

1 According to the principle in dubio pro reo, the conviction of the defendant for a criminal offense 
is only possible if the court is satisfied that he has committed it. If the judge has any doubts after 
having taken the evidence, he must assume that this is more favorable for the accused.
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unwanted developments and social pressure on others [3, 7, 36, 56]. But they can 
also be offenders—the doctor who might undertake the research or treatment, the 
parties that might be interested in knowing the information from the brain processes 
of the patient or at least using the data to develop technologies, or for other pur-
poses, etc. [57, 58].

The diffusion of the categories offender and victim is important for the usage and 
relevance of criminal law in this context. Traditional criminal law—in theory—
intends to manifest trust in norms in society, it only punishes clearly offensive and 
socially inadequate behaviour and is based on generally accepted values [21, 22]. 
This also means that it is very clear who is the offender and who is the victim. The 
described diffusion crushes the legitimacy of criminalising someone who is not 
clearly the offender or to protect someone who is not clearly only a victim. Although 
the diffusion might not be as strong in the context of neurotechnology, it is at least 
strong enough so that criminalising loses some of its legitimacy and might not be as 
useful to reach the traditional aims of criminal law.

Another diffusion can be found when looking at the interests and rights that are 
to be protected. Criminal law, up until now, has set clear borders between the body 
and the mind, protecting the bodily sphere, yet remaining mostly absent from the 
protection of the mental state ([39], p. 102; [40, 41, 45]). This has different reasons; 
the interference with others’ mental state is often unavoidable and socially adequate 
and differentiating between these actions and unwanted violations is difficult. Only 
some violations of specific rights, such as the victim’s reputation or informational 
self-determination (privacy), are protected by criminal law.

But now, with the growing importance of neurotechnology and knowledge about 
the mental state of the patient and how to influence it, this juxtaposition can be 
questioned. Interfering with the brain’s functions clearly leads to changes in the 
mental state, starting from a physical level. The relevance of this interference does 
not lie in the bodily sphere but in changing thoughts, emotions, maybe even the 
personality of the patient [15]; this unacceptability does not change significantly 
based on whether it is done internally via surgery or externally. Thus, it is necessary 
to question this focus on the body, the dualism that the law is based on, and to 
rethink the interests that should be protected by criminal law [40, 42, 43, 45].

Similarly, the interests of data and privacy could become unclear in the context 
of neurotechnology. Images of brain functions are in itself not personal, per se, 
not data—if depersonalised and made anonymous and used for research as such 
([3, 7, 59], p. 394)—in the traditional sense and just producing such anonymous 
images in itself can hardly be regarded as a clear violation of the patient’s privacy. 
It is different when we consider the interpretation of these images as well as their 
usage in the context of AI in that, by comparing images of numerous persons as 
well as using additional information might lead to being able to learn to “read 
someone’s mind”—even if the data has been made anonymous beforehand, to 
understand and to collect the deepest thoughts and emotions of persons [15]. 
Thus, these developments lead to obscurity about what is protectable data, what 
the nucleus of our concept of privacy is and how it can and should be protected in 
the context of Big Data and AI.
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10.3.3  Some Reflections on Future Debates

This overview of the diffusions shows that traditional criminal law is only partly 
adequate in regulating the development of neurotechnology and AI. The difficulties 
in assessing offender and victim or the relevant interests to be protected prove that 
criminalising in such contexts of new technologies with unclear responsibilities and 
unforeseeable developments is often not just functional, but also inadequate or 
even unjust.

A new balance of interests has to be found, for example, for the obligations of 
patients using neurotechnology combined with AI, which could potentially endan-
ger others. The unforeseeability of AI leads to difficult considerations on how many 
risks others have to bear or which obligations the patient has to have to avoid these 
risks. Here it could be important that the legislator provides some legal certainty, 
that he regulates the obligations at least partly. Admittedly, it is difficult to foresee 
all potential situations and regulate all potential obligations in advance; but it might 
be an adequate start to differentiate between treatment and enhancement. In terms 
of treatment, in my opinion, it should not be forbidden, but the patient should have 
an obligation to avoid potential risks as far as he is aware of them. In terms of 
enhancement, one should consider restricting it legally if it becomes apparent that 
inadequate risks for others arise because of personality changes among patients. 
One could also consider that the person in this case does stay responsible for actions 
after the treatment; whether civil responsibility for damages can be considered as 
sufficient or if it is necessary to induce criminal responsibility will have to be dis-
cussed, as well.

Additionally, it will be important to reassess the border between the physical and 
mental sphere and re-evaluate legal protection of the latter. Although, as mentioned, 
there are many difficulties to consider when regulating violations of the mental 
sphere, the importance of one’s identity—and privacy—has to be taken into account. 
It will be unavoidable to find solutions that protect these spheres better than is the 
case today. In my opinion, this should be done by upholding the categories “body” 
and “mind”, as the relevant violations will differ. The exact determination of actions 
that should be forbidden will have to be decided by the democratically legitimated 
legislator.

Similarly, I think we should reconsider the categories of “information”, “data” 
and “personal data” when it comes to neurotechnology. The images produced and 
the information received might not be personal data in the traditional sense, if it has 
been made anonymous for research. But in times of Big Data, of AI combining the 
different information and deducing more information and, in many cases, even the 
identity of the person, these borders are difficult to uphold. This does not mean that 
a strict data protection regime should be applied to these developments in general—
instead, one should discuss how we can protect our information and data on the one 
side, but still allow the further development of neurotechnology and AI on the other. 
Again, this re-balancing has to be done by the legislator, but it is important to keep 
the different relevant interests in mind when reassessing the situation.
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In general, the development of neurotechnology and AI will provide enormous 
challenges for the legal system. Each of these topics in itself shatters traditional 
concepts and categories such as identity and responsibility. In combination, these 
difficulties become even more prominent. This does not mean that the advantages of 
these technologies should be sacrificed, though. Instead, the meeting of neurotech-
nology and AI could be an adequate moment to reassess current legal concepts and 
categories and to adjust outdated ones.
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Abstract

Research-driven technology developments in the neurosciences present interest-
ing and potentially complicated issues concerning data in general and, more spe-
cifically, brain data. The data that is produced from neural recordings is unlike 
names and addresses in that it may be produced involuntarily, and it can be pro-
cessed and reprocessed for different aims. Its similarity with names, addresses, 
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etc. is that it can be used to identify persons. The collection, retention, process-
ing, storage and destruction of brain data are of high ethical importance. In terms 
of policy, as one strand of a broader fabric of measures to cope with this, we can 
ask: is current data protection regulation adequate in dealing with emerging data 
concerns that relate to consumer neurotechnology and consent?

11.1  Questions and Scope

This chapter provides an overview of some of the sorts of question that might arise 
from a data protection perspective as they relate to consent in the use of brain- 
computer interfaces. This ought to aid in promoting a better understanding of these 
technologies from a potential consumer perspective, especially by discussing vari-
ous possibilities for recording and processing brain signals, which are likely to 
appear in consumer technologies. Highlighting these common areas of concern for 
consumers will provide product developers with insight into the context that their 
products will be used in. This is important for consumers to whom the products will 
be marketed, and to the regulatory frameworks that will most likely constrain the 
functions of these products. Moreover, brain-signal recordings that are generated 
from direct to consumer (DTC) devices provide data of an indeterminate type (is it 
personal data, medical data?). Discussion of these issues is required to bring neuro- 
data issues to the attention of policymakers.

At least two relevant points concerning data and consent emerge in cases of neu-
ral recordings:

 1. Recording: While a user can easily consent to using a device to record data for 
specific purposes, recording involuntary data may occur without user consent.

 2. Processing: What does processing data entail and does this have ramifications for 
consent?

Informed consent has a long heritage as a sine qua non for human research. It 
forms part of good clinical practice and is enshrined as such in the European 
Commission Directive 2001/20/EC, which describes the implementation of good 
clinical practice in the conduct of clinical trials on medicinal products for human use:

Informed consent is the decision, which must be written, dated and signed, to 
take part in a clinical trial, taken freely after being duly informed of its nature, sig-
nificance, implications and risks and appropriately documented, by any person 
capable of giving consent or, where the person is not capable of giving consent, by 
his or her legal representative; if the person concerned is unable to write, oral con-
sent in the presence of at least one witness may be given in exceptional cases, as 
provided for in national legislation.1

The broader policy position on informed consent appears in the Declaration of 
Helsinki, referencing the necessity of ethical considerations:

1 The full directive can be viewed at https://ec.europa.eu/health/human-use/clinical-trials/direc-
tive_en [accessed March 2019].
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The design and performance of each research study involving human subjects 
must be clearly described and justified in a research protocol. The protocol should 
contain a statement of the ethical considerations involved and should indicate how 
the principles in this Declaration have been addressed.2

Before going on to treat these issues in terms of consent, some limitations need to 
be established. First, we will limit ourselves to examining data in terms of the 
European General Data Protection Regulation (GDPR) [1].3 This limitation is advis-
able owing to its scope, the authors’ familiarity with it and the availability of space 
that precludes a more widespread treatment. Second, we will not engage in a detailed 
legal analysis of contract law and consumer law where ‘consumer BCI devices’ are 
mentioned. One reason for this is lack of space. Another is the future- facing nature of 
the technology under scrutiny. We wish to maintain a higher level of analysis so that 
we can anticipate ethical concerns that may be on or beyond the horizon. By operating 
at this level, we will be able to maximise the scope and applicability of our analysis.

11.2  How Neurotechnologies Work

Neurotechnologies typically work by reading, recording and processing brain sig-
nals. In research contexts, the process of recording permits various degrees of inva-
siveness from scalp-based electroencephalogram (EEG), brain surface electrode 
(electrocorticography, or ECOG) arrays to intracortical probes. Consumer contexts 
tend to use scalp-based type EEG approaches, for obvious reasons. These can be 
used to operate different types of devices including wheelchairs, prosthetic limbs, 
drones or software programs. They can be put to use for rehabilitation, or sometimes 
as means of neuro-optimisation and enhancement by providing users with feedback 
on their neural activity [2–5]. The therapeutic potential of these approaches is tan-
talising, in allowing individual, brain-based ways to overcome problems in mobil-
ity, affective disorders, cognitive impairment, or in fine-tuning brain processes 
according to will. But the idea of ‘mind’-controlled devices is more widely seen as 
an interesting and exciting mode of engagement with technologies for consumer 
applications or creative pursuits [6–12]. Does the nature of neural recording, pro-
cessing and modulating pose a potential risk in terms of consent and how the data 
derived from brains is used?

There is increasing public understanding about issues surrounding consenting to 
online data collection and use [13, 14]. Yet, there still remains much complacency and 
ongoing misuse of these data [15]. Many major technology companies have been 
implicated in over-reaching with their data collection activities. The consequences for 
the public have included reputational damage to political systems following microtar-
geted voter swaying campaigns, as in the 2016 UK Brexit referendum [16, 17]. These 
are issues that may potentially have far-reaching consequences and implications.

2 World Medical Association, 2000, paragraph 22, describes the context for informed consent 
http://www.wma.net/en/30publications/10policies/b3/ [accessed March 2019].
3 Subsequent references to specific parts of GDPR legislation refer to the English language version 
of the regulation.
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Social media companies that enable this kind of activity have reportedly seen user 
activity change. While user numbers have fallen in general, greater awareness of 
privacy-impacting conditions on such platforms has resulted in changing attitudes 
towards participation, as well as changing attitudes towards privacy itself [18–20]. 
Political concern and media attention have focussed on slow responses to dealing 
with data problems [21, 22]. While a lot of data obtained by social media companies 
and others is given voluntarily (if not advisedly), more data than is sometimes 
realised is obtained by obfuscated means. A wide variety of data can be collected 
without the express knowledge of the user, and thus only with a very dubious sense 
of their ‘consent’ (See for instance [23]). Inferences can be drawn about user activity 
in general, based upon data derived from what kind of web history a user has, for 
example, or from their location data as recorded while using the internet from a 
mobile phone. This provides a clear parallel with brain-signal recording that is worth 
drawing out.

11.3  Neural-Signal Recording

Neural data has multifarious uses in research contexts to indicate memory con-
tent, motor and speech intention, mood and educational aptitude, among other 
things. As such, this represents data that could easily be framed as sensitive, per-
sonally identifying and revelatory about a person. This is made all the more acute 
by the growing market in consumer neurotechnology. Although neural data is 
mostly collected for medical and neuro-science research, the recent increase in 
digital health technologies beyond research and medical facilities to non-invasive 
and readily accessible consumer-grade applications raises issues of privacy and 
informed consent. If we are unprepared, or underprepared, in dealing with online 
data collection and use, we ought to be bracing for the potential risks inherent 
with neural data collection, as this is of a more intimate and malleable form than 
web history or location data.

If a neural device is intended as a neural-controller for a piece of hardware or 
software, relevant biosignals can be extracted from neural recordings in order to trig-
ger, control and optimise that device or application. However, other information 
could be derived from the same recordings of those signals by means of subsequent 
reprocessing and interpreted in ways which present ethical concerns. This is perhaps 
especially the case given the rate at which recording density is increasing, the greater 
understanding of how inter-neuron communication affects information processing 
and the likely increased future role for machine learning in neural data analysis [24].

In terms of the GDPR, individuals whose data is being collected, held or pro-
cessed are referred to as ‘data subjects’. Everyone is at some point a data subject, 
and may be a data subject in a variety of different ways for different contexts. Given 
the fact that neural data may be collected, held and processed in various ways, users 
of neurotechnologies are data subjects in this way. Importantly, especially for regu-
lation as will be discussed in the next section, neural data can be sensitive enough to 
render a data subject identifiable. Perhaps more importantly from a practical point 
of view, these signals could be taken to identify a data subject, regardless of whether 

S. Rainey et al.



145

or not they actually do. As such, they could represent a significant issue for a data 
subject in terms of their otherwise private neural state becoming an apparently open 
resource from which to characterise them somehow.

We will now take some key concepts from the GDPR and then relate them back 
to the neural-recording context in order to tease out the implications for consumers 
and policies.

11.4  The GDPR

Concerns around ethical issues arising from exponential use of brain data such as 
personality invasion, mental integrity and breach of personhood draw attention to 
the need to examine legal responses that seek to prevent adverse effects for data 
subjects [25]. Recital 15 of the GDPR provides neutrality for technology that spe-
cifically caters to the protection of natural persons irrespective of the technologies 
used. This provision aims to reduce the risk of circumvention of the law by recog-
nising potential issues of emerging technologies and their impacts on data protec-
tion and seeks to balance the competing interests of privacy and technology [26].

As mentioned above, the GDPR provides data protection measures centred upon 
persons conceived of as data subjects. One aspect of this includes restrictions and 
other conditions on the processing of personal data. To assess the role of personal 
data processing in the context of brain-signal recordings for neurotechnologies, we 
need to ascertain whether such recordings constitute personal data, and if so, is 
processing involved.

11.5  Is Brain Data Personal Data?

Personal data in the GDPR is any data that can identify a natural person.
GDPR Art 4 (1) ‘personal data’ means any information relating to an identified 

or identifiable natural person (‘data subject’); an identifiable natural person is one 
who can be identified, directly or indirectly, in particular by reference to an identi-
fier such as a name, an identification number, location data, an online identifier or to 
one or more factors specific to the physical, physiological, genetic, mental, eco-
nomic, cultural or social identity of that natural person;

Moreover, the European Court of Justice in the case of Breyer vs Germany ruled 
that the possibility of identification is sufficient to consider some data personal data 
[27]. Readily available neural-recording techniques, like consumer-grade EEG or 
fMRI, can possibly be used to identify persons [28–31]. Examining the recordings 
from individuals’ brains and using various signal-processing techniques can iden-
tify subjects with high accuracy in certain circumstances. It is not implausible to 
think that these techniques will improve. This ought to prompt discussion over brain 
reading and mental privacy [32].

Further questions might be raised as to whether certain types of neural record-
ings might be considered medical data, over and above personal data. According to 
GDPR Art 4 (15),
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 … ‘data concerning health’ means personal data related to the physical or mental health of 
a natural person, including the provision of health care services, which reveal information 

about his or her health status;

It is certainly the case that neural recordings can serve to indicate diseases such 
as epilepsy [33]. They can also indicate affective states, including traumatic mem-
ory [34]. This permits the possibility of identifying data subjects and their physical 
or mental health. For now, this analysis will not stray too far into the question of 
medical data, but will instead just note that it serves to illustrate how one recording 
may have implications wider than the purposes it is ultimately made for. Neural 
signals do not need to be recorded for the purpose of identifying data subjects or for 
identifying physical or mental disease. That information may nonetheless be derived 
at some stage, through subsequent processing, or through association with other 
data from other sources, perhaps. The nature of processing neural recordings is of 
central importance for this reason.

11.6  Is Personal Data Processed 
in Neurotechnological Devices?

Using the information mentioned, it seems likely that neural recordings in them-
selves or in combination with other factors are personal data in terms of the GDPR, 
which brings us to the question of how these personal data are processed. According 
to GDPR Art 4 (2), it seems clear that neurotechnological devices or systems that 
use brain-signal recordings also process personal data. In this context, ‘processing’

…means any operation or set of operations which is performed on personal data or on sets 
of personal data, whether or not by automated means, such as collection, recording, organ-
isation, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure 
by transmission, dissemination or otherwise making available, alignment or combination, 
restriction, erasure or destruction;

Almost any use of the data, even storage, will be considered ‘processing’; col-
lecting it in the first place, assessing it, storing it, sharing it, analysing it, technologi-
cally processing it. The key is therefore identifying the data subject and the 
possibility of linking that data to the subject. If brain data is personal data, and it is 
processed in particular ways in neurotechnological systems, then it may be charac-
terised as biometric data under the GDPR.

GDPR Art 4 (14) ‘biometric data’ means personal data resulting from specific technical 
processing relating to the physical, physiological or behavioural characteristics of a natural 
person, which allow or confirm the unique identification of that natural person, such as 
facial images or dactyloscopic data;

As has been referenced already, even EEG recordings can be used to identify 
subjects. But more to the point, various data that is prohibited by GDPR Art 9 may 
be processed. This article prohibits the processing of 
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…biometric data for the purpose of uniquely identifying a natural person, data concerning 
health or data concerning a natural person’s sex life or sexual orientation shall be prohibited.

Neural recordings can be used to predict age [35]. Sex and age can also be pre-
dicted where recordings are made for reasons other than making that prediction, in 
sleep research for instance [36]. Brain recordings have been used to investigate dif-
ferences among different genders and sexualities, such as the neural difference 
between homosexual men and heterosexual men and women [37]. Even though 
these predictions were revealed to be inaccurate in specific cases, the ethical issues 
arising from the identifiability of persons on that basis remain. A misidentification 
can be just as problematic as an accurate identification, especially where sensitive 
personal characteristics are involved.

Organisational or social measures can be used to minimise the risks for data 
subjects in contexts of complex data collection and use. By adding additional layers 
between collection, retention, processing and the retrieval of data, the chances of 
misuse or accidental leaks can be minimised. For example, let’s imagine Company 
A stores its customers’ personal data. The personal data is sent to service provider B 
where a lookup table is created and the data are anonymised. The data are then sent 
to service provider C and put to use in some application (e.g. product functionality, 
debugging). Service provider C will not have access (or rights) to the lookup table 
held at B. Service provider B will have a very high level of security and anonymous 
data-handling expertise. A setup such as this is what can appear in contexts of medi-
cal patient data research.

There are risks to this approach, as well. For instance, a data breach at service 
provider B would allow C to identify the data subjects. In terms of the European 
Commission sourced advice for compliance with GDPR, from the advice of 
Working Party 29,4 the table held at B would need to be deleted (possibly also the 
underlying data) for the data to be considered properly anonymous. However, espe-
cially in the context of medical research, that raises ethical issues regarding inciden-
tal findings and, perhaps, the validity of the research, not least in terms of 
reproducibility.

Perhaps more directly relevant to the context of consumer BCIs using neural record-
ings, rather than by way of analogy as in medical research and patient data, is the idea 
of purpose specification. For most data-processing activities, a specific purpose must 
be set out prior to the use of that personal data. For example, if a company wishes to 
process my data for the purpose of delivering a service (e.g. updating some software I 
have purchased from them), they cannot automatically re-use my information for mar-
keting purposes. In scientific research, there is scope for such further use—repurposing 
of the data—owing to the nature of scientific research as being open-ended.

In scientific research, the scientist(s) may not know how the research will end at 
the onset (see GDPR Recital 33 and Article 89). But in terms of consumers’ 

4 This was a working party set up to provide advice while the GDPR was being developed. Its work 
can be seen at https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/
index_en.htm [accessed March 2019].
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personal data this is not so clear. We need to expand on the recording of brain sig-
nals in order to follow up on the potential for repurposing data and how it may raise 
conceptual and ethical issues relating to consent.

11.7  Recording Brain Signals and the GDPR

In terms of consenting to having brain signals recorded in the first place, questions 
arise about consenting to potentially unknown outcomes. The question here amounts 
to how a specific consent can be made into a general collection with a wide scope 
for repurposing. The stakes are high in terms of the nature of the data as personal or 
biometric.

Let’s imagine a specific scenario where a consumer agrees to the terms of use for 
a neuro-controlled robotic arm:

Ada likes technology and eagerly purchases the robotic arm. It is controlled via 
an EEG type cap, with a few electrodes. These electrodes are positioned on the cap 
with the stated aim of recording brain signals associated with motor cortex activity. 
Through some training, Ada will be able to control the robotic arm by imagining 
moving her own limbs. These imagined movements will realise neural activity that 
the software for her device will come to recognise as control commands for the 
robotic arm.

It seems clear that Ada agrees to the use of her neural recordings as a control 
parameter for the robotic arm. The possibility of identifying persons from simple 
EEG recordings has been alluded to above, so already we see this, at least implicitly, 
as an agreement to the use of personal data for this purpose. Specifically, she has 
agreed to motor activity being recorded—that is how the device is stated to work. It 
is worth noting that some suggest that systems like these are more likely to use 
facial muscle activity rather than neural activity [38]. But at any rate, the brain is 
increasingly understood as an open system with distributed functionality. Given the 
nature of EEG recordings as scalp-based, identifying specific brain areas and spe-
cific signals is not simple. Recording brain signals at this level is quite general. 
Simply due to the physical fact of the EEG cap’s distance from the sites of motor 
neural activity and the impedance of the brain and skull themselves, this may be 
insufficient to limit the recordings made to purely motor signals.

Recordings of brain signals can be processed in order to create information about 
specific neural activity, which can be used to infer behavioural, dispositional or 
other personal data. The scope of the original brain recordings’ interpretation is 
therefore of central importance. The nature of a brain-signal recording as a source 
of information is open to modification given differing techniques used for process-
ing. It is clear that existing signals can be transformed so as to reveal more, or dif-
ferent, information than what they represented at the time of recording. This is what 
was meant above by distinguishing among specific consent, general collection and 
a wide scope for repurposing. This makes the processing of data particularly salient.

The nature of data retention, storage and destruction is most pertinent in the case 
of processing. If ‘raw’ recordings from Ada’s device are retained, they are apt to be 
reprocessed in ways that were not necessarily consented to. This could amount to a 
serious repurposing of data, especially in the light of the GDPR. The data might be 
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processed so as to become biometric data, as per Art 4 (14) mentioned above. These 
could be used to identify Ada or to infer things about her physical and mental state, 
her age, gender, sexual orientation and so on. This may be done well or poorly. 
Furthermore, where AI is involved, the possible scope for repurposing data may not 
be understood or anticipated fully ahead of time. With this, the issues here are paral-
lel to the ethical issues attending Big Data in general.

Data in general is being collected from a wide variety of devices, in a range of 
contexts, at an incredible rate (e.g. sensors, internet use, mobile phones). Because of 
its nature it can’t be said to be ‘stored’ in any conventional sense of the term. For 
one thing, it is dynamic and it is constantly being updated. It is for these reasons that 
it is not conventionally accessible, and so is not available without some amount of 
processing. Big Data provides seemingly endless possibilities for predicting, refin-
ing and reconceptualising various domains. These include how financial markets 
operate, the analysis of social realities and how research is carried out [39]. Beyond 
data mining [40], Big Data offers a dynamic and huge resource that makes big 
promises for its users, but which raise ethical concerns [41].

Especially in terms of personal and health data, issues arise concerning the own-
ership, monetisation and privacy of data. The type of processing that Big Data 
undergoes, which is necessary to access any of its promised insights, is algorithmic. 
It is not necessarily related to any particular dataset, but may be a set of sets or a set 
of sub-sets. The kinds of patterns recognised in data points by algorithms do not 
preclude the crossing of boundaries among data points. This is the point of algorith-
mic processing in one sense, as it ‘sees’ patterns in huge amounts of data that a 
human would not be able to see.

In this context, the connection between brain data and Big Data can be seen. Big 
Data can be deployed to answer questions that were not asked at the time of data 
collection. This does not make data a set of information specific to a research ques-
tion and a methodology, as might conventionally be the case. Instead, a ‘discovery 
science’ attitude can be adopted by researchers in terms of the data itself. It can also 
lead to a sense in which researchers expect the data to answer questions that have 
not been thought of yet, leading to a data-driven approach replacing a knowledge- 
driven one [42, 43]. This leads some in health research to

…hope we do not fall into the trap of believing that any new information technology is 
worth using in health research regardless of the ethical issues in performing the research or 
the larger implications. [44]

AI operating on existing data can, perhaps unpredictably, produce new informa-
tion or predictions. However, the nature of a neurotechnology system may require 
that past data be used. Even if this is done only for debugging or optimising the 
system as a whole, it represents a secondary use of data and may have problematic 
dimensions if data is re-purposed or identifies specific data subjects.

Systems may require data in order to function optimally. In other words, data 
collected at one time for a specific purpose may be grouped with other data and 
processed in order to provide diagnostic data for the system overall. In the context 
of consumer devices, individuals’ recordings may serve to optimise a system-as- 
product in a general sense. Ada’s robotic arm may be one of a million units sold. 
Each new firmware update may rely on the use of each user’s data being processed 
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in some very general sense. The status of the user’s data in such a context is open to 
question: Is it research data? It seems it can’t be anonymous, in any full-blooded 
sense, as a neural-controlled system adapts to the user as much as they are trained 
to use that system [45].

At least at some level, the kind of optimisation data, containing lots of processed 
data from lots of users, must be fed back specifically for each user. This would be 
how the general processing would lead to specific device optimisation. We must 
then ask, in the light of the GDPR: How is this curated? The data subject must be 
identifiable for the optimisation feedback, but the optimisation process of the 
grouped data seems to rely upon personal data being generally processed. How do 
we get the flour back from the dough once the loaf is baked? How could it be 
destroyed, in case Ada grows wary of all this and does not want it anymore? In terms 
of the GDPR, this amounts to a question about the implementation of the so-called 
‘right to be forgotten’. When a system-as-product relies on a confluence of multiple 
users’ data collected over time, this seems (at least) very difficult. Central to these 
questions is the role of consent. With such varying, wide-ranging and apparently 
open possibilities for the eventual fate of data derived from neural recordings, the 
possibility of consenting to those recordings is complex.

11.8  Consent

Current data protection regulation strongly emphasises consent. Consent is one of 
the six legal bases for processing personal data under Article 6 (1) of the 
GDPR. Processing personal data is generally prohibited, unless the data subject has 
consented to it or if it is expressly allowed by law.

GDPR Art 4 (11) ‘consent’ of the data subject means any freely given, specific, informed 
and unambiguous indication of the data subject’s wishes by which he or she, by a statement 
or by a clear affirmative action, signifies agreement to the processing of personal data relat-
ing to him or her;5

Specific information must be provided to data subjects where personal data are 
collected under Article 13(2), including the right to withdraw consent and infor-
mation regarding automated decision-making or profiling. The GDPR is an 
improvement from earlier data privacy regimes in that it further promotes and 
protects the interests of data subjects, including matters of consent, portability 
and erasure. Current data protection regulation has a strong campaign in favour of 
consent. As such, wherever data appear, it ought in principle to be identifiable as 
related to a data subject and, to some degree, be under their control. For instance, 
if a company holds data on a data subject, that subject ought to be able to get a full 
rundown of the data held, to rectify inaccurate personal data or insist upon its 
destruction.

5 Basic requirements for consent are provided in Article 7 and further specified in Recital 32 of 
the GDPR.
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BCIs, in principle, prompt specific issues regarding consent due to their focus on 
neural signals and the functions of the brain, and thus could have very intimate links 
to concepts of the self [46]. Given that some users of BCIs may be ill, specific con-
siderations are needed in terms of the major decision-making they may be impli-
cated in. Users of speech prostheses, for example, would require careful attention 
where end-of-life planning was at stake [47]. But even before these kinds of consid-
erations become relevant, there is the question of the data’s collection, storage and 
processing. These data-specific questions raise consent issues of their own, requir-
ing practicable solutions [48].

Neural devices operate through the extraction of brain signals from neural data 
that may be produced involuntarily, difficult to individuate because of the recording 
technique involved and perhaps processed by AI. Depending on what kind of signal 
is required, different data may be extracted from one set of neural recordings. As has 
been suggested already, recording brain signals is general while processing brain 
signals is purpose-relative.

Consent represents an essential factor in how we might conceptualise data issues that 
may attend neurotechnologies in the near future. It is just one dimension of this concep-
tualisation, however, in a field growing in complexity, reach and import. How data, once 
collected, might be reprocessed later has been the focus throughout this chapter, and this 
hinges on consent. Broad consent, modelled on a bio-banking approach, may be too 
passive or too reliant on expert decision-making on behalf of data subjects [49]. Dynamic 
consent, however, relying on technologies to permit user changes to data use may be 
onerous [50]. Moreover, these may represent other issues in that data would have to be 
used and re-used in the very process of consent. This could be another issue of the 
GDPR in terms of data encryption, minimisation and destruction, for instance.

Given the scope for possible uses of brain data and its reprocessing and repurpos-
ing, one fear might be that consent itself comes to be seen as an impediment to 
innovation for this technology. This fear, in which consent comes to be seen as a 
problem rather than a safeguard, is already discussed in the context of Big Data 
[51]. Consent, at one very general level, is a means of recognising the autonomy of 
individuals with all the protections such recognition brings with it, such as non- 
domination, non-coercion and respect. Challenges to this ought not to be taken 
lightly. Neurotechnology developers and consumers in general ought to learn from 
the context of Big Data and avoid this unfortunate outcome.

Specific types of consent, such as those modelled on ‘broad consent’ as seen in 
bio-banking contexts, or a technology-driven dynamic consent approach, ought to 
be bolstered by an effort to encourage a general understanding of neurotechnolo-
gies. A better understanding of how neural-based devices work will allow informed 
decision-making on potential future implications for consenting to brain data col-
lection. This suggests that no particular regime of consent will solve all possible 
issues arising. A culture of understanding must accompany any solution in order to 
establish informed attitudes towards technology. Developers of technologies ought 
to resist overstating or mis-stating the possibilities of their devices in order not to 
allow a sense of mystery to overcome clarity. This might prevent clear decisions on 
practical problems regarding data use that would otherwise present themselves.
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11.9  Conclusion

It seems that, on the present reading of the GDPR, brain-reading devices present 
non-trivial consent issues for consumers and developers of the technology. At a 
conceptual level, they appear to offer only a very complex and convoluted possibil-
ity for consenting to their use. This, combined with the likely nature of the way in 
which the systems will work, makes them a potential challenge for current European 
data protection standards. Ethically, this is a problem for consumers and developers. 
This ethical problem could become a legal one if the user of a neurotechnological 
device were to find themselves unable to exercise their rights owing to the nature of 
the product they are using.

This has not been a legal analysis, but rather an analysis of the principle of con-
sent and the idea of compliance with the GDPR. There appear to be difficulties, 
especially where AI processing is involved, in reconciling these factors for neuro-
technological devices. This means that better consumer understanding of the stakes 
must be forthcoming, and that a general awareness of these issues ought to be given 
from the outset when designing a neuro-controlled device.
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Abstract

Artificial intelligence and brain-computer interfaces are two novel technologies 
that have numerous potential areas of application in medicine. They raise, how-
ever, significant ethical implications that call for reflection and discussion before 
deciding about the use of these kinds of applications. In this chapter, I present 
some examples of these technologies, focusing first on the ethical implications of 
medical research on brain-computer interfaces. Using the example of a recent 
case of alleged scientific misconduct, I highlight the dangers inherent in this kind 
of research on clinical technology. Second, I focus on ethical issues in the clini-
cal application of artificial intelligence and deep learning algorithms in medicine 
and highlight some risks and challenges for the patient–physician relationship, 
but more fundamentally also for the character of medicine.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64590-8_12&domain=pdf
https://doi.org/10.1007/978-3-030-64590-8_12#DOI
mailto:ralf.jox@chuv.ch


156

12.1  Introduction

The development of medicine in our days is profoundly driven by the application of 
ever new technologies. Currently, two classes of novel technologies are at the brink 
of shaping the medicine of the future: artificial intelligence (AI) and neurotechnolo-
gies that directly interact with the human brain, in particular brain-computer inter-
face (BCI). The potential of these technologies is vast, but so are also their risks and 
ethical implications. In this chapter, I would like to draw attention to some of these 
ethical implications that BCI and AI have on the practice of medicine and health 
care today.

Before embarking on this task, I would like to make three important prelimi-
nary remarks: (1) AI and BCI are, of course, two distinct technologies with dif-
ferent ethical implications. However, invasive neurotechnologies, in particular 
BCI, increasingly incorporate AI and deep learning so that the former is not 
fully comprehensible without the latter. (2) The implications of these new tech-
nologies go far beyond ethical issues, they touch on legal, social, philosophical, 
economic, political, and other dimensions of human life. To be coherent with 
the focus of this book, however, I will focus on the ethical implications, in par-
ticular on research ethics and clinical ethics, while being aware that the ethical 
dimension overlaps with these other dimensions. (3) Given the breathtaking 
pace of these technological inventions and their broad potential uses I can only 
proceed in a cursory way in this chapter, selecting some of the most remarkable 
forms of technology use and some of the most salient ethical issues arising 
thereof.

12.2  The Importance of Neuropsychiatric Disorders 
for the Development of Health Care Technology

Disorders of the nervous system are among the most common diseases worldwide, 
and their frequency is rising due to global aging [1]. They contribute most signifi-
cantly to the global burden of disability. Recent advances in early (even predictive) 
diagnosis and in disease-modifying therapies both result in even longer chronicity 
and a higher prevalence of such disorders as Alzheimer’s disease, Parkinson’s dis-
ease, or multiple sclerosis.

One of the characteristics of nervous system disorders is that they often have 
“negative” rather than “positive” symptoms, loss of function rather than unpleasant 
sensations like pain, nausea or dyspnea. Patients lose basic functions of their every-
day life, such as walking, using their hands, practicing hygiene, speaking, or swal-
lowing. The capacities that people tend to lose with nervous system disorders are 
commonly capacities that are highly valued in our society: cognition, communica-
tion, personal autonomy, responsibility, biographical life planning, and social inter-
action. This contrast explains much of the enormous impact that neuropsychiatric 
diseases have on individuals, families, and society. It is no surprise that dementia is 
tending to replace cancer as the most feared illness [2]. These fears create a very 
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strong emotional incentive and a societally compelling reason to conduct research 
on nervous system disorders.

One particular disease that is among the most feared (and that often nurtures wishes 
to hasten death [3]) is amyotrophic lateral sclerosis (ALS), also called motor neuron 
disease. This disorder is caused by a continuously progressive degeneration of the two 
successive motor neurons in the central nervous system, leading to a gradual weaken-
ing of all skeletal muscles of the body. Thus, all movements that use the extremities, the 
body trunk, but also facial muscles are affected. Patients initially note a clumsy hand or 
a weak leg; in a subset of patients the first symptoms are slurred speech and swallowing 
problems due to facial, oropharyngeal and neck muscle weakness (Box 12.1).

There are, to date, no therapeutic options that have the potential to cure ALS or 
halt its progression. The fact that a new and extremely expensive drug was approved 
after showing modest effectiveness in a subset of patients in a small and short-term 
pilot trial underscores the desperate need for a therapy to treat ALS [4]. In most 
cases, the disease inexorably leads to death within 3–5 years. Patients’ lives can be 
sustained by mechanical ventilation, but at the same time the disease progresses and 
often leads to a locked-in state (LIS) that is characterized by a relatively intact mind 
that is locked in a completely paralyzed body, except for some eye and eyelid move-
ments, which, however, may eventually also get lost (“complete LIS,” CLIS).

Many health care professionals and researchers consider this to be a state that 
they would not want to live in and for which they would prefer forgoing life- 
sustaining measures [5]. What the patients in CLIS themselves think is unknown to 

Box 12.1: A Fictitious case example
Fred was a 58-year-old farmer from Bavaria, Germany, and a passionate ama-
teur soccer player. One day he noted difficulties while handling the gear lever 
of his tractor and when opening the door of his house with his keys. Over the 
next weeks, both of his hands became more and more clumsy and weak. The 
diagnostic workup at his primary care physician was inconclusive, so he was 
sent to an orthopedic physician who presumed the diagnosis of a cervical 
spine injury and operated on him. The operation, however, did not change 
anything for the better and it took another 5 months until a neurologist finally 
established the diagnosis of amyotrophic lateral sclerosis. At that time, Fred 
already had some degree of paralysis in all four limbs. Shortly after, his 
speech became slurred and his family and friends suspected him to be an 
alcoholic, which is why he increasingly withdrew from social contacts and 
became very isolated. When he finally lost his ability to express himself ver-
bally, he used a tablet computer to communicate, but even this became more 
and more cumbersome for him. One day, when he was surfing the Internet, he 
read about a new study on a device named brain-computer interface, which 
allows paralyzed persons to speak, move, and be autonomous again. He 
immediately seized this opportunity and registered for the study, dreaming of 
a new life despite his illness and disability…
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us. A study among LIS patients who could still communicate reported that some 
maintained a high quality of life, while others felt miserable and preferred euthana-
sia [6]. We do not know what happens when LIS patients’ last communication chan-
nel closes.

It is obvious that there is a very strong incentive to treat or mitigate the state of 
CLIS. Moreover, scientific and human curiosity drives our quest to know what it is 
like to live in such a state, without any possibility of expression and 
communication.

A technology that has the potential to be this desired window into CLIS is BCI. In 
the context of this book, it is not necessary to include a lengthy introduction into BCI 
[7]. It suffices to say that BCI is defined here as a technology that joins the human 
brain and a computer, thereby enabling a person to directly influence the environ-
ment via his or her own brain activity, without using the body’s own motor system.

12.3  Ethical Implications of Medical Research Using 
Brain-Computer Interface

The ethical implications of medical research on BCIs is clearly exemplified by a 
recent case of alleged misconduct that happened in Germany. In 2017, the open- 
access peer-reviewed scientific journal “PLoS Biology” published an original arti-
cle authored by Ujwal Chaudhary and colleagues, with the well-known 
neuropsychologist Niels Birbaumer as last author [8, 9]. The international author 
team (in addition to the German researchers there was also a scientist from the US 
National Institute of Neurological Disorders and Stroke, as well as scientists from 
China and Italy) was funded by a multitude of renowned funding agencies; among 
them the most reputable state funding agencies in Germany. Their paper, entitled 
“Brain-Computer Interface-Based Communication in the Completely Locked-in 
State,” promised a major breakthrough in BCI research: for the first time in history, 
the authors contended to have successfully established communication with patients 
in CLIS.

Their publication disclosed the results of a case series of four patients that were 
reported to be in a CLIS. Using functional near-infrared spectroscopy (fNIRS), 
the researchers reported having decoded frontotemporal brain activity allowing 
them to distinguish between the mentalization of “yes” and “no” in response to 
orally presented questions of personal relevance (like the sentence “You were 
born in Berlin”). Three of the four patients were also asked so-called open ques-
tions about their attitudes towards their present situation and their life in general, 
yet the article was not very specific about these questions mentioning only that 
each patient was asked 40 open questions, such as whether they love their life or 
whether they feel sad.

The main summarizing statement by the authors was the following bold 
proposition:
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Even after extended CLIS in ALS spanning months and years, reliable, meaningful com-
munication using questions requiring a mental affirmative (yes) or negative, rejecting (no) 
answer is possible with fNIRS-BCI [8].

Regarding the open questions, they affirmed:

Patients F, G, and B answered open questions containing quality of life estimation repeat-
edly with a “yes” response, indicating a positive attitude towards the present situation and 
towards life in general (…) [8].

Strangely, the authors admitted that they did not have a plausible physiological 
explanation as to why the fNIRS responses were different between presumed “yes” 
and “no” responses.

Chaudhary et al. were aware that their experiments had an existential impact on 
the family members of the patients: “Family members of all four patients experi-
enced substantial relief and continue to use the system” [8]. Interestingly, family 
members were always present during the experiments. The authors even mentioned 
that they never officially screened or recruited these patients, but it was the family 
members who approached the senior researcher and asked to participate in these 
experiments.

They were also aware of the ethical implications of their study:

Still, we have to remain cautious about our judgements to open questions’ answers, particu-
larly if it comes to quality of life and psychological changes of CLIS patients. In view of the 
gravity of the subject matter (i.e., establishing communication with nonverbal, completely 
paralyzed persons with preserved cognition), a call for replication of the current results by 
other investigators would be welcome [8].

This call for replication was repeated in the abstract of the article.
The media response to this article was overwhelming. Around the world, news-

papers and news agencies reported about these experiments in an enthusiastic man-
ner. “Decoding the thoughts of patients who can’t even blink,” was the CNN 
headline [10], “The Telegraph” used the headline “Locked-in patients tell doctors 
they are ‘happy’ after computer reading thoughts” [11], and the MIT Technology 
Review heralded the study as “Reached mind via a Mind-Reading Device, Deeply 
Paralyzed Patients Say They Want to Live” [12]. The scientific publication reso-
nated with a long-held dream of mankind, the dream of mind-reading and of con-
trolling the environment solely with thoughts [13, 14].

The researchers themselves appeared in the lay media presenting and explain-
ing their research results, primarily the senior author Niels Birbaumer. In a long 
verbatim interview with the Germany weekly newspaper for intellectuals “Die 
ZEIT,” he not only specified how the experiments were conducted and what the 
results mean, but also gave insights into his own personal motivations and atti-
tudes [15] (Box 12.2).

Remarkably, Birbaumer mentioned that their results have enormous practical 
consequences for these families. One family obviously wanted to continue using the 
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BCI technology after the trial and had to litigate with the insurance company to 
receive a reimbursement of € 50,000–70,000, which is how much the device seems 
to cost, and the researchers appeared to be engaged in that litigation.

Birbaumer also reiterated the invitation from the journal article for colleagues to 
replicate the study. In fact, another researcher from the University of Tübingen, 
Germany, Martin Spüler, took this call seriously: while he did not replicate the 
whole study (an identical replication would be difficult for such a clinical case 
series), he took the published raw data and replicated the statistical analyses. His 
comment was published in the same journal as the original study several months 
later [16]. He claims to have used two different statistical models to analyze the data 
and did not find any significant difference in the fNIRS response between yes/no 
questions. He also exposed some methodological flaws of the original study. He 

Box 12.2: Extracts of a verbatim interview with Niels Birbaumer (Die ZEIT), 
translated by the author (RJJ) [15]
About his motivation to do this kind of research:

I am terrified about the situation of these people (…) No one makes any effort to do 
experiments with these unattractive patients (…) We do research and publish for 20 
years. The result? Nothing (…) How many disappointments along the way! Without 
a few positive results now and then, I would have resigned long ago.

About the measurement of brain activity:

We pose the same question several times and the computer averages the yes/no 
responses (…) When the brain waves slow down, the computer does not count the 
answer (…) The computer sums up yes/no responses and calculates whether they 
correspond to the expected answers.

About the open questions:

Once we asked a patient whether his daughter would be allowed to marry her boy-
friend. The answer, in 9 out of 10 cases, was no. Asked whether they are satisfied 
with their life, all responded yes.

About the continued BCI use after the end of the study:

One patient’s family is using it regularly (…) We have already litigated together with 
the family of a patient (…) the court has decided that the € 50,000–70,000 device for 
locked- in patients has to be paid by the health insurance.

About the significance of their own results:

I now let other groups replicate the results. It would not be trustworthy if always the 
same researchers would do that.
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basically asserted that the authors used a statistical calculation method that always 
leads to a significant answer, whatever the data may be.

In the same issue of the journal, the study authors refuted the critique by Spüler 
[17] and a researcher from England wrote a commentary that ended with a diplo-
matically worded criticism of the original publication:

BCI research is interdisciplinary and is at the intersection of natural science, social science, 
engineering science, and medicine. Clear and simple communication is essential. Lack of 
detail can lead to confusion. Confirmation bias has an influence on the interpretation of 
results (…) To enhance clarity of communication, reports should (i) be written in simple 
language; (ii) methods should be clear, precise (…) and (iii) interpretation of results should 
be objective and realistic—in itself a hard task [18].

The whole issue went public through a newspaper report by scientific journalists 
in the renowned German daily newspaper “Süddeutsche Zeitung Magazin” [19], 
just a few days after the publication of Spüler’s criticism. The report is a journalistic 
masterpiece under the heading of “Wunschdenken,” in English “Wishful thinking.” 
The three journalists claim to have talked to the persons involved and other expert 
researchers in the field, stating that experts who prefer to remain anonymous con-
firm the doubts about the quality of the study. Moreover, they have shed light on 
attempts of the study authors to silence their critical colleague. In fact, Spüler was 
fired by the University of Tübingen, the same university where the first and last 
study authors worked.

The press coverage, however, stirred international attention on this case [20] and 
prompted the University of Tübingen and the main funding agency to initiate inves-
tigations. A commission at the university confirmed the doubts about the scientific 
validity of this study [21, 22]. The main criticisms were (a) a highly selective choice 
of data for the publication (not publishing all data), (b) a lack of transparency con-
cerning some data and the statistical methods, (c) missing data for results that were 
published in the article. The university asked the journal to withdraw the paper, 
which has eventually been done in December 2019, and informed the involved 
patients and insurance companies. Birbaumer himself criticized the university com-
mission for lack of expertise. Later, the commission of the German national funding 
organization DFG confirmed this position and labeled the study as scientific fraud. 
It has banned the authors from applying and reviewing for the DFG for 5 years and 
has backed the withdrawal of the publications related to this study.

From a research ethics perspective, several issues are remarkable. First of all, this 
study underscores the fact that scientific research is never morally neutral. It is 
always embedded in a context of value-laden motivations of researchers, funders, 
and research subjects (or their families). These underlying moral assumptions and 
attitudes shape the choice of a research domain, the definition of study objectives, 
the selection of methods, and the interpretation of results. This case shows that it 
would be naïve to entertain the idea of a morally neutral, purely factual science. 
Rather, researchers should be aware of this moral dimension of their work and 
reflect on it in a self-critical and transparent way.
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Second, this research example underlines that the psychology of the researcher 
may not always match the logic of research. While the latter should be the quest for 
falsification of a hypothesis (trying to disprove it), researchers are usually rather 
motivated by a strong conviction or even belief in their hypothesis, pushing them to 
try to prove the hypothesis at all costs. This attitude may lead to confirmation bias, 
influencing study design, methodology, and result interpretation so as to confirm the 
hypothesis. In fact, the highly competitive and commercialized research system 
favors this attitude: researchers have to deliver “positive” results to yield high- 
impact publications, funding, and attention in the scientific community and the pub-
lic, necessary ingredients both for personal careers and the survival of research 
teams and centers.

A third implication of this case is the troubling observation that the rational criti-
cism of study methods and results may be regarded by researchers as “whistle- 
blowing,” whereas in fact it should be appreciated as the very essence and heart of 
scientific research. If critical thinking and expression become endangered, it will be 
the end of the kind of modern scientific research that the enlightenment has brought 
about and that proved to be so productive and successful. Small scientific communi-
ties working on rare diseases with very few patients might be particularly prone to 
this kind of danger, as all researchers in the field know each other and depend on 
each other for peer review of publications and funding applications.

A fourth implication concerns the technology more specifically. The controversy 
around this case is partly due to the complexity of the applied technology and the 
difficulty to retrace and understand the computer algorithms that were involved. In 
fact, as the researchers used a type of AI called deep learning algorithms, its charac-
teristic is that it constantly changes its own method of data analysis in an automated 
way. In current deep learning devices, these automated adjustments may occur in a 
black box and may not be observable or retraceable one by one. In other words: 
using deep learning may confront us with research results whose scientific validity 
we may not be able to prove nor disprove. Did the BCI in the current case really 
detect true “yes” and “no” thoughts by the patients or was this result an artifact cre-
ated by deep learning AI? The case may thus herald a major problem of AI that we 
will encounter more and more often with the increasing use of AI in the future.

Fifth, the case is troubling because it calls into question the role of research eth-
ics committees. The article mentions that the internal review board of the University 
of Tübingen approved the experiments [8]. Did this board discuss the ethical impli-
cations of deep learning algorithms? How could it approve that such experimental 
technology was used to ask existential value-laden questions about the patients’ will 
to live? In practice, these committees are often not equipped to identify and deliber-
ate ethical questions, but rather limit themselves to applying checklists on method-
ology, informed consent procedures, and data protection.

Sixth, one of the ethical questions that such a committee should discuss is that of 
surrogate consent in studies with locked-in patients. Clearly, patients in a CLIS do 
not have the legal capacity to consent themselves to the study because functional 
communication is a prerequisite for this capacity [23]. According to the Declaration 
of Helsinki, which is the internationally accepted code of ethics on research with 

R. J. Jox



163

human subjects, experiments on these highly vulnerable patients are possible, but 
they have to respect additional safeguards [24]. Commonly, these studies should 
have the potential of a direct benefit to the study participant, e.g., an effective treat-
ment of disease symptoms. Was this the case here? Was there a direct benefit from 
answering the yes/no questions? Or may these questions, at least in some patients, 
actually increase their awareness of their own suffering? Of course, one could argue 
that a well-functioning BCI communication device would be a huge advantage for 
patients in CLIS, but only once this technology is advanced enough to allow this 
kind of well-functioning, fine-grained communication. Thus, the study participants 
would only have what is called an indirect benefit: they, or other patients in a similar 
clinical situation, will benefit in the future, when the technology is ripe for applica-
tion. Studies on subjects without decisional capacity that contain the potential for an 
indirect benefit, only however, may not have more than minimal harm and minimal 
burden according to the Declaration of Helsinki [24]. Whether undergoing fNIRS 
and the other investigations of the study satisfy the criterion of minimal burden is 
debatable.

The seventh and last point about the ethical implications of this study concerns 
the families of the involved patients. It is evident that families of such highly vulner-
able, dependent patients who cannot act, decide, and communicate by themselves 
are highly involved in everyday care and decision-making. They often place very 
high hopes in technology, making them prone to becoming the victims of false 
promises and subsequent frustration [25]. When families contact researchers in 
order to enroll their patients into studies, as was the case here, this amounts to a 
self-selection of families with extremely high hopes, and researchers have to be 
very careful to avoid nourishing these exaggerated hopes.

In today’s clinical reality, there is still not a single BCI application that has entered 
into routine health care. The most promising fields of medical BCI application in the 
near future are neurorehabilitation (restoring damaged motoneuronal pathways by 
pairing movement volition with external activation of the muscles or peripheral 
nerves), neurofeedback (training attention and mental focus using BCI tasks), and 
neuroprosthetics (controlling an arm or leg prostheses or even wheelchairs) [26–28]. 
As we have seen in the research project on patients in CLIS discussed above, most of 
these BCI applications will incorporate deep learning algorithms and AI that allow the 
BCI technology to learn from the person, adapt to her individuality and make move-
ments and actions faster, more efficient and less effortful. Therefore, it is paramount 
to reflect as early as possible on the potential ethical and anthropological conse-
quences and implications of AI in clinical care.

12.4  Clinical Use of Artificial Intelligence: Ethical 
and Anthropological Implications

BCI are one example of the use of AI in medicine. As in society in general, there are 
numerous potential applications for AI in health care. But in contrast to our every-
day life, where we already use AI in smartphones, voice recognition devices, 
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internet search engines, social media platforms, public transportation and many 
other domains, AI is still in its infancy in health care—even if the potential is vast. 
The most promising health care uses of AI can be seen in diagnostic and prognostic 
assessment, where large amounts of information have to be processed in order to 
increase the precision and validity of diagnostic or prognostic statements [29]. I will 
therefore first show some prime examples of diagnostic and prognostic AI uses and 
discuss their ethical implications afterwards.

Medical diagnosis relies more and more on imaging techniques and the visual 
recognition of pathological patterns. Typical examples are in dermatology, radiol-
ogy, and endoscopy. A recent study has shown that a so-called neural network using 
deep learning paradigms could be trained so that its diagnostic performance in rec-
ognizing melanoma is actually superior to the performance of skilled dermatolo-
gists [30]. This kind of visual recognition may also function for diseases of the inner 
organs, and even the brain, that are associated with subtle changes in appearance: 
Fetal Alcohol-Spectrum Disorders could be reliably detected based on facial fea-
tures by computer algorithms [31]. Moreover, AI can be a potent help in differential 
diagnosis, calculating the probabilities of various likely diagnoses based on a mul-
titude of patient data [32].

In medical prognostication, physicians usually rely on validated scores, as well 
as on their intuitions that are ideally informed by long professional experience and 
many patient cases. Yet, this experience-driven knowledge is impossible with regard 
to rare diseases and hardly possible for junior physicians. Moreover, intuitions are 
prone to a host of psychological biases [33]. Thus, AI has the potential to signifi-
cantly improve the accuracy of medical prognostication. As an example, an AI algo-
rithm managed to predict survival rates based on microscopic pathology images in 
patients with non-small cell lung cancer [34]. One of the rarer studies where AI was 
used in medical treatment found that an AI-based chatbot that performed an auto-
mated form of an online cognitive behavioral therapy effectively reduced symptoms 
of anxiety and depression in young patients [35].

These few examples may already suffice to sketch the broad and diverse array of 
effective AI application in medicine, including neurology, coupled with BCI and 
other neurotechnology. Without exaggeration, one could expect a profound trans-
formation of health care within a few decades. Diagnosis and prognosis will become 
much more precise and reliable. Disease entities will multiply as AI will help to 
differentiate between nuances of different diagnostic patterns as well as between 
different disease courses and responses to treatment. Moreover, refined diagnosis 
will also mean earlier diagnosis: AI may help to detect extremely subtle signs of 
diseases in a pre-symptomatic stage, increasing the prevalence of diseases in the 
population and contributing to a general trend of pathologizing and medicalizing 
our societies. The novel paradigm of medicine will be predictive medicine that can 
powerfully and precisely predict diseases, their course and symptoms, response to 
therapy, survival times, and many other characteristics—without necessarily having 
more to offer in terms of cure and effective treatment. The challenge for the patient 
is evident: How should he or she react to this novel kind of predictive knowledge? 
Will it restrain the degrees of individual liberty (at least subjectively perceived 
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liberty) or even their autonomy? Will it stir a new kind of existential angst and lower 
quality of life or will we find ways to use it to increase quality of life? The main 
challenge will be to find positive, fruitful ways to deal with this new predictive 
knowledge in medicine.

The increasing use of AI in medicine will also challenge the patient–physician 
relationship, at least in three ways: first, it will reinforce the current trend of a grow-
ing interpersonal distance between the patient and the physician that already started 
with the invention of the stethoscope, deepened with radiology and is about to 
become even more distant by telemedicine. If the computer can diagnose, prognos-
ticate and even treat better than a physician can, the latter will not need to go to the 
bedside; his place will only be at the computer, entering data, supervising the analy-
sis, and interpreting the results. Ultimately, highly effective AI medicine could 
allow self-diagnosis and self-treatment from A to Z: the patient (or family members) 
could enter information and specimens, allow cameras and sensors to obtain data, 
receive an accurate diagnosis in the blink of an eye and get the appropriate medica-
tion a few minutes later by drone directly to his home. For a range of diseases and 
clinical situations, the involvement of a physician may not be necessary anymore. 
The ethical problem, however, is not only that the patient will become more and 
more isolated and lonely.

The dialogue between the patient and the physician that is so central to the acts 
of responsibility—defining a medical indication and obtaining informed consent—
will be threatened. As the philosopher Emmanuel Levinas emphasized, the personal 
direct encounter of another human being (looking another person in the face) is 
what makes us responsible for our actions [36]. In this line of thinking, in AI medi-
cine we cannot assume human responsibility, in a rich moral sense, in the same way 
as we can do when we have personal contact with the other person.

Second, AI medicine may lead to a desynchronization between the subjective 
time dimension of the ill person and the professional time dimension of medicine. 
The speed of AI algorithms is breathtaking and surpasses that of traditional medical 
diagnosis, prognosis, and treatment by far. Within a few seconds, a high-performing 
algorithm could find the correct diagnosis and define the treatment plan. It is ques-
tionable whether this saving of time really translates into valuable time for the per-
sons involved, both the patient, the family, and the health care professionals [37]. 
Patients usually need many days, weeks, or even months to understand a diagnosis, 
to cope with a new life situation, and to make important treatment decisions. They 
also need other human beings with narrative capacity, who are able to understand 
their personal story, make sense of the development and course of a disease, and 
help to narrate an illness story that will be embedded into the life story of the 
patient [38].

Third, AI medicine has the potential to depersonalize health care in a profound 
way. Computer algorithms may have lots of advantages over physicians, but their 
inevitable shortcoming is that they always treat patients as instances of a collectiv-
ity, as statistical cases, and never as unique individual persons. This is inherent in 
their functioning. In fact, they do not understand the concept of a person because 
they themselves are not persons and lack human subjectivity. Yet, intersubjective 
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relations are vital for human beings, especially for vulnerable persons with ill-
nesses. In fact, it is these intersubjective encounters that mutually constitute our 
personhood. According to the German philosopher Axel Honneth, an individual 
cannot conceive himself as a genuine person without recognition by other individu-
als [39].

In summary, we have seen that AI may have profound consequences and chal-
lenges for health care. These challenges pertain to any kind of AI use in health care. 
Yet, if AI is applied to neurointerventions like BCI, the ethical problems of both 
areas converge and become even more troublesome. There is an inherent tendency 
in neurointerventions to use AI because they need to match the complexity of the 
human brain and this is best done by using deep learning algorithms that are based 
on artificial neuronal networks. I would even hypothesize that any new form of 
neurotechnological brain intervention that will be applied in humans will heavily 
rely on deep learning and AI. Yet, the inevitable combination of neurointerventional 
technology and AI for medicine potentiates the ethical problems. As I have shown, 
despite its remarkable performance, AI is in many respects alien to human needs 
and human characteristics: it cannot be take responsibility, it does not have emo-
tions, it operates in a different temporal dimension, it follows a logic of depersonali-
zation. When AI technology with these features is closely linked or even integrated 
into the human brain, this threatens what we call human nature, our human identity. 
The paradigm of the new, AI-based machine may merge with humans in such a way 
that what results could indeed be a novel kind of being, a cyborg that is not simply 
a combination, half human half computer, but a completely new entity in which 
human and technological parts may be indistinguishable. Thus, the fundamental 
distinction between human beings and technological artifacts might disappear in 
this new kind of entities.
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Abstract

A speech neuroprosthesis is technology that is designed to pick out linguistically 
relevant neural signals. These can be recorded from the parts of the brain that are 
associated with speech comprehension and production. Relevant signals can be 
derived from the surface of the brain or deeper within it. Different areas and dif-
ferent recording techniques (e.g. surface vs. intracortical probes) provide differ-
ent ways of accessing linguistically relevant signals. The principle of each 
approach, however, is centred on decoding the neural activity so that the overt 
speech sounds they represent can be synthesised and realised artificially. This 
raises the possibility of restoring speech for those who may have lost their ability 
to communicate through, for example, disease or injury. This raises potential 
ethical questions, especially given the role of artificial intelligence in decoding 
approaches. These issues address to what degree synthesised speech, via the 
prosthesis, represents the user’s speech intentions, or their perspective more gen-
erally. Important questions about user control of speech neuroprostheses are 
addressed here.
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13.1  Introduction

Neurotechnology, in general, is technology operated entirely by way of recording, 
processing, decoding and instrumentalising neural signals. Brain-computer inter-
faces (BCIs) intended to reproduce speech are a growing area of interest within 
this context. Neuroprostheses for the production of speech in cases of profound 
paralysis, which can result from amyotrophic lateral sclerosis (ALS) for example, 
are being developed. The Horizon 2020-funded BrainCom project is a multidisci-
plinary European project that is working on developing neuroprosthetics for 
speech that build on this neurotechnological principle of instrumentalising neural 
signals [1].

A speech neuroprosthesis is technology that is designed to pick out linguisti-
cally relevant neural signals. These can be recorded from the parts of the brain 
that are associated with speech comprehension and production. This might 
include areas associated with the movement of lips, tongue, throat and other 
articulators. Relevant signals can be derived from the surface of the brain or 
deeper within it. Different areas and different recording techniques (e.g. surface 
vs. intracortical) provide different ways of accessing linguistically relevant sig-
nals. The principle of each approach, however, is centred on decoding the neural 
activity so that the overt speech sounds they represent can be synthesised and 
realised artificially. This raises the possibility of restoring speech for those who 
may have lost their ability to communicate through, for example, disease 
or injury.

One specific approach to this is based in the articulatory motor neural corre-
lates of overt speech, as mentioned. When users of a speech neuroprosthesis viv-
idly imagine that they are saying words—when they say the words clearly in their 
head—the articulator-relevant areas of the brain release signals that are similar to 
those that occur when saying those words out loud [2–4]. They target specific 
recording sites that are known to be active during speech production [5–7]. One 
set of these sites comprises the motor areas associated with speech articulators: 
the jaw, lips, tongue and so on. Recording the electrical activity of these areas 
while the user concentrates on imagining speech allows the neural activity closely 
correlated to that which is produced when speaking out loud to be recorded. 
Through this targeted use of neural recording, and sophisticated deployment of 
signal processing, speech production can be predicted. This is how the articula-
tory area approach opens the possibility of externalising unvoiced speech for 
language- compromised users.

Interesting questions can arise with specific reference to the nature, degree and 
role of processing neural signals so that speech is the overall output. In particular, 
artificial intelligence (AI) has an interesting role in making decoding strategies 
efficient and realistic, but might raise questions in terms of overshadowing the 
intentions of the putative speaker. It will be worth exploring some themes that 
arise in neurotechnology in general before moving on to those concerning speech 
devices.
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13.2  Neuro-controlled Technology

An electroencephalogram (EEG) electrode placed against the scalp can detect elec-
trical activity within the brain. The activity that is most clearly detectable is that 
closest to the electrode. Activity occurring deeper within the brain becomes harder 
to distinguish among the other general signals. There is a limitation in EEG resolu-
tion so that specific electrical activity cannot be targeted easily, since it is all hap-
pening at once. Brain signals are easily recorded, but to discern specific signals 
from the general buzz requires clever processing work.

Nevertheless, EEG provides sufficient clarity to be able to drive a variety of neu-
rotechnologies. More invasive techniques can be deployed where greater resolution 
is required. These include intracerebral EEG (iEEG) or microelectrocorticography 
(μECoG). This latter technique provides greater resolution in that it is located on the 
surface of the brain rather than the skull, thereby recording from specifically tar-
geted sites. If EEG is like holding a microphone to a closed door and discerning the 
muffled sounds within, these latter techniques are like having one in the room.

Signals thus recorded can be processed by computer in order to drive neuro- 
controlled devices or applications of various type, such as prosthetic limbs or soft-
ware programs. Given the nature of these brain-computer interfaces (BCIs), it might 
appear reasonable to argue that they present different conditions of moral and ethi-
cal evaluation as compared to conventional action cases. The ‘acts’ that constitute 
BCI-mediated action are mental acts, which do not require physical bodily action. 
Factors such as freedom of thought ought to mean that we treat these actions differ-
ently from conventional actions. The law appears to back up this view by limiting 
responsibility for actions based on notions to a ‘willed bodily movement’ (the ‘act 
requirement’, as discussed in [8]).

BCI-mediated action offers unique ways in which intentional human action may 
be realised in the material world without an apparent act. This is unique in that it is 
non-hormonal and non-muscular [9], which have hitherto been the only means of 
humans effecting intentional action in the world. Jonathan Wolpaw describes the 
signals users are required to learn to operate: ‘…not normal or natural brain output 
channels’ [10]. Together, these observations suggest the general peculiarity of BCI- 
action from the perspective of external action and ‘internal’, neural control.

In the standard case of neural correlates for actions, questions of neural control 
do not seem to arise. Wondering about a person’s intentions when they move their 
arm typically does not include wondering about their neurons. In the BCI case, 
neural control is very much at stake. In principle, the application of scientific meth-
ods on human action might even undermine taking responsibility for these actions, 
or more specifically, having control over these actions. If we begin reducing actions 
to a neural basis and not an intentional one, we might lose sight of ‘actors’ being 
involved in their own acts.

A majority of the control systems of the human body that relate to balance, 
digestion, heart rate, perception and so on, are automatic in the sense that they are 
constituted by neural activity that is not in direct control of the person. This essen-
tially means that electrical activity is constantly occurring inside the skull and serves 
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to regulate a large amount of bodily activity. Detectable neural activity is electrical 
activity, which occurs when neurons fire. To repeat the analogy from above, EEG 
can record this activity much like a microphone held up to a door can record sound 
from the room next door.

Despite the fact that so many neural processes happen automatically, the kinds 
of brain signals that can be detected, recorded and decoded can reveal a lot about 
the state of the body. From these revelations, inferences can be drawn about 
things like mood, memory, motor intentions or even seemingly complicated 
notions that have to do with taste and intention [11–18]. These signals can reveal 
dimensions of cognitive activity or evidence of complex thoughts. In a more 
practical dimension, they can also drive various devices and software programs. 
These kinds of applications can permit a greater scope of activity to device users 
who have mobility or other impairments. For example, neural recordings can be 
decoded to control a wheelchair. They may also be used as input for a speech 
prosthesis.

It might seem that actions performed by using the brain to drive a device of some 
kind are special cases of action. It is true that they are not conventional cases. Should 
they be considered radically different to conventional actions? After all, physical 
movement is not required in order to use a neural-controlled device, whereas bodily 
movement is usually a marker of action. Moreover, an action is very commonly 
ascribable to an agent because they are visibly performing it. Here, with neuro- 
controlled action, this ascription condition is not clear. Centrally, where action is 
brought about without bodily movement, but through the realisation of neural pat-
terns of activity, should it be thought of as mental action? Even though there are 
physical world effects, it might seem tempting to characterise the kinds of responsi-
bility for action brought about through a BCI-controlled device as relating to free-
dom of thought, rather than conventional action. If this line of thought were 
followed, it might seem difficult to account for real-world consequences of neural- 
controlled actions. This would be unfortunate.

On a belief, desire and intention model of action [19, 20], reasons emerge as a 
way to realise one state of affairs from another. If I believe the water in front of me 
is potable, and I am parched, I reach for it to slake my thirst. Reaching for and tak-
ing the water is caused ‘in the right way’ as it is done for the reason of thirst- 
quenching. This kind of action is conventional, and fairly transparent to the actor. 
Introspection of the neural activity driving devices is not possible, but access to 
one’s own reasons is unimpaired. Whether the action is completed by way of a 
bodily arm, a prosthetic limb or some more elaborate system, the action on this 
account is the same. Reasons are what matter as they are what, from an agent per-
spective, mark activity as action.

Neurotechnologies aimed at decoding speech from neural signals are an exam-
ple where this is of particular importance. Owing to the complexity of language 
and speech behaviour, reasons for saying one thing as opposed to another are 
vital. The content of speech, the very meaning of words and sentences, depends 
on the reasons that can be offered for having said those very words and sentences. 
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Were an argument to be judged on the basis only of its conclusion, there would 
likely be a lot of interesting thought lost. Evaluating arguments means looking at 
the reasons offered that lead to conclusions. Bad arguments should be rejected 
even where conclusions embody good propositions. Likewise, good arguments 
for bad propositions ought to be challenged. This applies not only to formal logi-
cal arguments, or language in the abstract, but to the phenomenon of language in 
general. In order to see how reasons can be preserved in the case of a neural 
speech prosthesis, the specifics of neural- signal driven speech devices require 
some further description.

13.3  Neural-Signal Driven Speech Devices

General neural-recording technologies, such as functional magnetic resonance 
imaging (fMRI) or EEG, are relatively effective at indicating the sorts of neural 
signals relevant to speech [2, 21–23]. In terms of fMRI, these indications are based 
on detectable blood oxygen levels. Because neural activity consumes oxygen, 
depleted oxygen levels in the blood indicate neural activity. However, this operates 
too slowly and generally at a resolution that is too low to be of use in a realistic 
speech situation, such as having a conversation. EEG, while capable of operating 
more quickly, faces a bottleneck in terms of signal differentiation. Because the sig-
nals reaching the electrode are a sum of a variety of neural sources at varying dis-
tances from the skull, a challenge emerges in disentangling one signal from another. 
Progress in μECoG recording has provided the means to surpass these limitations 
[24–28].

Via probes placed directly onto the cerebral cortex, the surface of the brain, high- 
resolution electrical activity can be read from the brain very quickly. These probes 
can be placed in important regions of the cortex that are related to speech. BrainCom 
is developing technology based on this kind of approach by decoding articulatory-
related activity from premotor, motor and Broca cortex areas. These are brain 
regions that are associated with planning movement, undertaking movement and 
linguistic expression. From the information gleaned using sophisticated electrode 
arrays, speech can be decoded with very high accuracy. This is based on motor-area 
activity, processed so as to indicate the phonemes that such activity would create if 
it were to move the articulator muscles. Neural signals indicate the likely move-
ments of the articulators and thus provide a basis to infer mouth position, lip shape 
and so on, and thus infer sounds.

Articulatory motor neural activity associated with speech can remain intact even 
without the articulators having motor function. In externalising the neural activity 
by artificial means, the paralysed body is effectively bypassed and speech activity is 
made possible. Appropriately processed and decoded, this information can be used 
in an artificial speech system. Ultimately, the speech that the prosthesis user would 
have spoken can be relayed synthetically based on the neural activity recorded 
[24, 29].
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13.4  Risk Factors with Intracortical Probes

Among the benefits of fMRI or EEG are their non-invasiveness. Although undergo-
ing an fMRI scan may not be entirely comfortable in that one is confined in a narrow 
plastic tube, it nonetheless does not require physical intervention. Another similar 
imaging technique, positron emission tomography (PET), does require the injection 
of radioactive isotopes in order to create an image. The images gained from fMRI 
are generated through the disturbance of protons within hydrogen via radio waves, 
and so do not impact bodily integrity. EEG, too, involves only the wearing of an 
electrode-studded cap, meaning that the body remains intact.

High-density electrode arrays and intracortical probes present the spatio- 
temporal resolution benefits by way of their proximity to the site of neural activ-
ity. This involves that they are implanted beneath the skull on the surface of the 
brain or deeper within the brain. This clearly involves highly invasive surgery 
with associated risks [30]. Some risks occur from the onset given the non-trivial 
nature of opening the skull to place the electrodes. Post implantation, the chance 
of infection increases in that the probes within the skull require outputs that 
cross the skin barrier. These infections are particularly serious seeing as they are 
so close to the brain. This raises very practical concerns about how to create, 
treat, maintain and monitor sites where electronics, the scalp, skull and brain 
interface.

These risks become particularly ethically important when decisions must be 
made about who ought to be considered for such procedures. Given the very seri-
ous nature of the surgery, at least a proportional payoff must be present in order to 
justify the risk. No one would consider such drastic intervention for a minor 
speech condition. But in cases of locked-in syndrome (LIS) for instance, where a 
patient may be physically paralysed but cognitively intact, the recovery of a robust 
means of communication might be seen as a sufficient benefit. Such a recovery is 
linked not only to improved communication, but also improvement in life expec-
tancy [31]. Communication is possible for many, even the most seriously para-
lysed, but it can be cognitively taxing, slow and prone to error. The use of an 
assistant with a letter board can be very effective, but essentially means that inde-
pendent communication is not available [32]. Eye-blink or EEG-based software 
control, as opposed to word- processing technology for instance, presents more 
independence, but is not appropriate for every patient and can be difficult to mas-
ter [10, 33].

Only in very serious cases of communication impairment with the biggest likeli-
hood of success and benefit would surgery be thought of as appropriate. The recov-
ery of a communicative ability in a patient with LIS would be a good and clear 
representative example of when this might be appropriate. Apart from these impor-
tant ethical considerations relating to the use of surgery and invasive devices, other 
ethical issues can arise in terms of the speech system itself—how it operates and its 
contexts of use. These will be explored next, beginning with the role of neural- 
signal processing.
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13.5  Processing Brain Signals for Speech

Neural activity occurs within milliseconds. Meanwhile, normal conversational 
speech activity is also very fast. The technical challenge of recording, processing 
and decoding neural signals associated with speech in order to produce real-time 
synthetic speech is quite substantial. This is all the more acute when a normal con-
versational rate is something that is trying to be reproduced artificially.

Appropriate processing and decoding might by necessity have to include a pre-
dictive element in order to keep up the pace. This might be ‘…a statistical language 
model (giving the prior probability of observing a given sequence of words in a 
given language)’ [2]. This kind of model aids in word prediction and aims ‘[t]o 
capture important syntactic and semantic information of language… by calculating 
probabilities of single words and probabilities for predicting words’ [25]. The inclu-
sion of this kind of element in the overall system ought to make it work faster and 
more reliably.

The technical benefits of a language-recognising prediction element within the 
architecture of a ‘brain-to-speech’ processor could have an obscure but potentially 
important side effect associated with it. Word distribution in natural languages 
approximately follows a Zipfian distribution. This means that while some words 
appear very frequently, most are very rare [34]. The processing demands of dealing 
with this type of distribution are very high, especially if some form of artificial intel-
ligence is not included.

The mediation of neural activity and the use of prostheses means that the effort 
must be made to ‘learn a new language’ [35] and to ‘use the brain’ [36] to trigger 
and then control the device. In this sense, it appears that the device is an instrument 
that is being put to use [10]. However, given that this triggering and control is modi-
fied by some form of AI language-predicting software, it would appear as though 
the device has an element of activity that is outside the scope of user control.

Neural activity processing software may operate according to both generic rules, 
as discovered in a statistical model of language, and certain rules developed from 
interfacing with a specific user. A kind of delegation-of-action element seems to be 
at work in such an arrangement [37, 38]. Yet, this seems to raise the potential of ten-
sions between the faithful reproduction of articulatory motor signals as recorded 
from the brain and grammatical phrase prediction. To what extent is the prosthesis 
a tool that is used by the would-be speaker, and to what extent is it a semi- autonomous 
predictive machine?

The answer to this question might depend on the sophistication of the software 
that is being used. That, described in Herff et al. [25], appears to be based on the 
statistical likelihood of two words co-occurring in specific texts. This is also com-
plemented by the conditional probability of a word occurring through particular 
neural activity that is associated with linguistic (phonetic, syllabic or other) fea-
tures. Using artificial neural nets in language neuroprostheses in general as a control 
feature [24, 39], a more sophisticated language model that is based in an artificial 
neural net might change things. Such a net could offer the improvements in 
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prediction given by the word co-occurrence approach, yet with more agility in terms 
of actual spoken language [40, 41].

All artificial neural nets can learn from example data and can make generalisa-
tions, or they can learn from given examples about how to treat novel cases [42, 43]. 
In so doing, however, they risk becoming like ‘black boxes’. This may be the case 
in the sense that the specific rules they employ at a given time can appear opaque to 
the outside observer. If a neuroprosthetic speech device were to use a sophisticated 
model of language that could respond to novel data by generalising according to 
rules learned from training data, this could amount to the sort of semi-autonomous 
predictor problem indicated above. It would seem possible that a tension could 
emerge between actual linguistic intentions as realised in neural activity, and the 
very sophisticated predictions of the model.

The nub of the issue would be how to discern when a model appropriately aug-
ments a neural recording to reflect better user speech, and when it departs from 
user intent to an unacceptable degree. For example, it would not be appropriate for 
the model to use a small amount of neural signals as input only to then over-
shadow the decoding process with its predictive function. This would divert too 
greatly between the synthetic speech output and the reasons the agent holds for 
speaking at all, which goes back to the Davidsonian account of action men-
tioned above.

If a sophisticated language-prediction model became central to a speech neuro-
prosthesis system, issues over the responsibility for the realised synthetic speech 
would become salient. Insofar as the balance between a speaker’s reasons and intent 
reflected in neural signals, and prediction software are thrown into question it is 
important not to overlook the hybrid nature of specific speech output. An unbal-
anced relation between prosthetic device and user could not only put speaker intent 
at stake, but also agency more generally. We may end up without a clear means of 
expecting the user’s reasons to be what rationalised the action, and not the predic-
tion model.

Machine-learning researchers are presently engaged in finding ways to make 
systems account for their own actions in some way, as discussed in Doshi-Velez and 
Kim [43]. In some cases, given sufficient developments in machine-learning tech-
nology, there could be at least two accounts in terms of reasons for this speech 
output as opposed to that speech output. Overall, it might be unclear as to whether 
speech ought to count as the speaker’s or the system’s action, or a hybrid or some-
thing else.

Exacerbating this issue, a phenomenon known as ‘verbal overshadowing’ may 
also come into play. This phenomenon occurs when sincere reports made by an 
individual are subsumed by ‘objective’ descriptions given to them from an external 
source [44]. Eyewitness reports, for example, can be skewed away from accuracy 
when a witness receives specific details about their testimony from a third party. The 
objectivity of synthesised speech output could overshadow user intent in the 
same manner.

A neuroprosthesis user could, upon hearing synthesised speech that is close to 
their intent, accept it as their own. Incrementally, the predictions of the system could 
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gain prominence, from the user point of view, by hearing synthesised speech as a 
reason to accept that very speech as one’s own. Who said what would then arise in 
a very subtle and tricky way. This might be seen as a mirror of various concerns 
raised in terms of deep brain stimulation and about freedom and responsibility in 
action following neural interventions [45–47].

Even on a neurophysiological basis this can manifest as an issue. The superior 
temporal gyrus (SPG) is sensitive to the phonetic features of heard speech as well as 
being active in speech production [21, 48]. This could serve to muddy the waters as 
to where speaker intent and speaker perception coincide. The speech system, or the 
users themselves, could become confused over what was being intended as speech 
and what was heard as playback, given an overlap in the SPG [49], especially in 
cases where medication or cognitive issues may play a role.

A neuroprosthetic speech device must likely rely upon AI in its decoding of neu-
ral signals in order to be fast enough to reproduce recognisably conversational lan-
guage. The extent to which that AI decoding utilises a language model is of 
importance in order to be able to separate the language intentions of the neuropros-
thesis user from the decoding features of the system overall. The output from the 
neuroprosthesis can be described as ‘hybrid’, in some sense at least, by drawing 
upon speaker intentions, reasons and sophisticated processing. Maintaining a bal-
ance so that language outputs can be confidently ascribed to the user in every case 
is not a trivial matter. This can be framed in terms of a question of control, which 
will be addressed next.

13.6  Control over Synthetic Speech

Control over a neural signals-based device can, to the outside observer at least, 
appear quite obscure. It is a relatively new phenomenon to be able to control devices 
without any movement of the body. This represents a novel means of human action 
in a non-bodily sense. This raises some questions concerning control, especially 
with regard to communication.

How can we be sure that the device user appropriately controls a device? In neu-
rotechnology generally, recorded signals that control a device might be checked 
against what a user reports as their intention. For instance, if someone was operating 
a neural-controlled drone that flew to the left, we could ask if that was what they 
were trying to do. The user may or may not concur. Where communication is at 
stake, though, there is an extra level of complexity precisely because we cannot ask 
about user intentions in operating the device except via the very device in question.

It should be noted that training with a neuro-controlled device is essential. It has 
been described as being like learning a new language, where the control of a pros-
thetic limb is concerned [35]. Moreover, in that a device itself adapts to its user, a 
kind of hybrid co-adaption occurs in which the user becomes acquainted with the 
device, and the device changes to suit the user [50]. This suggests some of the 
potential areas for questioning the nature and role of the device being in control 
where BCIs in general are concerned.
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How could we best imagine a system that permits a high degree of confidence in 
a speech prosthesis as appropriately representing the speech of a user? Especially 
when the speech system is coupled to the articulatory motor areas of the brain, it 
seems unlikely that synthetic speech could stray far from intended speech. The 
articulatory motor cortex correlates of a plosive t sound, for instance, are unlikely to 
be misread or misrepresented as a fricative f. The different physical positions of the 
articulators correlate with different neural activity and so, at this level, misidentifi-
cation is minimal.

At another level, interesting issues may arise owing to the nature of covert speech 
as a control element of the device. The vivid imagination of speech ‘in the head’ 
produces neural activity in the articulatory motor cortex that is similar to the activity 
generated in speaking out loud. This is what is exploited in a neuroprosthesis for 
speech, of the type discussed here. It is not impossible that vividly imagined speech 
could occur even though it was not intended to be spoken out loud. After all, in one 
sense at least, the kind of speech prosthesis up for discussion here is designed to 
predict overt speech based in covert speech signals. The reaction of the device to 
signals is not constrained by intention, but by signal features. A random thought, or 
a strongly felt reaction, might manifest as covert speech if it has the right signal 
form. This seems to raise the possibility that user control over a speech prosthesis 
might be compromised.

Not only might something be vividly imagined that was not intended for overt 
speech, it might even misrepresent the perspective of the speaker. Thoughts that we 
do not believe in can easily occur to us merely from the free play of imagination, or 
from memory, or mind-wandering. This seems to be an ethical problem in at least 
two ways. Firstly, in terms of sufficient control by the user over the speech device. 
Without sufficient control, a user may be unable to appropriately relate their speech 
intentions. Secondly, through the use of the device the user could be misrepresented 
by having synthetic speech produced that did not cohere with their values and 
perspective.

One main way to deal with these issues immediately presents itself. A means for 
the user to have a form of veto over their speech output might serve well to mitigate 
issues arising from these concerns. In getting to listen to the output before a wider 
audience, the user could veto the final production of synthesised speech if it does 
not coincide with what they intended, or was not intended at all. This would have 
the benefit of dealing with the issues that have been raised, and doing so via techni-
cal means. The downside might be that the extra step may slow down the pace of 
conversation.

Another more social approach would rely upon the audience to seek verification 
of the speaker’s intentions and speech contents by pragmatic means. For instance, if 
the user of a speech prosthesis were to make a claim, the audience could ask ques-
tions about that claim in ways that minimised possible ambiguity and provided 
scope for retraction where views not held were expressed. At any rate, this is not an 
unfamiliar part of conventional communication. From time to time we seem to find 
out what we mean through the speech we produce. Or, put differently, we don’t 
necessarily have a clear plan about what exactly we will say next when in conversa-
tion, but we find that out as we go along. An extension of this kind of practice in 
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cases of conversation via neuro-controlled speech devices might not be too difficult 
to adapt to.

These last issues still lay ahead in the future. At present, the technology required 
to create real-time neuroprostheses for general conversation is in its infancy. Yet, 
since it is being developed now, it is the right time to provide reasonably constrained 
speculation about the potential for emerging ethical issues. By providing analysis 
early, good solutions can be integrated from the start and the systems that ultimately 
emerge will be better for it.
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Abstract

Machine learning (ML) constitutes the backbone of many applications of artifi-
cial intelligence. In the field of clinical neuroscience, applying ML to neuroim-
aging data promises wide-ranging advancements. Yet, such potential diagnostic 
and predictive tools pose new challenges with regard to old problems of transpar-
ency and trust. After all, the very design of many ML applications can preclude 
comprehensive explanations of its inner workings and impede accurate predic-
tions about its future behavior, supposedly clashing with the ideal of transpar-
ency. It is often claimed that these shortcomings, inherent to many ML 
applications, are detrimental to their trustworthiness and thus hinder implement-
ing new and potentially beneficial techniques. In this chapter, I will argue against 
beliefs that inextricably link transparency and trustworthiness. Drawing in par-
ticular on the framework of the British philosopher and bioethicist Onora O’Neill, 
I aim to show why, contrary to many intuitions, an obsession with transparency 
can be detrimental to tackling more fundamental ethical issues—and that hence 
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transparency may not solve as many challenges for clinical ML applications as is 
usually assumed. I will conclude with a tentative suggestion on how to move 
forward from a practical point of view as to advance the trustworthiness of ML 
for clinical neuroscience.

14.1  Introduction

Mehr an Information und Kommunikation allein erhellt die Welt nicht.
Die Durchsichtigkeit macht auch nicht hellsichtig.1

Byung-Chul Han, Transparenzgesellschaft [2]

Machine learning (ML) constitutes the backbone of many applications of 
Artificial Intelligence (AI). In the field of clinical neuroscience, applying ML to 
data from neuroimaging promises wide-ranging possibilities, from assisting clini-
cians in diagnostic and prognostic exams to enabling the selection of an optimal 
pharmacological intervention [3–8]. Despite the increasing body of bioethical lit-
erature on the subject of ML in medicine [9–11], ethical discussions of ML with 
regard to neuroimaging data remain scarce [12, 13]. The aim of this chapter is to 
tackle this gap, focusing on the notion of transparency and its intricate relation 
to trust.

If we are to believe its proponents, transparency is key to solving the ethical chal-
lenges of clinically applied ML. Transparency is said to drive algorithmic fairness 
[14], guarantee patients’ safety and enable informed consent [15]. According to 
some, it constitutes “the first step towards ethical and fair ML models” [16]. 
Unfortunately, the very design of many ML applications can preclude comprehen-
sive explanations of its inner workings, thus posing particular challenges to an ideal 
of transparency [11, 17]. Black-box algorithms may prevent accurate predictions 
about future behavior, e.g., if the program continuously updates its inherent models 
based on newly available data. To many, such lack of scrutability of ML applica-
tions is of particular concern, as it can create gaps in responsibility for potential 
short fallings, which may also have legal implications [18, 19]. The use of poorly 
chosen or curated input data, for example, can result in errant or skewed output 
results, contributing to discriminatory or otherwise harmful practices [20, 21]. 
However, if the black-box program cannot be explained or understood, such errors 
may go unnoticed and evade remedy. Consequently, attributing responsibility to 
create clear, “transparent” patterns of accountability seems crucial for establishing 
a procedure’s trustworthiness. In turn, trustworthiness may determine whether 
patients and physicians factually trust and thus embrace the clinical implementation 

1 Unfortunately, the English translation by Erik Butler cannot quite grasp the meaning of the 
German original: “More information and communication alone do not illuminate the world. 
Transparency also does not entail clairvoyance” [1].
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of ML [22]. Hence, do we need to crack open the black boxes of ML applications in 
order to achieve transparency and render them trustworthy?

Placing so much burden on one scientific ideal certainly warrants scrutiny. 
Similar to the garments in Hans Christian Andersen’s famous tale, which suppos-
edly expose the viewers’ own inadequacy, I will show why mere calls for transpar-
ency are too little to cloak the ethical challenges posed by applied ML in clinical 
neuroscience. Drawing on the writings of the philosopher and bioethicist Onora 
O’Neill, I will argue that transparency is not an all-purpose remedy for fostering 
trustworthiness and that an obsession with transparency can be detrimental to tack-
ling more fundamental issues. To do so, I will discuss the ideal of transparency and 
its relation to trust in clinical ML procedures using neuroimaging data, in order to 
give a more practical demonstration of an abstract debate. This example may prove 
particularly fruitful since both transparency and neuroimaging share a common 
aim: to make things visible. Nevertheless, similar points regarding trust and trans-
parency could be raised with regard to other clinical ML applications as well.

The structure of this chapter will be as follows: I will first provide a brief defini-
tion of ML and offer some examples of potential applications for clinical neurosci-
ence. I will then outline why transparency is commonly thought to be an ethically 
important epistemic ideal and why it is ascribed prudential value to foster public 
trust in such new technological developments. In a third section, I will draw on 
O’Neill’s philosophy and argue against beliefs that inextricably link transparency 
and trustworthiness. Finally, I will conclude with a tentative suggestion on how to 
move forward from an O’Neillian point of view and advance trust in beneficial uses 
of ML in neurotechnology by moving towards a form of “intelligent openness” [23].

14.2  Opportunities for Applied Machine Learning 
in Clinical Neuroscience

The notion of machine learning encompasses many different methods that consti-
tute current state-of-the-art applications of artificial intelligence. An influential 
operational definition, which I will also use in this chapter, stems from the computer 
scientist Tom Mitchell, who characterized ML in terms of experience E, an area of 
tasks T, and performance measure P. Following Mitchell, ML describes a program 
“if its performance at tasks in T, as measured by P, improves with experience E” 
[24]. A classic application would be recognizing patterns, for instance across many 
different images. ML demarcates a narrower field than the broader term AI since the 
latter would also encompass the “holy grail” of AI research: generalized AI, capable 
of any intellectual task usually performed by humans, which for the moment 
remains in the domain of science fiction, such as the famous sentient computer HAL 
9000 in Stanley Kubrick’s Space Odyssey. At the same time, ML comprises a mul-
titude of different computational approaches such as support vector machines 
(SVM) or artificial neural networks for deep learning (DL).

Neuroimaging, in turn, denotes as diverse an area as ML. Narrowly, it can be 
defined as “all techniques in which actual images of the brain are acquired” [25]. 
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Such processes rely on vastly different acquisition techniques, such as computed 
tomography (CT), magnetic resonance imaging (MRI), positron emission tomogra-
phy (PET), or maps derived from electroencephalography (EEG) or transcranial 
magnetic stimulation (TMS). Within each of these, many further important distinc-
tions can be made, e.g., in MRI between structural and (task- or resting state) func-
tional MRI, between different acquisition sequences such as spin echo or gradient 
echo and so forth. Comprehensive overviews over the different techniques are 
offered elsewhere [25], but it is important to note that depending on the imaging 
modality it is already the case today that different degrees of computational efforts 
and human agency are required to generate images, rendering the techniques differ-
ently close to ideals of mechanical objectivity [26].

Of course, applications that combine the two very diverse areas of ML and neu-
roimaging are highly heterogeneous themselves, adding yet another layer of com-
plexity. Nevertheless, some broad distinctions can be made based on the different 
purposes for which ML-driven neuroimaging is employed. For the question at hand, 
the most fundamental distinction appears to be whether an application is intended 
(primarily) for research or for clinical purposes since this distinction shapes legal 
and ethical obligations involved in the process and may also determine the scope of 
the application. For example, let us suppose a project’s only aim consists in contrib-
uting to a better understanding of pathologies underlying a certain disease or disor-
der. Let us further suppose, as a real-life example, that this project identifies different 
subtypes of schizophrenia based on distinct connectivity patterns by using ML on 
diffusion-weighted MRI scans. Critics may argue that such research could ulti-
mately contribute to an unwarranted reification of psychiatric disorders [27] by cre-
ating a dubious classificatory system of supposed “natural kinds” [13]. But within 
such a research setting, patients would not be wronged by the tentative assignment 
to newly created, experimental subcategories of an already-diagnosed disorder.

However, where ML is applied to the clinic directly, stakes seem far higher. From 
identifying patients at risk of psychosis [28, 29] to predicting the course of multiple 
sclerosis [30], from prognostic tests for Alzheimer’s dementia [31] to algorithms 
suggesting ideal psychopharmacologic drugs for Major Depressive Disorder [4, 
32], future patients will certainly be treated based on recommendations by pro-
grams relying on ML and neuroimaging. If left unchecked, this could endanger the 
safety and well-being of patients, e.g., if the use of a diagnostic program provides 
the wrong diagnosis or misses a potentially life-threatening illness, leading in turn 
to wrong or delayed treatment. Potentially, recommendations may also be skewed 
by biased input data, reinforcing direct or indirect discriminatory practices [20]. 
Similar problems can arise with programs suggesting particular treatments. The 
shortcomings of IBM’s Watson, recommending dangerous treatment strategies in 
oncology, may serve as a cautionary example here [33]. Many authors have thus 
argued that the development of such applications warrants special scrutiny to safe-
guard against unjustified systematic biases, to ascertain the clinical safety of their 
deployment and to establish clear chains of responsibility. Yet, given the vast dis-
parities in potential uses and methods of ML for clinical neuroscience, it seems 
surprising that transparency is often treated as an all-purpose remedy for potential 
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challenges posed by its implementation. A recent review of translational ML for 
psychiatric neuroimaging for example suggested that “[f]or use in clinical support 
systems, transparency is both necessary and sufficient for legal certification and 
patient safety” [34]. It thus seems worth shedding more light on this heavily bur-
dened ideal.

14.3  The Ideal of Transparency

For a clear discussion of the ethical role of transparency, one firstly needs to note 
that the term itself encompasses two mutually exclusive meanings [15]. On the one 
hand, in computer science transparency commonly refers to a process’s property of 
being invisible to the user. For example, if a common text-editing program is updated 
to make it run faster, its external, visible user-interface may not change at all, even 
though the underlying computational processes may be quite different in the new 
version. Still, such invisible change in the program’s internals would be called 
“transparent” [15]. On the other hand, transparency also denotes a process’s prop-
erty of being visible, often in the combined term “algorithmic transparency.” As an 
ideal, it describes programs that enable the user to see and scrutinize its internals, 
i.e., the underlying computational processes taking place [35]. In the ethical and 
legal arguments that concern us here, transparency usually refers to the second 
meaning only, and I will adhere to it in the following.

Unfortunately, clear definitions of transparency are hard to come by, and quite 
frequently transparency serves as “an empty signifier that can be filled by very dif-
ferent interpretations” [36]. In a minimal definition, transparency merely describes 
“putting content in the public domain” [37]. Such disclosure is thought to be com-
mendable because it allows shedding light on something otherwise hidden, or as the 
former member of the US supreme court Louis Brandeis remarked: “Sunlight is said 
to be the best of disinfectants; electric light the most efficient policeman” (Brandeis, 
quoted in [38]). Related to this are positions which define transparency according to 
its opposition to concealment as the “lifting the veil of secrecy” ([39], quoted in 
[40]). In political contexts, this renders it often interchangeable with notions of 
openness and even finds tangible expression in architecture. The glass dome of the 
Berlin Reichstag building by Sir Norman Foster, promising an open, transparent 
government, may serve as a prime example [36]. Where transparency and secrecy 
are pitched against each other, they are often portrayed rather simplistically as a 
clash between good and evil [36].

Depending on the context, “transparency” is then adorned with a domain- specific 
epithet, from governmental transparency [41] and information transparency [15] to 
algorithmic transparency [35], to name but three prominent examples. Of course, 
the kind of transparency commonly invoked with regard to ML aligns closely with 
the last kind. However, as Albert Meijer has argued, an understanding of transpar-
ency rooted in modern discourse about information technology has become so per-
vasive that the two have become almost synonymous: “Modern transparency is 
computer-mediated transparency” ([24, 40], emphasis added). According to Meijer, 
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three key components characterize this particular form of transparency. First, it is 
unidirectional in the sense that unlike in public assemblies, where information is 
mutually exchanged between various agents, information flows in one direction 
only. Second, computer-mediated transparency usually entails that the transferred 
information is taken out of its context, i.e., disconnected from its original theoretical 
and practical underpinnings. The reason for this lies in a third characteristic, namely 
that modern transparency is calculative and hence mostly requires quantifiable 
information: “computer-mediated forms of transparency reflect certain aspects of 
reality, namely those aspects that are being measured” [24, 40].

A crucial reason why many hold transparency, understood as “visibility contin-
gent upon observation” ([42] quoted in [38]), to be key in resolving ethical chal-
lenges—such as the challenges of applied ML—lies in its supposed function of 
enabling other important ethical principles. Fittingly, Matteo Turilli and Luciano 
Floridi [15] have dubbed transparent access to certain kinds of information “pro- 
ethical,” namely where disclosure of information has an impact on ethical princi-
ples. In the particular context of ML, transparency is thought to help establish 
accountability and promote fairness, by baring unjustified biases resulting in dis-
criminatory differential treatment of salient social classes [17]. In doing so, trans-
parency seems a vital condition for rendering clinically applied machine learning 
trustworthy.

14.4  Trust and Trustworthiness

Interest in different forms of trust has begotten immense corpora of academic litera-
ture throughout the past decades. Philosophers and social scientists alike have tack-
led the topic from different angles, motivated by the fact that it constitutes a central, 
but long-neglected phenomenon [43, 44]. The resulting definitions of trust differ 
largely, and so do its classifications, distinguishing between goodwill trust, compe-
tence trust, contractual trust, calculus-based trust, knowledge-based trust, and 
identification- based trust, to name but a few [45]. It suffices here to look at some of 
its general properties that are important to our inquiry and common to both interper-
sonal and institutional (or public) trust [46].2 Two overlapping perspectives shape 
the debate: sociologists such as Georg Simmel, Niklas Luhmann, and Barbara 
Misztal are often primarily concerned with the functions of trust [44, 48, 49], while 
theorists who take a more philosophical approach such as Annette Baier, Russell 
Hardin, or Onora O’Neill aim for definitory clarifications [50–52].

Most accounts agree, from a conceptual point of view, that trust takes the form 
of a three-part relation: A trusts B regarding X, where X might range from 
particular actions, including speech acts, to general assumptions about B’s behav-
ior or character [43, 52]. Usually, A will only place her trust in B if she believes B 

2 In doing so, I will necessarily leave out many important facets of trust, especially conative or 
emotional components, which arguably are vital for full-fledged forms of trust. Some even hold 
that only non-cognitive trust should be regarded as trust in the fullest sense [47].

G. Starke



189

to be competent with regard to X and also to be committed to X.3 For example, I 
will only entrust my neighbor with taking care of my flowers while on vacation if 
I take her to be capable of treating plants appropriately and am also optimistic 
about her actually looking after them. At the same time, I might not trust her to take 
care of my pet, knowing that she is highly averse to dogs. Note that this does not 
presuppose that she bears some form of goodwill towards me; she might well find 
me to be the most annoying person and still live up to my expectations, e.g., 
because she cares about her view onto my balcony or simply wants to have a good 
relationship with her neighbours.4 Analogous claims can be made about trust in 
institutions, where the parties may also not act out of emotional attachment but 
rather have an interest in future interactions with the truster. As Russell Hardin put 
it: “I trust you because I think it is in your interest to take my interests in the rele-
vant matter seriously” [52].

While exact conceptualizations of trust remain challenging, the phenomenon’s 
central functions seem clearer. As an expectation in specific situations of uncer-
tainty, trust serves as a means to reduce social complexity in absence of certainty 
[44] and thus constitutes “a solution for specific problems of risk” [55]. After all, 
trust is only necessary where one lacks comprehensive knowledge or the capacity to 
exercise full control and hence needs, to some extent, to rely on the actions of oth-
ers. To stay with the previous example, I would not need to trust my neighbor if I 
could either water my flowers myself or had means to fully determine her actions. 
As a means to deal with risk, trusting itself remains a “risky investment” [56] and 
renders us vulnerable to the actions of others. Annette Baier even uses the property 
of being open to betrayal as a core characteristic of trust, to distinguish it, e.g., from 
reliance [43].

Clinical applications of ML for decision-making in medicine doubtlessly entail 
risks and make patients vulnerable to failure on multiple levels. But is trust really 
the correct way of dealing with such risks? After all, it is crucial not to trust blindly 
and only place trust in trustworthy agents. “Not to trust rashly is the nerves and 
joints of wisdom,” Cicero advised his brother [57]. For ethical debates with a view 
on practical implementation, evaluating the trustworthiness of an agent, institution, 
or procedure may thus be more pressing than an abstract debate about the phenom-
enon of trust [58]. While there is much debate about properties that warrant trust-
worthiness, a few points stand out as uncontroversially detrimental, as they follow 
from the previously discussed expectations of the trustees to be capable and com-
mitted to act in our interest. We do not want to trust people with tasks they cannot 
possibly achieve [50, 59] and even less if they invite our trust by lying or withhold-
ing critical information in a deceiving manner [54]. Additionally, we expect trustees 
to act on our interests, so it can undermine agents’ trustworthiness if they have 
important competing interests that are opposed to our own. Importantly, anyone 

3 However, exceptions exist, for example parents placing trust in their children as a means of educa-
tion, even when they are convinced that the children will fall short of their trust [53].
4 I am following O’Neill here [54], who disagrees on this point with Annette Baier [43].
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abusing their power against us would also be very untrustworthy, for we certainly do 
not want to increase this power further by placing unjustified trust in them.

What could this mean with regard to clinically applied ML? Many authors agree 
that as a remedy for achieving trustworthiness of such new methods we need to turn 
to transparency. The assumed mechanism seems to be that transparency increases 
knowledge about a procedure and thus renders it more trustworthy insofar as it 
decreases the uncertainty necessarily involved in trusting. In their recent guidelines, 
the EU Commission’s High Level Expert Group on Artificial Intelligence explicitly 
names transparency as one of its seven key requirements for trustworthy 
AI. Similarly, and with particular regard to medical ML (MLm), Vayena et al. state 
that a “lack of transparency can preclude the mechanistic interpretation of MLm- 
based assessments and, in turn, reduce their trustworthiness” [11]. Certainly, trust-
worthiness can be enhanced in certain instances by tangible forms of (algorithmic) 
transparency. However, it is far from clear that the relation between transparency 
and trust is as straightforward as is commonly assumed.

14.5  The Paradox Relation of Trust and Transparency

Does transparency beget trust—or are matters more complicated? The British phi-
losopher and bioethicist Onora O’Neill has long addressed this question from sev-
eral angles. To tackle the intricacies of transparency of clinically applied ML, her 
framework appears particularly well suited since she developed her account in the 
very context of biomedical ethics. Three of her works stand out as highly instruc-
tive: her seminal Autonomy and Trust in Bioethics, the BBC Reith Lectures A 
Question of Trust, and Rethinking Informed Consent in Bioethics, co-authored with 
Neil Manson. From these three works, three key ideas can be distilled that have not 
yet been applied to clinical ML but can guide further discussions on its ethical 
dimension.

First, in her Autonomy and Trust in Bioethics, O’Neill highlights that factually, 
transparency does not simply beget trust. To do so, she extensively discusses trust in 
the so-called “risk society” [54], referring to the work of the German sociologist 
Ulrich Beck [60]. From a sociological perspective, risk societies are characterized 
by increased public fears and anxieties about hidden risks of increasingly complex 
social and technological practices. Frequently, these “focus particularly on hazards 
introduced (or supposedly introduced) by high-tech medicine” [54]. Importantly 
though, risk societies are not necessarily characterized by factually increased risks 
in all areas of society.5 In fact, risk societies are often wealthier, healthier, and less 
secretive than their historical precursors. Still, due to a changed perception of risks, 
people in these societies tend to be more reluctant to placing trust. The medical 
domain provides a particular striking example for such erosion of trust. In the 
United States, public trust in the medical profession declined sharply from 73% 

5 Of course, this is not to deny the grave risks created by modern societies in specific areas, e.g., 
newly introduced environmental risks [60].
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reported in 1966 to 34% in 2012 [61]. Yet, provisions to increase transparency and 
foster the autonomous and informed decision-making of patients have undoubtedly 
greatly increased since the 1960s, when paternalist doctor–patient relationships 
were still the norm.6 How may one explain such observations, undermining a sup-
posed close link between transparency and trust? One tentative explanation could be 
that if people are generally distrustful of technological advances, transparency may 
have limited influence on such a societal phenomenon since people may still remain 
distrustful against any transparently disclosed information. O’Neill calls such a 
public mood, potentially diminishing the impact of transparency of trust, a “culture 
of suspicion” [51]. In an imaginary society of trust though, things may be just the 
opposite. Due to higher generalized trust, people may be more prone to placing trust 
in transparently disclosed information about medical technologies. In other words, 
we find the paradox that effective disclosure, which could increase a procedure’s 
trustworthiness, seemingly presupposes trust.7

In her Reith Lectures, O’Neill discusses this entangled relation in more detail. In 
line with Meijer’s previously discussed arguments about modern transparency being 
computer-mediated, also for O’Neill, transparency constitutes the “new ideal of the 
information age.” [51] In political contexts, increasing transparency often seems 
coextensive with improving structures of accountability, supposedly fostering trust 
in public and professional institutions. However, accountability does not aim at 
establishing relations of trust but rather at minimizing risks, ideally improving a 
trustee’s trustworthiness.8 However, mere transparency in the sense of “putting con-
tent in the public domain” [37] may not increase trustworthiness, if it does not aim 
at increasing the truster’s knowledge, e.g., because it is accessible but incomprehen-
sible. Thus, while increased transparency may often have beneficial effects, it is too 
little for establishing a trustee’s trustworthiness [37]. At the same time, focusing 
solely on transparency runs danger of marginalizing other, more basic obligations 
[35]. In particular, O’Neill argues, these comprise the true enemy of trust, which is 
neither secrecy nor a lack of information, but willful deception. In fact, such decep-
tion can come in the very guise of supposed transparency, namely when agents hide 
behind a rallying cry of transparency to engage in information dumping, burying 
future trusters under a heap of unsorted or misleading data, confusing the addressee, 
and obscuring the actually crucial information. Of course, this is not to say that 
some forms of transparency may not render a process trustworthy. Full and transpar-
ent disclosure of information can, in some instances and particularly after previous 
cases of deception, improve the trustworthiness of agents and institutions. Yet, 
O’Neill argues, an obsession with transparency can also undermine trust: like plants, 
trust does not flourish when constantly uprooted [54].

6 It may be worth recalling here that the principlist framework by Beauchamp and Childress, stress-
ing respect for autonomy as a fundamental principle of medical practice, was only published 
in 1979.
7 Annette Baier has made a similar point, stressing that “trust [is] a response to perceived trustwor-
thiness, […] but it is equally true that trustworthiness is, to some degree, a response to trust” [62].
8 Of course, this is not to say that trust is a mere matter of risk calculation.
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In Rethinking Informed Consent in Bioethics, O’Neill and Manson provide a 
practical demonstration of these considerations and show how effective disclosure 
requires trust, with specific regard to informed consent. Following Willard Van 
Orman Quine’s distinction of referential transparency and opacity, they stress that 
informed consent is referentially opaque [63]. Their general idea is that if A con-
sents to B doing p, she does thereby not consent to q, even if the propositions q and 
p are logically equivalent. Drawing on an example from Ruth Faden and Tom 
Beauchamp [64], O’Neill and Manson highlight that a person may consent to taking 
lysergic acid diethylamide as part of a study. Yet, the same person would possibly 
not consent to the very same procedure if she was asked to take LSD—even though, 
of course, the two are identical. On a more applied level, this abstract debate finds 
its expression in the requirements of valid informed consent, which entails that the 
patient or research subject actually understands the proposition to which she con-
sents. Researchers or physicians asking for consent hence need to consider the level 
of knowledge and the beliefs of the consenters, who in turn may place their trust in 
them that the information provided is correct, comprehensive, and adequately 
understandable. In other words, mere transparency is not sufficient since effective 
transference of information requires taking into account the audience’s needs and 
interests to make sure that the information and its implications are properly under-
stood. To stay with the example, putting LSD’s technical name in a consent sheet 
instead of providing the commonly known abbreviation could thus very well amount 
to willful deception—as could the mere publication of an incomprehensible source 
code for a medical ML application.

14.6  Trust and Transparency of Applied ML 
for Neuroimaging

If O’Neill is right and trust is required for effective communication, it will prove 
impossible to avoid. Certainly, this holds true within medicine, inherently shaped by 
unknown and unknowable risks. Accordingly, many authors have addressed issues 
of trust in the medical domain in past years and both interpersonal and public trust 
have received plenty of attention from medical ethicists [54, 65]. For example, Gille 
et al. have a model of public trust in medicine which draws on Habermas’ Theory of 
Communicative Action and acknowledges the centrality of trust as a necessary con-
dition between communicating parties [66]. However, the necessity of trust goes far 
beyond communication and constitutes a necessity of everyday life, or as Luhmann 
put it: “a complete absence of trust would prevent [one] even from getting up in the 
morning” [56].

It should hence not come as a surprise if new advances in medical ML, whether 
for diagnostic, therapeutic, or prognostic purposes, will require trust for their suc-
cessful implementation. In fact, trust seems necessary for the acceptance of 
ML-assisted decision-making not only by patients, but also by physicians, nurses, 
and other health care professionals. However, as this chapter aimed to show, mere 
transparency cannot guarantee trustworthiness. So what could this mean practically 
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if applications of ML drawing on neuroimaging data gain ground? As a first step, 
acknowledging that mere unidirectional disclosure is not a remedy for all potential 
problems may create space to make more fundamental notions central. Making the 
source code publicly available is certainly commendable in research contexts, but in 
itself too little to render a program trustworthy for patients and physicians. Secondly, 
this opening would need to be filled by principles that are more substantial. In her 
most recent book, O’Neill sketches such an alternative model which she calls “intel-
ligent openness”:

Scientific communication […] requires not mere transparency, but ‘intelligent openness’ 
that ensures that communication is in principle accessible, intelligible and assessable for all 
others, so fully open to their check and challenge [23].

The recent EU guidelines for trustworthy AI seem to provide a step in this direc-
tion, as they link transparency explicitly to communication. With specific regard to 
medical ML, programs developed to be understandable by patients and physicians 
may be much better suited to build (on) trusting relationships, as they aim at suc-
cessful communication. For example, so-called Influence Style Explanations, which 
estimate the impact of distinct inputs on a given output, already in use for non-
medical recommender systems, could be implemented for applications of medical 
ML as well [14]. In clinical contexts, this could, e.g., take the form of a weighted 
list of parameters taken into account for a program’s suggestion. In neuroimaging, 
understandable ML programs could further provide visualizations, which have long 
been a focus for examining and explaining ML [67]. Such applications could, e.g., 
highlight visual aspects in the data taken to be salient, such as newly acquired white 
matter lesions for MS progress reports.

Two twists need to be noted in discussions of medical ML for neuroimaging. 
First, a debate regarding the transparency of ML may stress that already the input 
itself, i.e., neuroimaging visualizations, should not be considered belief-transparent, 
mechanically objective representations of the outward world. Given the underlying 
complex interactions between humans and machines, most imaging modalities can-
not be ascribed the same epistemic value as photographs. As Adina Roskies has 
noted with regard to fMRI:

We do not ‘see through’ the visual properties of neuroimages to the visual properties of 
their subjects; we do not understand the causal and counterfactual relationships between the 
images and the data they represent to the same extent that we understand them with photog-
raphy [68].

Reconsidering transparency of ML applications may hence inadvertently revital-
ize existing discourses about the epistemic status of neuroimaging modalities and 
draw further attention to the training required for their proper understanding [69]. 
Second, as Stephen John has argued with regard to science communication and 
climate change, expectations of transparency have become so engrained in our soci-
etal discourses that transparency can be seen as a fundamental principle of a “folk 
philosophy of science” [70]. Hence, while transparency may in fact not beget trust, 
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an open denial of transparency could damage trust by breaking (arguably unrealis-
tic) expectations. Again, a stronger focus on a more intelligent form of openness 
oriented towards communication may offer a way out of this dilemma by providing 
a related, yet more substantial rallying cry.

Doubting the primacy of transparency will certainly prove challenging. The 
German-Korean philosopher Byung-Chul Han, a long-standing critic of the “trans-
parency society,” has warned against possible resistance: “The imperative of trans-
parency is suspicious of everything that does not submit to visibility” [1, 2]. Still, 
such change of focus may be vital to increasing public trust in clinically applied 
ML. As Annette Baier has noted, “trust comes in webs, not in single strands” [50]. 
Weaving such webs anew to accommodate for new medical technologies thus seems 
to pose a particular challenge—but one worth pursuing.
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Abstract

This chapter aims at taking stock of technological advances in artificial intelli-
gence (AI) and neurotechnology and looks at the security and military implica-
tions of these technologies in light of their current capabilities. AI and 
neurotechnology hold a great transformative potential due to their ability to read, 
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modify, simulate and amplify human cognition in a variety of domains and in 
response to a variety of cognitive and analytical tasks. Furthermore, both tech-
nologies are rapidly proliferating outside traditional supervised settings (e.g. the 
clinics and academic research) onto multiple and unsupervised domains, a phe-
nomenon that can be labelled “horizontal proliferation”. Among these domains, 
their co- optation into the military sector and subsequent weaponization are of 
particular concern from an international security perspective. For each techno-
logical category, five security-relevant issues are discussed: data bias and 
accountability, manipulation, social control, weaponization and democratization 
of access. We argue that, in light of their disruptive potential and rapid prolifera-
tion, both neurotechnology and artificial intelligence urge global governance 
responses that deal with their accessibility, their proliferation, their dual-use 
nature including how easily these technologies can be repurposed and obviously 
the ethics and values that should accompany the development and use of these 
technologies. These responses should be inclusive and comprise all the different 
stakeholders (governments, private sector, scientific community, civil society 
and tech companies) and be very versatile as these technologies and applications 
evolve rapidly.

15.1  Introduction

Cognition is a major driver of complex information processing, knowledge acquisi-
tion and adaptive behaviour in both biological organisms and artificial systems. In 
the last century, parallel advances in the mapping and functional understanding of 
the human brain, on the one hand, and the processing of information in artificial 
systems (e.g. computers), on the other hand, have led to the development of a vari-
ety of technologies that assist, augment or simulate human cognitive processes or 
that can be used to achieve cognitive aims. These technologies, sometimes referred 
to using the umbrella term “cognitive technology” [1, 2], can be classified into two 
main categories: (a) technologies that monitor, assist or enhance cognitive processes 
in biological organisms—human beings included—and (b) technologies that simu-
late (aspects of) natural cognitive processes through artificial systems. The first cat-
egory, commonly referred to as neurotechnology, encompasses devices that interface 
biological nervous systems to monitor, assist or enhance the cognitive processes 
executed by those systems. The second category, commonly referred to as artificial 
intelligence (AI) (or cognitive computing), encompasses systems and devices that 
artificially simulate cognitive functions typically executed by biological nervous 
systems—especially human brains—such as learning, planning, reasoning and per-
ceiving the environment. In the last decade, these two domains have increasingly 
converged due to a twofold trend. First, artificially intelligent features have increas-
ingly been embedded in neurotechnologies in order to better extract, classify and 
decode neural signals. Second, following trends such as neuromorphic artificial 
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intelligence, artificial cognitive systems have been inspired by the study of biologi-
cal neural systems.

Due to their disruptive potential, both families of cognitive technology raise 
security concerns, especially due to potential military implications. These implica-
tions are associated with three shared characteristics of both types of cognitive tech-
nology, namely: (a) proliferation outside supervised research domains, (b) 
re-purposing for military aims and (c) highly transformative, even disruptive, poten-
tial. Physicist Stephen Hawking famously said a few months before he passed 
away that,

success in creating effective AI could be the biggest event in the history of our civilization, 
or the worst. We just don’t know. So we cannot know if we will be infinitely helped by AI, 
or ignored by it and sidelined or conceivably destroyed by it (quoted in [3]).

In recent years, similar predictions have been made by other prominent figures 
such as philosopher Nick Bostrom and entrepreneur Elon Musk, who both raised 
the prospects that technologies related to AI might turn bad. Similarly, lieutenant 
colonel of the United States Air Force Brian E. Moore has predicted that neurotech-
nology, especially brain-computer interfacing, “has the potential to revolutionize 
military dominance much the same way nuclear weapons have done” [4]. A fierce 
debate pitting proponents and adversaries of cognitive technology ensued. Though 
this debate is very often characterized by exaggerations, hyperboles or even fear-
mongering statements about the either utopian or dystopian consequences of AI and 
neurotechnology, it has the merit to raise public awareness about the security impli-
cations of these emerging technologies.

This chapter aims at taking stock of technological advances in artificial intelli-
gence and neurotechnology and looks at the security and military implications of 
these technologies in light of their current capabilities. For each technological cat-
egory, five security-relevant issues are discussed: data bias and accountability, 
manipulation, social control, weaponization and democratization of access.

15.2  The Security Implications of Artificial Intelligence

There is no universally agreed upon definition of artificial intelligence. As noted by 
the group of researchers at the University of Helsinki, AI is a scientific discipline, 
meaning that AI is a “collection of concepts, problems and methods for solving 
them” [5]. Nonetheless, the definition provided by the independent high-level expert 
group on artificial intelligence of the European Commission is a good starting point. 
Thus, artificial intelligence systems are

“software (and possibly also hardware) systems designed by humans that, given a complex 
goal, act in the physical or digital dimension by perceiving their environment through data 
acquisition, interpreting the collected structured or unstructured data, reasoning on the 
knowledge, or processing the information, derived from this data and deciding the best 
action(s) to take to achieve the given goal. AI systems can either use symbolic rules or learn 
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a numeric model, and they can also adapt their behaviour by analysing how the environment 
is affected by their previous actions” [6].

Artificial intelligence methods enable “machines to learn from experience, adjust 
to new inputs and perform human-like tasks” [7]. Nowadays, it is hard to come 
across artificial intelligence without encountering the words “machine learning” 
(ML) which is a subset of AI. Essentially, ML refers to the development of algo-
rithms which progressively improve performance on a specific task by making and 
testing predictions on data without being explicitly programmed. ML provides com-
puters with the ability to use data to teach themselves, instead of via humans who 
program the machine.

There are two different “types” or categories of AI, known as “narrow” or “weak” 
AI and “general” or “strong” AI [8]. The distinction here is between machines that 
can perform and outperform humans in one specific task, and machines that might 
be able to adapt to any tasks. Today we are good, and getting better, at “narrow” AI, 
but are still decades away from creating machines which can perform the wide array 
of human-like tasks of “general” AI. In a recent survey of AI experts, the median 
timeframe predicted for the achievement of artificial general intelligence (AGI) is 
45 years from now [9]. If, and once AGI is reached some posit that then AI shall be 
very rapidly developed into superintelligence surpassing any human intelligence 
[10]. In this chapter, we are considering current state of AI, that is narrow AI. Narrow 
AI pulls information from one specific dataset; it is programmed to perform a single 
task and does not perform outside of that single task which it was designed to per-
form. Algorithms relying on narrow AI include those used by Google Translate, 
spam-filtering systems, facial recognition technology and algorithms designed to 
learn and play video games, for instance.

The past few years have seen major progress in the development of AI. This is 
not only due to the vast improvement of the algorithms and techniques used, such as 
deep learning or machine learning, but also due to the incredible computer capacity 
that is now available and the vast amount of data that can be used to train the algo-
rithms better than ever before. Thus, Google Deepmind, through its Alpha-class 
algorithms, achieved superhuman capabilities at the games of chess, shogi and Go, 
competed at the same level as the best players of the video game Starcraft II and 
won a global competition based on folding proteins [11–13]. Another algorithm, 
Libratus, developed by Carnegie Mellon University, defeated the best Texas Hold 
‘Em Poker players in January 2017 [14]. In February 2019, the most advanced 
Natural Language processing (NLP) algorithm was developed by Open AI, a lead-
ing AI research organization based in San Francisco. NLP is a subcategory of artifi-
cial intelligence which focuses on training computers to understand and process 
human language. This is a particularly difficult strand of AI, as computers do not 
have the same intuitive understanding of human languages; computers cannot “read 
between the lines” and understand implied meaning. The Open AI algorithm was 
trained to predict the next word, given all the previous words within a text [15]. The 
result has been the ability to generate lengthy text samples of unprecedented quality 
based on an input [16].
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The transformative nature of AI offers fantastic prospects for improving human 
life in every domain. Thus, algorithms have surpassed humans at image recognition, 
which has had positive implications in the medical imagery domain, for instance. 
Algorithms are now much better at reading MRI, scans or X-rays than doctors are, 
therefore also reducing the risk of mistakes [17]. However, this technology also 
entails potential risks related to their misuse or malevolent use. The following sec-
tions will deal with the issues of data bias and accountability, manipulation espe-
cially for political purposes, social control, military applications and democratization 
of access.

15.3  Data Bias and Accountability

As AI is highly dependent on the data that it is fed with, biased data will lead to 
biased results. An experiment at Massachusetts Institute of Technology (MIT) 
which fed an algorithm with data only depicting crime scenes and death, led the 
algorithm to interpret any picture as death-related. The researchers called this algo-
rithm “Norman”, the world’s first psychopath AI [18]. This experiment convinc-
ingly demonstrates the crucial importance of the quality of data required to train 
algorithms and the consequent inherent problem of biases in artificial intelligence.

When applied to real-world problems, the use of such technology, not being 
entirely aware of real-world subtleties, can entail moral and ethical problems. This 
is true, for example, for the criminal justice system. In 2016, ProPublica released an 
investigation into a machine learning system used by some courts in the USA [19]. 
The system was used to predict which individuals would be more susceptible to 
commit another crime after their release. It was observed that a system originally 
intended to operate free of human bias, only perpetuated this bias on a wider scale 
[20]. Indeed, as it was fed with historical criminal data from a criminal justice sys-
tem that is historically biased against African American individuals, the system 
rated black individuals more negatively than white individuals to the point that the 
predictive algorithm was twice as likely to incorrectly classify black defendants as 
being at a higher risk than whites. In this sense, the results represented an automa-
tion of bias. We can see here a clear ethical conundrum. This led the major American 
tech companies to regroup in the consortium “Partnership on AI” to speak out 
against the use of algorithms for jailing people [21].

Furthermore, the results yielded by an AI powered algorithm are by definition 
not transparent and explainable. This is called the black-box problem of AI [22]. 
Because of its complex mathematical and probabilistic operations, the accountabil-
ity of the machine learning process is very difficult to guarantee. Indeed, once fed 
with certain inputs, it is very complex to understand how the algorithm goes about 
producing the outputs. This impedes the understanding of “why” an algorithm has 
come to a certain conclusion. If AI is to have an increasingly influential role in the 
world and control greater parts of our lives, it is essential that they are accountable 
because people and society will want to know “why” algorithms make certain deci-
sions that determine access to loans, recommend a medical treatment, or identify 
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national security threats. Being unable to answer these questions might reduce the 
overall trust in these systems and therefore hinder their adoption [23].

15.4  Manipulations

The 2016 US presidential election can be seen as a turning point in the history of 
political manipulation. A private company named “Cambridge Analytic” was 
involved in a disinformation campaign to sway political vote in favour of Republican 
candidate Donald Trump. Cambridge Analytica did this by targeting voters based on 
their personal data generated on social media and other digital platforms [24].

Now picture the same process with an incredibly accurate AI, capable of auto-
mating the creation of fake and targeted content and flooding the web so that every-
body could potentially receive personalized advertising and information that only 
reinforce held beliefs. This would raise enormous ethical and political concerns as 
it would undermine democratic processes by enabling malicious actors to stir politi-
cal debate and dilute the truth.

The development of generative adversarial networks (GANs)—which are algo-
rithms pitting neural networks against each other—has made it possible to manipu-
late data to a level unseen before, notably through deepfake which is a technique 
that superimposes images and videos onto other source images or videos. Deepfake 
pornography surfaced on the internet in 2017 and in January 2018, a desktop appli-
cation called FakeApp was launched. Similarly, voice mimicking software such as 
Lyrebird or Baidu’s Deep Voice can “clone” anyone’s voice. The Chinese tech giant 
application only needs 3.7 s of audio of a voice to reproduce it [25]. The combina-
tion of voice and image forgery will make any piece of media on the internet suspi-
cious. Such applications have democratized the ability to create perfect visual and 
audio manipulations [26]. This is often referred to as the “end of truth” or the end of 
“seeing is believing”, which Henry Kissinger has identified as leading to the “end of 
the Enlightenment era” [27]. Building such algorithms without security in mind, 
and without thinking about the possible repercussions on society carries enor-
mous risk.

15.5  Social Control and Discrimination

As mentioned earlier, algorithms have surpassed humans at image recognition, 
which means that AI is much better at identifying visual patterns, including for 
facial recognition. Some governments have seen the benefits of such technologies 
and use it to increase the surveillance of their citizens. China has gone the furthest 
in this field. AI-enabled technologies have allowed Beijing to create an advanced 
surveillance system by awarding Chinese citizens a social score based on their 
online and offline behaviour. As Rickli stated previously,
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“the Chinese government has implemented a surveillance system based on the gamification 
of obedience through big data and artificial intelligence. It relies on punitive and reward 
measures that influence the way its citizen should behave (quoted in [28])”.

Beyond this, the Chinese government is also using facial recognition algorithms 
to identify one specific ethnic group, the Uighurs, for law enforcement purposes. 
The Uighurs are a minority of 11 million, mostly located in the western region of 
Xinjiang. China is mainly populated by the Han ethnic group. The Chinese police 
has used “facial recognition technologies to target Uighurs in wealthy eastern cities 
like Hangzhou and Wenzhou and across the coastal province of Fujian” and it is 
spreading to more than 16 different provinces and regions across China [29]. In one 
city, law enforcement authorities ran such a system more than 500,000 times within 
the course of a month in 2019 to screen whether residents were Uighurs. The pur-
pose of this technology is to monitor and track this ethnic group, which the Chinese 
government accuses of ethnic violence and terrorist attacks.

Ethnic profiling is a dangerous development in facial recognition technologies 
and AI more generally that is very appealing to authoritarian regimes. Chinese AI 
surveillance technologies are now also being exported to other states such as 
Zimbabwe, Singapore, Malaysia or Mongolia [29].

15.6  Military Applications of AI

The military domain is not immune to developments in AI. With artificial intelli-
gence, the new tactic of swarming will become possible in the physical domain. 
Swarming relies on overwhelming and saturating the adversary’s defence system by 
synchronizing a series of simultaneous and concentrated attacks [30]. In October 
2016, the US Department of Defense conducted an experiment that saw 103 Perdrix 
micro drones autonomously deal with four different objectives. Meanwhile, the 
world record for swarming drones was broken by a Chinese company, EHang, in 
May 2018 with an AI-assisted swarm of 1374 drones flying over the City wall of 
Xi’An and then by the US company Intel in July 2018 with 2018 drones [31, 32]. 
Swarming tactics are potentially disruptive because they combine firepower, mass 
and speed.

These factors combined with the specific capabilities of artificial narrow intelli-
gence systems means that defence is rapidly becoming costlier and less effective 
than offence, shifting the dynamics of security towards pre-emption [33].

The development of lethal autonomous weapons systems (LAWS) in particular 
will likely have a destabilizing impact on strategic stability in the future [34]. Since 
WWII, strategic stability has been guaranteed by the supremacy of the defensive, 
especially due to the sheer destructive power of the second-strike retaliatory capa-
bilities of nuclear weapons. If the applications of swarming tactics make second-
strike retaliatory capabilities an illusion because of the offensive advantage provided 
by swarming, it will follow that deterrence will be replaced by pre- emption. These 
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changes in strategy are very likely to create an unstable international configuration 
that encourages escalation and arms races [35].

So far, international law prohibits the use of military force except in cases of self- 
defence and if the UN Security Council allows it under Chap. 7 of the UN Charter. 
If the offensive has the advantage, the only way to protect yourself is by attacking 
first. Pre-emption is therefore in direct contradiction to the spirit of the UN Charter 
and its application is a violation of Art 2(4) of the Charter. As Rickli argues, this 
new international system that stems from the militarisation of AI will be much more 
unstable and prone to conflicts and will make pre-emption the strategy of choice to 
deal with adversaries [36].

Moreover, the growing use of autonomy in weapon systems allows the poten-
tial development of weapons that will be fully autonomous. These weapons will 
be able to move independently through their environment to arbitrary locations, 
select and fire upon targets in their environment and create and/or modify its 
goals, incorporating observation of its environment and communication with 
other agents [37]. Such weapons will accelerate a trend in the development of 
warfare in the twenty-first century, which entails that state and non-state actors 
increasingly rely on both human and technological surrogates to fight on their 
behalf [38]. Such developments favour international instability because it reduces 
the threshold to use force as well as a drastic reduction in the accountability of 
the use of force.

15.7  Security Implications of Democratization of Access

A key characteristic of emerging technologies is the rapid decrease in the cost of 
access [39]. In the case of AI, the drop in the cost of the technology is due to the 
growth of the processing power of CPUs and the creation of larger data sets. 
Furthermore, the digital nature of AI systems—and the fact that AI algorithms are 
often public or even open-source—allows them to be distributed and scaled rap-
idly [40].

As a result of these cost shifts, lower barriers to entry incentivize new actors to 
use this technology. From a security perspective, the automation of tasks mean that 
individuals will potentially become more dangerous as they may have access to 
technologies with disruptive impacts. As greater numbers of actors invest in 
AI-driven tactics, higher rates of experimentation and innovation will result in the 
emergence and proliferation of new threats and tactics [41].

The falling costs and the accessibility to AI particularly empowers individuals, 
small groups, criminal enterprises and other non-state actors [42]. This is very vis-
ible in the cyber domain, where the acquisition of new cyber capabilities is cheap 
and the marginal cost of additional production—adding a target—is close to zero 
[43]. Equally, in the physical domain, AI-enabled commercial products can easily 
be repurposed for surveillance purposes or to attack targets [40]. Although not AI, 
ISIS mounted high-definition cameras under drones to improve intelligence and 
acquire situational awareness during their combat operations. They also used drones 
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to drop 40 mm grenades on Iraqi positions, allegedly killing up to 30 Iraqi soldiers 
per week during the battle of Mosul in 2017 [44]. This demonstrates how agile ter-
rorist organizations are in using commercial technologies to support their goals. AI 
will probably not be an exception to the rule in that once algorithms have been 
developed they are either easily accessible once they are released into databases 
(e.g. Tensorflow) or can be deducted from adversarial black-box attacks. The next 
section looks at the security implications of neurotechnology.

15.8  The Security Implications of Neurotechnology

Neurotechnology can be defined as “devices and procedures that are used to access, 
monitor, investigate, assess, manipulate and emulate the structure and function of 
neural systems” [45, 46]. While AI systems emulate or simulate functional aspects 
of the (human) brain, neurotechnologies are designed to record, monitor, function-
ally understand and modulate processes in the (human) brain. Neurotechnologies 
stricto-sensu include non-invasive medical imaging technologies such as magnetic 
resonance imaging (MRI) and near-infrared spectroscopy (NIRS), electrode-based 
electrophysiological monitoring (EEG), non-invasive neuromodulation techniques 
such as transcranial magnetic stimulation (TMS) or transcranial electric stimulation 
(tES), sensory neuroprosthetics such as visual or auditory prostheses as well as 
invasive neurostimulation techniques involving implant neurosurgery such as deep 
brain stimulation (DBS). Broader definitions of neurotechnology also encompass 
computational simulations of neural functions and neuromorphic engineering.

Neurotechnology originated in the clinical domain as an array of tools and tech-
niques aimed at monitoring, modulating, restoring or enhancing neural structures or 
functions. Furthermore, neurotechnology plays a critical role in research and is a 
major enabler of discovery and translational neuroscience. Advances in neurotech-
nology are necessary requirements for achieving the grand challenges of contempo-
rary neuroscience, namely: (a) reliably measuring neuronal activity, (b) mapping 
neuronal activity onto a reliable and highly detailed anatomical and functional atlas 
of the brain and (c) making sense of the brain by mining large volumes of brain data 
through reliable and high-velocity analytic techniques [47]. Meeting these three 
scientific challenges, in turn, is essential to the development of preventative, diag-
nostic, therapeutic or assistive solutions that might reduce the burden of neurologi-
cal disorders and improve the lives of millions of patients.

In recent years, advances in neuroengineering and pervasive computing, com-
bined with increased extra-clinical interest in the potential of neurotechnology, have 
propelled neurotechnologies from the exclusive clinical and biomedical domains 
onto a broad variety of commercial [48], educational [49] and military applications. 
Consumer-grade neurotechnologies include several non-invasive neurodevices such 
as neuromodulatory devices based on transcranial direct current stimulation (tDCS) 
or transcranial magnetic stimulation (TMS), brain–computer interfaces (BCIs) for 
self-neuromonitoring and device control, and an associated ecosystem of both pro-
prietary and open-source software (including mobile applications).
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The proliferation of neurotechnology outside clinics and research domains raises 
security implications. The reason is threefold. First, the domain of consumer neuro-
technologies is, to date, largely unregulated. While clinical neurotechnologies are 
subject to medical device regulation and stricter privacy rules for the processing of 
health data, consumer neurotechnologies are currently being developed in an unde-
fined legal territory, and existing regulatory oversight has been deemed “insuffi-
cient” by experts [48, 50]. The absence of adequate oversight mechanisms and 
unambiguous regulation increases the chances that security breaches might emerge 
[51], some of which reportedly already have [52]. Furthermore, unlike clinical and 
research applications, consumer neurotechnologies are not typically used in a medi-
cally supervised environment and are not subject to continuous safety monitoring 
by researchers. This increases the chances that the technology might be misused 
either by the users themselves or by third parties. Finally, the proliferation of unsu-
pervised neurotechnology applications causes a proliferation of actors involved in 
the handling of neurodevices and derived brain data. Today, the categories of actors 
involved in the development and use of neurotechnology do not exclusively com-
prise neuroscientists, neuroengineers and neurological patients. Consumer neuro-
technology applications have opened the gates of neurotechnology use to the general 
population, including healthy individuals. Furthermore, following sociotechnical 
trends such as do-it-yourself (DIY) neurotechnology and biohacking, neurotech-
nologies are increasingly being developed and experimented with by non- 
professional scientists. These trends are causing both a proliferation of actors and a 
fragmentation of oversight measures, with a consequent increase in security risks.

To comprehensively map the dual-use landscape of neurotechnology, it should 
be noted that the extra-clinical proliferation of neurotechnology is not limited to the 
civilian domain, but also extends to the military sector. In the last decade, several 
neurotechnologies have gained ground as experimental applications among govern-
mental national security agencies such as the Defense Advanced Research Projects 
Agency (DARPA), a research agency of the United States Department of Defense. 
Military uses of neurotechnology include experimental applications for brain-based 
intercept-proof communication, remote device control (e.g. brain-controlled 
unmanned aerial vehicles), warfighter enhancement and post-traumatic treatment of 
veterans. This process of permeation of neurotechnology in the state military sector 
has been termed “weaponization of neuroscience” [53], even though authors have 
argued that neurotechnology has been “a toll of war from the start” [54]. For exam-
ple, Howell has observed that the origin of clinical neurology is intertwined with the 
American civil war and that the birth of modern neuroscience was highly dependent 
on research conducted with military research institutions such as the Walter Reed 
Army Institute of Research (ivi). Finally, misuse of neurotechnology by malign 
non-state actors has also been indicated as a primary source of risk for international 
security [52, 55].
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15.9  Data Bias, Agency and Accountability

As the functioning of neurotechnology, especially BCI, is highly dependent on data, 
data quality and data protection measures are paramount to ensure safety and secu-
rity. Biases in datasets, poor data quality and corrupted data can all negatively affect 
the functioning of neurotechnologies and lead to suboptimal or even harmful out-
comes. Furthermore, experts have argued that algorithmic biases, such as those 
affecting datasets used to feed AI applications, could become embedded in neural 
devices [56]. The reason for this stems from the fact that most neurotechnologies 
rely on machine learning and other AI techniques to decode brain signals and trans-
late them into utilizable output. Consequently, biases contained in the datasets used 
to train those algorithms are likely to be transferred or even amplified during the 
process. This risk is exacerbated in the context of neurotechnologies used by vulner-
able user groups such as children, patients with neurological disorders or socially 
marginalized individuals.

The increasing use of machine learning and, more generally, of artificial intelli-
gence to optimize BCI functions also has implications for the notion of action and 
responsibility. For example, Klaming and Haselager [57] have hypothesized that 
when BCI control is partly dependent on intelligent algorithmic components, it may 
become difficult to discern whether the resulting behavioural output was actually 
executed by the user. This difficulty introduces a principle of indetermination into the 
cognitive process that starts from the conception of an action (or intention) to its 
execution, with consequent uncertainty in attributing responsibility to the author of 
such action. This principle of indetermination could call into question the notion of 
individual responsibility, with obvious consequences of a criminal and insurance 
nature. More broadly, it could also jeopardize the entire concept of legal liability 
because liability is predicated upon the state of a legal person of being legally respon-
sible. If the intelligent components embedded in the BCI override the human user’s 
volition or simply make any discrete attribution of responsibility indeterminable, this 
would represent a fundamental transformation of both the civil and criminal law 
systems as they both rely on the establishment of liability to make actors responsible 
or answerable in law. Moreover, the principle of indetermination could generate a 
sense of estrangement in the user, whose ethical relevance is all the greater if he/she 
is a vulnerable individual such as a neurological patient. In addition, there is a pos-
sibility that the centrality of these intelligent components in the functioning of the 
BCI may affect the user’s subjective experience, and thus their personal identity [58]. 
This hypothesis has recently obtained a preliminary empirical confirmation in a qual-
itative study about the personal experience of DBS patients [59].

15.10  Manipulations

Unlike disembodied AIs, manipulation risks associated with neurotechnology 
involve the modification of underlying neurobiological functioning for the obtain-
ment of emotional, cognitive or behavioural aims. An example is research on 
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neurotechnology for selective memory manipulation. Nabavi and colleagues used 
an optogenetics technique to erase and subsequently restore selected memories by 
applying a stimulus via optical laser that selectively strengthens or weakens synap-
tic connections [60]. As noted by Ienca and Andorno [61], the future sophistication 
and misuse of these techniques by malevolent actors may generate unprecedented 
opportunities for mental manipulation and brain-washing [61]. In particular, it has 
been observed that neurostimulation may have an impact on the psychological con-
tinuity of the person, i.e. the crucial requirement of personal identity consisting in 
experiencing oneself as persisting through time as the same person [57]. 
Consequently, by using neurostimulation it is possible, in principle, to manipulate 
the psychology of a person in manners that might affect that person’s identity. It has 
been reported, for example, that invasive BCIs, such as DBS, may lead to behav-
ioural changes such as increased impulsivity and aggressiveness [62], different taste 
in music [63] or changes in sexual behaviour [64]. Such induced behavioural 
changes might be of potential interest for state and non-state actors.

More subtle forms of manipulation based on non-invasive neurotechnology have 
also been discussed in the literature. An example is unconscious neural advertising 
via neuromarketing. Neuromarketing allows the use of techniques such as embed-
ding subliminal stimuli with the purpose of eliciting responses (e.g. preferring item 
A instead of B) that people cannot consciously register. This has raised criticism 
among consumer advocate organizations, such as the Center for Digital Democracy, 
which have warned against neuromarketing’s potentially manipulative application. 
Jeff Chester, the executive director of the organization, has claimed that “though 
there has not historically been regulation on adult advertising due to adults having 
defense mechanisms to discern what is true and untrue”, it should be regulated “if 
the advertising is now purposely designed to bypass those rational defenses” [65].

15.11  Social Control and Discrimination

Neuromonitoring technology is vulnerable to the risk of being co-opted for surveil-
lance and social control. The South China Morning Post has reported, for example, 
that in China state-backed neuroheadsets for EEG-based neuromonitoring are being 
deployed to detect changes in emotional states in three categories of individuals: 
public employees on the production line, the military and conductors of high-speed 
trains on the Beijing-Shanghai rail line [66]. Compelled use of neuromonitoring 
technology has raised concerns in terms of cognitive liberty and mental privacy. 
Authors have argued that every individual should be free to decide whether to use a 
certain neurotechnology application or refuse to do so, hence that coercive use 
should be prohibited [61]. Furthermore, the informational richness of brain data and 
their localization under the threshold of conscious control make it difficult for neu-
rotechnology users to consciously segregate the information they want to seclude 
from what they want to share. Therefore, there is a risk that neuromonitoring activi-
ties might cause privacy breaches into a person’s psychological life, hence resulting 
in violations of mental privacy. Mental privacy breaches can lead to discrimination 
in a twofold manner: either as a result of bias contained in the datasets or as the 
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purposive extraction from brain recordings of predictive information about health 
status and behaviour. For example, neural signatures of Alzheimer’s disease or risk- 
taking behaviour can be used to discriminate individuals in manners that range from 
job termination to increased insurance premiums.

15.12  Military Applications of Neurotechnology

According to Tennison and Moreno, military applications of neurotechnology fall 
into three main categories: brain-computer interfaces (BCIs), neurotechnologies for 
warfighter enhancement, and neurotechnological systems for deception detection 
and interrogation [67]. The first category encompasses systems that establish a 
direct connection channel between the human brain and an external computer 
device, bypassing the peripheral nervous and muscular system. Military uses of 
BCIs include the acquisition of neural information gathered from warfighters’ 
brains to adaptively modify their equipment and the development of threat warning 
systems that convert subconscious, neurological responses to danger into con-
sciously available information [68]. Some authors refer to “disruptive BCIs” when 
they are planned to be used in an offensive manner, especially in a military setting 
such as the degradation and/or reading of enemy cognitive, sensory, motor neural 
activity [69]. These BCIs could be used, in the future, for torture or interrogation 
purposes, raising particular ethical questions.

Warfighter enhancement applications include various forms of transcranial elec-
tric stimulation technology such as transcranial direct current stimulation (tDCS) 
for selective cognitive enhancement in targeted brain areas. Finally, the deception 
detection domain encompasses devices such as the so-called “brain-fingerprints” 
capable of accessing concealed information in response to a stimulus. While these 
applications, especially those based on functional magnetic resonance (fMRI) and 
electroencephalography (EEG), hold great potential for medical diagnostics, they 
can be used as surveillance and interrogation tools for national security purposes. 
Unlike more rudimental interrogation technologies such as polygraph-based lie 
detection (based on the recording of extra-cranial physiological indices such as 
pulse and skin conductivity), brain-based lie detection technologies associate the 
truth-values of an uttered sentence or a mental state with specific patterns of brain 
activity.

The rise of network-centric warfare, a networked form of warfare relying on digi-
tal technologies, has increased the prevalence of hacking as a real threat to the capac-
ity of armed forces to conduct operations. This concern can be extended to BCIs in 
ways which can be even more unsettling as we are speaking of hacking the cognitive, 
emotional and life-support functions of humans. This risk opens the prospect of 
“malicious brain-hacking”, namely the “possibility of co-opting brain- computer 
interfaces and other neural engineering devices with the purpose of accessing or 
manipulating neural information from the brain of users” [52]. The ability to pene-
trate human brains through BCI will in fact add a new dimension to physical and 
cyber security and warfare in the future. This could, in the distant future, potentially 
lead to weapons that could “capture minds” (for example, via selective memory 
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manipulation, coercive neurostimulation or brain-to-brain control) with consequent 
implications not only for biosecurity [70], but also for human rights [61]. Artificial 
intelligence approaches such as deep learning have already been successfully used 
for neural control purposes in animal models involving monkeys [71].

15.13  Security Implications of Democratization of Access

As a consequence of decreasing hardware costs, improvements in sensorics and the 
increasing feasibility of developing portable EEG, functional near-infrared spec-
troscopy (fNIRS), transcranial electrical stimulation (tES) and transcranial mag-
netic stimulation (TMS) based neurotechnologies, the neurotechnology spectrum is 
not restricted to clinical and research applications, but includes a wide variety of 
direct-to-consumer systems [48]. This consumer neurotechnology trend is deter-
mining a proliferation and democratization of actors involved in the utilization of 
neurotechnologies. For instance, commercially available EEG-based consumer 
neurotechnologies start at about €120, hence making them affordable for many indi-
viduals globally [72]. Another sociotechnical trend known as do-it-yourself (DIY) 
neurotechnology has empowered non-professional individuals (often self- 
proclaimed biohackers) to self-assemble neurotechnology devices for personal use, 
most frequently via transcranial electrical stimulation for self-improvement pur-
poses. Furthermore, as DTC neurotechnologies are typically utilized in absence of 
medical or other professional supervision, this proliferation also implies a reduced 
ability of authorities to monitor who is using neurotechnologies, how they are being 
used and for which purposes. Democratizing cognitive technology, neurotechnol-
ogy in particular, is a laudable and to-be-pursued ethical goal [2] because it favours 
fair access and the just distribution of the societal benefits of this technology. 
Furthermore, it minimizes the risk that advantaged individuals, organized groups or 
states could achieve disproportionate control over the technology and use it for per-
sonal gain, surveillance or social control purposes at the expense of the majority of 
the population. At the same time, however, the proliferation of actors and the 
increased opacity of neurotechnology uses increase the statistical probability that 
these technologies might be used by malevolent actors for non-benign purposes. In 
light of these trends, authors have highlighted the urgent need for more agile, adap-
tive and systemic oversight mechanisms, neurosecurity standards, global gover-
nance frameworks and ethically aligned design via responsible innovation [2, 48, 
50, 55, 70, 73].

15.14  Conclusion

This article has illustrated that the two families of cognitive technology, namely 
artificial intelligence and neurotechnology, are not only converging in terms of 
development and applicability, but also raising parallel security implications. In 
fact, both technologies hold great transformative potential due to their ability to 
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read, modify and amplify human cognition in a variety of domains and in response 
to a variety of cognitive and analytical tasks. Furthermore, both neurotechnology 
and artificial intelligence are rapidly proliferating outside of traditional supervised 
settings (e.g. clinics and academic research) onto multiple and unsupervised 
domains, a phenomenon that can be labelled “horizontal proliferation”. Among 
these domains, their co-optation into the military sector and subsequent weaponiza-
tion are of particular concern from an international security perspective. Similarly, 
as it is the case with artificial intelligence, proliferation also happens vertically, 
from state to non-state actors and individuals and vice versa. This is because of the 
dual-use nature of these technologies. Thus, it is extremely difficult to monitor and 
control the way they are used and, more importantly, misused. Indeed, with the ease 
of proliferation, one cannot exclude that these technologies will be used for malevo-
lent purposes. This can already be observed with AI and deepfakes used to pur-
posely modify satellite pictures, for instance [74].

In light of their disruptive potential and rapid proliferation, both neurotechnol-
ogy and artificial intelligence urge global governance responses that deal with their 
accessibility, their proliferation, their dual-use nature including how easily these 
technologies can be repurposed and obviously, the ethics and values that should 
accompany the development and use of these technologies. These responses should 
be inclusive and comprise all the different stakeholders (governments, private sec-
tor, scientific community, civil society and tech companies) and be very versatile in 
that these technologies and applications evolve rapidly.
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Abstract

Artificial intelligence coupled with digitally connected technologies are becom-
ing more self-evident. These developments indicate an increasing symbiosis 
between human and machine, referring to a new phase of interaction—symbiotic 
intelligence. In this vein, the human-centred development of technologies is 
becoming more and more important. The detection of user’s mental states, such 
as cognitive processes, emotional or affective reactions, offers great potential for 
the development of intelligent and interactive machines. Neurophysiological sig-
nals provide the basis to estimate many facets of subtle mental user states, like 
attention, affect, cognitive workload and many more. This has led to extensive 
progress in brain-based interactions—Brain-Computer Interfaces (BCIs). While 
most BCI research aims at designing assistive, supportive or restorative systems 
for severely disabled persons, the current discussion focuses on neuroadaptive 
control paradigms using BCIs as a strategy to make technologies more human- 
centred and also usable for non-medical applications. The primary goal of our 
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neuroadaptive technology research agenda is to consistently align the increasing 
intelligence and autonomy of machines with the needs and abilities of the 
human—a human-centred neuroadaptive technology research roadmap. Due to 
its far-reaching social implications, our research and developments do not only 
face technological but also social challenges. If neuroadaptive technologies are 
applied in non-medical areas, they must be consistently oriented to the needs and 
ethical values of the users and society.

16.1  The Rise of Artificial Intelligence: Technologies 
for the Interaction Between Human and Machine

Digitally connected systems, techniques and methods of artificial intelligence (AI) 
and machine learning (ML) are changing our world. Humans develop such tech-
nologies in order to satisfy intentions, thereby anticipating our needs and thus mak-
ing life easier. Computers trade our shares, we have cars that park themselves, and 
flying is almost completely automated. Virtually every area has benefited from the 
tremendous progress in digitization and AI, from military to the medical field and 
manufacturing. These progresses not only gradually transform the way we are inter-
acting with technological products and services, but also differently influences our 
sensorimotor and cognitive capacities and skills. Osiurak et al. [1] summarizes these 
gradual technological developments over time into three levels that describe human- 
technology interaction with physical (affordance design), sophisticated (automation 
and interface design) and symbiotic (embodied and cognitive design) technologies. 
In the future, we will experience a massive influence on people’s everyday lives and 
working environment: the interaction with digital products and connected machines, 
technologies and services is becoming more self-evident and a core competence of 
the future requiring new modes of interaction and cognitive abilities. Future trends, 
like voice, gesture or thought operated technologies indicate an increasing symbio-
sis of human and technology, referring to a new phase of interaction called symbi-
otic intelligence [1]. The authors claim that the sophisticated technology of the 
future will ultimately become more and more unconscious to humans in order to 
maybe become one with them—the goal is the intuitive handling of technology in 
order to minimize the interaction effort with technical products.

Historically, the development and use of tools is strongly related to human evolu-
tion and intelligence. With the rise of AI and digitally connected products, we have 
access to an enormous variety of data and information. This enables us to develop 
interfaces that support us in how we think, what we know, how we decide and act. 
This transformation can be summarized under the concept of cognitive enhance-
ment or cognitive augmentation [2]. It describes a very broad spectrum of tech-
niques and approaches, such as performance-enhancing drugs, medical implants 
and prostheses and human-computer interfaces, which lead to improved abilities 
and may probably transcend our existing cognitive boundaries. Nevertheless, the 
increasing integration of technology in our everyday life and working environments 

M. Vukelić



217

entails new challenges and potential for conflicts. Often, humans with their indi-
vidual preferences, skills and needs find themselves overlooked in the development 
of future technology. The resulting solutions, while technologically advanced, may 
nevertheless offer limited gains in terms of the productivity, creativity, and health of 
the users in question.

16.2  Embodied and Situated Minds: How We Use, Act 
and Think with Technology

If smart and adaptive technologies that support or even expand our cognitive abili-
ties are the future, then it is essential to consider an optimal design so that such 
technologies are geared to the user’s needs and contribute to a human-centred, effi-
cient and accepted technology.

The human-centred development of technologies and interfaces for the interac-
tion between human and machines is becoming more and more important. In order 
to achieve increased productivity with a concurrent contribution to the subjective 
well-being of employees, digital equipment needs to be seamlessly and intuitively 
integrated in everyday working life [3]. Intelligent systems should support the user 
rather than hamper the interaction due to its inherent complexity. Instead of creating 
frustration, the system should motivate the user by providing a positive user experi-
ence during the interaction [4]. Positive user experiences in daily human- technology 
interactions are extremely important for both the individual person and the organi-
zation: from the human factors point of view, positive user experiences contribute to 
the subjective perception of competence, have a positive effect on mental health and 
consequently lead to motivated action, increased productivity and job satisfaction, 
which are important factors for the enterprise [5–7].

Research from the cognitive neurosciences on embodied intelligence shows that 
intelligence cannot be assigned purely to brain functions without regarding the 
human in its situated surroundings. Thus, intelligent behaviour and decision- making 
develop primarily from the interaction between brain, body and environment [8]. 
We use our entire environment, including integrated technologies, as an extended 
mind or memory storage [9], for example to facilitate knowledge retrieval and to 
reduce the cognitive demands of a task. Familiar technical aids include our fingers 
for counting, GPS devices for navigation, or the use of the internet for knowledge 
retrieval. We use such technical aids to either simplify or surrender tasks completely. 
Hence, we are permanently engaged in what can be called cognitive offloading [10].

16.3  Connecting Brain and Machine: 
Brain-Computer Interfaces

From a technological perspective, computers and machines are increasingly capa-
ble of learning, communicating and making decisions. Thus, the interaction 
between humans and technology gains additional dynamics. Speech or gesture 
and mimic recognition are increasingly replacing former input devices such as a 
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mouse and keyboard. There is steady progress in the development of measure-
ment techniques, sensor technologies and miniaturization of techniques for 
recording neurophysiological activity coupled with advanced signal processing, 
statistics and machine learning. Based on these developments, we gathered a tre-
mendous understanding of cognitive functions and emotional processes underly-
ing human behaviour, decision- making and social interactions over the last 
decades. Thus, brain and physiological signals allow us to derive many facets of 
subtle mental user states, like attention, affect, movement intention, cognitive 
workload and many more. One key invention for researching brain-based interac-
tions between humans and machines is called Brain-Computer Interfaces (BCIs) 
[11, 12]. The BCI is currently the most direct form of an interface for the interac-
tion between a user and a technical system.

16.4  Measurement Technologies and Applications 
of Brain-Computer Interfaces

The backbone of BCIs is technology for the real-time recording of neurophysiologi-
cal activity that can be divided into invasive and non-invasive measurement tech-
niques. Invasive recording techniques require brain surgery to implant electrodes 
directly into the brain. These recordings are further subdivided into brain-surface 
electrodes, like e.g. electrocorticography (ECoG) and brain-penetrating microelec-
trodes (for a comprehensive overview, see Thakor [13]). Non-invasive recordings 
for BCIs are subdivided into (a) portable measurement techniques, like electroen-
cephalography (EEG) and functional near-infrared spectroscopy (fNIRS) and (b) 
stationary systems like magnetoencephalography (MEG) and functional magnetic 
resonance imaging (fMRI). EEG and MEG allow measuring the electromagnetic 
activity of multiple cortical neurons directly by recording voltage fluctuations via 
electrodes on the scalp (EEG) or by using very sensitive superconducting sensors 
(so-called SQUIDs, superconducting quantum interference device in MEG) [14, 
15]. Both fMRI and fNIRS measure neuronal activity indirectly. These techniques 
record metabolic processes related to neuronal activity by capturing hemodynamic 
changes in the blood flow. Hence, they enable the precise localization of the activa-
tion and deactivation of certain brain regions [16, 17].

Since its beginnings in the 1970s [18], BCI research focussed primarily on clini-
cal and medical applications. The main purpose was to provide users that have 
physical or perceptual limitations with a communication tool or to allow them to 
control a technical device, for example for locked-in or stroke patients. In such 
applications, certain mental states that the user voluntarily generated are decoded 
while circumventing any muscular activity [19–24]. BCIs enable the development 
of assistive and restorative technologies to control wheelchairs [25], orthoses [26–
28], prostheses [29], service robots [30] and web-applications [31]. Besides active 
control for users with motor impairments, BCIs are also applicable for neurofeed-
back training, for example to treat patients with psychiatric disorders such as depres-
sion, schizophrenia or attentional deficits [32–36]. Advances in these fields have led 
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to a boost in mobile technologies and sophisticated machine-learning algorithms 
that can be further exploited for monitoring healthy users and laying the basis for 
non-medical applications of BCIs [11, 12, 37, 38].

16.5  Neuroadaptive Technology and Its Potential for Future 
Human-Computer Interaction Applications

In our everyday life, technical systems are becoming more and more prominent and 
serve the purpose of supporting us in our daily routines. Interactive machines and 
adaptive systems obtain information from the user’s interaction behaviour [39] 
through integrated sensors (e.g. smartphones) or environmental sensors (e.g. cam-
eras) [40–42]. Such intelligent systems are summarized under the term context- 
aware systems [43, 44]. Context-aware systems are able to adapt the interaction 
based on the current context information (including information about the purpose 
of use, objective to be achieved, and tasks), thus making machines sensitive to phys-
ical environments, locations and situations. Examples range from very simple adap-
tations such as screen brightness to the current time of day and ambient lighting; 
lane-keeping and distance assistants in (autonomous) vehicles; and cooperating 
industrial robots and service robots for domestic use for the elderly.

However, the user with her individual preferences, skills and abilities receives 
less attention. In order to provide an optimal interaction between user and adaptive 
and autonomous technologies, it is important to take not only environmental and 
contextual conditions, but also the current user state (with her preferences and inten-
tions) into account appropriately. Thus, machines need an understanding of the user, 
information about the user that goes beyond the bare necessities for controlling the 
machine. Therefore, it is a major prerequisite that technology reacts sensitively and 
promptly to its users, to create a collaborative and assistive interaction. Over the last 
years, the use of machine-learning algorithms for computational user modelling has 
increased substantially [45–47]. The basic idea is that computational user models 
represent more fine-graded aspects of the user, such as skills, preferences and cogni-
tive abilities, as well as contextual changes such as selective attention, working 
memory load and the current emotional state and mood. It allows system adaptation 
to complex situations without inflexible dependence on predetermined programs 
[48, 49] and provides the basis for a symbiotic interaction between user and machine 
to collaborate and cooperate in making collective decisions.

For a long time, clinical and medical applications have been the primary goals of 
BCI research. In classical approaches, active control-based BCIs consider decoding 
brain activity to map it to commands that can drive an application that is running on a 
computer or a device. Examples for assistive or restorative BCIs are the P300 speller 
[50] that uses an event-related potential correlating with attentional resources, menu 
selection and exoskeleton control using Steady-State-Visual-Evoked-Potential 
(SSVEP) paradigms that are natural responses to visual stimuli at specific frequencies 
[51, 52], or binary selection through motor imagery paradigms that are produced by 
voluntarily modulating certain oscillatory sensorimotor rhythms [20, 26–28].
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The introduction of passive BCIs [53] as a new concept coupled with new mobile 
and deployable sensor technologies for EEG and fNIRS [54–56] and advanced sig-
nal processing and machine-learning algorithms [37, 38, 57–60] for artefact correc-
tion and classification of cognitive and emotional states makes BCIs ready for 
non-clinical usage [11, 12, 61–63]. In classical BCIs, the machine-learning algo-
rithms that are used focus mainly on the number of bits transmitted per minute and 
the successful classification rates of extracted brain patterns. In the passive BCI 
concept, the bit transmission rate is not the primary interest, but rather to focus on 
augmenting human-computer interaction. Hence, users do not need to carry out any 
mental actions actively to produce brain patterns that are translated to computer 
action. To the contrary, the passive BCI concept is envisioned as a continuous brain- 
monitoring process that is used to stratify the user according to his/her cognitive or 
emotional state. This provides the basis for extended computational user models in 
a human-machine control loop. Furthermore, this loop requires a precise knowledge 
of the psychological processes and corresponding neurophysiological correlates on 
which the adaptive computer system depends. Open-loop EEG or fNIRS-based pas-
sive BCIs to monitor psychological processes such as user engagement, user inten-
tion, selective attention, emotional engagement and workload in students, drivers, 
pilots or air traffic controllers have already been introduced [64–73]. Affective reac-
tions such as valence and arousal are another source of user information that can 
serve as possible input to adaptive computer systems [61–63, 74, 75]. In a closed- 
loop human-computer interaction paradigm, this information enriches a user model 
to enable not only a concrete command, but also an adequate system adaptation to 
the user’s preferences, skills and abilities. With the help of sophisticated signal pro-
cessing and machine-learning techniques, neurophysiological signals can be inter-
preted in the sense of a continuous representation of the user’s condition and provide 
information about psychological processes such as cognition, emotion and motiva-
tion. In a control loop, the estimated user model serves as an input variable in order 
to optimally support the goal of user interaction and certain user needs by intelligent 
system adaptation.

The developments in brain-based interactions enable the design of a neuroadap-
tive system loop [61–63, 76–78]. These loops are currently being discussed as a 
strategy to make adaptive and autonomous technologies more user-oriented and 
augment human-computer interaction. Possible future neuroadaptive applications, 
among others, are for example:

 – Intelligent vehicles that dynamically adapt the level of automation of the driving 
task to the current intention, attentional or workload level of the driver [67, 79–82].

 – Interactive e-learning programs that adapt speed and difficulty to the cognitive 
abilities of the user [73, 83].

 – Neurofeedback-based interfaces to promote subjective well-being by training 
concentration and relaxation [84].

 – Personalized internet applications that capture affective user reaction to adapt 
their content, presentation and interaction mechanisms to individual needs and 
preferences [61–63].
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 – Collaborative robots that react sensitively to user intentions, emotions and atten-
tional levels [85–88].

There are two main benefits of implicit user interaction via a neuroadaptive con-
trol loop for personalized system applications. (1) Complementarity: There is no 
interference with other activities in the interaction cycle. The neuroadaptive control 
loop expands the communication between human and machine and thereby contrib-
utes to the self-learning process of the system towards individual user abilities, 
skills and preferences. (2) Assistance for automation: The neuroadaptive system 
can help to increase the situation-awareness of the user towards automated system 
behaviour. A transparent system behaviour develops by considering implicit user 
reactions during longer periods of interaction. Consequently, the user is expected to 
experience feelings of control over and trust in the automated system. Future 
research will reveal the extent to which these expectations are correct.

The increasing research interest in the still very young field of neuroadaptive 
technologies can also be observed at human factor engineering1 and affective com-
puting2 conferences and newly emerging, popular conferences such as neuroergo-
nomics3 and neuroadaptive technology.4 Innovation-friendly companies, e.g. from 
the automobile industry, already use brain and physiological methods for their con-
sumer research. Furthermore, technology companies from Silicon Valley, like 
Facebook5 or Elon Musk—founded NeuraLink6—invest in research on invasive 
closed-loop neuroadaptive technologies.

Although the use and advantages of neuroadaptive interaction are indisputable, 
there are still some major gaps and challenges to overcome before they can be 
applied outside of lab conditions. (1) Understanding brain functions out of the lab: 
There is still a significant lack of basic knowledge on human brain functions in 
complex real-world situations where individuals perform activities in natural envi-
ronments and social contexts. In such environments, signal analysis and machine- 
learning interpretation is still very challenging. Robust algorithms to deal with 
real-world artefacts that strongly exceed the signals of interest are still needed. (2) 
Integration of context information: Neurophysiological signals cannot be 
interpreted in isolation, but must be analysed and classified in a given context of 
application. While context is controlled and known in the lab, real-life applications 
require the combination of context information to adapt technical systems to user 
states and social situations under real-world conditions.

1 https://www.ahfe2019.org/, accessed 29th July 2019.
2 http://acii-conf.org/2019/, accessed 29th July 2019.
3 http://www.biomed.drexel.edu/neuroergonomics/, accessed 29th July 2019.
4 http://neuroadaptive.org/conference, accessed 29th July 2019.
5 https://www.scientificamerican.com/article/facebook-launches-moon-shot-effort-to-decode-
speech-direct-from-the-brain/, accessed 29th July 2019.
6 https://www.wsj.com/articles/elon-musk-launches-neuralink-to-connect-brains-with-comput-
ers-1490642652, accessed 29th July 2019.
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Consequently, considerable research effort is needed to realize closed-loop solu-
tions based on brain signals robust enough to deal with the high complexity of real- 
life applications [11, 12, 89].

The primary goal of a future neuroadaptive technology research agenda is to 
consistently align the increasing intelligence and autonomy of technical assistive 
systems with the emotional needs and cognitive abilities of the human—a 
human- centred neuroadaptive technology research roadmap. By their individual 
adaptability, neuroadaptive technologies contribute significantly to a human-
centred, efficient and acceptable technology. The applied research in this field 
and the possible transfer into real-life applications requires a strong transdisci-
plinary research agenda. Due to its far-reaching social implications, research and 
developments does not only have to face technological, but also social chal-
lenges, like including questions about cognitive liberty, mental privacy, mental 
integrity and psychological integrity. In addition to computer science and neuro-
science, the integration of further disciplines is needed, such as positive psychol-
ogy that aims to foster human flourishing and well-being by researching positive 
emotions and its influences during human- technology interaction as well as eth-
ics and social sciences. If neuroadaptive technologies are applied in non-medical 
areas, they must be consistently oriented to the needs and ethical values of the 
users and society.
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