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Preface

This volume contains papers accepted at the 22nd International Conference on
Asia-Pacific Digital Libraries (ICADL 2020; https://icadl.net/icadl2020/). Due to the
COVID-19 pandemic, the conference was organized as a virtual meeting which took
place during November 30 – December 1, 2020. The ICADL conference series brings
together researchers and practitioners in various aspects of research and practice in
digital libraries. This year, the conference ran under the theme “Digital Libraries at
Times of Massive Societal Transition – Collaborating and Connecting Community
during Global Change.”

ICADL 2020 was organized in collaboration with the Asia-Pacific Chapter of
iSchools (AP-iSchools), as both groups share common research interests and goals.
Other than the focus in broad applications of digital libraries and the development of
library and information science communities, there are emerging research areas that
would benefit from intra-disciplinary and inter-disciplinary exchanges between schol-
ars and practitioners. For instance, research areas such as digital humanities, open
science, and social informatics which originated from digital library research continued
to evolve and develop through the conference. ICADL 2020 being held during the
COVID-19 pandemic also holds special meaning as societies experience upheavals in
work, culture, health services, politics, education, and economy. These circumstances
require even more innovations in our digital information environments, and the con-
ference functioned as a forum for the exchange and development of important ideas to
address these needs.

A plenary panel titled “New Mode of Academic Environment and Activities
Enhanced by Knowledge, Information and Data in the Digital Sphere” was organized,
which saw the participation of the Program Committee (PC) chairs (Emi Ishita, Natalie
Pang, and Lihong Zhou), Chern Li Liew (Victoria University of Wellington, New
Zealand), and Min Song (Yonsei University, South Korea) – all active and younger
members of the digital libraries and iSchools communities representing five different
institutions. Moderated by conference chair Adam Jatowt (Kyoto University, Japan),
the panelists discussed the developments of emerging research areas such as digital
humanities and data science, as well as COVID-19 experiences at their respective
institutions.

Other than the plenary panel, a doctoral consortium was also organized in collab-
oration with the Asia-Pacific Chapter of iSchools (AP-iSchools) and the Asia Library
Information Research Group (ALIRG). Co-chaired by Songphan Choemprayon
(Chulalongkorn University, Thailand), Youngseek Kim (Sungkyunkwan University,
South Korea), and Chei-Sian Lee (Nanyang Technological University, Singapore), the
consortium brought together doctoral students to provide opportunities for them to
connect with each other as well as to seek advice from experienced scholars on their
research.

https://icadl.net/icadl2020/


In response to the conference call, 79 papers were submitted to the conference and
each paper was reviewed by at least three PC members. Based on the reviews and
recommendations from the PC, 10 long papers, 15 short papers, 4 practitioners’ papers,
and 10 work-in-progress papers were selected and included in the proceedings. Col-
lectively, the submissions came from 20 countries – contributing to the diversity of
ICADL 2020.

The success of ICADL 2020 was the result of teamwork from many individuals. We
would like to thank the PC members for their effort and time spent on reviewing
submitted contributions, Adam Jatowt and Atsuyuki Morishima (conference chairs),
Shigeo Sugimoto (panel chair), Songphan Choemprayon, Youngseek Kim, and
Chei-Sian Lee (doctoral consortium chairs), Ricardo Campos, Songphan
Choemprayong, Chei-Sian Lee, Jiang Li, Akira Maeda, Hao-Ren Ke, Min Song, and
Sueyeon Syn (publicity chairs), and Shun-Hong Sie, Thalhath Rehumath Nishad,
Karuna Yampray, Di Wang, and Nadeesha Wijerathna (web and media chairs).

Finally, we would like to thank all authors, presenters, and participants of the
conference. We hope that you enjoyed the conference proceedings.

November 2020 Emi Ishita
Natalie Lee San Pang

Lihong Zhou

vi Preface
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Improving Scholarly Knowledge
Representation: Evaluating BERT-Based

Models for Scientific Relation
Classification

Ming Jiang1(B), Jennifer D’Souza2 , Sören Auer2 ,
and J. Stephen Downie1

1 University of Illinois at Urbana-Champaign, Champaign, USA
{mjiang17,jdownie}@illinois.edu

2 TIB Leibniz Information Centre for Science and Technology and L3S Research
Center at Leibniz University of Hannover, Hanover, Germany

{jennifer.dsouza,auer}@tib.eu

Abstract. With the rapid growth of research publications, there is
a vast amount of scholarly knowledge that needs to be organized in
digital libraries. To deal with this challenge, techniques relying on
knowledge-graph structures are being advocated. Within such graph-
based pipelines, inferring relation types between related scientific con-
cepts is a crucial step. Recently, advanced techniques relying on language
models pre-trained on large corpora have been popularly explored for
automatic relation classification. Despite the remarkable contributions
that have been made, many of these methods were evaluated under dif-
ferent scenarios, which limits their comparability. To address this short-
coming, we present a thorough empirical evaluation of eight Bert-based
classification models by focusing on two key factors: 1) Bert model vari-
ants, and 2) classification strategies. Experiments on three corpora show
that domain-specific pre-training corpus benefits the Bert-based classi-
fication model to identify the type of scientific relations. Although the
strategy of predicting a single relation each time achieves a higher classi-
fication accuracy than the strategy of identifying multiple relation types
simultaneously in general, the latter strategy demonstrates a more con-
sistent performance in the corpus with either a large or small number
of annotations. Our study aims to offer recommendations to the stake-
holders of digital libraries for selecting the appropriate technique to build
knowledge-graph-based systems for enhanced scholarly information orga-
nization.

Keywords: Digital library · Information extraction · Scholarly text
mining · Semantic relation classification · Knowledge graphs · Neural
machine learning
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1 Introduction

Today scientific endeavors are facing an increasing publication deluge, which
results in the rapid growth of document-based scholarly publications in digital
libraries. While abundant resources of scholarly information have been provided
in digital libraries, it is still challenging for researchers to obtain comprehen-
sive, fine-grained and context-sensitive scholarly knowledge for their research—a
problem that is more acute in multi-disciplinary research [12]. According to
[3,4], current keyword-based methods for indexing scholarly articles may not be
able to cover all aspects of knowledge involved in each article. Further, single
keyword searches on scholarly articles fail to consider the semantic associations
among the units of scholarly information. Thus, for better scholarly knowledge
organization in digital libraries, some initiatives [12,24] advocate for building an
interlinked and semantically rich knowledge graph structure combining human
curation with machine learning.

The key to building a knowledge graph from a scholarly article is the identifi-
cation of relations between scientific terms in the article. In the natural language
processing (NLP) community, within the context of human annotations on the
abstracts of scholarly articles [5,9], seven relation types between scientific terms
have been studied. They are Hyponym-Of, Part-Of, Usage, Compare, Con-

junction, Feature-Of, and Result. The annotations are in the form of gener-
alized relation triples: 〈experiment〉 Compare 〈another experiment〉; 〈method〉
Usage 〈data〉; 〈method〉 Usage 〈research task〉. Since human language exhibits
the paraphrasing phenomenon, identifying each specific relationship between sci-
entific concepts is impractical. In the framework of an automated pipeline for
generating knowledge graphs over massive volumes of scholarly records, the task
of classifying scientific relations (i.e., identify the appropriate relation type for
each related concept pair from a set of predefined relations) is therefore indis-
pensable.

In this age of the “deep learning tsunami”, many studies have developed
neural network models to improve the construction of automated scientific rela-
tion (SR) classification systems [17]. With the recent introduction of language
pre-training techniques such as the Bert [8] models, the opportunity to obtain
boosted machine learning systems is further accentuated. While prior work [6,23]
has demonstrated high classifier performances, the evaluation of these studies
were mainly conducted under a single scenario, e.g. the testing data is from a
single resource. This leads to difficulty in obtaining comparable results and con-
clusive insights about the robustness of the classifiers in real-world practice. For
example, in the context of academic digital libraries, it is very difficult to select
the appropriate technique to improve their knowledge organization services using
the findings of the prior evaluations as their underlying data differ in content,
scale and diversity.

To help to fill in the aforementioned gap, we conducted an set of empiri-
cal evaluations of selected pre-trained Bert-based models for SR classification.
In particular, we implemented and analyzed eight Bert-based classification
models by exploring the impact of two key factors: 1) classification strategies
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(i.e., predicting either a single relation or multiple relations at one time); and
2) Bert model variants with respect to the domain and vocabulary case of
the pre-training corpus. To further explore the potential influence of data set-
tings, we assess the performance of each model on three corpora including: 1)
a single-domain corpus with sparse relation annotations on scholarly publica-
tion abstracts in the NLP area [9]; 2) a multiple-domain corpus covering more
abundant relations annotated on the publication abstracts from various artificial
intelligence (AI) conference proceedings [15]; and 3) the combination of previous
two corpora where the distribution of data domains are unbalanced and anno-
tations are provided by two different groups of annotators. The motivation in
building this corpus is to simulate the real data settings in digital libraries. Our
ultimate goal is to help the stakeholders in digital libraries select the optimal
tool to implement knowledge-based scientific information flows.

In summary, we address the following research questions in this paper:

RQ1: What is the impact of the eight classifiers on scientific relation classifi-
cation?
RQ2: Which of the seven relation types studied are easy or challenging for
classification?
RQ3: What is the practical relevance of the seven relation types in a scholarly
knowledge graph?

2 Related Work

Relations Mined from Scientific Publications. Overall, knowledge is orga-
nized in digital libraries based on the following three aspects of the digital col-
lections: 1) metadata, 2) free-form content, and 3) ontologized content [11,21].
In this context, the main categories of relations explored in scholarly publica-
tions can be divided into two groups. One group includes metadata relations
such as authorship, co-authorship, and citations [20,22]. Research in this group
mainly focuses on examining the social dimension of scholarly communication,
such as co-author prediction [20] and scholarly community analysis [22]. The
second group includes semantic relations, either as free-form semantic content
classes [13,14] or as ontologized classes [18,19]. In the framework of automatic
systems, content relations have been examined in terms of: 1) relation identifi-
cation (i.e., recognize related scientific term pairs) [9,13], and 2) relation classi-
fication (i.e., determine the relation type of each term pair, where the relation
types are typically pre-defined) [6,15,23]. With respect to ontologized relation
classes, prior work primarily considers the conceptual hierarchy based on formal
concept analysis [18,19].

We attempt the task of classifying semantic relations that were created from
free-form text. Given that digital libraries are interested in the creation of linked
data [10], our attempted task directly facilitates the creation of scholarly knowl-
edge graphs and offers structured data to support librarians in generating linked
data.
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Techniques Developed for Relation Classification. Both rule-based [1] and
learning-based [7,25] methods have been developed for relation classification.
Traditionally, learning-based systems relied on hand-crafted semantic and/or
syntactic features [1,7]. In recent years, deep learning techniques have been pop-
ularly studied because they can more effectively learn latent feature representa-
tions for discriminating between relations. An attention-based bidirectional long
short-term memory network (BiLSTM) [25] was one of the first top-performing
systems that leveraged neural attention mechanisms to capture important infor-
mation per sentence for relation classification. Another advanced system [16]
leveraged a dynamic span graph framework based on BiLSTMs to simultane-
ously extract terms and infer their pairwise relations. Aside from these neural
methods considering the word sequence order, transformer-based models such
as Bert [8] that use self-attention mechanisms to quantify the semantic asso-
ciation of each word to its context have become the current state-of-the-art in
relation classification. In addition to the generic Bert models trained on books
and Wikipedia, recently, Beltagy et al. [6] have developed SciBert, which are
Bert models trained on scholarly publications.

Table 1. Overview of corpus statistics (also is accessible at https://www.orkg.org/
orkg/comparison/R38012). ‘Total’ and ‘%’ columns show the number and percentage
of instances annotated with the corresponding relation over all abstracts, respectively.

Id Relation SemEval18 SciERC Combined

Total % Total % Total %

1 Usage: a scientific entity that is used for/by/on another
scientific entity. E.g. MT system is applied to Japanese

658 42.13% 2,437 52.43% 3,095 49.84%

2 Feature-Of: An entity is a characteristic or abstract model of
another entity. E.g. computational complexity of unification

392 25.10% 264 5.68% 656 10.56%

3 Conjunction: Entities that are related in a lexical conjunction
i.e., with ‘and’ ‘or’. E.g. videos from Google Video and a NatGeo
documentary

− − 582 12.52% 582 9.37%

4 Part-Of: scientific entities that are in a part-whole relationship.
E.g. describing the processing of utterances in a discourse

304 19.46% 269 5.79% 573 9.23%

5 Result: An entity affects or yields a result. E.g. With only 12
training speakers for SI recognition, we achieved a 7.5% word
error rate

92 5.89% 454 9.77% 546 8.79%

6 Hyponym-Of: An entity whose semantic field is included within
that of another entity. E.g. Image matching is a problem in
Computer Vision

− − 409 8.80% 409 6.59%

7 Compare: An entity is compared to another entity. E.g.
conversation transcripts have features that differ significantly
from neat texts

116 7.43% 233 5.01% 349 5.62%

Overall 1,562 100% 4,648 100% 6,210 100%

With respect to the classification strategy, the single-relation-at-a-time clas-
sification (SRC) that identifies the relation type for an entity pair each time are
regularly adopted in prior work [6,16,25]. To improve the classification efficiency,
Want et al. [23] designed a Bert-based classifier that could recognize multiple

https://www.orkg.org/orkg/comparison/R38012
https://www.orkg.org/orkg/comparison/R38012
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pairwise relationships at one time, which can be regarded as a multiple-relations-
at-a-time classification (MRC). Differing from prior work that emphasizes clas-
sification improvement, we focus on providing a fine-grained analysis of existing
resources for selecting the proper tool to extract and organize scientific informa-
tion in digital libraries.

3 Corpus

In this study, we select two publicly available datasets [9,15] that contain schol-
arly abstracts with manual annotation of scientific terms and their semantic rela-
tions. Additionally, we combine these two datasets as a third new dataset, which
offers a more realistic evaluation setting since it provides a larger, more diverse
task representation. Table 1 shows the overall corpus statistics. The details of
each corpus is provided as follows:

C1: The SemEval18 Corpus. This corpus was created for the seventh Shared
Task organized at SemEval-2018 [9]. It comprised 500 abstracts of scholarly
publications that are available in the ACL Anthology. Of these abstracts, 350
were partitioned as training data and the remaining 150 as testing data. Orig-
inally, annotations in this corpus contained six discrete semantic relations that
were defined to capture the predominant information content. Since the relation
Topic has far fewer annotations than other type of relations, for our evaluation,
we omit this relation type and consider the following five relation types: Usage,
Result, Model, Part Whole, and Comparison.

C2: The SciERC Corpus. Our second evaluation corpus [15] also contains
500 manually annotated abstracts of scholarly articles with their scientific terms
and their pairwise relations. Unlike the SemEval18 corpus, the SciERC corpus
represents diverse underlying data domains where the abstracts were taken from
12 artificial intelligence (AI) conference/workshop proceedings in five research
areas: artificial intelligence, natural language processing, speech, machine learn-
ing, and computer vision. These abstracts were annotated for the following seven
relations: Compare, Part-of, Conjunction, Evaluate-for, Feature-of,
Used-for, and Hyponym-Of. Similar to C1, this corpus was pre-partioned
by the corpus creators. They adopted a 350/50/100 train/development/testing
dataset split. Comparing C2 with C1, we found that there are five relations,
excepting Conjunction and Hyponym-Of, in C2 that are semantically iden-
tical to the relations annotated in C1.

C3: The Combined Corpus. Finally, this evaluation corpus was created by
merging C1 and C2. In the merging process, we renamed some relations that
are semantically identical but have different labels. First, Used-For in C2 and
Usage in C1 were unified as Usage. Further, by observing relation annotations
in C1 and C2, we found that Result in C1 and Evaluate-For in C2 essen-
tially express a similar meaning but the arguments of these two relations were
in reverse order. For example, “[accuracy] for [semantic classification]” is labeled
as “accuracy” → Evaluate-For → “semantic classification” in C2, which can
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be regarded as “semantic classification” → Result → “accuracy”. Therefore,
we renamed all instances annotated with relation Evaluate-For in corpus C2
into Result by flipping their argument order. By combining 1000 abstracts with
human annotations from two resources, our third evaluation corpus presents a
comparatively more realistic evaluation scenario of large and heterogeneous data.

4 Bert-Based Scientific Relation Classifiers

Bert (i.e., Bidirectional Encoder Representations from Transformers) [8], as
a pre-trained language representation built on cutting-edge neural technology,
provides NLP practitioners with high-quality language features from text data
simply out-of-the-box that improves performance on many NLP tasks. These
models return contextualized word embeddings that can be directly employed
as features for downstream tasks. Further, with minimal task-specific extensions
over the core Bert architecture, the embeddings can be relatively inexpensively
fine-tuned to the task at hand, in turn facilitating even greater boosts in task
performance.

In this study, we employ Bert embeddings and fine-tune them with two
classification strategies: 1) single-relation-at-a-time classification (SRC); and 2)
multiple-relation-at-a-time classification (MRC). In the remainder of the section,
we first describe the Bert models that we employ and then introduce our fine-
tuned SRC and MRC classifiers, respectively.

4.1 Pre-trained Bert Variants

Bert models as pre-trained language representations are available in several
variants depending on model configuration parameters and on the underlying
training data. While there are over 16 types, in this work we select the following
four core variants.

BERTBASE1 The first two models we use are in the category of the pre-trained
BertBASE. They were pre-trained on billions of words from text data comprising
the BooksCorpus (800M words) [26] and English Wikipedia (2,500M words). Our
selected two models are: 1) a cased model (where the case of the underlying words
were preserved when training BertBASE), and 2) an uncased model (where the
underlying words were all lowercased when training BertBASE).

SCIBERT2 The next two models adopted in this study are in the category of
the pre-trained scientific Bert called SciBert. They are language models based
on Bert but trained on a large corpus of scientific text. In particular, the pre-
training corpus is a random sample of 1.14M papers from Semantic Scholar [2]
consisting of full text of 18% papers from the computer science domain and 82%
from the broad biomedical domain. Like BertBASE, for SciBert, we use both
of its cased and uncased variants.

1 https://github.com/google-research/bert.
2 https://github.com/allenai/scibert.

https://github.com/google-research/bert
https://github.com/allenai/scibert
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4.2 Fine-Tuned Bert-Based Classifiers

We implement the aforementioned Bert models within two neural system exten-
sions that respectively adopt different classification strategies.

Single-Telation-at-a-Time Classification (SRC). Classification models
built for SRC generally extend the core Bert architecture with one additional
linear classification layer that has K × H dimensions, where K is the number of
labels (i.e., relation types) and H denotes the dimension of the word embedding
space. The label probabilities are further normalized by using a softmax function
and the classifier assigns the label with the maximum probability to each related
concept pair.

Multiple-Relations-at-a-Time Classification (MRC). This strategy is a
more recent innovation on the classification problem in which the classifier can
be trained with all the relation instances in a sentence at a time or predicts all
the instances in one pass, as opposed to separately for each instance. In this
case, however, the core Bert architecture’s self-attention mechanism is modi-
fied to efficiently consider the representations of the relative positions of scien-
tific terms [23]. While this modification enables encoding of the novel multiple-
relations-at-a-time problem, for obtaining the classification probabilities, the
MRC is also extended with a linear classification layer, though not identical
to the SRC since it has to model the modified architecture.

5 Evaluation

5.1 Experimental Setup

Experimental Datasets, Bert Word Embeddings, and Classification Strategies.
Our comprehensive evaluation set-up involved three different corpora, four Bert

embedding variants, and two classification strategies. In total, we trained eight
different classifiers on each of the three corpora and finally resulted in 24 trained
models. Each corpus has been split into training/dev/testing set by the original
dataset creators. To obtain the optimal classifiers on each corpus, we tuned the
learning rate parameter η for values {2e−5, 3e−5, 5e−5}. For other parameters
such as the number of epochs, we used default values in SciBert and Bert

models.

Evaluation Metrics. We employ standard machine learning classification evalua-
tion indicators including: Precision (P ), Recall (R), F1-score (F1), and Accuracy
(Acc).

5.2 Results and Analysis

In this section, we present results from our comprehensive evaluations with
respect to the three main research questions.
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RQ1: What Is the Impact of the Eight Classifiers on Scientific Rela-
tion Classification? The eight classifiers are obtained from two classification
strategies built over four Bert model variants. We examine their classification
results (see Table 2) in terms of the following three key characteristics of the
classifiers.

The Classification Strategy, i.e., SRC vs. MRC. From the Acc and F1 shown
in Table 2, we see that SRC outperforms MRC on two corpora except the
SemEval18 corpus. One characteristic of the SemEval18 corpus is that it has
a significantly lower number of annotations than the other two copora. Thus,
we infer that the novel MRC strategy is more robust than SRC because its
performance level is unaffected by a drop in the number of annotations.

Table 2. Scientific relation classification results over three datasets (SemEval18, Sci-
ERC, & Combined), four Bert model variants (Bert cased & uncased; SciBert cased
& uncased), and two classification strategies (SRC & MRC). Acc. is accuracy and F1
is the macro F1-score; Top scores are in bold.

SRC MRC Avg± Std

SemEval18 SciERC Combined SemEval18 SciERC Combined Acc F1

Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Bert-base uncased 76.42 71.74 84.6 77.25 81.75 77.38 80.4 79.98 83.42 74.84 80.84 76.29 81.24± 2.84 76.25± 2.78

Bert-base cased 73.58 71.14 85.32 77.92 78.73 74.38 79.55 78.44 83.72 75.07 79.42 74.8 80.05± 4.14 75.29± 2.65

Scibert cased 73.58 69.72 86.86 79.65 84.46 81.60 80.11 78.32 83.42 74.35 81.80 77.68 81.71± 4.60 76.89± 4.25

Scibert uncased 80.97 79.42 86.14 79.49 83.11 80.27 81.82 80.54 84.33 77.44 81.06 76.76 82.91±2.04 78.99±1.54

Avg. Scores Acc. 84.10 F1 80.22 Acc. 82.35 F1 77.52

Word Embedding Features, i.e., Bert vs. SciBert. Regarding the word embed-
ding features encoded by different Bert-based models, SciBert outperformed
Bert on all three corpora with higher accuracy and F1 scores. Since our exper-
imental corpora are all scholarly data, as an expected result, word embeddings
encoded by domain-specific Bert models can better capture the token-level
semantic associations to support relation classification in the in-domain corpus
than the embedding features encoded by the generic Bert models.

Vocabulary Case in Bert Models, i.e., Cased vs. Uncased. We observe that the
uncased Bert models (SciBert: 82.91, Bert: 81.24) show a higher classifica-
tion accuracy than their cased counterparts (SciBert: 81.71, Bert: 80.05) on
average. Further, the uncased models have an overall lower standard deviation
in accuracy (SciBert: 2.04, Bert: 2.84) than the cased models (SciBert: 4.60,
Bert: 4.14); comparisons on F1 are along similar lines. Hence, our results sug-
gest that uncased Bert models can achieve more stable performances than the
cased variants.

In conclusion, with respect to the classification strategy, we observe that SRC
outperforms MRC (see averaged scores in the last row in Table 2). Nevertheless,
the advanced MRC strategy demonstrates consistently robust performance that
remains relatively unaffected by smaller dataset sizes compared to the SRC (e.g.
SRC vs. MRC results on the SemEval18 corpus). On the other hand, with respect
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to Bert word embedding variants, from the averaged scores in the last column
in Table 2, the SciBert uncased model posits as the optimal word embedding
features model on scholarly articles.

RQ2: Which of the Seven Relation Types Are Easy/challenging to
Be Classified? Examining the fine-grained per-relation classification results
in Tables 3 to 5 across all our evaluation corpora for both SRC and MRC, we
note the classification ranked order. Of all relations, Usage (Used-For) is the
easiest classification target. One explanation for this result is that Usage is the
most predominant type in all corpora and hence classifiers can better identify
the latent linguistic patterns of this relation type in the training process than
other relation types.

For the challenging relations, we examine the results of each corpus. Starting
with Table 3 for the SemEval18 corpus, we observe that Part-Whole is more
difficult to be identified than other relations. We surmise that this relation dis-
plays a high diversity in terms of language expressions and hence the classifier
is unable to generalize a consistent set of patterns for it. By observing classifica-
tion performance ranks, we observe that the SRC classifier and MRC classifier
obtained the same classification rank order for Usage, Model-Feature and

Table 3. Per-relation classification scores of SRC and MRC best systems on
SemEval18.

Relationship type SemEval18 SRC MRC

P R F1 P R F1

Usage 87.22 89.71 88.45 90.53 87.43 88.95

Result 78.26 90.00 83.72 100.00 75.00 85.71

Compare 85.71 85.71 85.71 75.00 85.71 80.00

Model-Feature 66.67 75.76 70.92 70.83 77.27 73.91

Part-Whole 79.25 60.00 68.29 70.83 72.86 71.83

Table 4. Per-relation classification results of SRC and MRC best systems on SciERC.

Relationship type SciERC SRC MRC

P R F1 P R F1

Used-For 93.30 91.37 92.32 88.75 90.24 89.49

Conjunction 87.97 95.12 91.41 80.69 95.12 87.31

Hyponym-Of 92.31 89.55 90.91 80.00 82.93 81.44

Evaluate-For 82.29 86.81 84.49 84.44 83.52 83.98

Compare 72.73 84.21 78.05 83.87 68.42 75.36

Part-Of 66.04 55.56 60.34 65.52 60.32 62.81

Feature-Of 59.02 61.02 60.00 73.68 47.46 57.73
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Table 5. Per-relation classification results of the best SRC and MRC systems on the
Combined corpus.

Relationship type combined SRC MRC

P R F1 P R F1

Conjunction 92.56 91.06 91.80 85.07 92.68 88.72

Usage 91.30 88.98 90.13 87.96 87.71 87.84

Hyponym-Of 89.39 88.06 88.72 83.12 78.05 80.50

Compare 86.89 89.83 88.33 73.85 81.36 77.41

Result 76.36 75.68 76.02 84.69 74.77 79.43

Part-Of 75.86 66.17 70.68 68.33 61.65 64.82

Feature-Of 58.02 75.20 65.51 60.28 68.00 63.91

Part-Whole. While for Result and Compare, the order is opposite and the
SRC classifier has a higher ability to identify Result than the MRC classifier.

In Table 4 results for SciERC, both classifiers perform significantly low on two
relations, viz. Feature-Of and Part-Of. Since these two relations are not the
most underrepresented in the corpus, we theorize that their low classification
performance is owed to the natural language text diversity from which they
are deduced. In this case, obtaining more annotated instances is one way to
boost classifier performance. In terms of the ranked order of performances on
the relations, SRC and MRC perform identically on SciERC data.

And lastly in Table 5 results on the Combined corpus, for the challenging rela-
tions, both SRC and MRC have the same result as they did on SciERC—i.e.,
Feature-Of followed by Part-Of are the most challenging. And we theorize
the same reason for the low scores on these relations, since Combined contains
SciERC data. Given the two corpora in the Combined dataset, SciERC addition-
ally introduced Conjunction which SemEval18 did not have. Conjunction

is among the top two easiest relations to classify, with Usage as the other,
for the classifiers trained on SciERC and on the Combined corpus. Further,
its classification is better in the Combined corpus than in SciERC. This lends
an understanding to the realistic evaluation settings that the Combined corpus
presents. To elaborate, for Usage, instances from SemEval18 and SciERC (i.e.
Used-For) are combined, resulting in an insignificant dip in performance (on
the Combined corpus, Usage ranks second easiest compared with SemEval18
and SciERC) since they are now non-uniform annotation signals. As opposed
to the case of Conjunction, the Combined corpus obtains a uniform annota-
tion signal from just the SciERC corpus and ranks a minor degree higher at
classifying it.

Finally, a list summarizing the top-scoring per-relation performances for sci-
entific relation classification across all three tables, includes the following: Usage

(SRC in SciERC), Conjunction (SRC in Combined), Hyponym-Of (SRC in
SciERC), Result (MRC in SemEval18), Part-Of (MRC in SemEval18 for
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Part-Whole), and Feature-Of (MRC in SemEval18 for Model-Feature).
Since the SemEval18 corpus appears the most times in the top-ranked results,
we conclude that its annotations obtain a relatively better trained classifier.
However, the SemEval18 corpus only includes scholarly abstracts from one AI
domain i.e. NLP (in the ACL Anthology), whereas SciERC is more compre-
hensively inclusive across various AI domains. Thus, an additional factor that
classifiers trained on SciERC handle is domain diversity.

Error Analysis. A closer look at the misclassifications is portrayed in the con-
fusion matrices in Fig. 1 for SRC classification and Fig. 2 for MRC classification
on the Combined corpus. Four of the seven relations, i.e. Hyponym-Of, Result,
Part-Of, and Feature-Of, are highly likely to be misclassified as Usage. This
shows that our classifiers are biased by the predominant Usage relation. In gen-
eral, unbalanced distribution of training samples (see the details in the corpus
section) is, more often than not, one of the main factors for confusion learned
in machine learning systems. For the most challenging relations Feature-Of

and Part-Of, after Usage, are highly likely to be confused with each other
(Feature-Of as Part-Of (∼10% confusion), and vice-versa (∼9.4% confu-
sion)). For the relations Hyponym-Of and Feature-Of that loosely demon-
strate a relation hierarchy such that Hyponym-Of subsumes Feature-Of, but
not the other way around, we find the classification confusion demonstrates a
consistent pattern to this data. From the matrices, we see that Hyponym-Of

has ∼6% likelihood to be predicted as Feature-Of, but none of the Feature-

Of (0%) instances were confused with Hyponym-Of.
To offer another pertinent angle on the classifier error analysis, we compute

the distribution of word distances between related scientific term pairs in the
Combined corpus. The result is depicted in Fig. 3. In general, the majority of
box plots shown in Fig. 3 are skewed with a long upper whisker and a short
lower whisker. This pattern indicates that the distance between paired scientific
terms is typically closed in the text. Differ from other relations, the word dis-
tance of CONJUNCTION is much shorter, which makes sense because term
pairs with this relationship are typically connected by a single connection term
such as “and” and “or”. This consistent pattern could be another reason why
Conjunction is comparatively easier than other relations to be classified. Fur-
ther, the average word distance of Feature-Of, Part-Of, Hyponym-Of, and
Compare is closer to the lower quartile than the other relations. Such varied dis-
tribution may bring challenges for a classifier to identify these relations. Notably,
the similar median value and spread range between Feature-Of and Part-Of

could account for why they are challenging to be identified by the classification
models.
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Fig. 1. The confusion matrix of SRC classification on the Combined corpus.

Fig. 2. The confusion matrix of MRC classification on the Combined corpus.
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Fig. 3. Distributions of word distances in the combined corpus text between scientific
term pairs.

RQ3: What Is the Practical Relevance of the Seven Relations Stud-
ied in this Paper in a Scholarly Knowledge Graph? As a prac-
tical illustration of the relation triples studied in this work, we build a
knowledge graph from the annotations in the Combined corpus. This is
depicted in Fig. 4. Looking at the corpus-level graph (the right graph), we
observe that generic scientific terms such as “method,” “approach,” and “sys-
tem” are the most densely connected nodes, as expected since generic terms
are found across research areas. In the zoomed-in ego-network of the term

Fig. 4. A knowledge graph constructed from the relation triples in the Com-
bined corpus. The graph on the left is the “ego-network” of the scientific term
“machine translation”. The node size is determined by node weighted degree. Colors
denote the modularity classes based on the graph structure. The graph was generated
using Gephi (https://gephi.org/)

https://gephi.org/
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“machine translation” (the left graph), Hyponym-Of is meaningfully high-
lighted by its role linking “machine translation” and its sibling nodes as the
research tasks “speech recognition,” and “natural language generation” to the
parent node “NLP problems.” The term “lexicon” is related by Usage to
“machine translation” and “operational foreign language.” The Conjunction

link joins the term “machine translation” and “speech recognization”, both of
which aim at translating information from one source to the other one. In sum-
mary, this knowledge graph can represent the relationships between scientific
terms either at macro-level in terms of the whole corpus or at micro-level with
respect to the ego-network of a specific concept.

6 Conclusions and Recommendations

We have investigated the scientific relation classification task for improving schol-
arly knowledge representations in digital libraries. Our surveyed systems offer
a comprehensive view of eight Bert-based classification models. Our observa-
tions indicate that the performance of classifiers are mainly associated with two
aspects. First, from the perspective of training algorithms, three main factors
including classification strategies, the pre-training corpus domain and vocabu-
lary case determine the optimal model to apply in practice. Second, with respect
to the annotation of scientific relations for training, there are two key factors
that influence the ability of a Bert-based classification model to identify each
relation type: 1) the number of annotations of each relation type, and 2) the
regularity of each relation’s syntactic context.

In summary, we provide the following recommendations to the stakeholders
of digital libraries for applying the optimal technique to automatically classify
scientific relations from scholarly articles:

– Domain-specific pre-training corpus benefits the performance of Bert-based
classifiers.

– According to the classification strategy, although SRC outperforms MRC
in general, the latter strategy demonstrates consistently robust performance
regardless of the size of the underlying training corpus.

– Overall, the uncased Bert models achieve better and more stable perfor-
mances than the cased models.

– For each pre-defined relation, the large number of annotations and/or fixed
syntactic structure in expressions results in a more discriminative relation
classifier.

7 Future Work

To assist those digital library designers who want to build structural semantic
representations over scholarly articles using scientific relation classifiers, there
are three main avenues that are worthy of future exploration. First, as we have
seen in the process of examining our RQ2, there exist annotation biases in
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the corpora such as the unbalanced distribution of relation labels, which can
lead to the preference of classifiers to recognize some well-represented relations
(e.g., Usage). Given that, human annotations in the corpora need to be further
curated by experts to improve recognizability of each relation type. Second, digi-
tal libraries generally deal with various domains in science, while our evaluations
in this study mainly focus on the corpora covering AI-related research areas. The
assessment of classifiers for identifying scientific relations in other domains need
to be further studied. Finally, beyond examining classifiers to identify pre-defined
relations, techniques that are developed under the paradigm of open information
extraction to identify more diverse relational tuples will be explored in future.
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Abstract. Temporal-relation classification plays an important role in
the field of natural language processing. Various deep learning-based clas-
sifiers, which can generate better models using sentence embedding, have
been proposed to address this challenging task. These approaches, how-
ever, do not work well because of the lack of task-related information. To
overcome this problem, we propose a novel framework that incorporates
prior information by employing awareness of events and time expres-
sions (time–event entities) as a filter. We name this module “question
encoder.” In our approach, this kind of prior information can extract
task-related information from sentence embedding. Our experimental
results on a publicly available Timebank-Dense corpus demonstrate that
our approach outperforms some state-of-the-art techniques.

Keywords: Temporal-relation classification · Neural networks · Event
and time expressions · Timebank

1 Introduction

With the rapid development of information technology, the number of distributed
news services on the Internet is growing exponentially. Thus, quickly searching
for news relevant to user interests is becoming more difficult. To address this
problem, temporal-relation classification is a promising approach to constructing
timelines with which a search engine can provide much more relevant results and
tips for users [7]. In addition, as COVID-19 spreads worldwide, a vast number of
clinical papers are being published online [21]. To extract and collect the most
informative parts from clinical papers, effective information extraction [19] is an
essential technique. Improving the accuracy of temporal-relation classification
for the extracted time and event entities is also important to observe disease
progression and some longitudinal effects of medications [11].

Temporal-relation classification aims to identify the relations (e.g.,
“BEFORE,” “OVERLAP,” and “AFTER,”) between event and time expressions
(i.e., time–event entities). For example, the following sentence is an example of
the “BEFORE” relation between events “established” and “believed”:
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Example 1: He said he believed the “conditions for a meeting” between Mr.
Trump and Mr. Rouhani “in the next few weeks” had been established .

In recent years, several feature-based methods have been proposed to address
temporal-relation classification [9,15,16]. However, most of them rely on the
manual annotation of features and rules, which is very time-consuming and labor-
intensive. Following the recent success of neural networks (NNs), various NN-
based models, including convolutional NN (CNN) [4,5,12] and recurrent NN
(RNN) [2,18,20], have been proposed to achieve higher performance with less
manual work in temporal-relation classification.

In many NN-based models proposed thus far, the classification module gen-
erates labels from sentence embedding without any prior information. However,
lacking prior information causes some problems. For example, the decoder gen-
erates irrelevant labels even with well-trained sentence embedding as classifiers
cannot choose a necessary feature among dense features for specific tasks.

Researchers have encoded input sentences into high-dimensional vectors that
contain the semantic information required for classification. For example, as
a variant of RNN, long short-term memory (LSTM) can automatically choose
what to remember or forget when modeling long sequences by using four spe-
cially designed “gate” structures (input modulation gate, input gate, forget gate,
and output gate) [6]. In contrast, CNNs manipulate word tokens sequentially by
using sliding windows, resulting in a loss of long dependency information, but
extract local semantic features from pretrained word embeddings with convolu-
tional filters. For temporal-relation classification tasks, we assume that we do not
need to capture semantic information completely because the clues of temporal-
relation classification tend to appear locally around the time–event entities.

In this paper, we propose a novel framework to classify temporal relations
with a “question encoder” by using the context of time–event entities as prior
information. Our contributions are summarized as follows.

(1) We present an extractor module named “question encoder” to extract
required information from sentence embeddings for classification by using
expressions for time and event.

(2) We conduct experiments on the Timebank-Dense corpus [1]. Experimental
results show that our proposed model can significantly improve performance.

(3) To solve the problem of the lack of training data, we expand some of the
Timebank-Dense dataset by including the reversed examples, and this sig-
nificantly improves the performance.

2 Related Work

In earlier work, traditional feature-based machine learning approaches have
achieved acceptable performance in temporal-relation classification. For exam-
ple, Mirza and Tonelli [15] employed L2-regularized logistic regression to classify
temporal relations by incorporating word-embedding features, demonstrating its
effectiveness.
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However, to make machine learning algorithms work much better, the
unstructured texts need to be converted into numeric representations that can
be understood by machine learning algorithms. Traditional machine learning
algorithms require laborious feature engineering.

In addition, challenges remain and human-annotated features do not guaran-
tee satisfactory performance because of the impact of errors from the subjective
judgment in the process. In temporal-relation classification, these shortcomings
indicate that the traditional approaches do not work well, motivating researchers
to employ NNs. Instead of complicated feature engineering, NNs can automati-
cally extract effective features.

At the same time, NN-based models can not only learn the rules automat-
ically but can also achieve higher performance by simply giving more input
data. For example, Cheng and Miyao [2] employed LSTM in a bidirectional
form (Bi-LSTM) by taking dependency paths as the input, resulting in better
temporal-relation classification. To improve on their work, Zhang et al. [20] pro-
posed using deep Bi-LSTM, indicating that the deep neural approach can learn
representations more semantically.

In contrast, several researchers have proposed temporal-relation classifica-
tion methods using CNNs [4,5]. Do and Jeong [5] proposed CNN architecture
for temporal-relation classification. They used lexical features for window pro-
cessing and contextual features for convolution and max-pooling operations, but
they did not outperform state-of-the-art methods. Dligach et al. [4] found that
CNN models outperformed LSTM models for temporal-relation extraction tasks,
although their dataset differs from ours introduced in Sect. 4.1.

Building on previous work, we take the CNN model as our base system with
the question encoder and compare it with the RNN model in Sect. 5.1.

3 Our Proposed Model

In this section, we propose a framework for temporal-relation classification. As
shown in Fig. 1, our CNN-based framework consists of four main components:
sentence encoder, question encoder, extractor, and classifier, which we explain
in the following sections.

3.1 Sentence Encoder

The sentence encoder module encodes input sentences into high-dimensional
embeddings. As shown in Fig. 2, we employ a variant of CNN [8] to encode input
sentences, demonstrating its ability to encode semantic features of sentences.

Given a sentence S = {x1, x2, ..., xT }, where T denotes the length of the
sentence, the objective of the word-embedding layer is to map each word xt into
a high-dimensional vector et.

The vector et can be looked up via an embedding matrix. In the convolutional
layer, filter ci calculates a window size of l words to extract features from them,
using the following formula:

ci = f(wei:i+l−1 + b). (1)
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Fig. 1. Architecture of our proposed framework.

Fig. 2. Architecture of our sentence encoder.

In Eq. (1), f is a nonlinear function and w and b are weights and bias, respec-
tively. The feature map for the given sentence is formulated as follows.

g = [c1, c2, ..., cT−l+1] (2)

After feature mapping generation, we apply a max-pooling algorithm to iden-
tify the most important feature in the feature map by taking the maximum value
as the feature for filters.
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3.2 Question Encoder

The sentence encoder can encode input sentences into high-dimensional vectors
that contain semantically rich information. However, in previous work, classifi-
cation modules decode labels from sentence embedding without any prior infor-
mation. Lacking prior information results in problems with the decoder. For
example, it generates irrelevant labels even with well-trained sentence embed-
ding because there are too many features.

Our framework employs a question encoder to incorporate prior information
to achieve better temporal-relation classification.

Li et al. [10] noted that just two entities in a sentence can be viewed as form-
ing a pseudo-question when casting relation extraction as a question-answering
problem, even if the sentence is not necessarily grammatical. For example, as
shown in Table 1, the pseudo-question about Example 1 in Sect. 1 is “believed,”
“established,” and their contexts. Note that “<pad> ” is used as the padding
symbol, within the context window size = 2 in Table 1.

Table 1. Example of the context for questioned time–event entities in the Timebank-
Dense corpus.

Constructed question

said he believed the conditions; had been established <pad> <pad>

Entity 1 Entity 2 Window size

believed established 2

3.3 Extractor

In this step, we combine sentence embeddings and pseudo-question embeddings
to generate necessary information representation for classification.

First, we employ a simple linear transformation from the pseudo-question
embedding space to a question space. Then, we put the question space through
the tanh activation function and multiply it by the sentence embeddings, with
which we can only extract the information necessary for the task.

3.4 Classifier

The classifier allows the model to output temporal relations for input exam-
ples. We simply employ a Softmax classifier to classify input sentences into the
predefined five classes described in Sect. 4.1.

3.5 GloVe Word Vectors

Global vectors for word representation capture sublinear relationships of words in
the vector space [17]. GloVe word vectors are commonly used as pretrained word
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representations trained by the unsupervised learning algorithm. Generally, GloVe
outperforms the word2vec [14] algorithm in the word analogy tasks. Hence, in
this work, we initialize the word embeddings with the publicly available 300-
dimensional GloVe word vectors.

4 Experiments

The experiments were set up to investigate whether our proposed models could
effectively improve the performance for temporal-relation classification. First, we
introduce the dataset and baseline systems used in the experiments. Next, we
compare the performance of our model with some baselines. To further evaluate
the effects of our proposed model, we also replace the CNN part with Bi-LSTM
and present our experimental results with different divisions of training data in
Sect. 5.

4.1 Dataset

We conduct our experiments on the Timebank-Dense corpus [1], which contains
36 documents, including 12,715 examples. We divide the 36 documents into
27 and 9 documents for training and testing, respectively. Following previous
work [2], we adopt sentence-level cross-fold validation for our experiments.

The Timebank-Dense corpus is constructed to identify temporal relations
between events and times in terms of the following four combinations: event
and event (E-E), time and time (T-T), event and time (E-T), and event and
document creation time (E-D). This dataset contains the following six tempo-
ral relation types: “AFTER,” “BEFORE,” “SIMULTANEOUS,” “INCLUDES,”
“IS INCLUDED,” and “VAGUE.”

As in previous work, we skip the “SIMULTANEOUS” relation type as it has
only a small number of instances.

4.2 Baseline Systems

To investigate the effectiveness of our model, we compare our model with the
following three representative state-of-the-art models:

MIRZA [15]. This system comprises four classifiers: a rule set for T-T pairs and
three L2-regularized logistic regression classifiers for E-D, E-T, and E-E pairs.

CHENG [2]. This system comprises two dependency path-based Bi-LSTM clas-
sifiers: one for E-E and E-T pairs and one for E-D pairs.

ZHANG [20]. This is a multilayer neural Bi-LSTM model. This model classifies
temporal relations for E-E pairs only.
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4.3 Overall Results

We now report our experimental results on the Timebank-Dense corpus.
Table 2 compares the results obtained by our model with two state-of-the-art

models, MIRZA [15] and CHENG [2]. We observe that the NN-based models
outperform the feature-based model, MIRZA [15]. In addition, our proposed
model significantly improves the other state-of-the-art model [2] by an F1 score
of 0.111 (21.3%), indicating the effectiveness of our model.

Table 2. Overall comparison between our proposed framework and two state-of-the-art
models.

Systems Proposed MIRZA [15] CHENG [2]

Micro F1 0.631 0.512 0.520

Because ZHANG classifies temporal relations between E-E pairs only, we
compare the results for E-E pairs in Table 3. Note that our proposed model out-
performs the other three models for all types of relations with statistical signifi-
cance (using a two-tailed t-test, at a significance level of 5% for MIRZA, CHENG,
and ZHANG in Macro F1), particularly the “INCLUDES” and “BEFORE”
types. Because of limited data for the “INCLUDES” type (5% of all data), it is
always the most difficult type to find temporal relations. However, note that the
proposed model improves the F1 score by 0.287 (270.8%) for this type compared
with the best state-of-the-art model, ZHANG [20].

Table 3. Comparison for E-E relations. “*” denotes the difference between our pro-
posed approach (bold scores) and the other three models in Macro F1 is statistically
significant for p < 0.05.

Relation Proposed MIRZA [15] CHENG [2] ZHANG [20]

AFTER 0.702 0.430 0.440 0.526

BEFORE 0.722 0.471 0.460 0.503

INCLUDES 0.393 0.049 0.025 0.106

IS INCLUDED 0.369 0.250 0.170 0.325

VAGUE 0.654 0.613 0.624 0.626

Macro F1 0.568∗ 0.363 0.344 0.417

Micro F1 0.627 0.519 0.529 0.548
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5 Discussion

In our proposed framework, the sentence encoder part plays an important role
because the sentence embeddings affect the final classification accuracy. In this
section, we demonstrate the impact of applying Bi-LSTM to encoding sentences.
In addition, we employ a self-attention-based Bi-LSTM model to evaluate fur-
ther the effectiveness of our proposed framework. Because the performance of
NN-based models is always limited by small training datasets in supervised learn-
ing, to address this issue, we expand some of the Timebank-Dense dataset by
including the reversed examples and report experimental results conducted on
the expanded Timebank-Dense dataset.

5.1 Comparison with Other NN-Based Models

RNN is the most widely used network in the NLP field for its power in mod-
eling sequences. Hence, in this part, we change the CNN to Bi-LSTM in our
proposed framework. That is, we apply Bi-LSTM to encode sentence embed-
dings in the sentence encoder part (in Fig. 2), while the other parts (question
encoder, extractor, and classifier in Fig. 1) remain unchanged. At the same time,
as self-attention [13] has been proposed and has achieved great success in many
NLP-related tasks, we also compare our proposed method with the self-attention-
based Bi-LSTM model.

To perform this comparison, we first feed the embedded sequence E =
{e1, e2, ..., eT } to a forward LSTM from the beginning to the end and then to
a backward LSTM from the end to the beginning. Then, the forward

−→
ht and

backward
←−
ht results of each word xt are combined as [

−→
ht ⊕ ←−

ht ] by a concate-
nation operation. Then, we use the same operations (see Sect. 3.3) to construct
pseudo-questions and extract required information representation for classifica-
tion. Finally, the model generates labels with the same classifier (see Sect. 3.4).
For the Bi-LSTM layer, we set each hidden layer as 256-dimensional and trained
our model for up to 50 epochs with a learning rate of 0.01.

Table 4 shows that our CNN-based method outperforms the Bi-LSTM-based
model in our proposed framework for “BEFORE,” “AFTER,” “INCLUDES,”
and “IS INCLUDED” types, indicating that CNN is effective in our proposed
framework. As discussed in Sect. 1, we assume that we do not need to capture
semantic information completely using Bi-LSTMs because the clues of temporal-
relation classification tend to appear locally around the time–event entities.
These results demonstrate that our hypothesis was correct because CNN has
the advantage of utilizing convolutional filters to extract local semantic features
from pretrained word embeddings.

The proposed CNN-based and Bi-LSTM-based methods also outperform the
self-attention-based Bi-LSTM model with statistical significance (using a two-
tailed t-test at a significance level of 5% for self-attention in Macro F1). These
results demonstrate that our question encoder module is quite effective, not only
with CNNs but also with Bi-LSTMs.
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Table 4. Comparison with other NN-based models. “*” denotes the difference between
our proposed approach (bold and italic scores) and self-attention-based Bi-LSTM model
in Macro F1 is statistically significant for p < 0.05.

Relation Proposed method Self-attention [13]

CNN-based Bi-LSTM-based

AFTER 0.731 0.659 0.423

BEFORE 0.729 0.641 0.308

INCLUDES 0.405 0.270 0.071

IS INCLUDED 0.369 0.258 0.116

VAGUE 0.638 0.670 0.599

Macro F1 0.574∗ 0.500 ∗ 0.303

Micro F1 0.631 0.608 0.474

In addition, the most notable difference between the proposed model and
the self-attention-based model is that the proposed model artificially filters the
sentence by employing a linear transformation of the question as the query part.
This technique enables our model to more accurately find important information
relevant to the task.

LSTM can automatically choose what to remember or forget when modeling
long sequences by using four gates (input modulation gate, input gate, forget
gate, and output gate). Inevitably, it still keeps or forgets the wrong information
required for identifying temporal relations because of the small training dataset.

However, the extractor in our proposed framework can select the neces-
sary information to decide the relevant temporal relation based on a generated
question.

Figure 3 compares our experimental results obtained by varying the ratio of
training data by 30%, 50%, and 70% in the CNN-based and Bi-LSTM-based
models. We observe that, in either case, the CNN-based model gives better
results. Furthermore, by employing our proposed framework, the two models
achieve satisfactory results with limited data, and the CNN-based model is com-
parable with some of the state-of-the-art models with only 30% training samples.

Table 5 also compares our experimental results of each relation type obtained
by varying the ratio of training data. We note that the relation types
“INCLUDES” and “IS INCLUDED” do not improve the F1 score according
to the increase in training data size. In Sect. 5.2, we discuss how to improve the
accuracy of these types with a smaller number of training samples.

5.2 Effect of Data Expansion

Due to limited data, classifying the temporal relation for the “INCLUDES” and
“IS INCLUDED” types can be more difficult. In our proposed model, thanks
to the question encoder, we can differentiate two event entities in the temporal
relation. We found that the training data could be expanded by reversing the
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Fig. 3. Comparison between the CNN-based model and the Bi-LSTM-based model by
varying the ratio of training data.

Table 5. Comparison of relation types in the CNN-based and the Bi-LSTM-based
models with varying the ratio of training data.

Relation CNN-based Bi-LSTM-based

30% 50% 70% 30% 50% 70%

AFTER 0.542 0.632 0.629 0.437 0.547 0.625

BEFORE 0.587 0.622 0.645 0.463 0.586 0.622

INCLUDES 0.272 0.107 0.363 0.171 0.327 0.360

IS INCLUDED 0.237 0.284 0.151 0.250 0.301 0.326

VAGUE 0.537 0.620 0.657 0.558 0.604 0.624

Macro F1 0.435 0.453 0.489 0.376 0.473 0.511

Micro F1 0.503 0.572 0.605 0.464 0.543 0.582

temporal relation between entity A and entity B from “AFTER” (“INCLUDES”)
and “BEFORE” (“IS INCLUDED”), and vice versa.

Based on this observation, we can expand the Timebank-Dense dataset
by including the reversed training examples for “AFTER,” “BEFORE,”
“INCLUDES,” and “IS INCLUDED.” This framework enables us to double the
training data available for relations other than the “VAGUE” type.

Tables 6 and 7 show examples of our data expansion method and its statistics
in each temporal relation, respectively. For the original data, there is a BEFORE
relation between the event “established” and the event “believed,” while the
relation between the event “believed” and the event “established” is AFTER.

Because of limited data in Table 7, classifying temporal relations for the
“INCLUDES” and “IS INCLUDED” types is more difficult. As shown in Table 8,
the F1 score is improved with statistical significance (using a two-tailed t-test at
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Table 6. Example of an expanded data instance.

Text Label Relation

Original instance He said he believed the “conditions
for a meeting” between Mr. Trump
and Mr. Rouhani “in the next few
weeks” had been established.

Before established
⇒ believed

Expanded instance He said he believed the “conditions
for a meeting” between Mr. Trump
and Mr. Rouhani “in the next few
weeks” had been established

After believed ⇒
established

Table 7. Training data size changes with data expansion.

Relation # Expanded training data # Original training data

AFTER 4,316 1,889

BEFORE 4,316 2,427

INCLUDES 1,733 695

IS INCLUDED 1,733 1,038

VAGUE 442 442

Table 8. Experimental results conducted on expanded data. “*” denotes the difference
between our proposed approach using expanded training data (bold score) and our
proposed approach using original training data in Macro F1 is statistically significant
for p < 0.05.

Relation Expanded training data Original training data

AFTER 0.687 0.731

BEFORE 0.875 0.729

INCLUDES 0.712 0.405

IS INCLUDED 0.650 0.369

VAGUE 0.850 0.638

Macro F1 0.755∗ 0.574

Micro F1 0.780 0.631

a significance level of 5% in Macro F1) as the amount of available training data
increases, particularly for “INCLUDES” and “IS INCLUDED.”

6 Conclusions and Future Work

In this paper, we designed a framework for temporal-relation classification with a
question encoder. We assumed that task-related information can be extracted by
introducing pseudo-questions as prior information and then by classifying labels
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through a classifier. Our proposed model was more interpretable and robust
through the constructed questions.

Experimental results on the Timebank-Dense corpus demonstrated the effec-
tiveness of our model, especially with a CNN-based model compared with a
Bi-LSTM-based model. Our proposed model outperformed state-of-the-art sys-
tems and the self-attention-based Bi-LSTM model. It could classify compara-
bly with those baselines even with a small training dataset (30%). In addition,
we demonstrated that expanding the training data by reversing the temporal
relation improved the accuracy effectively for the relation types with a limited
number of training datasets.

Learning sentence representation, however, remains a core issue for temporal-
relation classification. In future work, we plan to enhance the word-embedding
and sentence-encoding approach based on contextualized word representations
such as BERT [3] to further improve the classification accuracy.
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Abstract. In the last decades, a huge number of documents has been
digitised, before undergoing optical character recognition (OCR) to
extract their textual content. This step is crucial for indexing the docu-
ments and to make the resulting collections accessible. However, the fact
that documents are indexed through their OCRed content is posing a
number of problems, due to the varying performance of OCR methods
over time. Indeed, OCR quality has a considerable impact on the index-
ing and therefore the accessibility of digital documents. Named entities
are among the most adequate information to index documents, in par-
ticular in the case of digital libraries, for which log analysis studies have
shown that around 80% of user queries include a named entity. Taking
full advantage of the computational power of modern natural language
processing (NLP) systems, named entity recognition (NER) can be oper-
ated over enormous OCR corpora efficiently. Despite progress in OCR,
resulting text files still have misrecognised words (or noise for short)
which are harming NER performance. In this paper, to handle this chal-
lenge, we apply a spelling correction method to noisy versions of a corpus
with variable OCR error rates in order to quantitatively estimate the con-
tribution of post-OCR correction to NER. Our main finding is that we
can indeed consistently improve the performance of NER when the OCR
quality is reasonable (error rates respectively between 2% and 10% for
characters (CER) and between 10% and 25% for words (WER)). The
noise correction algorithm we propose is both language-independent and
with low complexity.

Keywords: Named entity recognition · Optical character recognition ·
Character degradation · Spelling correction

1 Introduction

Large quantities of valuable documents have been scanned as images for digital
archives. In order to extract text information from those images, OCR techniques
are widely used. The OCR process usually begins with loading text images as

c© Springer Nature Switzerland AG 2020
E. Ishita et al. (Eds.): ICADL 2020, LNCS 12504, pp. 33–42, 2020.
https://doi.org/10.1007/978-3-030-64452-9_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64452-9_3&domain=pdf
http://orcid.org/0000-0002-8964-2135
http://orcid.org/0000-0001-6160-3356
https://doi.org/10.1007/978-3-030-64452-9_3


34 V.-N. Huynh et al.

input and improving the input quality, a step that may involve multiple tech-
niques, such as deskewing, noise removal, etc. In the next steps, OCR systems
binarize images and detect text zones. Then, the core part of OCR systems
will take place by mapping each character image to the most proper character
code. Finally, the OCR system generates a text file corresponding to the input
image. However, due to storage conditions or poor quality of printing materi-
als, the image quality may be low, in which case the OCR may generate very
noisy texts, strongly diverging from the original text, known as the Ground
Truth (GT). Often, these noisy texts are nonetheless readable by humans in dig-
ital libraries, which lessens the motivation to re-digitize and/or re-OCR them,
which is a costly process. The key problem is that this noisy text is used for
building the indexes used for instance by search engines. This implies that a
keyword query will return documents containing the adequate keyword only if
it was properly recognized by the OCR system. Many relevant documents may
thus be missed, in proportions that are very hard to quantify.

A study has shown that named entities are the first point of entry for users
in a search system [4]. For instance, on the Gallica digital library1, 80% of user
queries contain at least one named entity [1]. For this reason, named entities can
be given a higher semantic value than other words to index digitised documents.
In order to improve the quality of user searches in a system, it is thus necessary
to ensure the quality of these particular terms. In the presence of OCR errors,
NER systems are not able to override the degradation caused by the OCR in
the extracted text. For this reason, post-OCR task should be helpful in order to
improve the effectiveness of NER systems over noisy textual data.

This work extends a previous work studying the performance of an effective
neural network-based NER system over several noisy versions of a NER corpus
with variable rates of OCR errors [5]. We aim to use a post-OCR correction to
this variety of OCRed texts in order to quantitatively estimate its contribution on
NER performance. The underlying idea of this work is to evaluate the impact of
post-OCR correction on the performance of NER over noisy text, a task strongly
related to information access in digital libraries.

The remainder of this paper is organized as follows: Sect. 2 surveys related
works on misspellings, OCR errors and post-OCR approaches. Then, we intro-
duce the dataset in Sect. 3. In Sect. 4, we analyze OCR errors and give many
useful statistics, before summarizing our major findings in Sect. 5.

2 Related Work

Many studies focused on the impact of OCR errors on NLP [9] and Informa-
tion Retrieval (IR) [20]. Miller et al. [13], for instance studied the NER per-
formances under a variety of spoken and OCRed data. They showed that over
noisy texts, NER F-score may lose about 8 points with a word error rate of only
15%. Recently, Hamdi et al. [6] simulated many noisy versions of NER resources
with different types of noise in order to study the correlation between OCR error
1 Gallica is the digital portal of the National Library of France.
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rates and NER accuracy. In a similar setting, Van Strien et al. [18] studied the
impact of OCR errors on different NLP tasks. They concluded that NER is less
affected by OCR errors than sentence segmentation or dependency parsing.

A few amount of works studied the contribution of post-OCR correction on
NLP and IR tasks. Magdy and Darwish [12], for instance, examined the effect
of OCR error correction on document retrieval. On named entity recognition,
Rodriquez et al. [17], reported that manual correction of OCR output have not
a very observable improvement on NER results.

Our work is similar to Rodriquez et al. [17], we study the impact of post-OCR
correction on NER performance. However, unlike them, we automatically rectify
erroneous tokens over a variety of noisy texts using a low-complexity algorithm.
We perform NER using three accurate neural network NER systems.

3 Dataset Overview

The dataset used in this work is the English corpus given by the Confer-
ence on Natural Language Learning in 2003 (CoNLL-2003) [19]. The dataset
defines four classes of named entities: Persons (PER) including individuals and
groups. Locations (LOC) includes countries, regions, addresses as well as states
and provinces. Organisations (ORG) concerns commercial, educational, gov-
ernment as well as medical-science, religious, sports. Miscellaneous (MISC)
annotates all other named entities such as nationalities and events. The dataset
defines more than 40,000 named entities.

As we mentioned in the introduction, this work extends a previous study
on the impact of OCR errors on named entity recognition [5]. Authors simu-
lated several OCRed versions2 of the test data adapted to this real-life problem.
This simulation of document degradation is required because while there exist
datasets with OCRed text and corrected text, as well as text with NER mark-
up, there are no datasets contain both, and even less so with different levels and
types of OCR noise. First of all, raw texts in the test set have been extracted and
then converted into images. With the help of the DocCreator tool [7], common
OCR degradation have been added to these images by putting noise texture
to their backgrounds. Degradation include bleeding effect, blurring, character
degradation, and phantom character. For each type of noise, two levels of degra-
dation were applied: level 1 corresponds to noises that are sparsely applied on
the original document and level 2 corresponds to noises that appear more often.
Thus, level 1 of each degradation means that the simulated text contains less
noise than level 2. These degradations define typical OCR noises when storing
documents in digital libraries or using a document scanner [3]. The open source
OCR engine Tesseract v-3.04.01 has been used to extract noisy texts from the
degraded images. In order to quantify OCR error rates in the obtained versions
of the test set, two common metrics have been used: the character error rate
(CER) and the word error rate (WER) which correspond respectively to the
rate of erroneous output characters (resp. words) out of the total number of
2 https://zenodo.org/record/3877554.
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characters (resp. words) in the corpus [10]. In the end, many OCRed versions of
the test set are obtained with a CER and WER rates respectively varying from
1% to 20% and from 8% to 50%.

4 Named Entity Recognition on Noisy Texts

For NER, we utilized the DeLFT3 (Deep Learning Framework for Text) frame-
work. This library re-implements standard state-of-the-art deep learning archi-
tectures relevant to named entity recognition. Among the existing architectures,
we chose to use BiLSTM ones due to their ability to overcome some of the OCR
errors [16]. We built three models based on BiLSTM-CRF [8], BiLSTM-CNN [2]
and BiLSTM-CNN-CRF [11]. We also used the Stanford Global Vectors (GloVe)
as our word embedding in order to represent document vocabulary and word fea-
tures. GloVe is an unsupervised learning algorithm that produces a word vector
space based on global word co-occurrence statistics [15].

Results show comparable NER performances of the three systems. However,
they are harmfully impacted by the OCR quality especially when the OCR
error rates are relatively high. Figure 1 shows the correlation between the NER
performances and the character error rate. We show also the evolution of the
word error rate (dotted line). Regardless of the system used NER results may
fall by about 30% points due to OCR noise when the OCR error rates are
respectively 20% and 50% at the character and the word levels. Unsurprisingly,
the higher the OCR error rates, the greater the degradation of NER F1-score.
For all systems, the NER F1-score achieves less than 80% when the CER reaches
around 3% and the WER is about 20%.

Fig. 1. NER F1-score degradation according character error rates

3 https://github.com/kermitt2/delft.

https://github.com/kermitt2/delft
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As proof, noisy texts contain many out-of-vocabulary words, which NER
models cannot identify as named entities. Following our analysis of the output
predictions, we made several observations:
1. Contaminated named entities were well recognised by NER system in both

clean and noisy versions: for instance, the named entity Mittermayer, which
corresponds to a person name is correctly associated to Minermayer. However,
it is well extracted and labeled by the NER system.

2. Contaminated named entities were detected and well classified in the clean
text version, but their alternative in noisy version were wrongly recognized
by the NER system: the location Japan for example is associated to Japgfl
which is not recognized by any NER system.

3. Named Entities that were not corrupted after the OCR process still failed to
be recognized by NER systems, because of noisy context surrounding them.

Fig. 2. Correctly-OCRed named entity were wrongly classified by NER system due to
noisy paragraph surround

The example in Fig. 2 shows that even if the named entity is not contaminated
by the OCR system, it can be impacted by noisy surrounding words and therefore
associated to a wrong class.
– GT: “Prime Minister Dick Spring who said the honour had been made in

recognition of Charlton ’s achievements as the national soccer manager.”
– OCR: “Prime Minister Dick Spring who said the homur had been made in

recognimm on Charlton s ac ievements as the national soccer manager.”

Since these noisy words had the same problem, the existing NER systems
wrongly classified or did not recognize them. Hence, noisy texts dramatically
reduced NER performance. In order to solve this problem, we proposed to use
an edit distance based algorithm as a spell-checker including a dictionary in order
to carefully examine each word and compare it with every dictionary entry.

5 Experiments

To reduce the impact of OCR on the NER results, we pre-processed the noisy
texts before parsing them using the NER models with an efficient and low-
complexity text correction method named SymSpell4. In our work, the algorithm
is based on Levenshtein distance which calculates the minimum steps (insertion,
deletion or substitution) to transform a string into another string.
4 https://github.com/mammothb/symspellpy.

https://github.com/mammothb/symspellpy
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5.1 Noisy Text Correction

SymSpell consists of two steps: pre-calculation and searching. At first, SymSpell
generates all possible terms within the pre-set edit distance by deletion only. In
this work, the max edit distance is set to 2. According to a recent study, OCR
post-processing approaches are recommended to focus on correcting erroneous
words with edit distances 1 and 2 [14]. For example, with (italy, 2) meaning the
word “italy” and a max edit distance of 2, we have:

– delete (italy, 0) == italy

– delete (italy, 1) == ital or itay or taly or ... (for a total of
(

5
1

)
possible

strings)

– delete (italy, 2) == ita or itl or aly or ... (for a total of
(

5
2

)
possible strings)

– Many different entries may share the same result string: delete (italy, 1) ==
delete (vital, 1) == ital

Second, upon receiving input, SymSpell starts to erase each single character
within an edit distance from that term. By doing so, both imprecise dictionary
generated strings and imprecise input-generated string might match and meet
in the middle. Thus, SymSpell will choose possible candidates and give sugges-
tions to correct the misspelled input. Setting an edit distance threshold allows
SymSpell to remove many irrelevant candidates. SymSpell automatically chooses
the one with the highest frequency when it encounters multiple candidates that
satisfy the max edit distance threshold.

5.2 Results and Discussion

Figure 3 presents the output of SymSpell text pre-processing. Well corrected
named entities are colored in red.

Fig. 3. SymSpell correction output (Color figure online)
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In order to evaluate the contribution of SymSpell on NER results, we calcu-
lated NER F1-scores of different models before and after the post-OCR correc-
tion. Table 1 compares the F1-scores given on the original noisy data and the
ones that applied the SymSpell method.

Table 1. F1-score comparison between original noise and SymSpell correction

OCR error rate BidLSTM-CRF BidLSTM-CNN BidLSTM-CRF-CNN

CER WER Original SymSpell Original SymSpell Original SymSpell

1.7 8.5 86.8 79.8 86.9 78.9 87.6 80.0

1.7 8.8 85.6 79.6 85.7 78.9 87.0 80.0

1.8 8.0 84.6 79.4 85.0 78.8 85.2 79.8

1.8 8.5 85.2 79.7 85.0 78.9 86.1 80.0

1.8 8.6 84.6 79.8 84.7 78.8 84.0 80.0

3.6 20.0 73.1 78.6 74.2 77.6 74.1 78.2

4.3 21.8 70.9 78.7 69.4 77.6 68.8 78.7

6.3 23.7 71.0 78.0 71.0 77.6 71.0 77.2

20.3 54.0 59.8 68.4 59.0 68.3 60.3 68.0

Table 1 shows that the BiLSTM-CNN-CRF model globally outperforms the
two other NER models in both OCRed and post-OCR corrected texts. The post-
OCR correction improves NER results when the OCR error rates are relatively
high. Very satisfactory results (up to 77%) are reached when the word error rate
is less than 25%. However, post-OCR correction may also degrade NER F1-scores
especially when the OCR error rate is very low (less than 2% at the character
level and less than 10% at the word level). The SymSpell method did not take
care of surrounding context and relied only on pure edit-distance, then chose
the most suitable word by frequency index, the algorithm sometimes changed
original words into ones that were not related to the context (e.g., substituted
“Al-ain” - a location NE - with the word “Again”). This mechanism would reduce
the performance of existing NER systems mentioned above.

In order to stress the impact of the OCR noise and the contribution of the
post-OCR correction on NER F1-scores, we calculated two δ measures:

– δnoisy which gives the decrease rate between the F1-score given in clean data
and the F1-score given in noisy data using BiLSTM-CNN-CRF.

– δsymSpell which indicates the decrease rate between the F1-score given in clean
data and the F1-score given in post-OCR corrected data using BiLSTM-CNN-
CRF.

Figure 4 shows the evolution of the δ measures according to the character
error rate. The WER curve (dotted) is also given to ease comparison. The curves
show that NER F1-scores are considerably impacted by OCR errors when the
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Fig. 4. F1-score decrease on noisy and corrected text

OCR error rate is more than 20% at the character level and exceeds 50% at the
word level.

The decrease rate δnoisy jumps from 20% to 30%. The post-OCR correction
allowed us to overcome this issue. δsymSpell is almost constant ∼10% which
means that SymSpell allowed us to overcome OCR issues and propose a NER
F1-score exceeding 80%. However, Fig. 4 also showed that for low error rates
(less than 2% and 10% at the character level and the word level respectively), a
post-OCR correction is not a suitable solution to recover the NER degradation
and it is better to simply run NER systems on the original noisy text, as if they
contained no noise.

6 Conclusion

The main aim of this research was to propose methods that help to increase
the performances of NER over noisy texts, by applying post-OCR correction.
The result has shown that the SymSpell algorithm (with max edit distance set
to 2) can consistently increase NER results over noisy texts when the CER
and the WER respectively exceed 2% and 10%, while standard techniques are
otherwise preferable. In future work, we plan to further study this phenomenon,
using different max edit distances and exploiting other post-OCR correction
techniques.

Acknowledgments. This work has been supported by the European Union Horizon
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Abstract. Products sold in today’s marketplace are very numerous and
varied. One of them is the book product. Detail information about the
book, such as the title of the book, author, and publisher, is often pre-
sented in unstructured format in the product title. In order to be useful
for the commercial applications, for example catalogs, search functions,
and recommendation systems, the attributes need to be extracted from
the product title. In this study, we apply Named-Entity Recognition
model in semi-supervised style to extract the attributes of e-commerce
products in book domain. We experiment with the number of features
extraction, i.e. lexical, position, word shape, and embedding features. We
extract the book attributes from near to 30K product title data with F-1
measure 65%.

Keywords: Book · Named-Entity Recognition · Attribute extraction ·
Product title · E-commerce

1 Background

Nowadays, almost all aspects of human activity take place online and one of them
is shopping. A huge number of categories of products have been offered through
the marketplace platform as the result of e-commerce companies try to fulfill
their customers’ needs. To manage products effectively and provide the best
user experience, the e-commerce companies need to arrange their inventory data
into descriptive name-value pairs (called properties) and ensure the products
with the same type are described using unique property collections. One way to
manage inventory data is to automate the creation of product catalogs.

The information about product is mostly presented in unstructured text for-
mat, e.g. product title and description. While the structured fields are sometimes
provided as product features, the sellers, mostly in C2C marketplaces, does not
fill the data in the proper manner.

A product title is a series of words that describe the product with a limited
number of words [8] and can be written by the seller or the product owner. It is
used to generate search result pages for the users of the website.
c© Springer Nature Switzerland AG 2020
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Product titles actually contain attribute information that is needed for build-
ing the product catalog. For example, the product title of book category pro-
vide information about the book title, author, or publisher (sometimes one or
two of them are missing). However, those information is not ready to be pro-
cessed by machine as it is written as single free text [2]. If the attributes can
be extracted from the product title, they will be useful for several applications,
such as demand forecasting and recommendation systems. Besides, they can
also be useful to create search and filter functions in the marketplace platform
corresponding to the existing attributes.

The Named-Entity Recognition (NER) is a classic task in Natural Language
Processing, which is the task of recognising and assigning a class to mentions
of proper names (named entities like Person, Location, Organization, etc.) in
the text [7]. This task has been explored into domain-specific text, for example
biomedical and e-commerce. In domain of e-commerce, NER task is applied to
extract the value of product attribute from free-text product title.

A number of works has been conducted to perform attribute extraction from
the product titles in marketplace data. Ghani et al. [2] experimented to extract
product attributes in the fashion category. Putthividhya and Hu [8] extracted
attributes of clothing and shoe products. Meanwhile, Joshi et al. [3] focused on
the extraction of attributes in five product categories: cell phones, cell phone
accessories, male shoes, watches, and women clothes. Rif’at et al. [9] studied the
fine-grained attributes extraction of marketplace products in 15 diverse cate-
gories. Those works apply the Conditional Random Fields (CRF) models [4]. To
our knowledge, the only work on e-commerce text in book domain is identifying
ambiguous authors from book product category [1].

Our work is a novel study in extracting attributes from the product titles of
book, the category that has not been much explored in e-commerce domain. We
then bootstrap the model in semi-supervised style to expand the data that can
be extracted.

The rest of this paper is outlined as followings. We describe the dataset and
annotation process in Sect. 2. In Sect. 3, we explain and report the result and
analysis of our method in building a supervised NER model. Then, we discuss
the adoption of a semi-supervised style to expand the data in Sect. 4. Finally,
Sect. 5 concludes the paper.

2 Data and Annotation

In our work, we utilize data from two different sources. The first dataset contains
925,528 product titles of book category, crawled from one of the marketplace plat-
form in Indonesia1. 1000 product titles are sampled and annotated with the book
attributes. We use 7 attribute labels in our annotation scheme, as followings:

1. Title. Words listed on the title page of a work that distinguishes it from
other works. Moreover, it may include additional title, alternative title, or

1 https://www.bukalapak.com.

https://www.bukalapak.com
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other relevant descriptions, but does not include the name of authors, editors,
translators, and so on.

2. Author. Person or corporation that is responsible for the intellectual or artis-
tic content, such as artist, composer, painter, photographer, composer of bib-
liography, etc.

3. Publisher. Person, company, or corporation that has a responsibility to pub-
lish the work as distinguished from the printer.

4. Date of publication. Publication year of work and can be referred to as an
imprint date.

5. Edition. Number of copies printed at once with changes, both in the text or
the rearrangement of the printing plates.

6. Volume. Publication that is distinguished from other parts of work because
it has its title page in the bibliography. This kind of bibliography unit is
sometimes called a part or volume by the publisher. Some volumes can be
published in one book with their respective title pages.

7. Series. Books that are published sequentially. Each of them includes a col-
lective title as a sign of the relationship of others. They are usually issued by
the same corporation in a uniform style and numbered sequentially.

The annotation process starts with tokenizing the product title into a
sequence of tokens. The whitespace character is used as a token boundary. Every
single non-alphanumeric character (e.g. punctuation) is examined as an individ-
ual token.

BIO encoding is used to label the sequence of tokens. For each sequence of
tokens corresponding to a particular attribute X, the first token in that sequence
is labeled with B-X, while any other tokens are labeled with I-X. Tokens with
label O are not part of any attributes in a certain product title.

Table 1 shows the example of the annotated product title. Those 1000 prod-
uct titles are annotated by three human annotators. The Fleiss Kappa score
[5] of attribute annotation is 0.859. Distribution of attributes frequency in our
annotated product titles is shown in Fig. 1. The most frequent attribute label is
Title (992), while the least one is Year (13).

Table 1. Example of annotated product titles

Deluxe . Sleeping Beauty Age 3
B-Publisher O B-Title I-Title I-Title B-Volume

Eyewitness Travel Top 10 Los Angeles
B-Series I-Series B-Title I-Title I-Title I-Title

FARMAKOPE INDONESIA edisi ketiga 1979 termurah
B-Title I-Title B-Edition I-Edition B-Year O

Mengelola zakat indonesia - Yusuf wibisono
B-Title I-Title I-Title O B-Author I-Author

Robinson Crusoe ( Daniel Defoe )
B-Title I-Title O B-Author I-Author O
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Fig. 1. Distribution of attributes frequency in annotated product titles

The second dataset is tabular data, scrapped from one of the Indonesian book
e-commerce, Gramedia2. The data consists of 51,651 instances, which is com-
posed by a number of book attributes, i.e. the title, author, publisher, imprint
date, dimension (length, width, height, and weight), language, ISBN, number of
pages, producer, and category.

We utilize the second dataset to create a silver standard by automatically
tagging unlabeled data from the first set. The silver labeled data is constructed
by pairing the product title with tabular data. We compute cosine similarity
among pairs and filter out the pairs with similarity score less than 0.5873. If one
product title is still paired with more than two tabular data, we only consider
the pair with the highest similarity.

We apply regular expression to tag the mention of book attributes in the
product title based on tabular data. In total, our silver standard consists of
82,698 product titles which are annotated with 3 attributes: title, author, and
publisher.

3 Supervised Named-Entity Recognition

In this section, we explain the method to build a Named-Entity Recognition
model to solve the attribute extraction task. We formulate it as a sequence label-
ing problem. Given a product title containing N tokens W = (w1, w2, . . . , wN ),
we want to find the best sequence of labels Y = (y1, y2, ..., yN ). Each label is
determined using probability P (yi|wi−1, ..., wi+1, yi−1, ..., yi+1).

2 https://www.gramedia.com/.
3 This number is obtained after conducting empirical observation.

https://www.gramedia.com/
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3.1 Experiment

In the experiment, we use the number of features extraction, namely lexical,
position, word shape, dictionary, and embedding features. The information about
them is described in Table 2.

Table 2. Features used in the experiment

Feature Description

Lexical 5-gram bag of words (current token and two tokens before/after
the current token)

Position Relative position of token in product title

Word shape Orthographic feature of current token and two tokens
before/after the current token (e.g. contain digit)

Dictionary The occurrence of current token and two tokens before/after the
current token in English and Indonesian dictionaries

Embedding Skip-gram model of word2vec pretrained by in-domain dataset,
i.e. the dataset of product titles. We use the word vector
representation of the current token and two tokens before/after
the current token

The experiment is carried out with 4-fold cross-validation, in which for each
fold, 75% data is used as training data and other as testing data.

We evaluate the results of the experiment of attribute extraction in entity-
level with full match methods. Full match examines the prediction for multi-
token attributes is true if all of the tokens are correctly predicted and no other
token is included in the predicted label. The metrics measured for evaluation are
precision, recall, and F1-measure.

3.2 Result and Analysis

According to the precision metric, our model performs the best on publisher
attribute which occurs in 114 product titles. It gives 90.42% precision, 48.10%
recall, and 62.47% F1-measure. We find that the limited range of token values in
publisher attribute facilitates it to achieve the highest precision value. However,
the recall score for this attribute is not satisfying enough as, in most cases, it is
predicted as author.

Meanwhile, prediction on author attribute achieves the highest score of F1-
measure (66.30%) and recall (61.25%) among all product attributes. In our data,
383 product titles contain this attribute. The predictor works well because of the
recurring patterns, e.g. <Title> - <Author> or <Title> (<Author>).

Some of the product titles contain more than one author. We find that our
model still predicts the multiple authors as a single entity.
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Edition is the third-best extracted attributes. We observed that prediction
on Edition attribute has a convincing precision score because, most of the time,
it is indicated with specific word (e.g. edisi, edition) and ordinal number. Never-
theless, its recall is not good as the precision because on occasion it is indistin-
guishable from imprint date and volume. Also, the model is less able to capture
when it involves abbreviation, such as “ed.”.

Finally, series and year are predicted the worst. Our model is not able to
capture the series well since they are almost similar to the title attributes,
which consist of a collection of words that do not indicate a person or institution
name. Year attribute is completely cannot be predicted due to its very small
occurrence in the dataset. The evaluation of each attribute is shown in Table 3a.

We also explore the performance of the model if the predefined attributes are
reduced into 3 attributes: title, author, and publisher. In this case, tokens of
other attributes are labeled O. The evaluation of attribute extraction for model
with 7 and 3 defined attributes is described in Table 3b. Overall, there is a
slight increase in F1-measure for title and publisher attributes if the model
is trained to only 3 predefined attributes.

Table 3. Evaluation of attribute extraction

(a)

Attribute Precision Recall F1-Measure

Title 56.29 56.13 56.18
Author 72.32 61.25 66.30

Publisher 90.42 48.10 62.47
Series 29.17 7.81 11.92
Edition 69.02 52.58 59.43
Volume 52.08 46.51 48.80
Year 0.00 0.00 0.00

(b)

Attribute Model Precision Recall F1-Measure

Title
7 attr 56.29 56.13 56.18
3 attr 57.17 55.75 56.41

Author
7 attr 72.32 61.25 66.30
3 attr 72.04 61.50 66.30

Publisher
7 attr 90.42 48.10 62.47
3 attr 88.26 49.13 62.74

4 Semi-supervised Named-Entity Recognition

In this section, we describe the idea to expand the number of product title
data that can be extracted into attribute information. We apply NER model
in semi-supervised way. We use bootstrapping method to generate more labeled
data from unlabeled data. In our experiment, the unlabeled data is a collection of
product titles in silver standard. The semi-supervised model is trained to extract
only 3 attributes (title, author, and publisher).

4.1 Experiment

In this experiment, we change a little of the features setting to reduce the com-
plexity of our algorithm to extract the attributes since the silver standard con-
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tains a great number of rows. We restrict the dictionary and embedding features
only to cover the current token and one token before/after the current token.

We randomly split the silver standard into a hundred chunks, hence each
chunk incorporates 827 product titles with their corresponding label (last chunk:
825 rows). Then, we split the first dataset into 75% training data and 25% testing
data. Iteratively, for each chunk, we execute the following actions:

1. Leverage the training data to build a supervised CRF NER model;
2. Model is evaluated using the testing data and subsequently predicts the label

of product titles in the chunk;
3. Predicted label is matched with the label in the chunk; and
4. Product titles with matching label are added to the training data;

The bootstrapping algorithm is illustrated in Algorithm1.

Algorithm 1. Bootstrapping Algorithm
Data: L for labeled data, S for silver standard,
Randomize S and split it into a hundred chunks;
Split L into random train Ltrain and test Ltest subsets;
for each chunk C (product titles P , labels Plabel) do

Train CRF classifier M using Ltrain;
Evaluate the performance of M using Ltest;
Classify P with M obtaining their predicted label Cpredicted;
Match Cpredicted with Plabel obtaining product titles with matching label L′;
Add L′ to Ltrain;

4.2 Result and Analysis

Initially, the value of the evaluation metrics is 65.69%, 59.79%, and 62.47% for
precision, recall, and F1-measure respectively. After 20 iterations, we get the
highest value of recall (66.14) and F1-measure (67.04%) due to a significant
increase in recall for title attribute (from 58.90% to 65.85%). The highest
value of precision is 68.96% and it is reached after 48 iterations. At this point,
the precision of publisher attribute is up to 95.00%. In the end, we get 66.40%,
64.02%, and 64.91% for precision, recall, and F1-measure respectively or, in
other words, the bootstrapping algorithm using silver standard can increase the
performance of the model. As we can see from Fig. 2, the F1-measure score
for all attributes increases. Publisher attribute has a significant increase of
precision (from 79.17% to 95.00%). In contrast to publishers, title and author
have increased quite dramatically in recall score (title: 59.79% to 64.02% and
author: 62.00% to 70.00%).

Using bootstrapping method, we automatically label 29,647 product titles
(35.85% of silver standard), which consists of 29,647 title, 9,709 author, and
578 publisher attribute labels.
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Fig. 2. F1-measure on each iteration of semi-supervised model

5 Conclusion

In this paper, we have demonstrated the attribute extraction from the product
titles of book category products using named-entity recognition approach. We
implemented Conditional Random Fields (CRF) to tackle the task that is mod-
eled as sequence labeling problem. We carried out two sub-tasks. The first sub-
task is model building using 1,000 annotated product titles. The features used
are lexical, position, word shape, dictionary, and embedding features. The sec-
ond one is data expansion using the bootstrapping method. Our semi-supervised
model achieved precision of 66.40%, recall of 64.02%, and F1 of 64.91% when
extracting book attributes from 29,647 product titles.

For future work, we are going to experiment with deep neural network algo-
rithm as attribute extraction model. Another direction is to propose more robust
model to detect infrequent attributes.

Acknowledgments. This research was supported by the research grant from Univer-
sitas Indonesia, namely Publikasi Terindeks Internasional (PUTI) Prosiding year 2020
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Abstract. Long lecture video metadata needs to have topic wise anno-
tation information for quick topic searching and video browsing. In this
work we perform topical segmentation of long MOOC lecture videos to
obtain start-time and end-time of different topics taught by the instruc-
tor. During teaching instructor uses different concepts to explain a topic.
So instructor has his own way of selecting and binding these concepts
to represent a topic. Additionally knowledge graph of a subject domain
contains inherent domain knowledge. In this work we analyze how the
instructor changes concepts during topic change, the inherent knowledge
available in a domain knowledge graph, semantic similarity and contex-
tual relationship between different concepts to perform topical segmen-
tation of long lecture videos. As output, we get semantically coherent
topics taught by the instructor along with their interval (start-time and
end-time). We tested our approach on 61 long NPTEL[1] videos deliv-
ered on software engineering domain. Experimentally we find that the
topic intervals generated by our system has ∼83% similarity with the
intervals present in the ground truth. Holistic evaluation shows that our
approach performs better than the other approaches in the literature.

Keywords: Concept mapping · E-learning · Knowledge graph
analysis · MOOC lecture video · Multimedia processing · Semantic
segmentation · Video segmentation

1 Introduction

Massive open online courses (MOOC) is a great initiative aimed at open online
access of educational contents. Renowned universities are also encouraging
and contributing in this initiative. In India, National Program on Technology
enhanced Learning (NPTEL) is taking this initiative by hosting lecture series
of different subjects. In NPTEL, each course comes into series form, containing
∼40 lecture videos. Each video is ∼1 h long and consists of multiple topics taught
sequentially by the instructor. As the video metadata lacks topical annotation,
it requires to watch the whole video to locate a desired topic inside it. Automat-
ically creating topical segmentation and annotation of lecture videos will reduce
c© Springer Nature Switzerland AG 2020
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user effort of topic searching, locating and browsing inside a particular lecture
video as well as in the whole lecture series.

Several research efforts have been put on topical segmentation of long lecture
videos. In [6,17–19] topical segmentation is performed by analyzing transcript
file associated with the lecture video. Later [8,10] applied deep learning based
framework to perform topical and semantic segmentation of long lecture videos.
Also [5,13,16,19] analyzed lecture videos synchronized with lecture slides to per-
form this task. The shortcomings of these approaches include 1) unavailability
of large volume of labeled data to train deep learning based framework 2) noise
present in the synchronized lecture slides displayed in the video 3) unavailabil-
ity of auxiliary teaching material like power-point/beamer presentation. Also no
work in the literature used domain knowledge at the time of performing top-
ical segmentation. Usually knowledge of a subject domain can be represented
in graphical form where each node denotes a concept and an edge represents
the relationship between two concepts it connects. This graph is called domain
knowledge graph that provides an overview of a subject and how different con-
cepts are related to each other.

In this work we perform topical segmentation of long lecture videos by lever-
aging the inherent knowledge available in a domain knowledge graph (KG). Also,
at the time of teaching, instructor has his own way of selecting different con-
cepts, connecting and combining them together to explain a topic. We combine
these two information to perform topical segmentation of long MOOC lecture
videos. We take NPTEL lecture videos, each of them is synchronized with lec-
ture slides and associated with speech-to-text transcript. We identify unique
slides shown in the video, their time interval and associated textual information
from the transcript file. Using these information we construct graphlets, each
represents a unique lecture slide shown in the lecture video. In each graphlet,
the nodes are the concepts used by the instructor, an edge indicates presence
of a direct connection between two concepts in the KG and edge weight repre-
sents the contextual semantic similarity between two adjacent concepts of that
edge. Here ‘contextual semantic similarity’ means semantic similarity between
two concepts in the context of the way instructor combines them together during
teaching. The basis of our work is to analyze all these graphlets and find how
concept change occurs between two adjacent graphlets. Finally, measuring the
amount of concept change and contextual semantic similarity among concepts,
our system provides boundaries (starting-time and ending-time) of different top-
ics taught in a lecture video. The idea is schematically shown in Fig. 1 where we
take a lecture video on ‘Overview of waterfall model’. The diagram represents
different concepts used by the instructor which are distributed into five different
topics. Connectivities between these concepts are taken from the KG and edge
weight represents contextual semantic similarity among concepts. After analyz-
ing all the graphlets created from the unique slides, we can perform topical
segmentation and mark the topic boundaries.

This paper is organized as follows. In Sect. 2 we discuss the literature.
We describe the dataset and methodology in Sect. 3 and Sect. 4 respectively.
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Fig. 1. Illustration of knowledge graph based topical segmentation of lecture videos. All
the concepts covered in a lecture video are shown. Edge weight represents contextual
semantic similarity among the concepts. Each topic, represented as a cloudy shape,
consists of multiple concepts. Text in each rectangular box represents corresponding
topic name and its interval.

Section 5 will show experimental results and related discussion. Finally we con-
clude our work in Sect. 6.

2 Literature Review

In literature, topical segmentation of lecture video is performed using either tex-
tual information or visual information or both. Textual information is available
in the form of transcript or subtitle file. Visual information is obtained from the
lecture slides shown in the video itself or from the auxiliary teaching material
like power-point/beamer presentation.

Text based segmentation approach usually divides the text data into fixed size
block with some overlapping. Then semantic similarity is measured between two
adjacent text block and using a threshold value topic boundaries are determined.
To obtain similarity, Lin et al. [15] used noun phrases, verb classes, pronouns
and cue phrases as feature vectors. Modifying the above approach Shah et al.
[19] represented the cue phrases by N-gram based model while Galanopoulos
et al. [10] used word2Vec [17] based word embedding. In an another work Shah
et al. [20] modified the above approach with the help of wikipedia text. They
computed similarity between a wikipedia topic and each fixed size text block
obtained from sub-title file. Based on all the similarity scores and a threshold
value segment boundaries were determined.
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Researchers worked with visual contents, primarily focused on extracting tex-
tual information present in the lecture slides and applying NLP techniques on
them to perform topical segmentation. Che et al. [7] and Baidya et al. [5] ana-
lyzed textual contents available in the lecture slides shown in the lecture video.
Combination of SWT and OCR were used to text line detection and recognition
from lecture slides. Finally, NLP based methods are applied on text data to
perform topic segmentation. Instead of using SWT, Yang et al. [23] used DCT
based coefficient to identify text lines in a slide frame. Shah et al. [19] consid-
ered a lecture video as a sequence of events like displaying lecture slides or the
instructor. Assuming change of event as the change of current topic, topic bound-
ary is determined by detecting the event change. Event change was detected by
training an SVM using color histogram of video frames. Segmentation of lecture
video with non stationary camera settings was handled by Jeong et al. [13], by
computing frame similarity between two adjacent frames, while Ma et al. [16]
used color histogram of video frames to identify slide transition for topic change
detection.

To obtain better accuracy, researchers adopted fusion based method, which
involves merging two sets of segmentation information obtained from heteroge-
neous sources like speech transcripts, video content, subtitle file or OCRed text.
Shah et al. [19,20] used both subtitle file and video frames and wikipedia text
to get final segmentation. While, Yang et al. [22] proposed keyword extraction
from slide text line and analyzing OCR and ASR transcripts of the video.

3 Data Acquisition and Preprocessing

3.1 Data Acquisition

In this work we use NPTEL lecture videos on software engineering domain. Each
video is one hour long and associated with Transcript file. Details of the dataset
is given in Sect. 5.1. We also create a knowledge graph in software engineer-
ing domain using the approach described by Zhao et al. [24]. This knowledge
graph contains 44765 concepts taken from Stack Overflow [3] tagWiki and 35279
relationship triplets. We compute contextual semantic similarity (described in
Sect. 3.3) between all pair of concepts and use them as edge weight. In our work
we only use these concepts, their interconnections and edge weights while ignor-
ing the concept properties and relationship names among different concepts.

3.2 Data Preprocessing

Text Data Preprocessing. In this step we perform preprocessing of the tran-
script file, available in pdf form. We parse the pdf file using third party open
source library pdfminer [2]. We remove some information related to the lecture,
like course name, instructor name, host institute name etc. which are located on
top of the transcript file. Finally, We clean the file by removing junk characters.

Video Data Preprocessing. Video file displays lecture slides used by the
instructor. We extract unique lecture slides and construct a graphlet from each
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of them. First we extract frames from the video file sampled at 3 s interval.
There are three different type of frames are shown in the video and they are,
presentation slide, instructor face and board work. In this work we are only
interested in slide frames as instructor face do not contain any semantic infor-
mation and we ignore board work as handwritten character recognition is out of
scope of this work. To classify the slide frames, we apply transfer learning using
inception-V3 [21] pre-trained model. Retraining is done using ∼4000 frames from
each category and we obtain ∼96% accuracy (F1 score). Finally, we apply frame
differencing technique [11] to remove duplicate frames and obtain unique slide
frames. Time interval of a unique slide is considered as its first display in the
video up to the first display of the next unique slide. We mark the boundary
(first and last display time) of each unique slide frame and find its associated
text data from the transcribed text. These boundary information and textual
part are used in the later stages of our system.

3.3 Edge Weight Computation

In this step, we compute the edge weight between different concepts present in
the KG. Essentially, edge weight represents how two concepts are semantically
similar with each other in the context of transcript file. We find semantic similar-
ity between them considering the context of their co-occurrence. To determine
the context we use FLAIR [4] api that runs on top of the BERT [9] model.
Unlike static word embedding, BERT can produce dynamic word embedding
considering the sentences in which a word has occurred. Here in our work, we
capture the contextual semantic similarity between two concepts, so that we can
analyze how instructor correlates and connects different concepts during teach-
ing. We observe, a concept might occur multiple times in the transcript file.
So, during similarity score computation, we consider all pairwise co-occurrences
between two given concepts. We take the text chunk that contains first such co-
occurrence and send it to the FLAIR api to find 2048 dimensional word embed-
ding of each concept and calculate cosine similarity between them. We take
all the co-occurrences between any two concepts, find multiple similarity scores
between them and take the average to find final contextual similarity between
them. After similarity computation is done, we use it as the edge weight in the
KG if there exist a link between these two concepts. We maintain a dictionary
which holds the contextual semantic similarity score between all pair of concepts
present in the transcript file.

4 Methodology

In this step we create multiple graphlets, each of them is an induced subgraph of
the KG and represents a unique slide in the lecture video. Time intervals associ-
ated with these graphlets are mutually exclusive and collectively they cover the
whole lecture video. For finding topic boundaries, we analyze these graphlets
to determine the concept change occurs in different time interval and how con-
cepts are closely connected inside a topic. During our analysis we perform several
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operations on these graphlets like merging of two consecutive graphlets or find-
ing centroid etc. We denote these resultant graphs as Gz

t = (V z
t , Ez

t ) where,
t = {0, 1, ...N | N ∈ N

+} represents the tth time interval and z will indicate
the name of the graph generated by different operations. Following sub sections
describe the detail segmentation steps.

4.1 Slide Graph Construction

First we construct an undirected weighted graph representing each unique slide
frame and we call it slide graph. To construct nth slide graph (Gs

n) we use tran-
scribed text (say, TXTn) associated with nth unique slide, the KG and the edge
weight dictionary created in Sect. 3.3. Construction steps are given below.

1. A vertex is created for each concept word in TXTn, set vertex name as the
concept and vertex weight as the term frequency of that concept in TXTn.

2. We draw an edge between two vertices if there is a corresponding edge present
in the KG. Edge weight is assigned using the dictionary created in Sect. 3.3.

3. We remove direction information from the generated graph because during
graph analysis in the next phase, a node may not be reachable from the other
nodes, though there exists a strong connection amongst them.

4. If the generated graph is not connected, we draw an edge between two con-
nected components whose weight is the maximum among all the possible
edges between these two components.

4.2 Finding Potential Topic Boundary

In this step, we determine potential topic boundaries by analyzing all the
slide graph. During lecture, instructor changes current slide at the time of going
to a different topic, but vice versa is not necessarily true. In fact usually mul-
tiple slides are used for explaining a particular topic and few consecutive slides
are closely related. Here closely related means, these consecutive slides repre-
sent almost same concepts. In this step we identify closely related consecutive
slides and merge them together. Also, we mark the slides which are not close
and those slide changes might be the topic boundaries. We measure how much
concept changes have been occurred between two consecutive lecture slides. We
define concept change score, CCS(j, j + 1) between two consecutive slide graph,
Gs

j = (V s
j , Es

j ) and Gs
j+1 = (V s

j+1, E
s
j+1) as follows.

CCS(j, j + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

0 : {V s
j ∩ V s

j+1} = φ
N∑

k=0
min(tf(vk|vk∈V s

j ),tf(vk|vk∈V s
j+1))

M∑

k=0
max(tf(vk|vk∈V s

j ),tf(vk|vk∈V s
j+1))

: Else

where, N = |{V s
j ∩ V s

j+1}| and M = |{V s
j ∪ V s

j+1}| and tf(vk|vk ∈ V s
j ) indi-

cates term frequency of vertex vk when vk ∈ V s
j . Here consideration of term

frequency is important. We observe that, instructor puts more emphasis on few
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concepts while other concepts are used for giving example or reference purpose.
Throughout this paper we call them as primary and auxiliary concepts respec-
tively. Usually, primary concepts have higher term frequency than the auxiliary
concepts. Also, Concepts with higher term frequency indicates that instructor
has spent more time on them than the concepts with lower term frequency.
Leveraging this fact we consider term frequency in concept change score com-
putation. Clearly concept change score is in range between [0, 1] and its value
is 1 if two consecutive slide graph are exactly similar and 0 if their vertices are
disjoint. An illustrative example of concept change score is shown in Fig. 2.

acceptance  4 coverage  1

testing  2

debugging  1

validation  7

debugging  6

testing  8

coverage  7

 verification  9 

(a)

 feasibility  5

 design   5  SRS   8

 structure chart   4

 feasibility  6

 design   3

 structure chart   2

 project  5  OOD   2

 SRS  11

(b)

Fig. 2. An example of concept change score between two consecutive slide graph. Each
node represents a concept and its term frequency, edge weights indicate contextual
semantic similarity among concepts. Slide changes shown in (a) is a potential candidate
of being a topic boundary as most of the concepts are different and CCS(j, j + 1) is
low (0.077). While, (b) shows Gs

j and Gs
j+1 are closely related as most of the concepts

present in these two slides are same and CCS(j, j+1) is large (0.545) compared to the
other.

We use this concept change score to identify consecutive slide graph where
significant amount of concept change happens and mark those slide transi-
tions as potential topic boundaries. We also identify closely related consecutive
slide graph and merge them together as those corresponding slides represent
almost same concepts. Steps to perform these operations are,

1. We compute concept change score between all pair of consecutive slide graph
and select those changes where the concept change score is less than the aver-
age value. We mark these changes as potential topic boundaries.
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2. We merge those pair of consecutive slide graph where concept change score is
higher than the average value. We call this merged graph as slide group graph.
A sample illustration of constructing slide group graph is shown in Fig. 3.

3. slide graph merging policy is as follows. Consider two consecutive slide graph,
Gs

j = (V s
j , Es

j ) and Gs
j+1 = (V s

j+1, E
s
j+1) which are merged to get

slide group graph, denoted as, Gg = (V g, Eg). where, V g = V s
j ∪ V s

j+1 and
Eg = Es

j ∪ Es
j+1. Vertex weight is modified as the summation of its weight in

Gs
j and Gs

j+1.

 feasibility  5

 design   5  SRS   8

 structure chart   4  structure chart   6

 design   8

 feasibility  11 feasibility  6

 design   3

 structure chart   2

 project  5 project  5

 SRS   19

 OOD   2

 OOD   2

 SRS  11

Fig. 3. Merging two consecutive slide graph to construct a slide group graph.

4.3 Finding Actual Topic Boundary

In this step we have a collection of slide graph and slide group graph. We call each
of them as cluster where each of them represents some concepts and transition
from one cluster to the next one makes substantial amount of concept change.
Some of these transitions are actual topic boundaries while others are not. To
find actual topic boundaries, we analyze how concepts are closely connected with
each other within a topic than the concepts belonging in two different topics.

Primary and Auxiliary Concepts. In our dataset we observe, in each cluster,
instructor primarily focuses on some concepts and rest are used for explanation
or reference purpose. We call them as primary concepts and auxiliary concepts
respectively. For example, to explain a topic, say “Agile Methods”, instructor
primarily focuses on concepts like, “sprint”, “scrum”, “eXtreme Programming”,
“face-to-face conversation” etc. But sometimes he also mentions “waterfall”,
“spiral” for reference purpose or “Zoho Sprints”, “Kanbanize” to mention the
tools used for agile. We also find that term frequency of primary concepts are
higher than the auxiliary concepts. Leveraging this fact, we take only the primary
concepts and their interconnection for finding actual topic boundaries. we create
cluster centroid from each cluster which represents the primary concepts and the
interconnections among them. In this computation we consider top 70% concepts
as primary concepts. We discuss the selection of this value in Sect. 5.3. Steps to
construct a cluster centroid are given below.
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1. Sort the concepts in non increasing order according to their term frequency.
2. In case of tie in term frequency, we consider total weight of the incident edges

to a concept. Here higher weight signifies a concept is semantically closer to
other concepts than that of the concept with lower weight in incident edges.

3. Consider top 70% concepts and their interconnecting edges during formation
of the cluster centroid.

To detect actual topic boundaries, we consider three consecutive (say, ith, i+
1th, and i+2th) cluster centroid denoted as Gc

i = (V c
i , Ec

i ) , Gc
i+1 = (V c

i+1, E
c
i+1)

and Gc
i+2 = (V c

i+2, E
c
i+2) respectively. We represent the transition from Gc

i to
Gc

i+1 as τ(i, i + 1) and from Gc
i+1 to Gc

i+2 as τ(i + 1, i + 2). We may encounter
three different cases as described below.

1. Case A: If we find both {V c
i ∩ V c

i+1} = φ and {V c
i+1 ∩ V c

i+2} = φ, we mark
τ(i, i + 1) as a topic boundary. Otherwise there may arise two more cases
with different situations.

2. Case B: Gc
i and Gc

i+2 are in two different topics (say, topicx and topicy

in chronological order). Instructor gradually changes from topicx to topicy

through Gc
i+1. Different situations may occur like,

(a) Situation-1 Most of the concepts covered in Gc
i+1 are part of topicx, hence

τ(i + 1, i + 2) is a topic boundary as shown in Fig. 4(a).
(b) Situation-2 Most of the concepts covered in Gc

i+1 are part of topicy, hence
τ(i, i + 1) is a topic boundary as shown in Fig. 4(b).

3. Case C: Gc
i , Gc

i+1 and Gc
i+2 all falls under same topic.

(a) Situation-1 There are some changes in concepts between Gc
i and Gc

i+1,
but in Gc

i+2 instructor again back to the concepts present in Gc
i as shown

in Fig. 4(c).
(b) Situation-2 Most of the concepts covered in a particular topic are present

in Gc
i and very few additional concepts are taught in Gc

i+1 and Gc
i+2 as

shown in Fig. 4(d).
(c) Situation-3 Similar to the Case C: Situation-2, while most of the concepts

are covered in Gc
i+1as shown in Fig. 4(e).

(d) Situation-4 Similar to the Case C: Situation-2, while most of the concepts
are covered in Gc

i+2 as shown in Fig. 4(f).

To handle these situations, we measure how different concepts are densely
connected to each other within a topic. For a graph G, we define graph den-
sity metric δ(G) as, δ(G) =

∑N
k=1 w(ek)

N(N−1) , while, w(ek) is the weight of edge ek

and N is the total number of vertices in G. We take different combinations of
cluster centroid, compute their density and compare these density values with
each other to find the actual topic boundaries. Here the idea is, concepts belong
in same topic have more contextual semantic similarity than they are in differ-
ent topics. Combined graph, denoted as, C(Gc

i , G
c
i+1) = (V ′, E′) is formed by

combining Gc
i = (V c

i , Ec
i ) and Gc

i+1 = (V c
i+1, E

c
i+1) where, V ′ = {V c

i ∪ V c
i+1}

and E′ = {Ec
i ∪ Ec

i+1 ∪ E}. Here, E represents set of additional edges present in
the KG between any pair of concepts that belongs in Gc

i or Gc
i+1. Using these
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Fig. 4. Illustration of different situations occur during teaching. Small dots represent
different concepts and lines connecting them are the edges. Cloudy, rectangular and
oval shapes represent three consecutive cluster centroid Gc

i , G
c
i+1 and Gc

i+2 respectively.
Thick gray arrows represent the transition from one cluster centroid to the next one.

density measure we compute actual topic boundaries using the algorithm shown
in Algorithm 1.

Lines 5–10 handle Case A by computing vertex intersection between three
consecutive cluster centroid and mark τ(i, i + 1) as topic boundary. Case B and
Case C are determined by comparing density of different combined graph formed
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Algorithm 1. Compute Topic Boundary List
1: tpBoundaries ← [ ], start time ← centroidList[0].startT ime, end time ← 0, i ← 0
2: len ← centroidList.length
3: while i < len − 2 do
4: c0 ← centroidList[i], c1 ← centroidList[i + 1], c2 ← centroidList[i + 2]
5: if c0.vertices ∩ c1.vertices = φ & c1.vertices ∩ c2.vertices = φ then � Case A
6: end time ← c0.endTime
7: tpBoundaries ← tpBoundaries ∪ (start time, end time) � τ(i, i + 1) is topic boundary
8: start time ← c1.startT ime � set start time value for the next topic
9: i ← i + 1

10: continue
� compute density of different combination of cluster centroid as described

11: m01 ← combine(c0, c1), delta01 = density(m01)
12: m02 ← combine(c0, c2), delta02 = density(m02)
13: m12 ← combine(c1, c2), delta12 = density(m12)
14: m123 ← combine(c1, c2, c3), delta123 = density(m123)
15: if delta02 > delta01 & delta02 > delta12 then � Case C: Situation-1
16: i ← i + 2
17: continue
18: else if delta123 > delta01 or delta123 > delta12 or delta123 > delta02 then � Case C:

Situation-2,3,4
19: i ← i + 2
20: continue
21: else if delta01 > delta12 then � Case B: Situation-1
22: end time ← c1.endTime
23: tpBoundaries ← tpBoundaries ∪ (start time, end time) � τ(i + 1, i + 2) is topic

boundary
24: start time = c2.startT ime � set start time value for the next topic
25: i ← i + 2
26: continue
27: else if delta12 > delta01 then � Case B: Situation-2
28: end time ← c0.endTime
29: tpBoundaries ← tpBoundaries ∪ (start time, end time) � τ(i, i + 1) is topic boundary
30: start time ← c1.startT ime � set start time value for the next topic
31: i ← i + 1
32: continue
33: end time ← centroidList[len − 1].endTime � taking end-time of last cluster
34: tpBoundaries ← tpBoundaries ∪ (start time, end time)
35: return tpBoundaries

by Gc
i , Gc

i+1 and Gc
i+2. For Case B:Situation-1, graph density of C(Gc

i , G
c
i+1) is

more than density of C(Gc
i+1, G

c
i+2) as Gc

i and Gc
i+1 both belong in same topic

and Gc
i+1 and Gc

i+2 belong in two different topics. Hence τ(i + 1, i + 2) is a topic
boundary. These are handled in lines 21–26. In similar manner Case B:Situation-
2 is handled in lines 27–32. In Case C:Situation-1, concepts covered in Gc

i and
Gc

i+2 are almost similar but there is some concept change in Gc
i+1. So C(Gc

i , G
c
i+2)

will have higher density value than that of C(Gc
i+1, G

c
i+2) and C(Gc

i , G
c
i+1) which

is handled in lines 15–17. For Case C:Situation-2,3,4 all Gc
i ,G

c
i+1 and Gc

i+2 are in
same topic, so density of C(Gc

i , G
c
i+1, G

c
i+2) is higher than the individual density

of C(Gc
i , G

c
i+1) or C(Gc

i , G
c
i+2) or C(Gc

i+1, G
c
i+2). These kind of situations are

handled in lines 18–20.

5 Experiments

5.1 Dataset and Ground Truth

In this work we use NPTEL lecture videos. NPTEL offers different courses,
each contains ∼40 one hour long lecture videos. Each video is synchronized with
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lecture slides, i.e. at the time of lecture, instructor uses power-point/beamer pre-
sentation which is displayed in the video. Each video is associated with speech-
to-text transcript file. NPTEL also maintains course syllabus containing different
topics taught in the whole course. Usually each video consists of multiple topics
taught sequentially and each topic constitutes of multiple concepts as chosen by
the instructor. We collect lecture videos, transcript file and course syllabus of
three lecture series related to software engineering for the experiment.

Ground truth are prepared by the course instructor and/or teaching assis-
tants of the corresponding courses. From three courses on software engineering
we get 61 annotated lecture videos. Ground truth is prepared by consulting
the lecture videos and the course syllabus available in NPTEL website. Ground
truth of a lecture video consists of several topics along with their start-time and
end-time. An overview of the ground truth is shown in Table 1.

Table 1. Sample ground truth

Topic name Start time (mm:ss) End time (mm:ss)

Requirement Analysis 00:32 15:43

Design 15:46 27:12

Implementation 15:46 37:50

Verification 38:00 54:33

Maintenance 54:37 59:43

5.2 Evaluation and Comparison

We determine the topic name of a video segment by matching the textual similar-
ities between slide titles and topic list present in course syllabus. Slide titles are
extracted using standard methods described by Yang et al. [22]. Then, we mea-
sure cumulative similarity score between these titles and all topic names present
in course syllabus. Topic name that have highest similarity score is assigned
to the video segment under consideration. Once a topic name is assigned, we
remove that name from the topic name list so that same name is not assigned to
multiple video segments. We use Word Mover’s Distance [14] for the similarity
measure.

For evaluation, we measure the similarity between topic intervals generated
from our system and intervals present in the ground truth. To find interval
similarity of a topic, we measure the overlapping time ratio (otr) between ground
truth and system generated interval information for a given topic. Conceptually
otr is similar as Jaccard Similarity [12] and we define it as,

otr =
min(eT imegr, eT imesys) − max(sT imegr, sT imesys)
max(eT imegr, eT imesys) − min(sT imegr, sT imesys)
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Where, (sT imegr, eT imegr) is the time interval of a topic in ground truth and
(sT imesys, eT imesys) is the time interval generated by the system. For multiple
topics, we take arithmetic mean of otr for all the topics. We perform holistic
evaluation of all the lecture videos in our dataset and measure similarity score
of them. Table 2 shows similarity score of different lecture series.

Table 2. Interval similarity measure and comparison

Course name (no. of videos) No. of

topics

Interval similarity

Ours Comparison with other methods

MTT D&V ATLAS LectureKhoj

Software Testing (29) 123 0.82 0.72 0.69 0.75 0.65

Software Engineering (17) 75 0.81 0.74 0.72 0.65 0.70

Software Project Management (15) 68 0.84 0.77 0.78 0.73 0.77

ALL (61) 266 0.83 0.74 0.73 0.71 0.71

We also compare our approach with four different approaches present in the
literature. They are, Modified Text Tiling (MTT) [15], D&V [10], ATLAS [19]
and LectureKhoj [5]. MTT and D&V used transcribed text for segmentation,
LectureKhoj considered only lecture videos with synchronized lecture slides and
ATLAS used both textual and visual information to perform topical segmenta-
tion. Brief description of these approaches are given in Sect. 2. Due to the unavail-
ability of their dataset we have applied their approach on our dataset. Holistic
evaluation shows that our method performs better than other approaches. A
detail comparison report is shown in Table 2.

5.3 Discussion

1. In Sect. 4.3, during cluster centroid construction we used top 70% concepts
of a cluster as primary concepts. Here we perform some experiments to find
the optimal value for the primary concept percentage. This value is important
because, for high value, we will take auxiliary concepts in cluster centroid con-
struction. These auxiliary concepts will create irrelevant connections between
two consecutive topics hence, the system will discard some actual topic bound-
aries. While taking low value, we ignore some primary concepts resulting the
cluster centroid will be trimmed, resulting in introducing some topic bound-
aries which actually do not exist. In this experiment, we take different values
of primary concept percentage and measure corresponding interval similar-
ity. Fig. 5 shows the similarity score of different lecture videos under different
settings. We observe, similarity is highest in the range [60%, 80%] for pri-
mary concept and it varies from instructor to instructor. Throughout the
experiment we use this value as 70%.

2. We find, during teaching instructor changes topic in two different ways. One
is to abrupt topic change, other is to changing a topic gradually. Handling of
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these situations are explained in Sect. 4.3 and denoted as Case A and Case
B. We find ∼26% topic change falls under Case A while rest are of type
Case B. Our system achieves ∼94% interval similarity for Case A while, it
drops to ∼79% for Case B. The reason is, for Case B topic boundaries in
the ground truth usually reside in the transition part from one topic to the
next one. While our system combines the transition part with the topic that
is semantically closer to it, hence the system will never create topic boundary
in the transition part. So for Case B topic boundary detection is not as exact
as it is in the ground truth.

3. Sometimes instructor spends initial few minutes of a lecture video for intro-
duction, which gives a bird’s-eye view of all the topics to be covered. So, term
frequency of the concepts in introduction part is not that relevant and the
concepts may not be directly related to each other in the KG. As our system
leverages the term frequency and concept interconnections present in the KG,
it is not always able to successfully mark the introductory topic boundary.
Our system marks introduction part successfully if next topic transition falls
under Case A. Otherwise it merges the introduction part with the next topic
taught, hence reducing interval similarity score.

Fig. 5. Interval similarity vs primary concept percentage

6 Conclusion and Future Work

In this work we have performed semantic segmentation of long MOOC videos
into different topics that helps in easy video searching and topic browsing. To
do this we have utilized both domain knowledge and concept correlation cre-
ated by the instructor during teaching. Domain knowledge is extracted from
a knowledge graph in “software engineering” domain and concept correlation
is obtained by computing contextual concept similarity using BERT model. In
future we have a plan to improve our work by utilizing other information avail-
able in the knowledge graph such as relationship information between concepts,
semantic properties of the concepts and hierarchical relationship between them.
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Abstract. Scientific articles are typically published as PDF documents,
thus rendering the extraction and analysis of results a cumbersome, error-
prone, and often manual effort. New initiatives, such as ORKG, focus on
transforming the content and results of scientific articles into structured,
machine-readable representations using Semantic Web technologies. In
this article, we focus on tabular data of scientific articles, which provide
an organized and compressed representation of information. However,
chart visualizations can additionally facilitate their comprehension. We
present an approach that employs a human-in-the-loop paradigm dur-
ing the data acquisition phase to define additional semantics for tabular
data. The additional semantics guide the creation of chart visualizations
for meaningful representations of tabular data. Our approach organizes
tabular data into different information groups which are analyzed for
the selection of suitable visualizations. The set of suitable visualizations
serves as a user-driven selection of visual representations. Additionally,
customization for visual representations provides the means for facilitat-
ing the understanding and sense-making of information.

Keywords: Scholarly communication · Knowledge graphs ·
Customizable visualizations · Information visualization

1 Introduction

Scholarly communication has not changed in its core during the last centuries.
Research articles are typically distributed as PDF documents, and the amount
of publications increases continuously every year [8]. As a consequence, search-
ing, understanding, and organizing information becomes a burden. Finding and
reviewing the literature is tying up cognitive capacity [1], and consumes time
which consequently reduces the time available for original research.

The purpose of scientific articles is to inform and share findings. As a means
for scholarly communication, the information is presented in documents using
text, figures, and tables. While the descriptive text provides detailed insights,
c© Springer Nature Switzerland AG 2020
E. Ishita et al. (Eds.): ICADL 2020, LNCS 12504, pp. 71–80, 2020.
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figures and tables serve as a visual, structured, and compressed representation
of information. However, this information is buried in PDF representations [10].

The current developments in scholarly communication exploit Semantic Web
technologies. These advancements transform the scholarly communication from
document-based to knowledge-based information systems employing structured,
interlinked, and semantically rich knowledge graphs [1]. In contrast to other
Digital Library applications that organize primarily bibliographic metadata, the
Open Research Knowledge Graph [7] (ORKG)1 captures the content of research
articles (e.g., research problem, materials, methods, and results).

Generally, the view on the information in scientific articles becomes static and
frozen following publication. Thus, further analysis of presented information con-
tinues to be a manual effort for readers. Knowledge-based representations pro-
vide machine-readable access to information, which serves as input for various
applications, including those addressing its presentation to humans. Therefore,
it is beneficial to extract and transform the information of scientific articles into
structured and machine-readable representations. However, due to its design for
machine-interoperatbility and processing of information, the cognitive load for
humans increases with growing size and complexity of such data structures. Visu-
alizations serve a purpose of addressing specific information needs for the data at
hand and human’s ability to understand complex data through visual represen-
tations, “a picture is worth a thousand words” [13]. Following the information
seeking mantra (overview, zooming/filtering, and details on demand) [15], we
argue that user-driven approach for the generation of visualizations and their
customization can further facilitate the sense-making of information.

In this article, we focus on the results of scientific articles in the form of
tables. Tables provide an organized and compressed depiction of information.
Various works, such as the recent work of Vu et al. [16], address the transfor-
mation of tabular data into knowledge-based representations. In contrast, the
objective of our approach is to extract such information and provide customiz-
able and meaningful chart visualizations of tabular data from knowledge graphs.
In particular, we address the following challenges:

i) What minimal information structure is required in a knowledge graph to
obtain visual representations of tabular data.

ii) How to analyze this structured information for visualization generation.

Our approach employs a human-in-the-loop technique to transform tabu-
lar data into knowledge graph representations with additional semantics. These
additional semantics serve as the foundation for obtaining views of the knowledge
graph that feed into various data visualization. Using the additional semantics,
our approach recreates tables from knowledge graphs and enables the analysis
of their content for the creation of customizable chart visualizations.

The remainder of this article is structured as follows. Section 2 summarizes
related work, and Sect. 3 describes the proposed approach. Section 4 discusses the

1 https://orkg.org.

https://orkg.org
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limitations and implications for additional use cases. Finally, Sect. 5 concludes
with an outlook on future work.

2 Related Work

The related work can be categorised into two groups: a) transformation of tables
into knowledge graph representations; b) visualization of knowledge graphs.
Addressing the former, the recent work of Vu et al. [16] represents the transfor-
mation process in the form of a mapping language (D-REPR). Heterogeneous
datasets, such as tables in CSV or JSON formats, with different layouts are
described in a model that defines components for the transformation into RDF.
These components describe the dataset resource, its attributes and how data
alignment is realized. A semantic model component describes how the data is
transformed into RDF. Other approaches, such as XLWrap [9], focus on the
transformation of spreadsheets into RDF. R2RML [3] is a W3C recommen-
dation that addresses the mapping of relational databases to RDF. However,
relational databases can be seen as tables, and therefore, R2RML techniques
are also applied to transform tabular data into Semantic Web representations
such as RDF. Due to the flexible nature of tables, the challenge of transform-
ing tables into Semantic Web representations typically results in transformation
models that are specifically tailored for individual datasets. Similarly, our app-
roach is currently tailored for the representation of row-based-entries for one
dimensional values.

Several definitions of knowledge graphs and its features exist; however, we
lack a unified definition [5]. Ehrlinger and Wöß [5] argue additionally that “an
ontology does not differ from a knowledge base”, meaning that visualization
methods for ontologies are also applicable for the visualization of the structure
of knowledge graphs. According to a recent survey [4], most methods and tools
visualize the content of ontologies using two-dimensional graph-based represen-
tations in the form of node-link diagrams.

Approaches, such as RelFinder [6] or the Neo4j graph visualization [11]
address the visualization of knowledge graphs based on their structure (i.e.,
nodes and links). While node-link diagrams are well suited to represent the
data structure of knowledge graphs, in some contexts, such as the visualization
of tables, the structural representation will not facilitate the comprehension of
information. Knowledge graphs have different structures and also contain addi-
tional information that does not serve the purpose for information interpretation
(e.g., URIs or class assertions). Therefore, in order to generate suitable visual-
izations, the context and the semantics of the retrieved entries from a knowledge
graph need to be incorporated and processed properly for the reconstruction of
a table.

The Wikidata Query Service2 is an application that is closely related to
our approach. The system leverages SPARQL and presents results using differ-
ent visualization methods. It provides a selection of visual representations (e.g.,
2 https://query.wikidata.org/.

https://query.wikidata.org/
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Fig. 1. Overview: (1) A table for artificial results of Precision, Recall, F1-Score, and
Runtime. (2) Processing pipeline. (3) Resulting visual representation.

Table, Tree, and Timeline) for the resulting data. While the Wikidata Query
Service provides a generic solution for the customizable visualization of knowl-
edge graphs, we present an approach that incorporates additional semantics and
guides the visualization generation process that is designed for the visual repre-
sentation of tabular data in the form of customizable charts.

3 Approach

Our approach is motivated and aligned with the objectives of the Open Research
Knowledge Graph (ORKG) [7], i.e., the structured representation of contribu-
tions in scientific articles and the facilitation of information perception and its
sense-making. However, our approach addresses the customizable visualization
for tabular data that originates from knowledge graphs. As a running example,
we use an imaginary table summarizing the performance of different methods,
which is common in Computer Science articles (see Fig. 1).

3.1 Data Acquisition and Transformation

At first, the data acquisition phase transforms the table into a knowledge graph
representation and ensures the correct assignment of additional semantics using
a human-in-the-loop approach. Knowledge graph structures typically reflect a
triple-based representation <s p o>, where the subject s and the object o are
interlinked by the predicate p. Our approach augments tabular data with addi-
tional semantics during the data acquisition phase, preserving the context which
allows more efficiently to create further analysis and visualizations from this
structured data. Our transformation model builds upon the following heuristics:

i) The cell entries of the first column provide the subjects; in our example,
these are the methods. Thus, cell values of a row are bound to the method.
Related to this, our transformation model is also row-based.
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Fig. 2. Widget for the tabular data transformation process eases the data input process
and appends additional semantics to cell values.

ii) Other columns provide values for measurements of a metric. Thus, our trans-
formation model adds to the cell value two additional attributes, namely the
metric and the unit of the cell value. The header values of the columns deter-
mine the metric, while a human-in-the-loop approach assigns the units for
the corresponding columns.

As illustrated in Fig. 2, a simple tabular input widget eases the process for the
user to enter the data and also ensures the correct assignment of additional
semantics for the table.

While, in general, the particular value is of interest, it is also necessary to
incorporate the context. The numerical value “89” is just a data point lacking
any meaning. Adding metric and unit to this value captures more context. This
context enables to describe the cell value as: The value “89” describes Precision,
it has the unit percentage, and it refers to a method (Method A).

3.2 Information Extraction and Organization

The reconstruction of a table requires the information about the transforma-
tion model and its structural representation. This information is obtained from
the data acquisition phase. However, due to the unknown order of returned
triples, the ordering of rows and columns can change. Nevertheless, we obtain
a reconstructed table with sufficient context for our example. Furthermore, the
reconstructed table becomes interactive through corresponding implementations,
e.g., sorting the columns ascending or descending based on their values. As illus-
trated in Fig. 3, this straight forth and back transformations provide already
interactions with tabular data and another view on the information.

Fig. 3. Illustration of the original table and the reconstructed table from a knowledge
graph. Note: The ordering of the columns is not preserved.
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The reconstructed table serves as input data for chart visualizations. How-
ever, we argue that the context is viable for the creation of suitable chart visu-
alizations. In this article, we define the context of a cell value as follows:

Definition 1. Context(value(i, j)) = (RowLabel(0, j), Unit(i), Metric(i))
Where i >= 1, is the column index and j the row index.

The RowLabel refers to the entries from the first column that are used as sub-
ject anchors in the knowledge graph representation. The Unit is provided by the
user, and the Metric is obtained from the header values of the corresponding
column. Data units are a crucial factor in creating meaningful chart visualiza-
tions. We argue that metrics with the same units provide reasonable candidates
for grouping information and avoid false interpretations when visualized in the
same chart, i.e., significant differences in data ranges shift the attention focus to
the visual elements that have a higher presence in the chart, see Fig. 4.

Fig. 4. Column chart visualization indicating the possible false first impression through
unrelated units and large differences in the data ranges.

The semantics of Units provide the means to create information groups by
clustering columns, i.e., the extraction of sub-tables through the matching of
compatible units. These groups reflect information that relates (or co-relates)
to a certain extend. The semantics of Metrics provide the means to guide the
selection of suitable chart visualization types. In particular, it is the definition
of compatible chart types for individual metrics.

Units: The additional semantics of Units provide means to align the cell values
to a uniform representation for a particular unit. These semantics serve as align-
ment definitions between them. For example, percentage and per-mil are easily
brought into correspondence using an alignment factor of 10, or milliseconds are
transformed to seconds using an alignment factor of 1000. The semantics for unit
alignment enable the approach to detect compatible units and bring them into
correspondence for clustering related (or co-related) information.

Metrics: The semantics of metrics provide additional criteria for building infor-
mation groups (i.e., the subdivision of sub-tables). As mentioned before, units
provide reasonable candidates for clustering related (or co-related) information
into groups. However, identical units are used in different metrics. For exam-
ple, percentage can refer to performance measurements in information retrieval
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tasks or statistical distributions. The definition of compatible metrics refines the
grouping of related information and determines which columns serve as input.

Metrics provide additional value validation mechanisms. In particular, they
define a data range. For example, the metric Precision has a range of [0, ..., 100],
or Runtime cannot be expressed as negative values. This value range restrictions
define a validation mechanism for transformation models that populate knowl-
edge graphs with tabular data. However, the value range restrictions for the
myriad of measurement factors need to be defined individually for each metric.

3.3 Customizable Visualization Generation

The analysis of the additional semantics performs the most of the heavy lift-
ing. However, the dimensions of the table also pose restrictions on the selection
of suitable chart visualizations. For example, spider-charts require at least 3
dimensions in order to span an area for a value. While this criteria is met when
the number of rows is adequate (e.g., visualizing Precision with the correspond-
ing methods as axial dimension), this representation becomes invalid if the axis
mapping is flipped and the dimensional criteria is not met (e.g., only Precision
serves as the axial dimension). This simple example indicates that the selection
for axis mapping is also crucial for the visualization suggestion. As illustrated in
Fig. 1, this refers to the feedback loop for the visualization suggestion.

4 Discussion

Our approach builds upon the semantics and the structure of the tabular data
representation in a knowledge graph. Thus, it is currently limited to the chosen
transformation model. Furthermore, the approach addresses the one dimensional
representation of columns and rows. In our approach, the first column of the table
refers to unsorted entries. However, when dealing with order dependent entries,
such as time series or physical distances, the position on the axis (sorting) is
significant for the information comprehension. Currently, our approach does not
address order dependent entries in the first column.

The approach has been described in the context of tabular data visualizations
within a single paper. However, tables are frequently used in scientific articles of
various type. Incorporating additional semantics enables new opportunities for
analysis of information across papers, too. In particular, through the additional
semantics of units and metrics the information distributed across several tables
(in different articles) can be organized for further analysis. Figure 5 show-cases
the visualization generation of tables across different articles.
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Fig. 5. Prototype for chart visualization using the comparison feature of ORKG: a)
The individual tables, selection options for leader-board generation and a leader-board
visualization; b) Information organization for merged tables and the resulting column
chart. The value representation transformation is indicated in red. (Color figure online)

5 Conclusion

In this article, we have presented an approach for customizable chart visualiza-
tions of tabular data using knowledge graphs. The approach builds on additional
semantics that are added during the data acquisition process. Using these seman-
tics, tables are reconstructed and organized in information groups, i.e., sub-tables
based on metrics and units. The semantics of Metrics select suitable visualiza-
tion from a large space of all chart types. Customizations are enabled through
chart type selection and axis mappings. Using the paper comparison feature of
ORKG [12], the approach realizes advanced use cases, such as the visualization
of information distributed among tables in multiple articles and leader-boards.

The context plays an important role in extracting tabular data from knowl-
edge graphs and the creation of visual representations. Our approach creates the
context using the a-priory known data structure and its additional semantics.
Future work will address the extension for the definition of additional semantics
related to order dependent entries for the first column. The semantics of Metrics
define the interplay among them and which chart visualizations are suitable.
Thus, future work will address the many definitions of metrics. Additionally, we
plan to investigate the alignment to existing vocabularies related to units [14]
and the RDF Data Cube Vocabulary [2] in order to increase the flexibility and
robustness of the approach. Furthermore, we argue that pattern matching and
sub-graph identification will enable the realization of semi-automated genera-
tion for context items that guide the information organization and the analysis,
enabling the chart visualization of non-tabular data from knowledge graphs.
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In conclusion, we argue that the approach introducing additional semantics
and further rules will foster the creation of suitable and custom visual represen-
tations for tabular data using knowledge graphs and that it facilitates compre-
hension through different perspectives on the information in tables.
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Abstract. The paper presents a series of experiments related to enhanc-
ing the content of digital library items with links to relevant Wikipedia
entries that could offer the reader additional background information.
Two methods of gathering such links are investigated: a Wikifier-based
solution and search in Wikipedia using its integrated engine. The results
are additionally filtered using frequency information from a large corpus
and additional rules.

Keywords: Digital library · Entity linking · Middle Polish

1 Introduction

Creators of digital libraries storing older prints, such as The Digital Library
of Polish and Poland-related Ephemeral Prints from the 16th, 17th and 18th
Centuries [9] (Polish: Cyfrowa Biblioteka Druków Ulotnych Polskich i Polski
Dotycz ↪acych z XVI, XVII i XVIII Wieku, hence CBDU), may have difficul-
ties with providing users with background information about the items on a
large scale. Adding manual explanations is costly: the attempt of augmenting
CBDU with such information [10] resulted in historical commentaries added to
only 65 prints, as compared to nearly 2000 objects present in the digital library.

In this paper we present the preliminary results of experiments of an enhance-
ment based on automated linking of prints to relevant Polish Wikipedia entries.
This task may seem straightforward taking into account the multitude of exist-
ing wikifiers, search engines and language models based on Wikipedia. Still,
it presents several difficulties. The quality of the tools is not always high, also
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because they may offer excessive hints, e.g. pointing to terms obvious to contem-
porary library user, hiding the valuable among the trivial ones. Thirdly, a simple
search for named entities may not offer deep enough insight into the context,
e.g. showing the user links to pages describing places but not events relevant to
the item just because the event was not directly referenced in the text.

Wikipedia was used as the target resource for the linking process due to its
universal character. Even though there exist several other resources useful for
interpreting named entities (such as The Geographical Dictionary of the King-
dom of Poland and other Slavic Countries1 [1] or Polish Biographical Dictionary2

[5]), they are hardly as broad as encyclopaedic resources. The most accessible
one, Wikipedia, contains not just references to people and places but also e.g.
to important events such as battles or conventions which may be very relevant
to interpretation of the contents of library items. What is more, for histori-
cal material the exhaustiveness of Wikipedia redirections covering e.g. multiple
historical names of a place can be also very useful and not necessarily straight-
forward (such as redirection from Kircholm, a site of the battle in which forces
of the Polish–Lithuanian Commonwealth defeated a much more numerous army
of Sweden, to its present name Salaspils, currently a town in Latvia).

The paper follows the subsequent steps of the linking procedure. Sect. 2
presents resources used in the process, Sect. 3 comments on data preparation,
Sect. 4 details the phases of the experiment and Sect. 5 comments on its results
and attempts at analysing its errors.

2 Related Work and Resources Used

Entity linking is the task of associating name mentions in a text with their
referent entities in some knowledge base. Wikipedia has long been used for this
purpose [3,4,6] with several productive-level systems available. The two most
popular ones are Babelfy3 [7], a joint word sense disambiguation and entity
linking system, and Wikifier4 [2], the Wikipedia-linking system making use of
the rich internal structure of hyperlinks between Wikipedia pages.

It must also be noted that the size of Wikipedia in particular language is of
grave importance for the whole task since the linking process may be successful
only when relevant articles are present in the resource. Luckily, Polish Wikipedia
is one of the world’s largest and most actively updated5 and it provides a solid
background to such experiments.

1 See also https://en.wikipedia.org/wiki/Geographical Dictionary of the Kingdom of
Poland.

2 See also https://en.wikipedia.org/wiki/Polish Biographical Dictionary.
3 http://babelfy.org/.
4 http://wikifier.org/.
5 Tenth place both in terms of the number of articles (over 1.4 million) and edits

(over 60 million) according to https://en.wikipedia.org/wiki/List of Wikipedias#
Detailed list, as of September 2020.

https://en.wikipedia.org/wiki/Geographical_Dictionary_of_the_Kingdom_of_Poland
https://en.wikipedia.org/wiki/Geographical_Dictionary_of_the_Kingdom_of_Poland
https://en.wikipedia.org/wiki/Polish_Biographical_Dictionary
http://babelfy.org/
http://wikifier.org/
https://en.wikipedia.org/wiki/List_of_Wikipedias#Detailed_list
https://en.wikipedia.org/wiki/List_of_Wikipedias#Detailed_list
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Apart from wikization-based solutions, i.e. linking fragments of the texts
being analyzed with corresponding Wikipedia articles (e.g. mentions of a city
name with its Wikipedia page), another method worth investigating is topic
discovery-based linking, i.e. identifying Wikipedia articles relevant to the text of
the item as a whole. By combining the results of both methods the process may
offer much broader context information and hint articles on issues not directly
referenced in the article title or in article text alone.

The most straightforward mechanism to be used in the search and link-
ing process is Wikipedia search engine itself, i.e. CirrusSearch extension of the
default MediaWiki Elasticsearch6. CirrusSearch features e.g. faster updates of
the index and template expansion capabilities to always include the full content
in the results.

The last resource used in our experiments is the list of lemmatized unigram
frequency counts extracted from a 300-million token balanced subcorpus of the
National Corpus of Polish [12], serving for the frequency-based filtering of the
results.

3 Data Preparation

The list of prints included in CBDU was based on an existing bibliography by
Zawadzki [14] containing extensive metadata of objects such as full and abbre-
viated title, information about the author, publisher, place of publication, etc.
These data was transcribed directly from the source item and as such they
were in different languages (not just Polish but also German, Italian, French or
Swedish since CBDU contains Poland-related prints coming from a variety of
sources, also foreign ones). Since our experiment was intended to cover Polish,
we decided to limit the current processing to one metadata field offering the
longest textual content: Zawadzki’s short descriptions of items attached to most
records.

Since CBDU contains groups of related prints (e.g. referring to the same event
such as victory of Polish troops over some foreign army, or being variants of the
same account), print descriptions are often very similar. Therefore it seemed
reasonable to pre-process the data to gather descriptions as much distant from
one another as possible. To achieve that, one seed print was randomly selected
and then prints the least similar to all items in the partially constructed result
set were added until the target number of prints was reached.

Perl String::Similarity module7 [8,13] was used to calculate the similarity
between strings, expressed as a value between 0 (the strings are entirely different)
and 1 (they are identical) with respect to the number of edits needed to change
one string into the other. The value of 0.5 was used as similarity threshold and
100-character limit was arbitrarily chosen to eliminate shorter, less meaningful
descriptions (such as ‘Description of a big battle’).

6 See https://www.mediawiki.org/wiki/Help:CirrusSearch.
7 See https://metacpan.org/pod/String::Similarity.

https://www.mediawiki.org/wiki/Help:CirrusSearch
https://metacpan.org/pod/String::Similarity
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4 The Linking Process

The first part of the process was Wikipedia-based entity linking using existing
solutions. Initial experiments with Babelfy and Wikifier showed that the first
system offers very poor quality of lemmatization and disambiguation of Pol-
ish named entities (contrary to Wikifier) so the latter one was used for further
experiments. The Wikifier returns a set of Wikipedia pages indicated as relevant
to the given text (with respect to a certain pagerank threshold) with detailed
information about which mentions support each annotation and alternative can-
didate annotations. The experiment in this study used the default threshold of
0.025.

It quickly became clear that pure wikification-based approach seemed unsat-
isfactory for providing context information since in many cases Wikipedia articles
offered extensive information on a particular detail in one of their subsections
even though the whole article title was too general to be present in the text
being wikified. This is why search-based approach was investigated to supple-
ment the inline results with a set of links. Among the many available approaches
to searching full-text, the default Wikipedia search engine seemed sufficient with
threshold set to three highest-ranked entries.

The relevance of results was then improved with a series of filters eliminating
excessive entries. Firstly, dates frequently identified as relevant by Wikifier were
removed as too general and non-informative. Secondly, frequency information
from the National Corpus of Polish was used to keep only entries with a rank
exceeding 10 000 on the list of lemmatized unigrams. This helped e.g. eliminate
names of countries or larger cities such as Vilnius, familiar to the modern library
user, and preserve the less-known places, such as Orsha8 which might be worth
linking in the interface. Thirdly, whenever lemmatized titles of Wikipedia articles
overlapped, the less-specific entry was discarded (e.g. when both Orsha and battle
of Orsha were indicated, only the article describing the battle was preserved by
the algorithm).

5 Initial Notes on the Results

No formal evaluation of the process was yet performed but over 100 sample
prints were automatically linked as part of the development phase in the process
described above to provide data for future experiments. To preliminarily assess
the linking quality they were at the same time manually annotated with links
to Wikipedia by a linguist (not directly familiar with the content of the library
to simulate the expectations of a non-expert user).

Table 1 presents the results for two sample prints: number 1: List nuncjusza
papieskiego w Polsce, Jakuba Piso, dat. w Wilnie 26 IX 1514 r., zawieraj ↪acy
wiadomości o zwyci ↪estwie wojsk polsko-litewskich pod Orsz ↪a 8 IX 1514. (En.
Letter from the Papal Nuncio in Poland, Jakub Piso, dated in Vilnius 26
September 1514, containing news of the victory of the Polish-Lithuanian army
8 https://en.wikipedia.org/wiki/Orsha.

https://en.wikipedia.org/wiki/Orsha


Wikipedia-Based Entity Linking for the Digital Library 85

in the battle of Orsha on 8 September 1514.) and 276: Relacja o wyprawie
króla Zygmunta III we wrześniu 1598 do Szwecji oraz o walkach prowadzonych
z ks. Karolem Sudermańskim, m.in. o bitwach pod Stegeborg i Linköping. (En.
An account of King Sigismund III’s expedition to Sweden in September 1598
and the battles with Prince Charles of Södermanland, including the battles of
Stegeborg and Linköping.).

The diagram shows how various stages of automated analysis intervened in
the results. For print 1, the notion of Muscovite–Lithuanian War (having a
separate Wikipedia article in Polish Wikipedia and a section Fourth war (1512–
1522) of an article on Muscovite–Lithuanian Wars) provides a valid context
not identified by the user while Lithuanian–Polish–Ukrainian Brigade is a clear
miss, present in the results because the brigade, formed in 2009, was named after
Konstanty Ostrogski, the commanded in the Battle of Orsha.

For print 276, the results were similar to user’s choices. The only notion
excessively captured by the Wikipedia full-text search is the Polish–Swedish
union reference which seems too general to be included (while it still provides a
valid context).

At the same time it must be noted that surprisingly good (‘semantically-
aware’) results of wikification in several cases (such as with linking the victory of
Polish-Lithuanian army at Orsha on 8 September 1514 (Pol. zwyci ↪estwo wojsk
polsko-litewskich pod Orsz ↪a 8 IX 1514 ) with Wikipedia article Battle of Orsha
(Pol. Bitwa pod Orsz ↪a (1514)) may be caused by lucky co-incidence of the prepo-
sitional phrase pod Orsz ↪a in both the processed text and article header, without
any deeper understanding of the connection between the notion of a battle and
corresponding army triumph. Still, Polish battle naming convention (‘bitwa pod’
(e.g. Waterloo) for ‘battle of’) is so fixed that it occurs it may be safely used for
discovery of relevant Wikipedia articles.

6 Conclusions and Future Inquiries

The presented experiments were intended to be the next step of linking digi-
tal library data, including CBDU, with external sources, following the process
described e.g. in [11]. Similarly to hyperlinking library item metadata, dictionary
annotations can also be created directly in the textual content of items, using
not just short abstracts but also its full content as the source for the linking
process.

Another path not investigated here is using different language versions of
Wikipedia. Since CBDU contains texts in a number of languages, its users might
be interested in a setting adjusted to their cultural context. At the same time
linking to foreign language Wikipedia also poses new problems related to dif-
ferences between these resources both in size and in coverage (e.g. descriptions
of events in France relevant for the Polish reader may not even be present in
French Wikipedia).

A more careful analysis of the examples showed that sources other than
Wikipedia can in certain cases provide more useful information about the entities
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identified in the text. For instance, Jakub Piso, a person referenced in print 1
analysed in the previous section, is not present in Wikipedia but has an entry in
the online Encyclopaedia of Cracow9. Such discoveries can be non-trivial but may
hint that the wikization process can serve as an initial step to further manual
annotation of items.

The proposed workflow can be applied both to the entire collections of prints
in digital libraries as well as individual items enhanced with links to data. In
the context of CDBU, processing of the whole collection would also help create
a new, ‘wikified’ edition of Zawadzki’s bibliography with links from electronic
text directly to Wikipedia or other sources.

Acknowledgments. The authors would like to thank Grzegorz Kulesza for his dili-
gent proofreading of this paper.

References

1. S�lownik geograficzny Królestwa Polskiego i innych krajów s�lowiańskich (Geograph-
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Abstract. In the biotechnology and biomedical domains, recent text
mining efforts advocate for machine-interpretable, and preferably, seman-
tified, documentation formats of laboratory processes. This includes wet-
lab protocols, (in)organic materials synthesis reactions, genetic manipu-
lations and procedures for faster computer-mediated analysis and predic-
tions. Herein, we present our work on the representation of semantified
bioassays in the Open Research Knowledge Graph (ORKG). In particular,
we describe a semantification system work-in-progress to generate, auto-
matically and quickly, the critical semantified bioassay data mass needed
to foster a consistent user audience to adopt the ORKG for recording
their bioassays and facilitate the organisation of research, according to
FAIR principles.

Keywords: Bioassays · Open Research Knowledge Graph · Open
science graphs

1 Introduction

More and more scholarly digital library initiatives aim at fostering the digi-
talization of traditional document-based scholarly articles [1–3,6,10,11,18,26].
This means structuring and organizing, in a fine-grained manner, knowledge ele-
ments from previously unstructured scholarly articles in a Knowledge Graph.
These efforts are analogous to the digital transformation seen in recent years in
other information-rich publishing and communication services, e.g., e-commerce
product catalogs instead of mailorder catalogs, or online map services instead of
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printed street maps. For these services, the traditional document-based publi-
cation was not just digitized (by making digitized PDFs of the analog artifacts
available) but has seen a comprehensively transformative digitalization.

Of available scholarly knowledge digitalization avenues [1–3,6,10,11,18], we
highlight the Open Research Knowledge Graph (ORKG) [12]. It is a next-
generation digital library (DL) that focuses on ingesting information in schol-
arly articles as machine-actionable knowledge graphs (KG). In it, an article is
represented with both (bibliographic) metadata and semantic descriptions (as
subject-predicate-object triples) of its contributions. ORKG has a number of
advantages as: 1) it enables flexible semantic content modeling (i.e., ontologized
or not, depending on the user or domain); 2) it semantifies contributions at
various levels of granularity from shallow to fine-grained; and 3) it publishes
persistent KG links per article contribution that it contains. For further techni-
cal details about the platform, we refer the reader to the introductory paper [12].

The ORKG DL aims to integrate and interlink contributions’ KGs for Science
at large, i.e. multidisciplinarily. Thus far, ongoing efforts are in place for inte-
grating scholarly contributions from at least two disciplines, viz. Math [21] (e.g.,
https://www.orkg.org/orkg/paper/R12192) and the Natural Language Pro-
cessing subdomain in AI [9] (e.g., https://www.orkg.org/orkg/paper/R44253).
Moreover, the ORKG also has a separate feature to automatically import indi-
vidual articles’ contributions data found tabulated in survey articles [20]. E.g.,
an ORKG object for Earth Science articles’ contributions surveyed: https://
www.orkg.org/orkg/comparison/R38484. Since surveys are written in most dis-
ciplines, this latter feature directly targets the ORKG aim; however, its sole
limitation is that it is restricted only to those papers that have been surveyed.
On the other hand, with the per-domain semantification models, articles not
surveyed can be also modeled in the ORKG.

In this paper, we describe our ongoing work in extending the ORKG to inte-
grate biological assays from the Biochemistry discipline. For bioassays, a seman-
tification model already exists as the BioAssay Ontology (BAO) [25]. However,
we need to design a pragmatic workflow for integrating bioassays semantified by
the BAO in the ORKG DL. To this end, we discuss the manual and automatic
process of integrating such semantified data in the ORKG DL. Furthermore,
we show how these semantified data integrated in the ORKG is amenable to
advanced computational processing support for the researcher.

With the volume of research burgeoning [14], adopting a finer-grained seman-
tification as KG for scholarly content representation is compelling. Better seman-
tification means better machine actionability, which in turn means innumerable
possibilities of advanced computational functions on scholarly content. One func-
tion especially poignant in this era of the publications deluge [13], is computa-
tional support to alleviate the manual information ingestion cognitive burden.
This is precisely the computational support showcase we depict from the ORKG
DL over our integrated bioassay KGs, consequently highlighting the benefits of
digitalizing bioassays and of the ORKG DL platform.

https://www.orkg.org/orkg/paper/R12192
https://www.orkg.org/orkg/paper/R44253
https://www.orkg.org/orkg/comparison/R38484
https://www.orkg.org/orkg/comparison/R38484
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2 Our Work-In-Progress Aims and Motivations

Allowing practitioners to easily search for similar bioassays as well as com-
pare these semantically structured bioassays on their key properties.

Why Integrate Bioassays in a Knowledge Graph? Until their recent seman-
tification in an expert-annotated dataset of 983 bioassays [7,22,24] based on
the BAO [25], bioassays were published in the form of plain text. Integrating
their semantified counterpart in a KG facilitates their advanced computational
processing. Consider that key assay concepts related to biological screening,
including Perturbagen, Participants, Meta Target and Detection Technology,
will be machine-actionable. This widens the potential for relational enrichment
and interlinking when integrated with machine-interpretable formats of wet
lab protocols and inorganic materials synthesis reactions and procedures [15–
17,19]. Furthermore, in this era of neural-based ML technologies, KG-based word
embeddings foster new inferential discovery mechanisms given that they encode
high-dimensional semantic spaces [5] with bioassay KGs so far untested for.

Why the ORKG DL [2]? The core of the setup of knowledge-based digitalized
information flows is the distributed, decentralized, collaborative creation and
evolution of information models. Moreover, vocabularies, ontologies, and knowl-
edge graphs to establish a common understanding of the data between the var-
ious stakeholders. And, importantly, the integration of these technologies into
the infrastructure and processes of search and knowledge exchange toward a
research library of the future. The ORKG DL is such a solution. Implemented
within TIB, as a central library and information centre for science and technol-
ogy, it also promises development longevity: the Leibniz Association institutional
networks presents a critical mass of application domains and users to enhance
the infrastructure and continuously integrate new knowledge disciplines.

With these considerations in place, the work described in the subsequent
sections is being carried forth. Next, we describe our approach in the context of
two main research questions.

3 Approach: Digitalization of Biological Assays

RQ1: What are steps for manually digitalizing a Bioassay in the ORKG? The
digitalization is based on the prior requirement that text-based bioassays are
semantified based on the BioAssay Ontology (BAO) [25]. This is the manual
aspect of the digitalization process involving domain experts or the assay authors
themselves. In Fig. 1, we show an example of a manually pre-semantified bioassay
integrated in ORKG. This bioassay was semantified on eight properties based on
the BAO. It was drawn from an expert-annotated set of 983 bioassays [22,24].
In terms of salient features, the bioassays in this dataset have 53 triple semantic
statements on average with a minimum of 5 and a maximum of 92 statements;
there are 42 different types of bioassays (e.g., luciferase reporter gene assay,
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Fig. 1. An ORKG representation of a semantified Bioassay with an overlayed graph
view of the assay. Accessible at: https://www.orkg.org/orkg/paper/R48178

protein-protein interaction assay—see in appendix the full list); and there are 11
assay formats (e.g., cell-based, biochemical). Thus, the manual semantification
task complexity can be viewed as 53 modeling decisions.

In gist, the manual digitalizaton of a bioassay in the ORKG includes: 1)
a BAO-based semantification step: forming subject-predicate-object triples of
the bioassay text content based on the BAO. E.g., for the assay in Fig. 1, a
few of its semantic triples are: (Contribution, Has assay format, tissue-based
format), (Contribution, Has assay method, reporter gene), among others. And
as a recommended step, 2) associating each ontologized resource (i.e., a subject,
a predicate, an object) with a URI as its defining class in the original ontology,
which for bioassays is the BAO.

Having just described the manual digitalization workflow, we next present
our hybrid workflow that is currently in development. In this, we decide to
incorporate automated semantification which levies pragmatic considerations
in the digitalization of bioassays in the ORKG. Relatedly, there is an exist-
ing hybrid system [7] for semantifying bioassays involving machine learning and

https://www.orkg.org/orkg/paper/R48178
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expert interaction which inspires our work. Nonetheless, we differ. While their
learning-based component relies heavily on explicitly encoded syntactic features
of the text, ours relies on neural networks based on the current state-of-the-art
transformer models [23] trained on millions of scientific articles [4]. Such systems
by encoding high-dimensional semantic spaces of the underlying text, obviate the
need to make explicit considerations for features of the text. Moreover, they sig-
nificantly outperform systems designed based on explicit features [8]—with due
credit to the system by Clark et al. [7] designed prior to the onset of this revo-
lutionary technology. Next, our hybrid workflow is designed toward a practical
end—to be integrated in the ORKG DL which has a predominant focus on the
digitalization of scholarly knowledge content multidisciplinarily, thus setting it
apart from any existing DL.

RQ2: What are the modules needed in the hybrid digitalization of Bioassays
in the ORKG? Essentially, given a new bioassay text input, we are implementing
two modules in a two-step workflow as follows: 1) an automated semantifier; and
2) a human-in-the-loop curation of the predicted labels either by the assay author
or a dedicated curator. Unlike the manual workflow, this presents a much easier
and less time-intensive task for the human. They would be merely selecting the
correctly predicted triples, deleting the incorrect ones, or defining new ones as
needed. Assuming a well-trained machine learning module, the latter two steps
may be entirely omitted. Toward this hybrid workflow, as work in progress,
the automated semantifier is in development, and we are also implementing
extensions in the ORKG infrastructure to include additional front-end views as
assay curation interfaces.

4 Solving the Cognitive Information Ingestion Hurdle:
Comparison Surveys Across KG-Based Bioassays

Premise: We need an information processing tool that can be used by biomedical
practitioners to quickly comprehend bioassays’ key properties.

The ORKG DL has a computational feature to generate and publish surveys
in the form of a tabulated comparisons of the KG nodes [20]. To demonstrate
this feature, we manually entered the data of three semantified bioassays in the
ORKG DL. Applying then the ORKG survey feature on the three assays aggre-
gates their semantified graph nodes in tabulated comparisons across the assays.
This is depicted in Fig. 2. With such structured computations enabled, we have a
novel approach to uncovering and presenting information relying on aggregated
scholarly knowledge. The computation shown in Fig. 2 aligns closely with the
notion of the traditional survey articles, except it is fully automated and oper-
ates on machine-actionable knowledge elements. The BAO-semantified assays
are compared side-by-side on their graph nodes. Thus, tracking the progress on
bioassays, can be eased from a task of several days to a few minutes.
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Fig. 2. Comparisons of semantified bioassays in the ORKG digital library. Online
https://www.orkg.org/orkg/comparison?contributions=R48195,R48179,R48147

5 Conclusion

Thus in this paper, we outlined a vision in two separate workflows for integrating
bioassay knowledge in the ORKG DL and our ongoing work to this end. The
implications of bioassay structured and machine-actionable knowledge are broad.

To mention just one in the particular context of the current Covid-19 pan-
demic: The discovery of cures for diseases can be greatly expedited if scientists
are given intelligent information access tools, and our work toward automatically
semantifying bioassays are a step in this direction.

To this end, the workflows prescribed in this work offer the possibilities to
chose between a manual or a semi-automatic strategy for bioassays’ semantifi-
cation within a real-world digital library.

We would like to invite interested researchers to collaborate with us on the fol-
lowing topics: 1) generating a large dataset of semantically structured bioassays;

https://www.orkg.org/orkg/comparison?contributions=R48195,R48179,R48147
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2) user evaluation of our semi-automated system for semantically structuring
bioassay data.

We deem this as a starting point for a discussion in the community ulti-
mately leading to more clearly defined technical requirements, and a roadmap
for fulfilling the potential of the ORKG as a next-generation digital library for
fine-grained semantified access to scholarly content.

A Bioassay types

See Table 1.

Table 1. List of the different bioassay types present in our dataset

Bioassay types

Protein-protein interaction Hydrolase activity

Kinase activity Protein-small molecule interaction

Viability Beta lactamase reporter gene

Cytochrome P450 enzyme activity Luciferase enzyme activity

Luciferase reporter gene Oxidoreductase activity

Protein unfolding Chaperone activity

Lyase activity Transporter

Plasma membrane potential Dye redistribution

Calcium redistribution Apoptosis

Beta lactamase reporter gene Beta galactosidase reporter gene

Phosphatase activity cAMP redistribution

IP1 redistribution Cell morphology

Phosphorylation Transferase activity

Isomerase activity Protein redistribution

Radioligand binding Signal transduction

Ion channel Platelet activation

Fluorescent protein reporter gene Protein-DNA interaction

Protease activity Cell permeability

Protein stability Protein-turnover

Localization Organism behavior

Cytotoxicity Cell growth

B Preliminary Results of Automated Semantification:
SciBERT-based Bioassay Semantifier

The semantic statements depicted in Fig. 3 were automatically generated from
SciBERT-based [4] neural semantification system. These predictions were made
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Fig. 3. Automatically semantified bioassay (human-annotated reference in Fig. 1)
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for the same bioassay text depicted in Fig. 1. Comparing the automatically gener-
ated one against the reference, we see that almost all the manually curated labels
are correctly predicted. Among 16 manually curated labels, excluding those we
omit in our training procedure (e.g., has title, PubChem AID, Deposit Date, has
incubation time value, has concentration unit), the model accurately predicts 12
statements, while the remaining were deemed by a domain-specialist as valid
additional candidates to incorporate in the reference set (e.g., has significant
direction, has concentration throughput).
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Abstract. Based on the research ofDunhuang resources and the SilkRoad culture
and history, this paper discusses applying digital culture to humanities research.
With advanced computing technology and network technology, this paper aims to
create an open collaboration environment for academic resources, and it finally
proposes a new knowledge organization and management paradigm which is
helpful for “Belt and Road Initiative” studies and Dunhuang studies.
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1 Introduction

For the construction of Dunhuang Cave 220 cultural heritage knowledge base, we ana-
lyze the relationship between digital images and literature resources and other resources,
taking the cave as the unit, based on themural image, superimposing themeta-knowledge
to form amultidimensional knowledge group composed of images, words, audio-visuals,
providing comprehensive knowledge discovery and knowledge services for academic
research and knowledge dissemination, and forming all-media features Knowledge base
of advanced digital representations. For the construction of knowledge base, digital
culture is applied to the traditional humanities research, using advanced computing
technology and network technology to create an open-cooperative and multi-innovation
academic resource environment for Dunhuang studies to meet the diverse needs of Dun-
huang studies and the Silk Road civilization research, and to establish a new knowledge
organization and management paradigm. In the review and prospect of digital humani-
ties research, this paper discusses the academic and practical value of the construction
of Dunhuang cultural heritage knowledge base.

2 Practice of Digital Humanistic Application in the Dunhuang
Cultural Heritage Knowledge Base

The construction of Dunhuang cultural heritage knowledge base is a huge system with
vast literature resources, multiple types of data and complex data structure. It deals with
various types of media resources which include non-removable cultural relics, movable
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cultural relics and intangible cultural heritage digital resources. It is obvious that they
have different data structure and expression mode. Exploring the academic background
of Dunhuang studies cannot ignore the understanding of the humanistic environment
of the ancient Dunhuang area [1]. In the era of big data, cross-epoch, cross-region,
cross-media, interdisciplinary digital objects and data sources are the characteristics of
Dunhuang cultural heritage knowledge base, and the goal of the knowledge base include
discovery and utilization of various resources, knowledge exploration and innovation.

2.1 Digital Object and Data Association Analysis of Dunhuang Cultural Heritage
Knowledge Base

The digital objects of Dunhuang cultural heritage knowledge base mainly include grotto
resources and literature resources. Literature resources include about 50,000 volumes of
historical documents found in the research of Dunhuang Grottoes, as well as hundreds
of thousands of research documents of modern Dunhuang academic resources, such as
books, periodicals, conference records, local chronicles, maps and so on. The cultural
heritage of Dunhuang Grottoes contains 492 Caves (numbered) and many of the murals
and statues.

The diversity of digital objects illustrates the complexity of data sources and deter-
mines the multiplicity of data associations. The data association of Dunhuang cultural
heritage knowledge base is divided into macro and micro categories, and the macro
association of the data is divided into four layers, which are divided into grotto data and
all kinds of data related to grotto according to the coverage range. In order to express
the association between the data, this paper takes Dunhuang Cave 220 as an example
to reveal the multiple associations of the massive data contained in Dunhuang cultural
heritage knowledge base (see Fig. 1).

Fig. 1. Macro-relevance map of Dunhuang Cave 220 data

Cave 220 is 220th cave at Dunhuang Mogao Grottoes. Cave 220 was built in the
early Tang Dynasty and was rebuilt in the middle Tang Dynasty, late Tang Dynasty,
Five Dynasties, Song Dynasty and Qing Dynasty. In the Cave 220, Vimalakirti is an
extraordinary figure painting, and illustration of the Emperor and ministers seeing a
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doctor can be comparable to Yan Liben’s “Portraits of the Emperors”; the dance and
the band in Medicine Buddha Sutra illustration are not only the representative works in
Zhen-guan’s heyday, but also provide valuable information for the study of the music
and dance in Tang Dynasty. As its long history and excellent murals, Cave 220 plays an
exemplary role in the study of Dunhuang Grottoes and grotto art. And it is the reason
why this paper selects Cave 220 to study on.

The macro and micro associations of data can be divided into two types according to
the content: explicit and implicit. The explicit data associations can be directly related
by digital visual images, related information and controlled lexical tables. Implicit data
associations can be found through the literature content. For example, we can use the
migration information of the donors to analyze the influence of the Central Plains culture
on ancient Chinese architecture.

Taking Cave 220 as an example, the explicit data include: the age of the construction,
the description of the caves, the description ofmurals and so on. According to the explicit
data we can directly discover the associations between the data.

• Construction Period: Early TangDynasty (Mid-Tang, Late Tang, FiveDynasties, Song
Dynasty and Qing Dynasty)

• Grotto-shaped: covered with bucket-shaped roof, dig a niche on the wall.
• Mural content: murals in Cave 220 which are all masterpieces. The representative
works are: illustration of Prince and officials seeing a Doctor, Amitabha Sutra illustra-
tion, illustration of Emperors andministers seeing aDoctor, illustration ofVimalakirti,
Double Flying Apsaras, orchestra image, etc. [2] (see Fig. 2).

Fig. 2. Examples of caves and murals in Dunhuang Cave 220

The implicit data of the Cave 220 include: cultural value, historical information,
character information and so on. And the implicit data needs to be related to other caves
so that we can obtain more valuable information after comparative analysis. “Medicine
Buddha Sutra illustration” (many scholars as “hu xuan dance”) and its band, not only
for the study of the history of music and dance, but also it is the masterpiece of the art of
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painting [3]. Through the collection of mural architectural images, it can be found that
the influence of the Central Plains culture on the ancient north and south culture and the
developed traffic between the ancient north and south area [4].

The digital object of the Cave 220 covers almost all resources, and the research
content involves the interdisciplinaryfields ofBuddhism, architecture, art (music, dance),
folk culture and so on. The results of the content exploration of the Cave 220 shows
that the diversity of digital objects and the multiplicity of data association can link
the cave of different times through the content of murals, cultural value and character
information, thus depicting a complete history of Chinese culture and cultural exchanges
with foreign countries. This also shows that the diversity of digital objects not only
increases the difficulty of content management, but also provides great possibilities for
content exploration and knowledge innovation.

2.2 System Framework and Function Design of the Knowledge Base

In the Internet era, the construction of Dunhuang cultural heritage knowledge base
will tend to be decentralized and flat. It will also have modular open cooperation and
multi-innovation model. Decentralization means any digital object and any data can
become central and can be effectively organized andmanaged; flatmeans the relationship
between digital objects and data is no longer a traditional multilevel system, but uses
modular design to set fewer levels to improve data processing and utilization efficiency.

1. Flat organization structure and modular data design.

The diversity of digital objects and the complexity of data associations in Dunhuang cul-
tural heritage knowledge basemake the depth and breadth of the content structure. In this
data environment, the user experience will be worse if the knowledge base organization
is tree-based. But if the organization is too flat, it is unfavorable for content disclosure
and management of complex data. Therefore, the designing idea of the knowledge base
is to use flat structure to improve the tree structure, reducing the level as far as possible
in order to maintain the logic and clarity of the data.

Modular design of data is an effective method to make the structure flat. Modular
design can be standardized and unified with data classification and metadata standards.
The first thing is data classification which means all kinds of data are cut to the minimum
unit. Secondly, pay attention to data sharing. It is important tomake sure that eachmodule
data can be freely combined and integrated according to the requirements.

The metadata standard in the knowledge base provides a unified standard for data
management, communication, sharing and utilization. Meanwhile flat and modular
design also put forward higher requirements for standardized management of data. In
fact, the different types of metadata standards which are designed according to the mini-
mum unit of digital objects are the quality assurance of data management. The integrity
of the standard system is the key of the construction of the knowledge base. These stan-
dards include: the standards and norms of descriptive metadata, the standards and norms
of management and preservation of metadata, the standards and norms of technical and
service, intellectual property protection and information security mechanisms.
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2. System Framework and Function Design

Dunhuang cultural heritage knowledgebase classifies the needs of users andmanagement
into three aspects: resources, management and service. The knowledge base designs six
basic functions: data entry, data storage, data management, system management, long-
term preservation and data access. This also constitutes the institutional framework of
the knowledge base (see Fig. 3).

Fig. 3. Framework of Dunhuang cultural heritage knowledge base

The knowledge base is also built around resources, services and management, as
follows:

• First, the construction of all kinds of database. The contents include: digital resource
base (document base and index base), meta-database (resource description base and
portal management metadata base), knowledge consulting base (forum community
database, commentary, etc.), user information and authority database, user behavior
and interest database, portal information base, etc.

• Second, the construction of service system composed of various service components.
The contents include: text retrieval, multimedia retrieval, personalized retrieval, infor-
mation services, personal use of environmental services, navigation services, forum
community services and so on.

• Third, the establishment of various technologies and mechanisms. The contents
include: user authentication and authorization mechanism, user behavior analysis,
interoperability technology (distributed object technology, metadata and XML tech-
nology, middleware technology, etc.), information security and protection mechanism
of intellectual property, etc.
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3 Conclusion

For the knowledge base, all resources exist as data in digital form, and all requirements
can be expressed by data. Facing massive data resources, how to organize and man-
age content is the key of the knowledge base. From the development of the Internet,
decentralization, flattening, modularization are all feasible ideas and methods to solve
the complexity and diversity of data for the construction of Dunhuang cultural heritage
knowledge base.

The goal of the construction of Dunhuang Cultural Heritage knowledge base is to
create an intelligent knowledge base, which is not only for the public, but also for
researchers. In recent years, in order to protect the grottoes, the International Dunhuang
Project (IDP) [5] enables free access to information and images of Dunhuang resources.
AndDunhuangAcademy created a new tourism program calledDigital Dunhuangwhich
makes it possible for Dunhuang research database to change from document database to
comprehensive database, providing more digital resources and more convenient digital
research environment for the study of grottoes. Just as the Dunhuang Academic resource
database, it provides researchers with systematic, comprehensive and authoritative aca-
demic resources. Moreover, the resources include paper-based documents and digital
murals, and provide digital panorama of 30 caves online [6].

In the field of humanities research, through the construction of Dunhuang cultural
heritage knowledge base, we explore the knowledge discovery and knowledge inno-
vation mode of complex digital resources, constructing a new encyclopedic knowledge
organization andmanagement paradigmwhich has advanced data processing and content
analysis functions, and can embed various media forms. It is no doubt that the construc-
tion of Dunhuang cultural heritage knowledge base has great practical significance to
meet the different needs of the public and researchers.
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Abstract. A systematic literature review provides an overview of mul-
tiple scientific publications in an area of research and visualizations of
the data of the systematic review enable further in-depth analyses. The
creation of such a review and its visualizations is a very time- and labor-
intensive process. For this reason, we propose a tool for automatically
generating visualizations for systematic reviews. Using this tool, the cita-
tions between the included articles can be depicted in a citation graph.
However, because the clearness of the information contained in the cita-
tion graph is highly dependent on the number of included publications,
several strategies are implemented in order to reduce the complexity of
the graph without loosing (much) information. The generated graphs and
developed strategies are evaluated using different instruments, including
an user survey, in which they are rated positively.

Keywords: Citation graph · Visualizations · Systematic review

1 Motivation

The number of scientific publications increases steadily every year. More and
more research results are published, so that there is an exponential increase in
publications [6]. Consequently, it is more and more time-consuming to inform
oneself in detail about the current state of research of a subject area, such that
the importance of systematic reviews grows.

A systematic review is prepared on the basis of already published research work
and presents a current and detailed summary and evaluation of several research
results of a certain scientific topic. In this respect, the review offers the reader a
suitable opportunity to obtain further information in his or her field of work and
to bring it up to date [22]. For the authors of a review, on the other hand, the
already enormous amount of time and effort required for its preparation increases
due to the large number of available scientific papers. Taking several further bar-
riers for the creation process of a systematic review into account, the support of
a tool especially designed for systematic reviews is very useful in this step [1]. For
this purpose, some tools are already available. However, since different steps are
required to create a review and the overall work is very extensive, it is difficult to
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support the entire creation process, such that existing tools have gaps and do not
address all the requirements of a review [1].

Furthermore, deep insights might become evident by visualizing the data of
systematic reviews in a proper way, but existing tools provide only basic and
very limited support for automatically generating visualizations for systematic
reviews. For example, the following two types of visualizations are not gener-
ated by existing tools at all: 1) a flow chart of the publication selection process
presenting the flow of information during the different phases of the review and
2) the citation graph illustrating the relationships between the included publi-
cations of a review, thus giving the user a new perspective on the work used.

Our contributions are:

– A tool for automatically generating flow charts of and citation graphs for
systematic reviews.

– Our developed software for the creation of the visualizations (i.e., flow chart as
well as citation graph) can be downloaded at https://github.com/l-hartung/
reviz and is freely available to users worldwide by using docker containers.1

– Different variants of citation graphs for simplifying the presentation by sum-
marizing nodes and edges, and introducing factors like direct and indirect
citations as well as coloring publications with common authors for further
analysis.

– An extensive evaluation of the different variants of the citation graphs.

In the following Sect. 2, we introduce the basics of systematic reviews. In
addition, previous work on the support of reviews as well as various visualizations
and their selection for our work are presented. Subsequently, Sect. 3 details the
methods and strategies for the flow chart and the citation graphs with its various
variants for simplification and adding information for the purpose of in-depth
analysis. Afterwards in Sect. 4, we evaluate the created visualizations and Sect. 5
provides a summary and the future work.

2 Basics

In this section, some basic principles are presented in order to shed more light on
systematic reviews and their preparation. In addition, some already existing tools
supporting systematic reviews are considered in order to select one of these tools
for the present work. Furthermore, different types of visualizations in reviews are
introduced, including the flow chart of the publication selection process and the
citation graph.
1 In addition to the use of Parsifal and the export of data from it, it is also possible

to generate a citation graph without creating a systematic review, using a Bibtex
file and the referenced publications as PDF documents (local files or remotely acces-
sible via urls) as input. However, the generation of a flow chart is only possible
using Parsifal. Since this requires the use of a fork, the modified code of Parsifal is
also available in the form of a docker container at https://github.com/l-hartung/
parsifal/.

https://github.com/l-hartung/reviz
https://github.com/l-hartung/reviz
https://github.com/l-hartung/parsifal/
https://github.com/l-hartung/parsifal/
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2.1 Systematic Reviews

Systematic reviews provide an overview of selected scientific papers on a research
topic. Firstly, all available publications relevant to the research area are iden-
tified, evaluated and interpreted [16]. A central advantage of a systematic
review over other scientific papers is its high informative value. While indi-
vidual research papers are often based on the expectations of the scientists and
results that do not correspond to the desired results can also be omitted from
the publication, a systematic review is fundamentally more objective and very
comprehensive. By summarizing a large number of existing research results on a
topic, gaps, contradictions, relationships, or inconsistencies in the research can
be identified, thus providing clues and directions for future research [16].

There are guidelines for the development of a systematic review in order
to create uniform and comparable results. In the medical field these are for
example the Cochrane Reviewer’s Handbook [27] and the CRD Guidelines for
those Carrying out or Commissioning Reviews [14]. In [16], these guides have
been adapted for the research area of software engineering. In principle, however,
the procedure of a review is mostly identical in every area.

2.2 Related Work for Supporting Systematic Reviews

As in other publications, the quality of a systematic review can vary greatly and
depends to a large extent on the approach and thoroughness of the authors and
the scope and quality of the publications included. In order to ensure uniform
standards, the PRISMA (Preferred Reporting Items for Systematic reviews and
Meta-Analyses) statement was specified as a guideline for the report of system-
atic reviews [22]. Although the statement is designed for medical reviews, it can
also serve as a basis for reviews from other areas. The PRISMA statement con-
sists of a checklist of 27 points that should be included in the review report and
a 4-phase flow chart (see Fig. 1).

The extremely high effort required for the preparation of systematic reviews
leads to an increased need for automatic support during this process. Many soft-
ware tools are already available to help authors in this context. These range
from basic word processing programs, Reference Management Tools and statis-
tical programs to specially designed tools, which are intended to support the
entire systematic review process - or large parts of it - [21]. Reference Manage-
ment Tools, such as RefWorks and EndNote, are widely used by review authors
[21]. Such tools are available in large numbers, but only take up a very small
portion of the work in a review. The Cochrane Collaboration also offers several
tools to support the management and analysis of systematic reviews, including
Covidence [9], EPPI-Reviewer [29] and RevMan [28]. These tools are designed
specifically for Cochrane medical reviews. However, Eppi-Reviewer and RevMan
can also be used for other types of reviews, although in this case some features
cannot be used, and provide good support in some areas of the systematic review
process [21].
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In [1] six other widely-used tools are compared and evaluated from different
perspectives. These provide support throughout the systematic review process
and are not limited to a specific application area, although Al-Zubidy et al. refer
to the software engineering area. The authors identify various barriers during
the review process and requirements for supporting tools, and examine the six
selected tools in relation to these. From these tools, only Parsifal [23] is free and
open source software, and is additionally among the three tools with the best
overall results in [1], such that our proposed tool extends it for generating the
flow chart of the publication selection process and the citation graph.

There are other works that deal with the comparison of tools with respect to
the requirements during the systematic review process, such as [20]. However,
most of the tools either overlap with those already mentioned or support far
less of the overall systematic review process. Accordingly, there are promising
approaches to support systematic reviews; nevertheless, there are gaps in the
existing tools, and optimal support cannot be provided.

2.3 Visualizations in Systematic Reviews

Visualizations in scientific works enable a better understanding of data sets, pro-
vide deeper insights or facilitate the analysis and presentation of large amounts
of data [11]. Furthermore, in systematic reviews, different types of visualizations
are used, for example to present information about the included publications
in a clear way. Table 1 presents some types of visualizations frequently used in
reviews and some sample reviews that include these visualizations.

Table 1. Various systematic literature reviews (SLR) and their applied visualizations.
The first four reviews are from the medical area, the following four from the software
engineering area and the last two from other areas.

SLR Flow chart:

selection of

publications

Table

study

properties

Other

tables

Distribution of

publ. years

Other

distributions

Forest

Plot

Funnel

chart

Other

[13] � � � � Risk of bias

diagram

classifications

of relevant

publications

[32] � � �
[25] � � �
[18] � � �
[33] � � �
[3] � �
[4] � � � �
[26] � � � �
[10] � �
[8] � � �

Flow charts for the selection of the included publications during the entire
review process are included in almost all of the reviews examined. It is part of
the PRISMA statement and is displayed in all systematic reviews in the form
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specified there or in a very similar manner. Some of the systematic reviews dis-
play tables with the most important characteristics of the included publications
to provide an overview of them. In most cases, different tables are also shown
to illustrate the different properties and characteristics of the respective system-
atic review. Diagrams showing the distribution of the publication years of the
included publications are only used in the reviews examined in the area of soft-
ware engineering. Other distribution diagrams like the publications sources or
their geographical distribution, are also frequently found in this area. In medical
reviews, on the other hand, forest plots are always presented to summarize and
support their clues of the respective studies (e.g. relative risk or odds ratio).
Funnel charts are also used here, for example, which can provide information on
publication bias.

The most commonly used presentation is the flow chart of the publication
selection process, which obviously forms a fundamental part of a review. There-
fore it is implemented as one of the visualizations in this work to allow a quick
and easy representation of the diagram in all systematic reviews.

Citation Graphs: None of the examined systematic reviews includes a citation
graph. A citation graph is a directed graph in which publications are the nodes
and citations are the edges. Thus, the relationships between the publications
are represented by the citations themselves [24]. With the analysis of citations
and citation graphs, knowledge flows and the spread of ideas and perceptions
as well as the relevance of information sources can be examined [34]. This can
be of importance during the preparation of a systematic review. By illustrating
the relationships of included publications in a graph, for example, the spread of
different methods, ideas or conceptions among the works can be made visible.
Furthermore, knowledge can be gained about the relevance of individual works
and about which works serve as a basis for further work. The fact that a citation
graph does not appear in any of the examined systematic reviews is therefore not
necessarily an indication of its insignificance for systematic reviews, but could
rather be an expression of the complexity and efforts behind the creation of a
citation graph. Therefore, a semi-automatic creation of citation graphs is a useful
addition to the tool support of systematic reviews.

Visualization Tools for Scholarly Datasets: Please see Table 2 for tools for
visualizing scholarly datasets. Existing tools are not primarily designed for sys-
tematic reviews and offer many types of visualizations not necessarily including
citation graphs suitable for systematic reviews. Hence our proposed tool ReViz
offers some important unique features: Integrated in the tool Parsifal for con-
ducting systematic reviews, the citation graphs of ReViz are automatically con-
structed (with possibility of manual correction) from a set of paper documents.
ReViz further supports various simplification approaches for citation graphs.
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Table 2. Various visualization tools for scholarly datasets.

Visualization

tool

Visualizationsa Citation

graph from

set of paper

documents

Support of

systematic

reviews

Comments

CitNetExplorer

[31]

C − − Clustering of very large citation networks

VOSViewer

[30]

B − − Visualized bibliometric networks

constructed based on citation, bibliographic

coupling, co-citation, or co-authorship

relations may include journals, researchers,

or individual publications

Sci2Tool [5] B − − Temporal, geospatial, topical, and network

analysis and visualization of scholarly

datasets at the micro (individual), meso

(local), and macro (global) levels

CiteSpace [7] B − − Structural and temporal analyses including

collaboration networks, author co-citation

networks, and document co-citation

networks with support of hybrid node types

such as terms, institutions, and countries,

and hybrid link types such as co-citation,

co-occurrence, and directed citing links

CiteWiz [12] C − − Visualization of citation networks using

causality visualization techniques,

interactive timelines, and concept maps

Proposed tool

ReViz

C � � Tool especially designed for systematic

reviews, and running stand-alone or

integrated in Parsifal for visualizing citation

graphs constructed from a set of paper

documents. Support of various approaches

for simplifying citation graphs
aC: Focus on Citation Networks, B: General Bibliometric Network Visualizations

3 Flow Chart of the Publication Selection Process,
Citation Graphs and Variants

Fig. 1. Example flow chart of the publication
selection process of systematic reviews as gen-
erated by our proposed tool

We introduce our tool to gener-
ate the proposed visualizations (i.e.,
flow chart of the publication selec-
tion process and citation graphs in
different variants) in this section.

3.1 Flow Chart of the
Publication Selection Process

Our proposed visualization genera-
tor (integrated into Parsifal) gener-
ates a flow chart for the publication
selection process (see Fig. 1), which
is based on the structure of the
template contained in the PRISMA
statement [22]. In our study of several reviews on different topics, we observed
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differences in the presentation of the flow charts, but the content is always based
on the PRISMA statement. In these flow charts, nodes present publications
found in various digital libraries or other sources. Furthermore, nodes for the
number of publications after duplicate elimination, as well as after removal of
publications by inclusion and exclusion criteria and quality criteria should be
included. Thus, each step in the publication selection process of the review is
shown in a summarized form.

3.2 Structure of the Citation Graphs

Citation graphs in the context of systematic reviews should provide an insight
into the relationships between the publications included in the review. The aim
is to create a meaningful graph for the reader that provides as much information
as possible. In order to achieve this goal, a further component is included here
in our graphs: the arrangement of the publications should be based on their
respective year of publication. This means that all publications which appeared
in the same year are arranged next to each other, making additional information
visible. For illustration purposes, a timeline is printed below the graph itself,
so that it is possible to see exactly which publication appeared in which year.
In addition, it can be quickly determined in which period of time the included
research work is conducted and from which years more or less work originates.

The basis for the citation graph is therefore primarily the timeline. It covers
the period of all publication years of the included works. Based on the timeline,
the works are then drawn as nodes at the respective position on the timeline
and the works linked by quotations are connected to each other with edges.
Furthermore, different components within the graph should be visibly separated
from each other. From a graph-theoretical point of view, it is possible that the
citation graph is not only represented by a single directed graph, but consists of
several independent subgraphs. In the context of this work, however, it is useful
to consider the citation graph always as a single unit and thus as a graph with
several components. Here, a component is defined as a subset of nodes and edges
in which each node has at least one incoming or outgoing edge to another node of
this subset. In addition, each node that has no edges is also its own component.
To make the independence of the components visible, they should be drawn one
below the other.

3.3 Node Summaries

Although various methods are used here to obtain an illustrative result, the large
number of nodes and edges in a citation graph can still lead to very confusing
results. An example is shown in Fig. 2a. In order to reduce this complexity,
further methods to simplify the graph are necessary.

One way to reduce overlaps of many edges and the resulting confusion is to
reduce the number of nodes. A smaller number of nodes results in fewer edges
and a less dense overall graph. If many publications are included in a review, the
only way to reduce the number of nodes is to merge several individual nodes.
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Fig. 2. Example of a) a citation graph (for the systematic review presented in [2]), and
b) the same graph after merging several nodes with respective corrections of the edges

In this respect, a summary of the original graph is generated. The difficulty
in creating small graph summaries is the minimization of the resulting errors
[19], so that no information is missing from the original graph and no wrong
information is added.

There are various approaches to summarizing graphs, but they are not nec-
essarily applicable to such relatively small graphs like our citation graphs. A
merging of several nodes to a supernode with superedges is a well realizable pos-
sibility. Several nodes with the same or very similar incoming and outgoing edges
are merged into one large node. In order to minimize errors and to reconstruct
the original graph exactly, the merge consists not only of the graph itself, but
also of a list of corrections of the edges.

This method can quickly become very inefficient for large graphs, since
numerous comparisons of the nodes with each other must be processed to find
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those with similar edges. In [15] such an algorithm is presented, where first sim-
ilar nodes are searched for to avoid unnecessary comparisons between all nodes.
Then a summary of the graph is iteratively generated by merging original nodes
or already existing supernodes.

In case of the citation graphs, only merges of nodes in the same level, i.e.
publications with the same publication year, are reasonable. Because of this,
supernodes with a large number of merges are extremely unlikely, so it makes
more sense to focus on good merges of two or three nodes each. For this purpose,
all possible candidates for the merging of two nodes are found first. Using a
weight based on common and different edges for each pair of candidates, the best
possible candidates are then selected. Based on these results, the calculation of
connection components with three nodes from the candidate pairs is performed
to determine good merges of three nodes.

We present the above described example in Fig. 2b as a summary after merg-
ing nodes: A total of 5 nodes and 37 edges are removed.

3.4 Summarizing Transitive Edges

If the publications in the graph are scattered over a longer period of time, there
are inevitably fewer ways to merge nodes, since there are far fewer nodes in a
plane. We present an example in Fig. 3.

Fig. 3. Example of a citation graph covering a longer time period (for the systematic
review presented in [17])

In this case, the clarity is impaired by many very long edges. To avoid this,
more edges would have to be reduced, regardless of the number of nodes. Transi-
tivities are suitable for this purpose. After the summary of transitive edges, some
information is lost in the graph. For example, the number of incoming edges is no
longer a clear indication of the number of citations of this node. In order to keep
this information, we propose to increase the width of the remaining incoming
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edges of a node for omitted transitive edges (see Fig. 4). Thus, depending on the
size of the incoming edges, the actual number of citations can be better inferred.

As a further variant and in order to have a metric for the influence of sin-
gle publications to other research contributions, we propose to display exact
numbers in the nodes of the citation graphs for (direct) citations as well as for
indirect ones. Indirect citations represent a path of direct citations (see Fig. 4),
i.e., A indirectly cites B if A cites B, or A cites C and C indirectly cites B,
where A, B and C are publications. This allows a direct comparison between
the citations of the individual nodes, despite the omitted edges. In order not to
enlarge the nodes too much by the two additional numbers in the label, they
must be displayed relatively small. In order to enable a quick comparison of the
quotations of the individual nodes at first glance, these numbers are additionally
highlighted in color. By means of a color scale, nodes with many citations can
be quickly distinguished from those with fewer citations.

Additionally, it should be possible to identify publications with many com-
mon authors, for example to recognize follow-up publications and related
approaches more easily. We hence propose to draw these publications in the
same color (see Fig. 4).

Fig. 4. Example citation graph after removing transitive edges, summarizing nodes,
displaying direct and indirect citations and publications colored for joint authors

4 Evaluation

The evaluation of the visualizations introduced in this work mainly focuses on
different aspects of the citation graph. The developed flow chart, which is largely
based on the 4-phase flow chart of the PRISMA statement, offers little scope for
variation and therefore takes up only a small part of the evaluation.

For the citation graph, on the other hand, several decisions are made regard-
ing the layout and the used elements. However, the evaluation of the results is
complex and can only partly be calculated mathematically.
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Since the evaluation of the visualizations is partly subject to the subjective
perceptions of the reader, part of the evaluation consists of a user survey. Thus,
different aspects of the created variants of the citation graph as well as the flow
chart can be evaluated. In addition to the survey, some calculations regarding the
number of nodes and edges in the citation graph are carried out for evaluation.

4.1 Reduction of the Complexity of Citation Graphs

The number of nodes and edges can vary greatly in the introduced variants of
citation graphs. Fewer nodes and edges reduce the complexity in the graph. We
present in Table 3 the results for different calculations regarding nodes and edges
for two graphs in different variants.

The upper part of the table contains the number of nodes, edges, and edges
per node. Overall, there is a very strong reduction of the evaluated values. In
the first graph, only about half of the edges of the original graph are drawn
using both the node summary and the summary of transitive edges, while in
the second example, there is even a reduction of 73% in total edges and 67% in
edges per node.

In the lower part of the table, three additional parameters are considered that
make it difficult to track edges: the number of nodes hiding one or more edges,
the number of edges hidden by nodes, and the number of edge overlaps. Since
these parameters are sometimes difficult to measure visually and could only be
examined manually, some of the values are approximate values. Here, too, the
results with node summary and summary of transitive edges are to a large extent
highly reduced. In the case of edge overlaps, even 90% and 95% lower values can
be achieved in both graphs when using both functionalities (i.e., node summary
and removing transitive edges).

Long edges, which run over a longer span on the timeline and thus across
several layers, add to the confusion, as they are more likely to cross more other
edges and nodes, making it more difficult to quickly capture the course of all
edges. Therefore, in Fig. 5, we present the lengths of edges occurring in the two
graphs considered earlier, so that a comparison of the edge lengths in the graph
variants is possible. In addition to the general reduction in the number of edges,
which is already shown in Table 3, it is also apparent that many of the longer
edges are eliminated by removing transitive edges.

Overall, very high reductions for the evaluated values occur in the calcu-
lations presented here, whenever node summaries and summaries of transitive
edges are performed in the graphs. Thus, a lower complexity of the graphs can
be concluded. In order to determine whether better final results for the graphs
can be achieved as a consequence, the results of the user survey follow in the
next section.
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Table 3. Results for the number of nodes, edges and edges per node, as well as the
number of nodes hiding edges, edges hidden by nodes and edge overlaps for two graphs
(Graph 1 contains the publications of [17], Graph 2 contains the publications of [2]). In
the first line the original – normal – graph is taken as starting point. This is followed
by the graph with a summary of similar nodes, where an edge deviation of two has
been allowed for nodes to be combined, and the graph with a summary of transitive
edges. In the last line, both functionalities are combined.

Nodes Edges Edges per Node

Graph 1 [17] Normal Graph 12 21 3,5

1. Node summary 11 (−8%) 18 (−14%) 3,27 (−7%)

2. Transitivity 12 (0%) 13 (−38%) 2,17 (−38%)

1. & 2. 11 (−8%) 10 (−52%) 1,81 (−48%)

Graph 2 [2] Normal graph 22 92 8,36

1. Node summary 18 (−18%) 60 (−35%) 6,67 (−20%)

2. Transitivity 22 (0%) 40 (−57%) 3,64 (−56%)

1. & 2. 18 (−18%) 25 (−73%) 2,78 (−67%)

Hiding nodes Hidden edges Overlaps

Graph 1 [17] Normal graph 4 8 ∼42

1. Node summary 4 (0%) 10 (+25%) 33 (−21%)

2. Transitivity 3 (−25%) 2 (−75%) 7 (−83%)

1. & 2. 3 (−25%) 2 (−75%) 4 (−90%)

Graph 2 [2] Normal graph 18 ∼77 ∼220

1. Node summary 14 (−22%) ∼47 (−39%) ∼90 (−59%)

2. Transitivity 18 (0%) ∼32 (−58%) ∼44 (−80%)

1. & 2 13 (−28%) ∼19 (−75%) 10 (−95%)
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Fig. 5. Comparison of the edge lengths without any reduction, using node summary,
removing transitive edges and both functionalities. The edge length on the x-axis indi-
cates how many layers (i.e., years) an edge passes over.
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4.2 User Survey

In a user survey created for the evaluation of the visualizations, the different
implemented variants of the citation graphs as well as the flow chart are assessed
by external persons. This allows to determine how well the results are under-
standable and appealing to outsiders and whether the desired goals for the visu-
alizations have been achieved. The graphs are primarily examined with regard to
the points “clarity” (Are all information quickly and easily grasped at a glance? ),
“comprehensibility” (Are all necessary information available to understand the
overall picture? ) and “layout” (Is the result visually appealing? ). Due to space
limits, we only discuss the results of the user survey here without going into
detail2.

With 22 participants, the sample is relatively small and the answers of the
participants varied from one another. Nevertheless, a clear tendency in the
answers can already be determined.

In general, the clarity of the citation graphs, which contain more edges and/or
nodes, is rated as relatively poor. As confirmed by the evaluation, the clarity is
improved by the different functionalities. However, even after the improvement,
a “good” result cannot necessarily be assumed. In order to be able to combine
many nodes and thus save many nodes and edges, a high number of nodes
within one year is necessary. In this case, however, the graph is likely to be very
confusing, so that the result is likely to be complex even after the summary is
performed. If, on the other hand, fewer nodes are within a year, but are scattered
over a longer period of time, there are fewer possibilities to summarize, so that
the clarity of the result will also not change much. However, if you use the
summary of transitive edges, you often save a lot of edges, which certainly has a
positive effect on the clarity of the graphs. Nevertheless, much of the information
is obscured and the presentation of the omitted edges in the legend enables to
trace the citations of a publication without gaps, but it is very time-consuming.
Nevertheless, both functions are considered useful and are in any case capable
of creating a new, clearer, presentation method for many citation graphs. The
use of the flow chart created by our tool is also a useful addition to the creation
of a systematic review.

5 Summary and Conclusions

We introduce a tool for the creation of visualizations for systematic reviews.
In particular, we integrated the generation of a flow chart for the publication
selection process of the systematic review and different variants of citation graphs
(with and without merging nodes, removing transitive edges, adding numbers
for direct and indirect citations and coloring publications with common authors)
for the analysis of the citations of the publications among each other. The basis
for these visualizations is the data from the tool Parsifal, which supports the
creation process of a systematic review. We verify good results in an extensive

2 We will provide the details in a forthcoming extended paper.
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evaluation by determining and comparing the number of hidden edges and hiding
nodes in the citation graph variants and by a user survey for assessing subjective
opinions of users.
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Abstract. Citation data is an important source of insight into the
scholarly discourse and the reception of publications. Outcomes of cita-
tion analyses and the applicability of citation based machine learning
approaches heavily depend on the completeness of citation data. One
particular shortcoming of scholarly data nowadays is language coverage.
That is, non-English publications are often not included in data sets, or
language metadata is not available. While national citation indices exist,
these are often not interconnected to other data sets. Because of this,
citations between publications of differing languages (cross-lingual cita-
tions) have only been studied to a very limited degree. In this paper, we
present an analysis of cross-lingual citations based on one million English
papers, covering three scientific disciplines and a time span of 27 years.
Our results unveil differences between languages and disciplines, show
developments over time, and give insight into the impact of cross-lingual
citations on scholarly data mining as well as the publications that con-
tain them. To facilitate further analyses, we make our collected data and
code for analysis publicly available.

Keywords: Scholarly data · Citations · Cross-lingual · Citation
analysis

1 Introduction

Citations are an essential tool for scientific practice. By allowing authors to refer
to existing publications, citations make it possible to position one’s work within
the context of others’, critique, compare, and point readers to supplementary
reading material. In other words, citations enable scientific discourse. Because of
this, citations are a valuable indicator for the academic community’s reception
of and interaction with published works. Their analysis is used, for example,
to quantify research output [12], qualify references [1], and detect trends [2].
Furthermore, citations can be utilized to aid researchers through, for example,
summarization [6] or recommendation [7,25] of papers, and through applications
driven by document embeddings in general [3].

Because such analyses and applications require data to be based on, the
availability of citation data or lack thereof is decisive with regard to the areas,
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Fig. 1. Schematic explanation of terminology.

in which respective insights can be gained and approaches developed. Here, the
literature points in two mayor directions with much potential for improvement—
namely the humanities [4,18] and non-English publications [22,26,27,32]. Due
to citation data’s lack of language coverage and lack of language metadata, a
particular practice not well researched so far is cross-lingual citation. That is,
references where the citing and cited documents are written in different lan-
guages (see (vi) in Fig. 1). Because English is currently the de facto academic
lingua franca, citations from non-English languages to English can be assumed
to generally be significantly more prevalent than the other way around. This
dichotomy is reflected in existing literature, where usually either citations from
English [18,21], or to English [15,16,29,31] are analyzed. As both directions
involve a non-English document on one side of the citation, the analysis of either
is challenging with today’s Anglocentric state of citation data.

To add to the body of work studying cross-lingual citations from English,
we perform a large-scale analysis on one million documents and address the
following research questions.1

1. How prevalent are English to non-English references? We consider prevalence
in general, in different disciplines, across time, and within publications that
use them.

2. Is self-citation a driving factor for citing non-English work?
3. Are non-English works deemed “citable” in the context of English papers?
4. Do cross-lingual citations pose a particular challenge for data mining?
5. Does citing other languages impact the success of a publication?

Through our analysis, we make the following contributions.

1. We give insight into cross-lingual citations in English papers at a scale, that
is considerably larger than analyses in existing literature.

2. We highlight key challenges concerning cross-lingual citations that can inform
future developments.

3. To facilitate further analyses, we make our collected data, the code used for
analysis, and full results publicly available.2

1 The selection of RQs is motivated by existing literature [18,21] (1–3) as well as the
intent to inform future endeavors in handling multilingual scholarly data (4–5).

2 See https://github.com/IllDepence/icadl2020.

https://github.com/IllDepence/icadl2020
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The remainder of the paper is structured as follows. After briefly addressing our
use of terminology down below, we give an overview of related work in Sect. 2.
In Sect. 3 we discuss the identification of cross-lingual citations, data sources
considered, and our data collection process. Subsequent analyses with regard to
our research questions are then covered in Sect. 4. We end with a brief general
discussion of our findings in Sect. 5, followed by concluding remarks in Sect. 6.

Terminology
Because citation, reference and related terms are not used consistently in liter-
ature, we shortly address their use in this paper. As shown in Fig. 1, a citing
document creates a bibliographical link to a cited document. We use the terms
citation and reference interchangeably for this type of link (e.g., “(vi) in Fig. 1
marks a cross-lingual reference,” or “Papera makes two citations”). The tex-
tual manifestation of a bibliographic reference, often found at the end of a paper
(e.g., “[1] Smith” in Fig. 1), is referred to as reference section entry, or sometimes
reference for short. We call the combined set of these entries reference section.
Lastly, parts within the text of a paper, which contain a marker connected to
one of the reference section entries, are called in-text citations.

2 Related Work

2.1 Cross-lingual Citations in Academic Publications

Literature concerning cross-lingual citations in academic publications can be
found in the form of analyses and applications. In [18] Kellsey and Knievel con-
duct an analysis of 468 articles containing 16,138 citations. The analysis spans 4
English language journals in the humanities (disciplines: history, classics, linguis-
tics, and philosophy) over 5 particular years (1962, 1972, 1982, 1992, and 2002).
The authors find that 21.3% of the citations in their corpus are cross-lingual, but
note strong differences between the covered disciplines. Over time, they observe
a steady total, but declining relative number of cross-lingual citations per arti-
cle. The authors furthermore find, that the ratio of publications that contain at
least one cross-lingual citation is increasing.

Lillis et al. [21] investigate if the global status of English is impacting the
“citability” of non-English works in English publications. They base their analy-
sis on 240 articles from 2000 to 2007 in psychology journals, and furthermore
use the Social Sciences Citation Index and ethnographic records. Their corpus
contains 10,688 references, of which 8.5% are cross-lingual. Analyzing the preva-
lence of references in various contexts, they find that authors are more likely to
cite a “local language” in English-medium national journals than in international
journals. Further conducting analyses of e.g. in-text citation surface forms, they
come to the conclusion that there are strong indicators for a pressure to cite
English rather than non-English publications.

Similar observations are made by Kirchik et al. [20] concerning citations to
Russian. Analyzing 498,221 papers in Thomson Reuters’ Web of Science between
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1993 and 2010, they find that Russian scholars are more than twice as likely to
cite Russian publications when publishing in Russian language journals (21% of
citations) than when they publish in English (10% of citations).

In [29] Schrader analyzes citations from non-English documents to English
articles in open access and “traditional” journals. The corpus used comprises
403 cited articles published between 2011 and 2012 in the discipline of library
and information science. The articles were cited 5,183 times (13.8% by non-
English documents). In their analysis the author observes that being open access
makes no statistically significant difference for the ratio of incoming cross-lingual
citations of an article, or the language composition of citations a journal receives.

Apart from analyses, there are also approaches to prediction tasks based on
cross-lingual citations [15,16,25,31]. Tang et al. [31] propose a bilingual context-
citation embedding algorithm for the task of predicting suitable citations to
English publications in Chinese sentences. To train and evaluate their approach,
they use 2,061 articles from 2002 to 2012 in the Chinese Journal of Computers,
which contain citations to 17,693 English publications. Comparing to several
baseline methods, they observe the best performance for their novel system.
Similarly, in [15] and [16] Jiang et al. propose two novel document embedding
methods jointly learned on publication content and citation relations. The corpus
used in both cases consists of 14,631 Chinese computer science papers from the
Wanfang digital library. The papers contain 11,252 references to Chinese publi-
cations and 27,101 references to English publications. For the task of predicting
a list of suitable English language references for a Chinese query document, both
approaches are reported to outperform a range of baseline methods.

In Table 1 we show a comparison of corpora between related work and our
analysis.

Table 1. Comparison of corpora

Work Typea #Docsb #Refsb #Years #Disciplines

Kellsey and Knievel [18] en→* 468 16k 5c 4

Lillis et al. [21] en→* 240 10k 7 1

Schrader [29] *→en 403 5k 2 1

Tang et al. [31] zh → en 2k 17k 10 1

Jiang et al. [15,16] zh → {en,zh} 14k 38k n/a 1

Kirchik et al. [20] {en,ru} → ru 497k n/a 17 (unrestricted)

Ours en → * 1.1 M 39M 27 3
a type=focus reference type (en=English, ru=Russian, zh=Chinese, *=any)
b docs=documents, refs=references
c over a span of 40 years
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2.2 Cross-lingual Interconnections in Other Types of Media

Apart from academic publications, cross-lingual connections are also described in
other types of media. Hale [11] analyzes cross-lingual hyperlinks between online
blogs centered around a news event in 2010. In a corpus of 113,117 blog pages in
English, Spanish, and Japanese, 12,527 hyperlinks (5.6% of them cross-lingual)
are identified. Analysis finds that less than 2% of links in English blogs are cross-
lingual, while the number in Spanish and Japanese blogs is slightly above 10%.
Hyperlinks between Spanish and Japanese are almost inexistent (7 in total).
Further investigating the development of links over time, the author observes a
gradual decrease of language group insularity driven by individual translations of
blog content—a phenomenon described as “bridgeblogging” by Zuckerman [34].

Similar structural features are reported by Eleta et al. [5] and Hale [10] for
Twitter, where multilingual users are bridging language communities. As with
academic publications, there also exists literature on link prediction tasks. In
[17] Jin et al. analyze cross-lingual information cascades and develop a machine
learning approach based on language and content features to predict the size
and language distribution of such cascades.

3 Data Collection

3.1 Identification of Cross-lingual Citations

Identifying cross-lingual citations requires information about the language of
the citing and cited document, but this is often missing in scholarly data sets
(cf. Table 2). Identifying the involved documents’ language on the fly, however,
is also challenging, because (a) full text (especially of cited documents) is not
always available, and (b) language identification on short strings (e.g., titles
in references) is unreliable [14]. To nevertheless be able to conduct an analy-
sis of cross-lingual citations on a large scale, we utilize the practice of authors
appending an explicit marker in the form of “(in <Language>)” to such refer-
ences. This shifts the requirements from language metadata to the existence of
(ideally unfiltered) reference section entries in the data.3

The question then remains, how common the practice of using such explicit
markers is, compared to the use of untranslated non-English reference titles
(without a marker). Conducting a comparison of both variants4 on a random
sample of one million reference section entries from the data set unarXive [28], we
get a reliable estimate for non-Latin script languages (e.g., Chinese, Japanese,
Russian), but inconclusive results for Latin script languages (e.g., German).5

3 Language information is given for the cited document by the “<Language>” part of
the marker, and for the citing document by the fact, that the marker is in English.

4 Identification of marked entries is detailed in Sect. 3.3. For the identification of non-
English titles we used the reference string parser module of GROBID [24] and the
Python module langdetect (see https://github.com/Mimino666/langdetect).

5 This is because the detection of untranslated non-English reference titles requires
language identification on reference titles, which turned out to be unreliable for Latin
script languages (e.g., many English titles were falsely identified as German).

https://github.com/Mimino666/langdetect
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Where we get reliable results, explicit marking appears to be the norm. In case
of Russian, we observe 567 explicit markers and 3 untranslated titles without a
marker. For Chinese, Japanese, and Greek, the number of explicit markers is 60,
57, and 7, respectively, compared to zero untranslated titles. Manual inspection
of the noisy results for Latin script languages suggests a significant tendency
toward using untranslated titles. These observations mean two things. First, a
direct comparison between our numbers on non-Latin and Latin script languages
is only valid for explicitly marked cross-lingual citations. Second, the number of
undetected cross-lingual citations for non-Latin script languages such as Chinese,
Japanese, and Russian, is negligible. Accordingly, concerning these languages,
our results are valid for cross-lingual citations in general.

3.2 Data Source Selection

As our data source we considered five large scholarly data sets commonly used
for citation related tasks [7,19]. Table 2 gives an overview of their key properties.
The Microsoft Academic Graph (MAG) and CORE are both very large data sets
with some form of language metadata present. In the MAG the language is given
not for documents themselves, but for URLs associated with papers. CORE con-
tains a language label for 1.79% of its documents. S2ORC, the PubMed Central
Open Access Subset (PMC OAS), and unarXive do not offer language metadata,
but all contain some form of reference sections (GROBID [24] parse output,
JATS [13] XML, and raw strings extracted from source files respectively).

From these five, we decided to use unarXive and the MAG. This decision was
motivated by two key reasons: (1) metadata of cited documents, and (2) eval-
uation of the “citability” of non-English works in English papers. As for (1),
both S2ORC and the PMC OAS link references in their papers to document
IDs within the data set itself (only partly in the PMC OAS, where also MED-
LINE IDs and DOIs are found [9]). This is problematic in our case, because
S2ORC is restricted to English papers, and the PMC OAS is constrained to
Latin script contents,6 which means metadata on non-English cited documents
is inexistent (S2ORC) or very limited (PMC OAS). In unarXive, on the other
hand, references are linked to the MAG, which contains metadata on publica-
tions regardless of language. Concerning reason (2), the fact that unarXive is
built from papers on the preprint server arxiv.org, and the MAG contains meta-
data on paper’s preprint and published versions, allows us to analyze whether
or not cross-lingual citations are affected by the peer review process.

With these two data sources selected, the extent of our analysis is one million
documents, across 3 disciplines (physics, mathematics, computer science), over
a span of 27 years (1992–2019).

3.3 Data Collection

To identify references with “(in <Language>)” markers, we iterate through
the total of 39.7M reference section entries in unarXive and first filter for the
6 See https://www.ncbi.nlm.nih.gov/pmc/about/faq/#q16.

https://www.ncbi.nlm.nih.gov/pmc/about/faq/#q16
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Table 2. Overview of data sets

Data set #D.a Lang.meta.b R.r.t.c Reference sections Used

MAGd [30,33] 230M (48%e ) MAG – �
COREf 123M 1.79% CORE –

S2ORC [23] 81M – S2ORC 34% (in GROBID parse)

PubMed Central OASg 2M – Mixed 100% (in JATS XML)

unarXive [28] 1M – MAG 100% (dedicated entity) �
a Number of documents
bLanguage metadata
cReferences resolved to
dUsing version 2019-12-26
eLanguage given for source URLs (not always matching paper language)
fSee https://core.ac.uk/. Using version 2018-03-01
gSee https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/

regular expression \(\s*in\s+[a-zA-Z][a-z]+\s*\). This yields 51,380
matches with 207 unique tokens following “in” within the parentheses. Within
these 207 tokens we manually identify non-languages (e.g., “press” or “prepara-
tion”) and misspellings (e.g., “japanease” or “russain”), resulting in 44 unique
language tokens. These are (presented in ISO 639-1 codes) be, bg, ca, cs, da, de,
el, en, eo, es, et, fa, fi, fr, he, hi, hr, hu, hy, id, is, it, ja, ka, ko, la, lv, mk, mr, nl,
no, pl, pt, ro, ru, sa, sk, sl, sr, sv, tr, uk, vi, and zh. These 44 languages cover 43
of the 78 languages, in which journals indexed in the Directory of Open Access
Journals7 (DOAJ) are published as of July 2020. The one language found in our
data, but with no journal in the DOAJ, is Marathi. In terms of journal count
by language, above 44 languages cover 97.54% of the DOAJ. In total, our data
contains 33,290 reference section entries in 18,171 unique citing documents. We
refer to this set of documents as the cross-lingual set.

To analyze differences between papers containing cross-lingual citations in
unarXive and a comparable random set, we also generate a second set of papers.
To ensure comparability we go through each year of the cross-lingual set, note the
number of documents per discipline and then randomly sample the same number
of documents from all of unarXive within this year and discipline. This means
the cross-lingual set and the random set have the same document distribution
across years and disciplines. Table 3 gives an overview of the resulting data used.

4 Results

In this section we describe the results of our analyses with regard to the research
questions laid out in the introduction. We begin with general numbers indicating
the prevalence of cross-lingual citations (based on unarXive alone) and follow
with more in depth observations (utilizing the MAG metadata).

7 See https://doaj.org/.

https://core.ac.uk/
https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/
https://doaj.org/
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Table 3. Overview of data used

Cross-lingual set Random set unarXive

#Docs 18,171 18,171 1,192,097

#Docs (MAG) 16,300 16,464 1,087,765

#Refs 635,154 536,672 39,694,083

#Refs (MAG) 290,421 242,090 15,954,664

#Cross-lingual refs 33,290 642 33,290
*docs = documents, refs = reference section entries,
(MAG) = with a MAG ID.

4.1 Prevalence of Cross-lingual Citations in English Papers

We find “(in <Language>)” markers in 33,290 out of 39,694,083 reference section
entries (0.08%). These appear in 18,171 out of 1,192,097 documents (1.5%)—in
other words in every 66th document. Of these 18k documents, 17,223 cite one
language other than English, 864 cite two, 76 three, 7 documents four, and a sin-
gle document cites works in English and five further languages (Russian, French,
Polish, Italian, and German). The five most common language pairs within a sin-
gle document are Russian-Ukrainian (277 documents), German-Russian (166),
French-Russian (135), French-German (68), and Chinese-Russian (59).

Table 4. Most prevalent languages

Language #References #Documents

Russian 23,922 12,304

Chinese 2,351 1,582

Japanese 1,843 1,397

German 1,244 965

French 931 719

Table 4 shows the absolute num-
ber of reference section entries and
unique citing documents for the five
most prevalent languages, which com-
bined make up over 90% in terms of
both references and documents. As we
can see, Russian is by far the most
common, making up about two thirds
of the cross-lingual set. When break-
ing down these numbers by year or
discipline, it is important to also factor in the distribution of documents along
these dimensions in the whole data set. Doing so, we show in Fig. 2 the rela-
tive number of documents with cross-lingual citations over time for each of the
aforementioned five languages. While the numbers in earlier years can be a bit
unstable due to low numbers of total documents, we can observe a downwards
trend of citations to Russian, an upwards trend of citations to Chinese, and a
somewhat stable proportion in documents citing Japanese works. Looking at the
numbers per discipline in Fig. 3, we can see that cross-lingual citations occur
most often in mathematics papers, and are about half as common in physics and
computer science.

Lastly, within the reference section of a document that has at least one cross-
lingual citation, the mean value of “cross-linguality” (i.e., what portion of the
reference section is cross-lingual) is 0.083 with a standard deviation of 0.099.
Breaking these numbers down by discipline, we can see in Fig. 4 that there is
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Fig. 2. Relative number of documents citing Russian, Chinese, Japanese, German, and
French works. Showing all aforementioned in the bottom right.

Fig. 3. Relative number of mathematics, physics, and computer science documents
citing non-English works.

no large difference, although mathematics papers tend to have a slightly higher
portion of cross-lingual citations. The mean values for mathematics, physics and
computer science are 0.090, 0.078, and 0.080 respectively.

In terms of the prevalence of cross-lingual citations in English papers, we note
that (in the disciplines of physics, mathematics and computer science) about 1
in 66 papers contains citations to non-English documents. About two thirds of
these citations are to Russian documents, although in the last years there is a
downwards trend with regard to Russian and an upwards trend in citations to
Chinese. Citations to documents in Russian, Chinese, Japanese, German, and
French make up 90% of the total of cross-lingual citations.
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Fig. 4. “Cross-linguality” of reference sections by discipline.

4.2 Impact of Cross-lingual Citations in English Papers

As outlined in our research questions, apart from the prevalence of cross-lingual
citations (RQ1), we also want to address whether or not self-citation is a driving
factor (RQ2), if they are seen as an “acceptable” practice (RQ3), whether or
not they pose a particular challenge for citation data mining (RQ4), and their
potential impact on the success of the paper they’re part of (RQ5). Our results
concerning these aspects are described in the following sections.

Table 5. Self-citations

Self-citations

References to loose strict

non-English 19% 5%

English 17.9% 11.3%

Self-citation. To assess the relative degree
of self-citation when referring to publications
in other languages, we compare the ratio of
self-citations in (a) the cross-lingual citations
within the documents of the cross-lingual set,
and (b) the monolingual citations within the
documents of the cross-lingual set. Comparing
two sets of citations from identical documents
allows us to control for e.g. author specific self-citation bias. To determine self-
citation, we rely on the author metadata in the MAG and therefore require both
the citing and cited document of a reference to have a MAG ID. Within the
cross-lingual set, this is the case for 3,370 cross-lingual references and 264,341
monolingual references. While at first, we strictly determined a self-citation by
a match of MAG IDs, manual inspection of matches and non-matches revealed,
that author disambiguation within the MAG is somewhat lacking—that is, in a
non-trivial amount of cases there are several IDs for a single author. We therefore
measure self-citation by two metrics. A strict metric which only counts a match
of MAG IDs, and a loose metric which counts an overlap of the sets of author
names on both ends of the reference as a self-citation.

Table 5 shows that going by the strict metric, self-citation is twice as com-
mon in monolingual citations. Applying the loose metric, however, self-citation
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appears to be slightly more common in cross-lingual citations. The larger discrep-
ancy between the results of the strict and loose metric for cross-lingual citations
suggests that authors publishing in multiple languages might be less well dis-
ambiguated in the MAG. With regard to self-citation being a motivating factor
for cross-lingual citations—be it, for example, due to the need to reference one’s
own prior work—, we can note that this does not seem to be the case. Authors
using cross-lingual citations appear to be at least equally as likely to self-cite
when referencing English works.

“Acceptability”. To assess the acceptance of cross-lingual citations by the sci-
entific community—that is, whether or not non-English publications are deemed
“citable” [21]—we analyze papers in our data that have both a preprint version
as well as a published version (in a journal or conference proceedings) dated later
than the preprint. This is the case for 2,982 papers. For each preprint-published
paper pair, we check if there is a difference in cross-lingual citations. This gives
an indication of how the process of peer review affects cross-lingual citations.
We perform a manual as well as an automated analysis.8

For the manual evaluation, we take a random sample of 100 paper pairs. We
then retrieve a PDF file of both the preprint and the published version, and
manually compare their reference sections. For the automated evaluation, we
find that 599 of the 2.9k paper pairs have PDF source URLs given in the MAG.
After automatically downloading these and parsing them with GROBID, we are
left with 498 valid sets of references. For these, we identify explicitly marked
cross-lingual references as described in Sect. 3 and calculate their differences.

Table 6 shows the results of our evaluations. In both, cross-lingual citations
are more often removed than added, but in the majority of cases left intact. The
larger volatility in the automated evaluation is likely due to parsing inconsis-
tencies of GROBID. Our findings complement those of Lillis et al. [21], who,
analyzing psychology journals, observe “some evidence that gatekeepers [...] are
explicitly challenging citations in other languages.” For the fields of physics,
mathematics, and computer science, we find no clear indication of a consistent
in- or decreasing effect of the peer review process on cross-lingual citations.

Table 6. Changes in cross-ling. cit. between preprints and published papers

Evaluation #Pairs #Increased #Deceased Meana SDa

Manual 100 4 7 −0.02 0.529

Automated 498 33 70 −0.12 0.821
aof the differences in the amount of cross-lingual citations

8 Full evaluation details can be found at https://github.com/IllDepence/icadl2020.

https://github.com/IllDepence/icadl2020
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Impact on Citation Data Mining. To assess if cross-lingual citations pose
a particular challenge for scholarly data mining—and are therefore likely to be
underrepresented in scholarly data—, we compare the ratio of references that
could be resolved to MAG metadata records for the cross-lingual set and the
whole unarXive data set. Of the 39M references in unarXive 42.6% are resolved
to a MAG ID. For the complete reference sections of the papers in the cross-
lingual set (i.e., references to both non-English and English documents) the
number is 45.7% (290,421 of 635,154 references). Looking only at the cross-
lingual citations, the success rate of reference resolution drops to 11.2% (3,734
of 33,290 references). We interpret this as a clear indication that resolving cross-
lingual references is a challenge. Possible reasons for this are, for example:

1. A lack of language coverage in the target data set.
For example, if the target data set only contains records of English papers,
references to non-English publications cannot be found within and resolved
to that target data set.

2. Missing metadata in the target data set.
For example, when there is a primary non-English as well as an alternative
English title of a publication, only the former is in the target data set’s
metadata, but the latter is used in the cross-lingual reference.

3. The use of a title translated “on the fly.”
If a non-English publication has no alternative English title, a self trans-
lated title in a reference cannot be found in any metadata. To give an exam-
ple, reference [14] in arXiv:1309.1264 titled “Hierarchy of reversible logic
elements with memory” is only found in metadata9 as

4. The use of a title transliterated “on the fly.”Similar to an unofficial trans-
lated title, if a title is transliterated and this transliteration is not exis-
tent in metadata, the provided title is not resolvable. A concrete exam-
ple of this is the third reference in arXiv:cs/9912004 titled “Daimeishi-
ga Sasumono Sono Sashi-kata” which is only found in metadata9 as

Cases 4 and especially 3 additionally impose a challenge on human readers, as
the referred documents can only be found by trying to translate or transliterate
back to the original. References to non-English documents which do not have an
alternative English title should therefore ideally include enough information to
(a) identify the referenced document (i.e., at least the original title), and (b) a
way for readers not familiar with the cited document’s language to get an idea
of what is being cited (e.g., by adding a freely translated English title).10 There
are, however, situations where an original title cannot be used. Documents in
PubMed Central, for example, cannot contain non-Latin scripts,11 meaning that
9 See http://hdl.handle.net/2433/172983, https://ci.nii.ac.jp/naid/10008827159/.

10 As, for example, in reference [15] in arXiv:1503.05573: “
, 2007. (English translation:

Shafarevich I.R. Foundations of Algebraic Geometry MCCME, Moscow. 2007).”
11 See https://www.ncbi.nlm.nih.gov/pmc/about/faq/#q16.

http://hdl.handle.net/2433/172983
https://ci.nii.ac.jp/naid/10008827159/
https://www.ncbi.nlm.nih.gov/pmc/about/faq/#q16
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references to documents in Russian, Chinese, Japanese, etc. which do not have
alternative English titles are inevitably a challenge for both human readers as
well as data mining approaches, unless there is a DOI, URL, or similar identifier
that can be referred to.

In light of this, taking a closer look at the 88.8% of unmatched references
in the cross-lingual set broken down by languages, we note the following match-
ing failure rates for the five most prevalent languages: Russian: 88.6%, Chinese:
87.0%, Japanese: 91.0%, German: 85.4%, and French: 83.2%. While all of these
are high, the numbers for the three non-Latin script languages are noticeably
higher than those of German and French. As can be seen with the task of resolv-
ing references—and as also indicated through our self-citation data shown in
Table 5—cross-lingual citations do pose a particular challenge for scholarly data
mining.

Impact on Paper Success. To get an indication of whether or not an English
paper’s success is influenced by the fact that it contains citations to non-English
documents, we compare our cross-lingual set with the random set (cf. Table 2).
For both sets we first determine the number of papers that in the MAG metadata
have a published version (journal or conference proceedings) in addition to the
preprint on arxiv.org. That is, we assume that papers which only have a preprint
version did not make it through the peer review process. Using this measure, we
observe 9,390 of 16,224 (57.88%) successful papers in the cross-lingual set, and
10,966 of 16,378 (66.96%) successful papers in the random set. Unsurprisingly,
due to the higher ratio of published versions, the papers in the random set are
also cited more. Table 7 shows a comparison of the average number of citations
that documents in both sets received. Due to the high standard deviation in the
complete sets, we also look at papers which received between 1 and 100 citations,
which are comparably frequent in both sets. As we can see, in the unfiltered as
well as the filtered case, documents with cross-lingual citations tend to be cited
a little less. Because here we can only control for the distribution of papers
across years and disciplines, and not for individual authors (as we did in the
“Self-citation” section), there might be various confounding factors involved.

Table 7. Comparison of citations received

Filter criterion Cross-lingual set Random set

– #Docs 16,300 16,464

Mean #cit 13.7 18.2

SD 75.0 51.7

1 ≤ #cit ≤ 100 #Docs 12,074 12,852

Mean #cit 12.0 15.1

SD 15.8 18.4
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5 Discussion

Even though citations in English publications are typically to other English
documents, we have seen that in preprints as well as conference proceedings
and journal articles cross-lingual citations are used to refer to documents in
a wide range of languages. Their prevalence is probably not high enough to
greatly impact performance scores of general citation data driven approaches in
e.g. information retrieval and recommendation—i.e., the evaluation of a system
would not drastically change by introducing capabilities to handle references
to other languages. However, as we could observe clear differences in prevalence
across different disciplines and different cited languages, it might be advisable for
specific approaches to evaluate the situation on a case by case basis. For example,
a citation driven analysis of research trends in mathematics might benefit from
being able to track “citation trails” into the realm of Russian publications.

We furthermore observed clear indicators that cross-lingual citations pose
a challenge for citation data mining. As citation based performance evalua-
tion is still a relevant steering mechanism in science, a lack in capabilities to
automatically trace citations from e.g. international to national venues creates
an imbalance between “supported” and “unsupported” publication languages.
Furthermore, because some countries have sophisticated national systems and
resources with regard to citation data—like Japan’s CiNii12 which has been
used for research trend analysis [8]—, successful handling of cross-lingual cita-
tions would not just be a few additional data points on a subset of publications,
but rather enable the detection of bridges between what are currently data silos
that are not well interconnected.

6 Conclusion

Utilizing two large data sets, unarXive and the MAG, we performed a large-scale
analysis of citations from English documents to non-English language works
(cross-lingual citations). The data analyzed spans one million citing publica-
tions, 3 disciplines, and 27 years. We gain insights into cross-lingual citations’
prevalence and impact, which we hope can inform further developments tackling
the challenges of handling scholarly data.

Regarding English to non-English citations, we want to expand our investi-
gation to further disciplines in the future. As our present analysis is based on
papers in mathematics, physics, and computer science, insights into the human-
ities would be of particular interest. As for cross-lingual citations in general,
analyses of non-English to English citations are likely to be more challenging to
perform on a large scale, but might also yield insights with a larger impact, as
citing English language publications is rather common in other languages, and
has already given rise to approaches like cross-lingual citation recommendation.

12 See https://support.nii.ac.jp/cia/cinii db.

https://support.nii.ac.jp/cia/cinii_db
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Abstract. Scientific retraction helps purge the continued use of flawed research.
However, the practical influence of it needs to be identified and quantified. In
this study, we analyzed the citations of 106 psychological articles from Web of
Science to explore the influence of retraction using quantitative methods. Our
results show that 1) retraction caused a significant decline (1.6–1.8 times) in the
post-retraction citations; 2) retractions fromopen accessed or high-quality journals
are effective; 3) retraction is incapable to eliminate the dissemination of flawed
results thoroughly. Our findings may provide useful insights for scholars and
practitioners to understand and integrate the retraction system.

Keywords: Retractions · Scientific misconduct · PSM ·
Difference-in-differences · Non-parametric test

1 Introduction

Retraction offers an objective manner to flag problematic publications. Since 2001, the
rate of retracted articles has been increasing rapidly in all academic fields. Most of them
were retracted for scientificmisconduct (i.e., falsification, plagiarism) (Steen, Casadevall
and Fang 2013). Thus, it is important that whether retraction can help scholars identify
erroneous papers and to avoid developing incorrect results or not (COPE 2009). The
influence of retractions needs to be measured and assessed. In the context of disciplines,
retractions also show differences. Existing studies focus on retractions from Hard Sci-
ences, especially medical fields. While retractions from Social Sciences remain to be
explored.

Due to the collective and cumulative nature of knowledge production, citations to
previous literature are recognitions and validations of research quality. However, it can be
harmful if retracted articles were still cited as valid works after they were retracted (Bar-
Ilan and Halevi 2017; Redman et al. 2008). Retractions should prevent flawed results
from spreading via citations, which can be observed from the influence of retraction on
citations. Enhancing the understanding of retraction influence is also helpful to integrate
scientific processes and to improve the quality of academic outputs.

This study explored how do retractions influence the citations of retracted articles.
Our contributions are as follows. 1) we quantified the influence of retractions on citations
and managed to conduct the causal analysis on it; 2) we investigated the situation of
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retracted articles in psychology, which is often ignored among numerous studies on
retraction. We expect to make the process of citation and retraction standardized to
minimize problems and errors by exploring the actual influence of retraction.

2 Related Studies

2.1 Bibliometric Analysis on Retraction

Retraction plays an important role in the scientific system by removing flawed or erro-
neous publications, although retracted articles represented only 0.02% of total publica-
tions (Bik et al. 2016). However, the scientific community paid insufficient attention to
it given that the number and citations of retracted articles are still on the rise (Cokol
et al. 2008; Pfeifer and Snodgrass 1990). At present, most of studies on retraction are
the investigation of the whole situation from a macroscopic scale in the form of review
or survey. He (2013) analyzed retraction of global scientific publications from Science
Citation Index Expanded quantitatively and found that different patterns of retraction
existed in each field. Therefore, some studies focused on retraction from a certain dis-
cipline, mostly related to medical fields. Chauvin et al. (2017) characterized retracted
publications in emergency medicine. Also, national phenomena of retraction attracted
some attention to scholars, such as retraction fromMalaysia (Aspura et al. 2018), China
(Lei and Zhang, 2018), and India (Elango et al. 2019).

2.2 Interactions Between Citation and Retraction

The citations of retracted articles contributed to the spread of retraction, which calls for
a closer examination. Existing research studies have made attempts on it but are still
on a preliminary stage. In 1998, Budd et al. found that the continued positive citations
to retracted articles indicated potential problems for biomedical science. Then, several
pieces of research exploring the nature of post retraction citation qualitatively arose. It
turns out that positive citations to retracted literature abound (Hamilton 2019; Bar-Ilan
and Halevi 2017). With regard to the quantitative analysis of retraction citation, Shuai
et al. (2017) investigated the effects of retraction on scholarly impact, stating that the
spread of retraction is limited and localized. Additionally, research studies on citations
of retracted articles are mostly case studies concerning medical fields. Suelzer et al.
(2019) took a retracted article from clinical fields published in 1998 as an example to
examine the characteristics of its citations.

Previous studies demonstrate that problems still exist in the process of retraction and
the research integrity has yet to be improved. Most of them focused on medical related
fields. The analysis and discussion unfolded with the correlation between retraction and
citation. The causal link remains to be explored and the influence of retraction needs to
be quantified. In this study, we expect to further analyze the influence of retraction on
citation, which is significant to the dissemination of erroneous results, with causal infer-
ences to clarify the deficiency and problem in the system of retraction. Meanwhile, we
selected psychology as a case to explore the phenomena of retraction in social sciences,
which is often underrated.
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3 Data and Methods

3.1 Data Collection

Web of Science is the world’s largest publisher-neutral citation index and research intel-
ligence platform (Web of Science Confident Research Begins Here, 2019), from which
we obtained biographic data and citing articles of retracted articles. On 3rd June 2020,
we accessedWoS and identified all retractions from Psychology Science using the string
“DT = (retracted publication) AND WC = (PSYCHOLOGY*)”. 106 retracted articles
were downloaded as the raw dataset.

To conduct the comparable experiment, we defined the retraction dataset as treatment
group and the similar datasetwe selected as control group.On3rd June 2020,we collected
12364 articles from the same source journals and publication years with retracted articles
in treatment group. We matched control group using Propensity Score Matching (PSM)
and obtained 65 articles as control group. Citations of each year from publication to
retraction were the control variables.

3.2 Indicators and Methods

A post- retraction citation was defined as any publication which cited a retracted article.
A pre-retraction citation was calculated by subtracting post-retraction citation from the
total citation counts.

Wilcoxon signed-rank was conducted to test the difference between treatment and
control groups. We used a difference-in-differences specification to assess the influence
of retraction on post retraction citation of retracted articles.

lnCitationit= β0+β1retract+ β2year+ β3Dit+ β4control_variables + ε (1)

Citationit is a measure of citation of retracted article i in year t. Retract is a dummy
variable that equals one in the treatment group and equals zero otherwise. Year is a
dummy variable that equals one in the years after retraction year and equals zero oth-
erwise. Dit is a dummy variable that equals one in the years after article i was retracted
and equals zero otherwise. εit is the error term. Control variables included the number of
authors, the number of references, the length of title, and the length of paper. The coef-
ficient, β3, therefore indicates the influence of retraction on citation of retracted articles.
A positive and significant β3 suggests that retraction exerts a positive effect on citation,
while a negative and significant β3 indicates that retraction pushed citation lower. In
total, we have data for 90 retracted articles and 2148 article-year observations serve as
the basis for much of our analysis.

lnCitationit= α0+α1Dit+α2POA+α3Dit×POA+α4control_variables+ ε (2)

To examine whether the influence of retraction on citation is affected by the way
journals were accessed, we built model above (2). Citationit, Dit, and control_variables
are the same as model (1). POA equals one when the retracted articles are from open
accessed journals and equals zero otherwise.

lnCitationit= γ0+γ1Dit+γ2IF + γ3Dit×IF + γ4control_variables + ε (3)
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To examine whether the influence of retraction on citation is affected by the impact
factors of journals, we built model above (3). Citationit, Dit, and control_variables are
the same as model (1). IF is the impact factors of journals in recent five years, which is
obtained from WoS.

4 Results

4.1 General Situation

Table 1 presents the descriptive statistics of main variables. The citation counts of
retracted articles are relatively high and imbalanced. The oldest retracted article was
published in 1996, while the first article was retracted in 2002 in psychology science. It
showed that the awareness of retraction arose comparatively late in this field. The mean
retraction gap was 3.71 years, which was longer than results in previous studies.

Table 1. The descriptive statistics of retracted articles in psychology science.

Citation Publication
year

Retraction year Retraction gap

N 65 65 65 65

Mean 16.44 2008 2012 3.71

Std. Dev 15.939 4.636 3.496 3.494

Mini. 0 1996 2002 0

Q1 4 2006 2010 1

Median 12 2008 2012 3

Q3 21 2011 2013 5

Max. 70 2018 2018 16

Figure 1 presented top reasons of retractions in psychology science. Falsifica-
tion/fabrication of data and error in data accounted for 18%of total retractions. Likewise,
quite a few articles were connected to misconduct by authors (10%). Due to improper
research methods and inaccurate dataset, 7% retracted articles were questioned about
results. 13%of retracted articleswere investigated by researchmanagement departments,
such as company and institution.

4.2 Test on the Result of Propensity Score Matching

In Fig. 2, we conducted four pairs of Wilcoxon tests to verify the effect of PSM. We
found that the difference of citation before retraction between treatment and control
groups was not significant (NS), which indicates that articles in treatment and control
groups have the parallel trend in citation counts before retraction. While the differences
of post retraction citations between treatment and control group were significant. It
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Fig. 1. The distribution of retraction reasons in psychology science.

demonstrated the influence of retraction to some extent imprecisely. We also found
that the citation counts before and after retraction were different in both treatment and
control group, which can be explained by the cumulative effect of citation. Usually,
citation counts decreased with time. It caused the endogenous problem when we assess
the influence of retraction on citation. Thus, it needs to be further analyzed in next part.

Fig. 2. The result of Wilcoxon test after PSM.

4.3 Preliminary Exploration of Retraction’s Influence on Citation

We first conducted a Wilcoxon signed ranks test between treatment group and control
group to examine the influence of retraction on citation counts. The results are shown
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in Table 2. First, the medians of post retraction citation of control group were larger
than those of treatment group. Second, the ranks of difference values between treatment
group and control groupwere reported. The number of positive rankswas less than that of
negative ranks. Third, the Z values of four indicators were negative. The P values were
all <0.05, indicating that the difference between the medians and 0 was statistically
significant. Differences existed between the citation of treatment and control groups.
Combined with the comparison of median, we found that retraction might have an
adverse effect on citation and could bring down the citation counts.

Table 2. Wilcoxon rank-sum test of post retraction citation.

Reports Post retraction citation

Median

Treatment group
Control group
Difference

6
21
−15

Ranks

Negative ranksa

Positive ranksb

Tiesc

48
13
4

Test statistics

Zd

Asymp. Sig. (2-tailed)
−5.128
0.000

aValue of treatment group < value of
control group
bValue of treatment group > value of
control group
cValue of treatment group = value of
control group
dBased on positive ranks.

4.4 Further Exploration of Retraction’s Influence on Citation

Table 3 displays the results corresponding to formula (1), (2) and (3). TheDID coefficient
of the variable Dit directly reflect the treatment effects, which represents the difference
in citation counts between those retracted articles and unretracted articles. The variable
Dit enters negatively and significantly at the 1% level in the model 1 and model 2, which
indicated that retraction substantially reduced citation counts of retracted articles. That
said, retraction induced around 1.6 to 1.8 times of citations reduction. In model 3, the
coefficient for variable Dit and interaction Dit*IF are negative. This indicates that the
influence of retractions from journals with high impact factors on citation is significant.
High-quality journals tend to publish effective retractions. In model 4, the coefficient for
variable Dit and interaction Dit*OA are negative. This indicates that retractions from
open accessed journals have advantages on dissemination, so that they can purge the
impact of erroneous results.
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Table 3. Differences of citation counts before and after retraction between treatment and control
groups.

Variables Model 1 Model 2 Model 3 Model 4

Dit −0.496*** −0.598*** −0.27*** −0.381***

no_author 0.064** 0.035** 0.033**

no_reference 0.009*** 0.008*** 0.008***

len_title −0.023** −0.014*** −0.014***

len_paper 0.017** 0.009** 0.009**

IF 0.102*** 0.084*** 0.071***

OA −0.084 −0.098* −0.031

Dit*IF −0.033*

Dit*OA −0.183*

Cons −0.757*** −1.594*** 0.178** 0.233***

Pseudo R2 0.029 0.095 0.24 0.239

Observations 2148 2148 2148 2148

Model description Standard DID Model 1 + control Model 1 +
interaction 1

Model 1 +
interaction 2

Figure 3 presents the dynamic influence of retraction on citation.Before retraction the
coefficient has no significant differencewith zero, indicating that theDIDmodel satisfied
the hypothesis of parallel trend. The curve was below x-axis and decreased intensively
after retraction, revealing that retraction cause a long-term and negative influence on
citation. Also, the influence enhanced with time.

Fig. 3. The dynamic influence of retraction on citation of retracted articles.
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5 Discussion and Conclusions

Some research studies related to retractions have been investigated and discussed in this
section. Most of the characteristics of retraction in psychology were in line with those
in other fields. Slightly different from the past research, the mean time from publication
to retraction was fairly long in our study (3.71 years). While Redman et al. (2008) and
Budd et al. (1999) measured this period as 20.75 and 28 months respectively. As a
critical signal to scientific community, retraction has a statistically significant influence
on citation. Our findings that the post retraction citation received by retracted articles
was less than that of controlled articles was in line with existing research studies from
various fields (Lu et al. 2013; Furman et al. 2012; Hamilton 2019). In the long run, the
substantial decline in citation caused by retraction also leads to a drop in the impact
of literature and authors. In radiant oncology, the majority of citations occurred in the
second year after retraction (Hamilton 2019). However, our results indicated that the
retraction induced a continuous drop of citation so the majority of citations appeared
before retraction.

This study sought to explore the nature of retractions’ influence on citation and
quantify it. Retracted articles in psychology were selected as the research subject. We
expect to integrate the self-correcting system and improve the institutional monitoring
by learning about the phenomena of retraction. Our main findings are summarized as
follows.

To conclude, the influence of retraction on citations canbeobserved clearly.However,
the role retractions play in the self-correcting system and governance of knowledge need
to be improved. First, retraction reduced 1.6–1.8 times of citation of retracted articles
on average. Second, the influence of retractions from journals with high impact factors
on citation is significant. Retractions from open accessed journals have advantages on
dissemination. Third, although retraction have clear and negative influence on citation,
post retraction citation still exists. Retraction is incapable to eliminate the dissemina-
tion of flawed results thoroughly. The undesirable performance of retraction urged the
authors, editors, and database vendors to carry out their duties to integrate the retraction
system.

This study is expected to deepen the understanding of retraction’s influence for sci-
entific community. To ensure the integrity and authority of academic literature, it is
necessary to make researchers aware of problematic results and limit its harmful effects.
It is helpful for the quality of future research and the allocation of research funding
if retraction is handled appropriately. Hence, this study also provided practical impli-
cations. First, the disordered phenomenon of retraction citation calls for guidelines on
citing retractions, such as reference style, etc. Second, journals should closely collabo-
rate with databases to make retraction visible as soon as possible. Marks, stamps, and
tags need to be applied to label all editions of retracted articles. Third, post-publication
peer review is recommended for scientific community to self-correcting (Cokol et al.
2007).

Several limitations to the present study should be noted, highlighting important
directions for future research. First, the sample size of this study is limited. Future
research would include more articles from different fields to verify the influence of
retraction. Second, to obtain a more precise result and further explore the causality,
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more control variables should be taken into account. Also, we would like to explore
the influence of retraction on the network of citation diffusion and the whole scientific
ecosystem.
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Abstract. In this paper, a method for the automatic identification of
research data references in publications is proposed for automatically
generating research data repositories. The International Conference on
Language Resources and Evaluation (LREC) requires authors to list
research data references separately from other publication references.
The goal of our research is to automate the discrimination process. We
investigated the reference lists in LREC papers and the citation contexts
to find characteristic features that are useful for identifying research data
references. We confirmed that key phrases appeared in the citation con-
texts and the bibliographical elements in the reference lists. Our proposed
method uses the presence or absence of key phrases to identify research
data references. Experiments on LREC proceedings papers proved the
effectiveness of using key phrases in the citation context.

Keywords: Research data · Text classification · Scholarly papers

1 Introduction

The demand for the share and reuse of research data has significantly increased
with the spread of open science. In the field of natural language processing, orga-
nizations such as Linguistic Data Consortium (LDC) [3], International Standard
Language Resource Numbe (ISLRN) [5,7], and Common Language Resources
and Technology Infrastructure (CLARIN) [11] have created data repositories.
However, these repositories do not thoroughly collect research data, because
they are manually maintained.

To enhance the repositories, automatic construction and updates are manda-
tory. This may be achieved by utilizing the information of research data refer-
ences in scholarly papers. However, since research data references and biblio-
graphical references are usually mixed in publications, it is required to distin-
guish research data references from other types of references.

In this paper, a method is proposed for the automatic identification of
research data references in publications. Although bibliographical elements in
the reference lists contain several useful clues, they are not always available, for
example, when the provided information is incomplete. Our proposed method
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E. Ishita et al. (Eds.): ICADL 2020, LNCS 12504, pp. 149–156, 2020.
https://doi.org/10.1007/978-3-030-64452-9_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64452-9_13&domain=pdf
http://orcid.org/0000-0002-9515-0604
http://orcid.org/0000-0003-0416-3635
https://doi.org/10.1007/978-3-030-64452-9_13


150 T. Ikoma and S. Matsubara

uses key phrases extracted from citation contexts as well as bibliographical ele-
ments for classification even without sufficient clues in the bibliographical ele-
ments. Experiments on international conference proceedings proved the effec-
tiveness of using clues derived from citation contexts.

This paper is organized as follows: in Sect. 2, we describe how authors list
research data references; in Sect. 3, the characteristic features of research data
references are investigated; in Sect. 4, a method is proposed for identifying
research data references; finally, we describe the experiments for evaluating the
proposed model in Sect. 5.

2 Research Data References in Reference Lists

While the format of the bibliography of cited publications is uniformly deter-
mined, authors often decide how to list research data references. As a result,
different methods for listing research data in reference lists have been applied,
such as listing publications that are related to the research data, the URL of the
site where the data is available, or the user guide of the research data.

Bibliographical
References (BRs)

Language
Resource
References (LRRs)

Fig. 1. Example of reference lists in LREC proceedings
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Distinguishing research data references from other references is highly ben-
eficial for readers that are interested in using the research data. Since 2016,
the International Conference on Language Resources and Evaluation (LREC)
has required authors to list references in two divisions, as shown in Fig. 1:
Bibliographical References (BRs) for references to publications and Language
Resource References (LRRs) for references to language resources (research data
in the natural language processing field) [2]. This requirement contributes to
the organization of information on research data cited in publications, and the
spread of such rules can facilitate the utilization of research data. The goal of
our work is to automate the discrimination process for the generation of research
data repositories from academic papers [6,8,10].

3 Investigation of Research Data References

We investigated the characteristic features of research data references. In the pro-
ceedings of LREC 2016, 2018, and 2020 [4], 416 papers cited language resources.
We collected these papers and randomly split them into 10 blocks (blocks 0–9)
with equal size as the dataset for our research.

We investigated block 8 of the dataset (investigation data), and the subjects
of our investigation were as follows:

Bibliographical elements: Information, such as the title, name of the jour-
nal, and where the cited item is available, that was listed in the citation
list.
Citation context: The title of the section and the sentences in the text that
contain the citation tag.

Table 1. Key phrases in bibliographic elements

Appears in Key phrase LRR ratio (%)

Title corpus, corpora, dictionary, lexicon, language resources 26.8 (37/138)

Title data, set, bank 38.7 (36/93)

Title annotate, construct, build 19.2 (14/73)

Title name of languages (i.e. English, Chinese) 26.5 (31/117)

Bibliographical elements University, institute, center 29.9 (20/67)

Bibliographical elements proceedings, journal 8.0 (25/435)

Bibliographical elements http(s)://, www 50.0 (29/58)

Bibliographical elements LDC, CLARIN, ISLRN, LREC 42.7 (41/96)

The investigation data contain 963 references: 841 (87.3%) BRs and 122
(12.7%) LRRs. We extracted words and phrases that can serve as clues for
distinguishing BRs and LRRs as key phrases and calculated the ratio of the
LRRs to their appearances in the text (LRR ratio) for each of the key phrases.

The classification criteria for BRs and LRRs vary from author to author,
as LREC’s author guidelines do not define any specific rules. This investigation
focuses on understanding the tendency of the classification criteria and citation
methods adopted by authors.
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Table 2. Key phrases in citation contexts

Appears in Key phrase LRR ratio (%)

Section title corpus, corpora 16.8 (28/167)

Section title data, set, bank 45.3 (24/53)

Section title method, algorithm 18.9 ( 7/37)

Section title introduction, conclusion, related work 7.5 (29/387)

Section title experiment, evaluation 6.1 ( 5/82)

Citation sentence corpus, corpora, dictionary, lexicon, word embedding,

word2vec, WordNet

18.9 (43/227)

Citation sentence data, set, bank, collection 14.9 (28/188)

Citation sentence tool, parser, library, code, repository, resource 8.3 (10/120)

Citation sentence capitalized words 12.3 (73/594)

Citation sentence We 11.2 (43/375)

Citation sentence They 3.4 ( 2/59)

Citation sentence (use, apply, utilize, etc.) and names of language resources 17.4 (32/184)

Citation sentence reference tag at the top of the citation sentence 9.3 (49/528)

Citation sentence reference tag at the end of the citation sentence 9.6 (60/626)

3.1 Key Phrases Related to Bibliographical Elements

Table 1 summarizes the key phrases extracted from bibliographical elements and
the LRR ratio for each key phrase. Examples include:

Language names and language resource categories: Titles of publications
on language resource construction often include language names and language
resource categories, such as Corpus of Reading Comprehension Exercises in
German (CREG).

URL: Bibliographical elements for language resources usually contain the URL
of the language resource, whereas it mainly consists of the conference and
journal name for publications.

PDFNLT Feature
extraction SVM

text

list of
references

feature
vector

PDF
file

BR list

LRR list

Fig. 2. Configuration of the proposed system

3.2 Key Phrases Related to Citation Contexts

Table 2 summarizes the key phrases extracted from citation contexts and the
LRR ratio for each key phrase. Examples include:

Title of the section containing the citation context: The section of the
experimental settings describes the language resources used in the experi-
ment. In contrast, citations in the introduction and related work sections
mainly describe the proposed ideas and preliminaries.
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Two words are related if they “are associated
but not necessarily actually similar (Freud,
psycology)” (Hill et al., 2014) or if they “are
connected by bloader semantic relations”
(Bruni et al., 2014).

Hill, F., Reichart, R., and Korhonen, A. (2014).
Simlex-999: Evaluationg semantic models with
(genuine) similarity estimation. CoRR,
abs/1408.3456.

Bruni, E., Tran, N. K., and Baroni, M. (2014).
Multi-modal distributional semantics. Journal
of Artificial Intelligence Research, 49:1-47.

Citation text List of references

Fig. 3. Citation text to corresponding reference list entries

Language resource categories: The citation tags for language resources often
appear after the word that represents the language resource categories. For
instance, CREG is cited in the sentence “Second, we provide POS and nor-
malization annotation on top of the CREG Corpus (Merrers et al., 2011).”, in
which the citation tag (Merrers et al., 2011) appears after the word “Corpus”.

Citation tag at the beginning of the sentence: Citation tags often serve
as the subject of the sentences that cite publications by appearing at the
beginning of the sentence. For instance, the sentence “Selinker (1972) coined
the term interlanguage for these language variants of individual learners.”
describes the idea of interlanguage presented in the publication with the cita-
tion “Selinker (1972)”.

Thus, the key phrases appear in the citation contexts and the bibliographical
elements.

4 Method

Our method identifies research data references based on the following steps (see
Fig. 2):

1. Extract the text and the reference list from the PDF file using PDFNLT [1].
2. Extract citation tags from the text and associate them with the corresponding

item in the reference list (see Fig. 3).
3. Extract the features for identification from the bibliographical elements and

the citation contexts for each item.
4. Classify each item as either research data or publication using support vector

machine (SVM).

The method employs the presence or absence of each key phrase listed in
Tables 1 and 2.

5 Experiments

5.1 Experimental Setting

We conducted experiments to evaluate the effectiveness of citation contexts for
identifying research data references. We implemented the SVM classifier using



154 T. Ikoma and S. Matsubara

the SVM module of scikit-learn [9]. In the development stage, we used blocks
0–8 of the dataset described in Sect. 3 to train the model and block 9 to evaluate
the model performance. We used precision, recall, and F-score as the evaluation
metrics.

Although the classification criteria for BRs and LRRs are not standardized
in LREC, the items cited as LRRs are the research data that the authors used
in their works. We expect that models that show high performances in discrim-
inating LRRs can appropriately identify research data used in the studies.

5.2 Negative Sampling

We compared the performances of models trained on different sample sizes. We
set the sample size N based on the ratio of the BR samples to the LRR samples.
For each N, we trained the model on N randomly sampled BRs and all 1,407
LRRs in blocks 0–8 and evaluated the performance on block 9.

We repeated the procedures for training and evaluating the model 100 times
for each N and compared the averages of the corresponding F-scores. The best
performance was observed for N = 2,110, which is 1.5 times the size of the LRRs.

5.3 Cross-validation Test

We assessed the proposed method by 10-fold cross-validation. At each step, we
trained the model with nine blocks of the dataset and evaluated it with the other
one block (i.e., blocks 1–9 for training and block 0 for evaluation and so on).
To train the model, we used 2,110 randomly sampled BRs and all LRRs in the
training blocks based on the result of the negative sampling experiment.

Blocks 0–7 were used for evaluation in the cross-validation test, and blocks
8 and 9 were used for key phrase investigation and model development, respec-
tively. For each metric, we calculated the average of the values recorded in each
of the eight steps.

We compared the proposed model performance to a baseline model that uses
only bibliographical element-related features (listed in Table 1). We performed
the cross-validation test 10 times and compared the average of each attempt
as the final result, because the performance of the model fluctuates due to the
random negative sampling.

5.4 Experimental Result

Table 3. Cross-validation result

Precision (%) Recall (%) F1 score

Baseline (without citation context) 40.2 46.0 42.9

Proposed method (with citation context) 45.0 51.5 48.0
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Table 3 summarizes the final result of the cross-validation test. Our proposed
model outperforms the baseline model, proving the effectiveness of using citation
context.

We describe an LRR instance that only the proposed model correctly classi-
fied as a language resource below:

Title of the cited item: Novel word-sense identification
Title of the section with the cited item: 3.1.2. Novel sense Dataset
Citation context: Here we use the dataset provided by (Cook et al., 2014).

The title of this instance does not include any key phrases. Meanwhile, the
bibliographical elements include only the title, while lacking other information,
such as the name of the journal or conference. With no clues in the bibliograph-
ical elements, the baseline model could not correctly classify this instance as a
language resource.

On the contrary, the section title and citation context included the word
dataset, which is a key phrase that enabled the proposed model to classify the
instance as a language resource. Thus, our model is capable of identifying LRRs
even without sufficient clues in the bibliographical elements.

6 Conclusion

In this paper, we proposed a method for the automatic identification of research
data references in publications. Firstly, we described the reference list division
rule in LREC and stated that the purpose of this work is to automate the
discrimination process.

Furthermore, we investigated the reference lists in LREC papers and the
citation contexts to find useful characteristic features for identifying research
data references. We confirmed that key phrases appeared in the citation contexts
and the bibliographical elements in the reference lists.

Our proposed method uses the presences or absences of key phrases to identify
research data references. Experiments on LREC proceedings papers proved the
effectiveness of using key phrases in the citation context.

In future work, we will evaluate the proposed method using datasets labeled
based on the definite classification criteria for BRs and LRRs, which the author
guidelines of LREC does not specify. Some authors still list research data used in
their research in BRs, especially when they cite publications on constructing the
research data. We investigated 36 randomly sampled papers without research
data references and found that half of them included citations that the authors
should have listed as LRRs. This result suggests that a more definite guideline
is needed, which is easier for authors to follow.

Additionally, we will verify the effectiveness of citation contexts in other
research fields and consider a method for automatic key phrase extraction.
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Abstract. Open government data (OGD) initiatives for building OGD portals
have not yet delivered the expected benefits of OGD to the whole of society.
Although citizens’ reluctance to useOGDhas become a key problem in the present
OGD development, limited studies have been carried out to investigate citizens’
actual usage of OGD and OGD portals. In order to fill this research gap, this study
primarily focuses on predicting citizens’ actual utilization of OGD portals. To find
features influencing citizens’ utilization of OGD portals and to predict their actual
usage of OGD portals, an experiment was designed and carried out in China. A
predictive model was built with C5.0 algorithm based on data collected through
the experiment, with a predictive accuracy rate of 84.81%. Citizens’ monthly
income, the compatibility of OGD portals, and citizens’ attentiveness regarding
their interactions with OGD portals are found to be the most important factors
influencing citizens’ actual utilization of OGD portals. Positive effects of compat-
ibility, attentiveness, and perceived usefulness on citizens’ usage of OGD portals
are noticed.

Keywords: Open government data portal · Open data utilization · Predictive
model

1 Introduction

In different countries around the world, a great volume of official open government
data (OGD) portals have been launched by the governments, providing data owned by
public sectors to the whole society [1]. It is expected by the governments that when these
data are publicly available, great social, political and economic benefits can be derived
through its use, reuse, and distribution [2, 3]. However, data itself cannot automatically
create value [4].Researchers andorganizations have criticizedOGD initiatives, including
launching OGD portals, for not yet delivering its promised positive impacts on the whole
society, which circumstantially reflects possible problems in the present development of
OGD [5, 6]. In fact, despite governments’ expectation of public’s participation, citizens
are reluctant to use OGD and OGD portals [7], even if they are aware of its existence
[8]. This phenomenon has already become a key problem in the present development
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of OGD [9, 10]. Therefore, scholars have recognized stimulating citizens’ interests in
effective OGD utilization as one of the most significant challenges for promoting OGD
development [11, 12]. As a result, being the primary channel for publishing OGD [1],
OGD portals are burdened with the responsibility of encouraging citizens’ engagement
with and utilization of the available data on the portal [13].

The utilization of OGD and OGD portals have not drawn enough attention in the
present literature, especially from citizens’ perspective [10, 14]. Limited methodical and
comprehensive research has been carried out [15], which calls for more studies focusing
on the utilization of OGD portals [16]. On the other hand, although scholars have tried to
understand decisive factors of OGD utilization [17, 18], these studies focused more on
understanding users’ attitudes towards the adoption of e-government and OGD, as well
as their intention to use the services [15], but seldom focused on the actual usage of OGD
and OGD portals. Even though studies support that citizens’ behavioral intention to use
e-government services determines their actual system usage [19], limited studies have
ever built models to predict and explain citizens’ actual utilization of OGD and OGD
portals. Existing technology acceptance models are also criticized for their questionable
heuristic value and the lack of predictive power [20, 21].

Considering the limitations of present studies related to citizens’ utilization of OGD,
the current study aims at identifying features which influence citizens’ actual usage of
OGD portals and developing a predictive model to determine citizens’ rate of effective
OGD portal utilization. To build such a predictive model, an experiment including citi-
zens’ utilization of OGD and OGD portals to solve tasks has been carried out to collect
training data. It is envisaged that besides contributing to the analysis of OGD adoption
and utilization, such a model could benefit the future development of OGD and OGD
portals to stimulate citizens’ engagement in effective OGD utilization.

The structure of the remaining paper is as follows. Section 2 presents the theoretical
foundation for the design of the initial model. Section 3 explains in detail the experiment
for this study and data collection process. Results of the experiment are presented in
Sect. 4. Details of building the predictive model together with the discussions of the
final model are presented in Sect. 5. The paper ends with final conclusions in Sect. 6.

2 Theoretical Foundation and Initial Model

For OGD and areas closely related to OGD, such as the open data and e-government
services, different theoretical approaches have been used by scholars to explain users’
adoption of and intention to use the data. In this section, popular models and theories
regarding the acceptance and intention to use OGD have been reviewed, followed by the
explanations of the initial model for this study.

2.1 Citizens as OGD Users

In the study of OGD, users are treated as the main actors in the data utilization process.
Scholars have divided OGD users into different types [22], including citizens [23, 24],
business [25, 26], researchers [27, 28], developers [29], and journalists [30]. Citizens are
commonly identified as the primary stakeholders who receive major benefits from the
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utilization of OGD [23]. Because the key motivation for releasing government data to
the public is reducing the asymmetry of information between citizens and government
bodies [31], therefore, this study chooses to focus on citizens for the investigation,
which also increases the potential benefit of the proposed predictive model to a wider
representation of the population and range of diverse characteristics.

The demographic characteristics of users are commonly treated as an important factor
in understanding and predicting e-government adoption [32, 33]. Demographic charac-
teristics, including gender, age, education, experience, have been found to influence
users’ acceptance of information technology [34]. Therefore, demographic character-
istics of citizens are included in the initial model to analyze their impact on citizens’
utilization of OGD and OGD portals.

2.2 Diffusion of Innovation

Adiverse source of theoretical foundations could be applied in predicting and explaining
human behaviors in different contexts [34], among which Diffusion of Innovation (DOI)
is a popular one allowing for examining citizens’ perceptions and identifying factors
that influence their decisions about utilization of OGD [14]. The DOI model includes
five main constructs, namely relative advantage, compatibility, complexity, observabil-
ity and trialability, which can explain about half of the variance in users’ technology
acceptance rates [35]. Being adapted to a broad disciplinary background, DOI has been
applied by scholars to the analysis of predictors affecting citizens’ acceptance of OGD.
Relative advantage, compatibility and observability have been validated as decisive fac-
tors for citizens’ intention to use OGD [14]. Compatibility and complexity have also
been confirmed for their impact on citizens’ intention to use e-government services [36].
However, DOI has not yet been applied to the investigation of citizens’ actual utilization
of OGD and OGD portals, which leaves a gap in the present literature.

The strength of DOI is the ability to include system characteristics, organizational
attributes, and environmental aspects in the analysis of the acceptance and adoption of a
new technology. Thus, it can not only explain “the organizational, systemic and contex-
tual effects” in the utilization process, but also “the push and pull effects of the innovators
and the innovation adopters” [14] (p. 287). Since this study focuses on citizens’ utiliza-
tion of OGD portals, the advantages of DOI in considering different characteristics of
OGD portals makes it a good fit for this study. Additionally, its ability to analyze users’
perceptions of OGD utilization and the factors influencing their acceptance and usage of
OGD makes DOI an appropriate choice for building the predictive model in this study.
Therefore, all five DOI constructs are included in the initial model.

2.3 Technology Acceptance Model

Technology Acceptance model (TAM) is another widely used model [37] in the field of
technology acceptance [38]. TAM states that users’ attitude towards the utilization of a
system is influenced by its perceived usefulness (PU) and perceived ease of use (PEOU)
[39]. TAM has been tested and validated for various users and systems, including e-
government services [36]. Many studies found support for PU and PEOU to explain a
large portion of the variance for users’ intention to use an information system [39]. For



162 D. Wang et al.

e-government services, a high level of PU was found to improve users’ adoption of a
e-government system [40].

Scholars have noticed overlaps and differences between TAM and DOI. Compared
with other theories for explaining technology acceptance, DOI and TAM both focus
more on the attitudes of users. DOI explains users’ acceptance decision influenced by
the characteristics of the technology. However, due to this concentration on innovation
characteristics, DOI is less practical for predicting outcomes compared with other tech-
nology acceptance models like TAM [41]. The parsimonious nature of the TAM model
leads to its high use frequency in the field of e-government services [15]. On the other
hand, the ignorance of TAM for other external factors limits its applicability beyond
the workplace [41]. Thus, scholars commonly choose to integrate it with other theories
for better prediction of adoption intent [10]. In this study, PU and PEOU are included
as supplements to the DOI model. These two constructs are used for analyzing specific
functions instead of the whole OGD portal.

2.4 Trustworthiness

In the field of e-commerce, trustworthiness is treated as “the perception of confidence in
the electronic marketer’s reliability and integrity” [42] (p. 252). Scholars validated the
impact of citizens’ perception of trustworthiness on their intention to use e-government
services [36, 43]. It is also important for reducing citizens’ uncertainty in using e-
government websites [44]. Therefore, including trustworthiness in the predictive model
of citizens’ utilization of OGD will help to consider the issue from the perspective of
citizens’ perceptions of risk and insecurity [36, 45].

2.5 Rapport

Rapport is originally a concept from psychology, referring to deepening interdepen-
dence over time as a result of instant responsiveness [46]. Tickle Degnen and Rosenthal
specified three essential components of rapport [47]: mutual attentiveness, positivity and
coordination. Mutual attentiveness refers to the focus of users directed to the interaction
towards the information system, which may be negative. Positivity covers various pos-
itive feelings in rapport with the information system, such as friendliness and caring.
Coordination conveys the equilibrium, regularity and predictability between the infor-
mation system and the user. Although these three components are related, they are not
equivalent [47].

Rapport is one of the important factors in a good interaction [48]. Users’ sense of
rapport is correlated with effective human-computer interaction, which consequently
increases users’ engagement in an information system and their intentions to use it [36].
Therefore, three constructs of rapport are included in the initial model of this study.

Combining the above theories andmodels from related literature, an integrated initial
model has been built, as shown in Fig. 1.
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Fig. 1. An initial model for citizens’ utilization of OGD portals

3 Methodology

To collect data for building the predictive model of this study, an experiment regarding
citizens’ utilizationofOGDportals has beendesigned and carried out inChina, the largest
developing country. A predictive model is further built through machine learning. This
section presents the methodology used in this study, starting with experiment design
including materials, instruments, procedure, and recruitment, followed by the process
of building the predictive model.

3.1 Experiment Materials

The whole experiment required two main materials: a simulated OGD portal and an
online survey tool to direct participants to complete the experiment. A target was chosen
to be imitated in order to build the simulated OGD portal. Because the experiment was
carried out in China, Shanghai Portal, which is the best performing OGD portal in China
according to the annual evaluation of DMG Lab, Fudan University [49], was selected as
the imitation target. 100 datasets of 10 different data categories (local statistics, health,
education, cultural activity, transportation, public safety, environment quality, registra-
tion, budget and spend, and credit records) were selected from the Shanghai portal and
added to the simulated portal. The homepage of the portal for this experiment is shown
in Fig. 2.

An online survey tool called Qualtrics was used to build the whole experiment
environment, to guide participants to complete the experiment as well as to collect data
from the experiment.

3.2 Experiment Instruments

Five instruments were included in this experiment according to the initial model pro-
posed in Sect. 2. Instrument (1) is a demographic questionnaire for collecting background
information including gender, age, education, monthly income, trust tendency, experi-
ence with OGD, and experience with OGD portal. Instrument (2) is a DOI questionnaire
for the OGD portal developed from the study of Atkinson [50], covering five DOI con-
structs. Instrument (3) is a TAM questionnaire for 12 different functions provided by
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Fig. 2. Home page of the simulated OGD portal

OGD portals, which are browsing, providing data formats to choose, downloading with-
out registration, filtering search results, help functions, keyword search, metadata, open
and machine-readable format, ranking, requesting new datasets, giving feedbacks and
visualizing for quick viewing. All of these functions are recognized from related studies
as important related to the usability of an OGD portal [51–54]. Instrument (4) is a trust-
worthiness questionnaire, which was developed from the study of Carter and Bélanger
to fit the circumstance of OGD portals [36]. Instrument (5) is a rapport questionnaire
developed from the study of Ranjbartabar, reflecting the three components of rapport
[55]. Questions in Instrument (2), (4) and (5) use a 6-point Likert scale from “Strongly
disagree” (1) to “Strongly agree” (6). Questions in Instrument (3) use a 5-point Likert
scale from “Not at all useful/easy” (1) to “Extremely useful/easy” (5).

3.3 Experiment Procedure and Recruitment

Participants firstly read the participant information and consent form and decided to
participate. Then they answered Instrument (1), followed by instructions about how to
complete tasks given to them on the experiment OGD portal. After that, participants
were guided to the simulated OGD portal. At the same time, five tasks were given to
them to solve on the portal. Two of these five tasks were related to the regulations of
using OGD, which could be found in the help functions provided by the portal. Another
two were for the participants to search and find related datasets on the portal. A final task
was set for which they could not find relevant datasets and, thus, participants needed to
submit a data application. Details of these tasks are as follows:

• T1: Please find through “FAQ” in “Help” if the following statement is true or not:
Fees will be claimed for business use of the data on the portal.

• T2: How many kindergartens are there in this area?
• T3: Please find through “FAQ” in “Help” if the following statement is true or not:
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It is legal to resell the data downloaded from this portal.
• T4: What is the top first cause of death in 2016?
• T5: How many swimming pools are there in this area?

A timer of 5 min was set for the participants to complete these tasks, which means
they needed to spend at least 5 min on the portal before moving to the next session. After
the timer counted to zero and all five tasks were complete, Instruments (2) to (5) were
shown to participants sequentially. Questions in Instrument (2) to (5) were presented to
participants in an in-group random order, using the Qualtrics randomizer function.

Participants were recruited by putting advertisements on the main social media sites
in China including WeChat and Weibo. A weblink to the experiment on Qualtrics was
included in the advertisement. The recruitment lasted from 18 March 2019 to 2 July
2019.

3.4 Machine Learning

Machine learning algorithms are mainly designed for big data analysis. However, they
are also used for small data sets in the literature. Since this study includes a categorical
outcome variable andmany predictor variables, the application of decision treemodeling
would be suitable [56, 57]. IBM SPSS modeler was used for building the predictive
decision tree model for citizens’ utilization of OGD portals. Data collected through the
experiment was imported to IBM SPSS modeler. 18 variables were selected as input
(predictor) variables for the initial model, while the accuracy level of completing tasks
on the portal was set as the target variable (outcome), which is further explained in
Sect. 4.4.

An important prerequisite for choosing to use decision trees is assessing how good
the method of decision tree is for the given data set. Since there are no goodness of fit
measures for a single decision tree model, the best way to evaluate a decision tree is to
compare it to other machine learning algorithms. Therefore, a range of popular machine
learning algorithms for classification tasks were selected for this study, namely Chi-
squared Automatic Interaction Detector (CHAID), Quick Unbiased Efficient Statistical
Tree (Quest), NeuralNetwork (NN), C5.0DecisionTree (C5.0), SupportVectorMachine
(SVM), and CART.

A partition was added to set up a validation process in building the decision tree.
70% of the data were selected as training data, while 30% were selected as testing data.
Ten-fold cross-validation was further used for C5.0 to increase the performance of the
model. Analysis function was used to calculate the accuracy rate of each of the decision
tree. All built models were compared and the best-performingmodel (based on accuracy)
was selected as the final model for predicting citizens’ proper utilization of OGD portals.

4 Experiment Results

In this section, results from the experiment are presented, including participants’ demo-
graphics, reliability and adequacy test of Instruments (2) to (5), the distribution of
Instruments (2) to (5), and the accuracy rate of completing tasks.
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4.1 Participants and Demographics

In total, 160 participants volunteered to join the experiment, 79 (49.4%) completed the
whole experiment. Many participants failed to complete the experiment because they did
not click the link to the simulated portal, thus many stopped before completing required
tasks. Detailed demographic characteristics of all participants are shown in Table 1.
We excluded participants who did not complete the whole experiment in the following
analysis. Fisher’s exact tests showed no significant differences in the distribution of
gender, age, education, income and experience with OGD and OGD portals between
participants who were included and those who were excluded.

Table 1. Participants’ socio-demographics

Comparing participants’ socio-demographics with that of Chinese netizens [58], we
noticed a larger distribution of participants in higher educational backgrounds including
bachelor’s degree, master’s degree and PhD, as well as in monthly income higher than
7000 RMB. This may indicate that although government data is opened for the whole
society, citizens with better education and higher income may be the ones that have
interests in its utilization or can make use of it [32, 33].

For participants’ trust tendency, results show their neutral tendency to trust, with a
mean of 4 in the 6-point Likert scale and a standard deviation of 1.04. The maximum
and minimum values for participants’ trust tendency were 6 and 1, meaning some of
them build trust with others very easily (6) while others find this extremely hard (1).



A Predictive Model for Citizens’ Utilization 167

4.2 Reliability and Adequacy

The reliability of Instruments (2) to (5) was examined with Cronbach’s alpha [59], as
shown in Table 2. The commonly accepted range for alpha is greater than 0.7 [60].
Thus, all instruments in the experiment showed high reliability. The sample adequacy of
Instruments (2) to (5) was examined with the Kaiser-Meyer-Olkin measure of sampling
adequacy [61]. All values were above 0.7, indicating the instruments to be suitable
for factor analysis. The significance of Bartlett’s test of sphericity was less than 0.05,
which also indicates the high validity of all the instruments. These two tests showed the
instruments in the experiment to be fit for data analysis because of high reliability and
validity.

Table 2. Reliability and adequacy tests of experiment instruments

4.3 Descriptive Analysis of Instruments

Results of Instrument (2) to (5) are shown in Table 3. Scores for each construct of
the instruments were calculated by drawing the average scores of participants’ answers
belonging to that construct. Generally, participants show positive attitudes to all con-
structs. Among the five constructs of DOI, trialability receives the highest average score
while complexity receives the lowest average score. Among the three constructs of rap-
port, attentiveness receives the lowest average score. The average score and median
of trustworthiness also show participants’ trust in the official portal provided by the
government.
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Table 3. Descriptive analysis of experiment instruments

4.4 Accuracy of Completing Tasks

Table 4 shows the descriptive analysis of the accuracy rate for each of the tasks. The
highest accuracy rate was achieved for Task 5, where participants could not find related
datasets on the portal. The lowest accuracy rate was observed for Task 4, followed by
Task 2, both of which are about searching datasets on the portal to find answers. The
accuracy rates for Tasks 1 and 3 are relatively higher compared with Tasks 2 and 4,
which related to the regulations of OGD utilization provided in the help functions.

Table 4. Descriptive analysis of the accuracy rate for tasks

To build the predictive model for citizens’ utilization of OGD portals, a new classifi-
cation variable was created as the dependent variable (target), relating to citizens’ degree
of proper utilization of OGD portals (DU). This variable was created according to the
number of tasks completed correctly. If the participant completed 0 to 1 task correctly,
DU will be “low”; 2–3 tasks correctly, DU will be “moderate”; 4–5 tasks correctly, DU
will be “high”. The description of DU is shown in Table 5.
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Table 5. Description of citizens’ degree of proper utilization of OGD portals

5 Predictive Model

The classification variable DU was set as the dependent variable (target) for building
predictive models. 18 input (predictor) variables were selected as independent variables,
including seven demographic characteristics (gender, age, education, income, trust ten-
dency, experience with OGD, and experience with OGD portals), five DOI constructs
(relative advantage, compatibility, complexity, trialability, and observability), two TAM
constructs (PU and PEOU), trustworthiness, and three rapport constructs (attentiveness,
positivity, and coordination). Six predictive models were built using different classifica-
tion algorithms. The comparison of these models’ prediction accuracy on training data
and testing data are shown in Table 6.

Table 6. Comparison of models’ predictive accuracy

The number of observations accurately predicted and proportion of accurately pre-
dicted observations for the training data and the testing data are presented in Table 6. The
highest accuracy rate for predicting correct answers (right no. in Table 6) for training
data is the SVMmodel, which also has the lowest accuracy rate for the testing data, that
means it was overfitted to the training data. The highest accuracy rate for testing data is
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the Quest model, which also has the lowest accuracy rate for the training data. This may
be related to the imbalance of different outcome classes. It can be noticed from Table 5
that the “high” class corresponds to 59.5% of all the data, while the “low” class has
only 3.8%. Such an imbalance can have an impact on the classification algorithms [21].
To handle this imbalance as well as to increase the performance of the model, ten-fold
cross-validation was used with the C5.0 algorithm. After the validation process, it can
be noticed that the prediction accuracy rate has increased to 84.81% for the outcome
category we are interested in (predicting correct answers). Therefore, the C5.0 model
with cross validation has been selected as the best and final model for predicting citizens’
proper utilization of OGD portals (Fig. 3).

Fig. 3. Model for predicting citizens’ utilization of OGD portals

Six out of 18 input variables have been identified as important variables by the pre-
dictive model. Monthly income (importance= 0.34), compatibility of DOI (importance
= 0.3), and attentiveness of rapport (importance = 0.21) are the most important vari-
ables in this research model, followed by PU of TAM (importance = 0.08), experience
with OGD (importance= 0.05), and PEOU of TAM (importance= 0.01). Citizens with
monthly income lower than 2000 RMB per month are less likely to make proper use
of OGD portals. It appears that the compatibility of OGD portals has a positive effect



A Predictive Model for Citizens’ Utilization 171

on citizens’ utilization of OGD portals since higher percentage of the participants with
higher compatibility (>4.833) obtained higher accuracy for the assigned tasks. If cit-
izens feel the portal does not disturb their attentiveness, they are more likely to make
proper use of the portal. PU of TAM also has a positive effect on citizens’ utilization
of OGD portals. While lower score in PEOU of TAM will lead to higher possibility of
proper utilization of OGD portals.

Comparing the predictive model for citizens’ utilization of OGD portals with related
studies, both agreements and disagreements can be found. In the study of Weerakkody
et al., which used DOI to explain citizens’ intention to use OGD, the most important
variable in their validated model was relative advantage, followed by compatibility [14].
While in our predictive model, compatibility of DOI has been recognized as the most
important variable but relative advantage has not been included. This may be due to
the target of the predictive model in this study being participants’ actual utilization of
OGD portals, instead of asking for their intention to use OGD portals. However, this
result agrees with the findings of Carter and Bélanger [36] about compatibility having
the greatest impact on citizens’ intention to use e-government services. Our finding also
agrees with Carter and Bélanger [36] for the positive effect of perceived ease of use
on citizens’ utilization of OGD portals. Whilst the predictive model does not support
findings of Rana et al. for the high positive effect of perceived usefulness and trustworthi-
ness on citizens’ adoption of e-government [15]. This may be because their studies dealt
with general e-government services, while this predictive model focuses specifically on
the OGD portal built by governments. OGD portals have different characteristics from
other e-government websites since they provide citizens with data resources and services
relating to the utilization of data. Another possible reason is that our study and previous
studies are based on different sizes and areas of samples. On the other hand, attentiveness
of rapport, which is seldom considered in the analysis of citizens’ adoption and intention
to use of OGD or e-government services [15], has been validated as an important factor
for predicting citizens’ utilization of OGD portals.

6 Conclusion

Open government data is expected to bring various types of benefits to the whole of
society through its utilization [11], and citizens are recognized as a main participant in
the utilization process [62]. However, limited studies have been carried out to investigate
citizens’ actual utilization of OGD and OGD portals.

In order to fill the identified knowledge gap, this paper primarily focuses on predict-
ing citizens’ utilization of OGD portals, since citizens’ reluctance to use OGD and OGD
portals have become a key barrier for the further development of OGD. To find features
influencing citizens’ utilization of OGD portals and to predict their actual usage of OGD
portals, an experiment was designed and carried out in a sample in China. A predictive
model was built with C5.0 algorithm based on data collected through the experiment,
with an accuracy rate of 84.81% for predicting correct answers by participants. Citi-
zens’ monthly income, the compatibility of OGD portals, and citizens’ attentiveness
when having interactions with OGD portals were found to be the most important fac-
tors influencing citizens’ utilization of OGD portals. Positive effects of compatibility,
attentiveness, and perceived usefulness on citizens’ usage of OGD portals were noticed.
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Several limitations could be pointed outwith this study. Firstly, although the designed
experiment tried to maintain strict controls over possible confounding variables, the lack
of a realistic environment of citizens’ utilization of OGD portals may limit the validity
of the results. Secondly, the limited sample size of the experiment and self-selection bias
representing a greater percentage of higher income and educated individuals, together
with the geographic restrictions of participants also pose possible threats to the applica-
tion of the proposed predictive model to other regions and populations. Thirdly, machine
learning algorithms seek to make good predictions, but they could not fully explain the
relationship between the predictors and the outcome. However, the decision tree model
is capable of identifying the important predictor variables for classifying observations
into outcome categories, which is exactly the purpose of this study.

Considering the limitation of the present experiment, future studies could be carried
out on different real OGD portals, using the instruments of this experiment. Additional
exploratory studies could also be conducted to test the accuracyof the proposedpredictive
model on other populations.
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Abstract. Nowadays, a variety of information on museum collections
online has been stored as digital archives. With the increasing use of
smartphones and tablets in daily life, visitors can obtain various knowl-
edge of museum exhibits for pre-learning by using mobile devices and
applications. Also, interactive learning systems in museums are very
active in the field of information engineering, and interactive on-site
learning is necessary for recent education. However, existing learning
support systems mainly focused on support for pre-learning or on-site
learning, and they are not enough to provide more advanced learning in
per-learning or to deepen user interests in on-site learning. Therefore, it
is necessary to support diverse knowledge levels of users on museum edu-
cation for post-learning. In this paper, we aim to utilize video materials
related to museums to support post-learning based on user interests by
analyzing user interactions for exhibits on multimedia museum devices.
For this, we propose a scoring method based on four features of user
operation log data: keyword appearance frequency, keyword transition,
media type, and media transition. Finally, we verified and discussed the
effectiveness of our proposed scoring method through a user study.

Keywords: Museum education · User interaction · Post-learning

1 Introduction

With the rapid digitization of education, online museum collections have been
stored as digital archives to provide various information on museum exhibits
for visitors. Then, visitors can obtain various knowledge of museum exhibits
for pre-learning by using mobile devices and applications. In recent education,
interactive on-site learning is necessary and information on museum exhibits is
commonly provided on the online learning platform. Wu [17] studied the use
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of “iPalace Channel”1 that is an online learning platform of National Palace
Museum of Taiwan. He confirmed the effectiveness of the online content of
museum exhibits since most elementary and middle school teachers thought
that video contents are quite effective in teaching museum exhibits. Also, several
recent studies showed that they are quite effective in interactive learning using
multimedia devices. For example, Li et al. [18] proposed a multimedia interactive
system for children, and it could make children more creative.

In this work, we focused on multimedia museum devices in which users
can obtain more information on museum exhibits than images or text. While
users learn museum exhibits in class, there are three types of learning styles at
the museum: pre-learning, on-site learning, and post-learning. However, existing
learning support systems mainly focused on support for pre-learning and on-site
learning. These learning support systems based on an approach of estimating
user interests from their behavior in the museum, it could connect user interests
and features of exhibits on-site. Spence et al. [14] proposed a mobile application
that visitors can exchange their experiences at the museum. But it is not enough
to provide more advanced learning in per-learning or to deepen user interests in
on-site learning. Therefore, it is necessary to support diverse knowledge levels of
users on museum education for post-learning.

In this paper, we aim to extract user interests on museum exhibits to recom-
mend learning content to support post-learning. Some studies treat user interests
in the museum as dynamic. For example, Hatala et al. [6] proposed a knowledge-
based recommendation system support for museums called “ec(h)o”, it connects
the environment, interaction, objects, and users at an abstract semantic level
instead of at the content level. Our work also treats user interests as dynamic,
and extract the user interests at the museum from user operation log data on
multimedia museum devices. In this paper, we extract user interests by ana-
lyzing user interactions for exhibits on museum devices. For this, we propose
a scoring method based on four features of user operation log data: keyword
appearance frequency, keyword transition, media type, and media transition.
Also, we provide an interface to visualize user interests on museum exhibits.

2 Related Work

A large number of studies have been carried out on user interest extraction [9,19].
Different strategies proposed in the literature for mining user interests from
social networks [3,15]. Information sources used for extracting user interests
from social networks such as textual content (comments, #hashtags), social net-
work structure, and images [2]. Many works in user interest mining from social
networks extract users’ explicit interests that are directly observable from user
content [1,10,20]. However, these studies focused on extracting user interests
from the social network, they do not consider user interactions with the content.
Other techniques focus on passive users and extract their implicit interests by
considering the interaction patterns between users and topics [12,16]. They are
1 iPalace Channel, National Palace Museum, https://ipalace.npm.edu.tw/#.

https://ipalace.npm.edu.tw/#
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Fig. 1. An example of the multimedia museum device.

similar to our work to extract user interests by considering user interactions, and
we aim to extract user interests on museum exhibits to support post-learning.

Recently, many applications and digital tools allow museums to gather statis-
tics and useful data about physical and online visitors, such as analysis which
focuses on the nature of exhibitions that attract the most interest, how long
visitors interact with the exhibits, the ow of visitors through the exhibition, the
multiple visits, determination of the most cost-effective way to engage with the
visitors, evaluation of most effective communication channels [11]. Grammenos
et al. [5] explored having a touch-enabled surface, where a digital catalog is
presented to the visitors and they can browse through it for the objects in the
exhibition. Hornecker [7] investigated the use of a multi-touch table for interac-
tion in museums and further explored the gain of knowledge using an interac-
tive installation. These studies only focused on personalizing and enriching the
museum experience according to visitors’ states, in this work, we aim to utilize
multimedia museum devices to support post-learning.

Fig. 2. An example of user interest extraction.
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3 User Interest Extraction

3.1 Operation Log Analysis

In this work, we analyze users’ operation logs on a multimedia museum device as
their interests, which are tablet-type devices with direct access to hashtags (#),
pictures, descriptions, and videos, as shown in Fig. 1. As an example of extracted
keywords from operation log data are shown on the top part of Fig. 2. There
are nouns extracted from titles, captions of pictures, descriptions, and hashtags
in operation log data with a Japanese morphological analysis. Also, we extract
four media types from operation log data: hashtag, picture, text, and video.

3.2 Keyword Scoring

To determine keywords as user interests on museum exhibits, we score nouns in
operation log data by four scoring methods, (1) keyword appearance frequency
(f), (2) keyword transitions on Wikipedia category structure (g), (3) media
type (h), and (4) media type transitions (i). These scoring methods are set
based on three conditions: nouns selected repeatedly by the user, nouns selected
consecutively by the user, and nouns selected in multiple media by the user.

Fig. 3. An example of keyword scoring.

(1) f : keyword appearance frequency. The left part of Fig. 3 shows an
example of keyword scoring based on keyword appearance frequency. When
a user interacts with keywords, they may indicate the user’s interests in the
keywords that belong to a superordinate category. Therefore, the score is
given to keywords in the superordinate category of the Wikipedia category
structure when it appears in user operation log data.

(2) g: keyword transition on Wikipedia structure. The middle part of
Fig. 3 shows an example of keyword scoring based on keyword transitions
on the Wikipedia category structure. We count the number of transitions
on the Wikipedia category structure and the score to the first keyword is 0.
Since a user interacts with keywords that may indicate the user’s interests in
the keywords that belong to a superordinate category, three types of score:
transitions to keywords without the superordinate category (1.0), keywords
within the same superordinate category (1.5), and the same keywords (2.0).
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(3) h: media type. The keyword scoring based on the media type is conducted
by a specific score of each media type interacted by a user. This score is
set as below based on the assumption of the amount of information that
each media can provide to the user and the viewing time. The scores of the
hashtag (mh), picture (mp), text (mt), and video (mv) are represented as
follows: mh(1.0) < mp(2.0) < mt(3.0) < mv(4.0).

(4) i: media type transition. In this scoring method, switching to different
media is scored in binary. When a user interacts with the same media con-
tinuously, the score will be 0.

The interest score Interestk of a keyword k of all points of the user’s operation
log data is calculated by following equations. Firstly, the score of k is normalized
at Fk by Eq. (1). Secondly, the scores of g, h and i of k at a point p of the user’s
operation log data are normalized at Gk,p, Hk,p, and Ik,p by Eq. (1). Then, Xk,p

is a total value of the normalized values Fk, Gk,p, Hk,p, and Ik,p by Eq. (2), and
Xk,p is normalized at Yk,p by Eq. (1). Thus, Interestk is an average value of all
values of k at all points of the user’s operation log data by Eq. (3). If Interestk
of k is more than a threshold 0.50, k is extracted as an object of user interest.

W =
U − Umin

Umax − Umin
(1)

Xk,p = Fk + Gk,p + Hk,p + Ik,p (2)

Interestk =
∑n

i=1 Yk,i

fk
(3)

Fig. 4. User interface.
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4 User Interface

The user interface of our proposed method is designed to visualize user interests
on museum exhibits and recommend relevant video scenes for post-learning (see
Fig. 4). It presents the user’s operation log at the bottom and shows keywords
as hashtags (#) that are extracted as user interests from the user’s operation
log data. Then, the video scene(s) related to the hashtag(s) is recommended by
the user’s selected hashtag(s). To make the post-learning more effective, it is
necessary to extract video scenes related to user interests, and allow the user
to select the extracted video scenes. Huh et al. [8] focused on hyperlinks in a
system that recommends videos based on user interests. They extract targets of
the video viewer’s interests based on the ER model and create a smart video in
the e-learning domain. It contains hyperlinks to other resources such as books,
dictionaries, location information, people, and other videos, and these hyper-
links will be effective in deepening user interests and knowledge that the user
has obtained in museum’s on-site education. Therefore, our proposed method
extracts user interests from user interactions with multimedia museum devices.

Our work is similar to the work of [8], it is possible to generate hyperlinks
based on extracted user interests. Since post-learning requires more advanced
learning, it is necessary to link user interests with topics that users need to learn.
However, generating links based only on user interests is not enough to support
post-learning. The topics that users need to learn could be detected based on
their learning history, their tendency to test questions’ answers, important topics
in textbooks, and so on. They will correspond to the sequential-global continuum
(how users prefer to organize and progress toward understanding information)
among four dimensions in the learning style model of Felder and Silverman [4].
Sheeba et al. [13] proposed and evaluated an algorithm that determines the
learning style of users based on the Felder and Silverman’s proposed model
in the e-learning domain. Their evaluation results showed that their proposed
method is very effective in extracting and evaluating post-learning content.

5 Evaluation and Discussion

To evaluate the effectiveness of the proposed user interest extraction method, we
compared the experimental results of the recall, precision, and F-measure of key-
words extracted by the proposed method (A) with the experimental results based
only on the keyword appearance frequency f (B). We first acquired evaluation
data that is the operation log data of five subjects interacted with a multimedia
museum device for three minutes. Then, we extracted keywords for user interests
from the acquired log data. To investigate the relationships between subjects’
intentions and the tendency of the subjects’ operations, we asked the subjects
to answer the intentions of their operations on the device.
– Q1: Please select keywords of your interests from a list.
– Q2: For what purpose did you interact with the app?

In Q1, nouns extracted from each subject’s operation log as a keyword list.
In Q2, each subject freely described the intentions of their operations.
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Table 1. Results of extracted keywords for user interests

Subject Method Extracted keywords Recall Precision F-measure

1 A America, bangle,

Zuni, statue,

pincushion, Navajo,

necklace, decoration,

Venezuela, ornament,

Solomon Islands

0.67 0.75 0.71

B America, bangle,

decoration

0.33 1.00 0.50

C America, bangle,

Zuni, statue, Navajo,

necklace, decoration,

Venezuela, Solomon

Islands

—

2 A Morocco, candlestick,

board, bow, basket,

ritual, statue,

Papua New Guinea,

Oceania,

Hawaiian Islands, jar,

hook, living in the

sea, Yap, Samoa,

fishing basket,

Caroline Islands

0.67 0.20 0.31

B Morocco, Oceania,

Hawaiian Islands

0.67 0.67 0.67

C Papua New Guinea,

Oceania, Hawaiian

Islands

—

3 A Oaxaca, statue, Peru,

calendar, North

Korea, mask, ritual,

South Korea, China,

dynasty, Mali, clothes

0.63 0.42 0.50

B America, necklace,

Zuni, Peru, calendar,

North Korea, mask

0.38 0.43 0.40

C Necklace, statue,

Peru, mask, ritual,

Nigeria, sculpture,

Mali

—

4 A America, tool,

Oaxaca, statue,

sculpture, goddess,

India

0.67 0.33 0.44

B Greece, icon,

America, tool,

Oaxaca, statue,

sculpture, goddess,

India

1.00 0.50 0.67

C Greece, America,

sculpture

—

5 A America, Colombia,

Kazakhs, pipe, Peru,

collapsing tool,

Bolivia, Mexico,

mask, Europe, USSR,

dress, model

0.40 0.17 0.24

B America, Mexico,

mask, Europe, USSR

0.20 0.20 0.20

C guitar, eating,

Bolivia, Europe, dress

—
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5.1 Experimental Results

Table 1 shows the experimental results of the proposed method (A), the keyword
appearance frequency f (B), and selected keywords in Q1 for each subject (C).
The underlined keywords denote subjects’ selected keywords in the methods (A)
and (B). The recall scores of (A) for all subjects were higher than their precision
and F-measure scores. We could confirm that our proposed method extracted
keywords could indicate user interests. The recall scores of (A) for subjects 1, 3,
and 5 were higher than those of (B) in Q1. In Q2, subjects 1, 3, and 5 answered
that “I operated to learn more about topics I was interested in.”, and “I operated
to browse the information of related museum exhibits based on pictures that I
was interested in.”. According to these answers, we confirmed that our proposed
interest extraction method is effective for users who want to know the details
of museum exhibits or topics of their interests. It also shows the validity of the
setting conditions of f , g, h, and i in the scoring method described in Sect. 3.2.

Subject 2 answered that “Firstly, I operated to browse interesting objects
at random. After that, I operated to learn more about museum exhibits I was
interested in.” in Q2. The F-measure score of (A) for subject 2 was lower than
that of (B). In this case, the keywords of user interests could not be accurately
extracted by (A), because the random operation of subject 2 whose purpose of
the operation was not specific. It was difficult to extract the interests of users who
interact with the information of museum exhibits randomly based on (A). Sub-
ject 4 also answered that “I operated to browse the information on the exhibit
I was interested in.” But the F-measure score of (A) was low, it is probably
because subject 4 spent a long time browsing the media containing each key-
word, and the number of keywords extracted from log data was extremely small.
Therefore, we considered that a more effective extraction of user interests can
be achieved by extending the log acquisition time or incorporating the browsing
time for each media in log data as an additional scoring method.

5.2 Discussion

Subjects who browsed a detail of a specific topic indicate their interests in various
keywords, and subjects who browsed randomly in various topics mainly indicate
their interests in location names. When targets are limited to spatial and tem-
poral contents such as museum and art museum exhibits, post-learning based
on locations may suitable for users whose interests are not clear. Regarding the
media selection tendency, there were no differences in the types of media selected
by subjects. They tend to select mainly pictures regardless of their intentions.
Therefore, our proposed method can classify users into two types.

1. Users who want to learn more about specific topics. They tend to repeatedly
or continuously select the same topics and are interested in various topics.
By combining the keywords extracted by the proposed method, it can help
users learn about the topics they want to know more deeply.

2. Users who are interested in topics at random. They tend to change topics
frequently and are less likely to return to the same topics. They also tend to



184 Y. Wang et al.

be primarily interested in location names. By combining location names of
keywords extracted by the proposed method, it can be utilized for extracting
post-learning content for users.

As a result, we confirmed that our proposed method could extract user inter-
ests to reflect users’ intentions, and it could help users to obtain detailed infor-
mation on specific topics of museum exhibits. Therefore, it is possible to extract
keywords of user interests suitable for post-learning to help users to deepen their
interests in on-site learning. Also, we found that more effective interest extrac-
tion can be expected by incorporating the scoring method with media browsing
time in the future.

6 Conclusion

In this paper, we proposed a method to extract and visualize user interests
for supporting post-learning by analyzing user operation logs for exhibits on
multimedia museum devices. Through the evaluation, we verified and discussed
the effectiveness of our proposed scoring method for extracting user interests.

As future work, we plan to propose a video content generation method for
post-learning support by analyzing users’ learning styles based on classifications
of important topics in textbooks and the tendency of the users’ operations.
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Abstract. Despite the promising benefits of blended Massive Open Online
Courses (MOOCs) over traditional face-to-face class, it is still unclear how
MOOCs should be integrated in the classroom. The findings regarding the effec-
tiveness of such blended learning approach is mixed and inconclusive. The present
study aims to address this gap by investigating how MOOCs can be embedded
in traditional classrooms. An embedded MOOC learning approach is proposed,
in which students use MOOCs together with their classmates during class under
the guidance of their class instructors. Drawing from a motivational design per-
spective, we adopted the ARCS model (i.e. Attention, Relevance, Confidence and
Satisfaction) to evaluate the proposed learning approach and compare it with tra-
ditional classroom learning and blended learning approaches. The results showed
that students in the embedded MOOC learning group had higher evaluations
regarding attention, satisfaction and relevance perceptions than those in the tra-
ditional face-to-face learning group. In addition, the embedded MOOC learning
approach received higher scores in terms of attention, relevance, confidence and
satisfaction perceptions compared to traditional approach of blended MOOCs.
The implications for research, educators and practitioners are discussed at the end
of the paper.

Keywords: Blended MOOCs ·Motivational design · ARCS model ·
Experiments

1 Introduction

Massive Open Online Courses (MOOCs) provide quality course content and promote
equity in educational opportunities for worldwide learners [1, 2]. It is regarded a digital
collection of quality course materials for higher education uses. Despite the promising
benefits and wide spread of MOOCs, the adoption rate of MOOC learning is still low
while the dropout rate remains high [3, 4]. The underlying reasons include inadequate
digital infrastructure, lack of pressure and support, lack of self-regulation skills, no
sense of community [5, 6]. Recognizing the weakness of standalone MOOCs, educators
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attempt to blendMOOCswith traditional face-to-face learning in order to take advantage
of both in-class interactions and online quality course content [7].

Separately, the Covid-19 pandemic has signaled the urgency for different stake-
holders (e.g. educators, governments, providers) to explore ways to blend digital online
learning and classroom as new teaching and learning approaches are required in the
new normal after the pandemic. The blended learning approach has shown to increase
students’ engagement and satisfaction, reduce dropout rates, and improve students’ aca-
demic performance [8]. However, the findings concerning the effectiveness of blended
MOOCs are mixed. Previous studies found that there were no significant differences
regarding students’ performance between blended learning approaches and traditional
face-to-face teaching [9]. In addition, previous studies found that students were dissat-
isfied with the course design and interaction methods of blended learning [10]. Lack
of evidence may lead educators to make poor choices in deciding how to blend online
materialswith traditional classroom [11]. Thus, it is necessary to reconsider how to incor-
porate online materials into traditional learning settings [12] by comparing the effects of
the different learning approaches (i.e. face-to-face learning, traditional blended learning,
etc.).

Indeed, little is known about how MOOCs should be effectively blended into tradi-
tional class. Specifically, it is unclear to which degree they can enhance in-class instruc-
tions, and how they affect students’ motivation and satisfaction [9]. As such, it is neces-
sary to understand how MOOCs and other online learning resources can be integrated
with traditional face-to-face class without compromising quality and interactions [3]
and ultimately achieving learning effectiveness and satisfaction. Our objective is then
to evaluate and compare the effectiveness of three types of learning approaches: a)
traditional face-to-face classroom learning- no integration with MOOCs, b) traditional
blended MOOCs learning -students are to conduct self-learning using MOOCs outside
classroom, and c) embedded MOOCs learning - students are assigned to use MOOCs
together with their classmates during the class under the guidance of class instructor. For
assessing the effectiveness of the different learning approaches, we use the Attention,
Relevance, Confidence and Satisfaction (ARCS) model. This model seeks to investigate
and compare the motivational appeal of the proposed three learning approaches to meet
learning needs of students [13]. On a broader scale, the findings of the present study
shed light on how to use digital collections of quality educational resources to support
new teaching methodologies in the new normal after the pandemic.

2 Literature Review

2.1 Traditional Approaches to Blend MOOCs

Though there is no standard way to blend MOOCs, a widely used approach is to assign
students to use MOOCs before/after the class to complement in-class lectures. Concerns
with the effectiveness of blended learning have led to an increasing number of research
on this topic [14]. However, the findings are mixed and inconclusive. For instance,
Bruffet al. [15] conducted a focus-group discussion after integrating an online course
into a traditional campus-based class, and found that students’ response to blended
learning was generally positive. They also reported that students preferred to interact in
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the traditional face-to-face classroom rather than with the online community ofMOOCs.
However, students were unsatisfied with the misalignment between the video content
and the face-to-face lectures. Holotescu et al. [16] reported that the overall satisfaction of
blended learning was positive, though students felt disappointed as they did not receive
direct feedback from instructors in the online learning section.

Griffith et al. [9] conducted an experiment in seven universities that lasted for two
years and found that students in the blended learning tend to have a higher perceived
value of classroom time, but reported a lower level of satisfaction. Prior research has
reported that there are several reasons why students feel unsatisfied with the blended
learning approach. First, the lack of instant feedback and interactions is amajor problem.
Students are generally reluctant to participate in online discussion and prefer face-to-
face interactions [10]. Second, the content inMOOCs is not suitable or irrelevant [11]. If
students found what they learned in online courses were irrelevant to their face-to-face
class, they might simply fast-forward the online video courses to save time [9]. Third,
blended learning needs instructors to devote more time to integrate online courses into
their current in-class content while students are required to spend more time preparing
for the class as they need to watch the video and learn the content on their own, they
may see this as extra workload [17].

While MOOCs are not originally designed for blended learning [15], it has potential
to create positive impacts when embedding MOOCs in face-to-face learning. Indeed, it
has been confirmed that blended learning works. However, the concern is that there is a
lack of research to demonstrate the best way to embed MOOCs to motivate and engage
students to achieve learning outcomes [9].

2.2 An Embedded MOOC Learning Approach

In order to overcome the problems of blended MOOCs and take advantage of the online
quality course content, the present study proposed an embedded learning approach.
Embedded MOOCs is defined as integrating selective MOOC contents into the formal
lessons and allowing students to consume the content in class hours and synchronous
discussion on the MOOC contents will be conducted in class under the guidance of the
instructors. The online courses can be shortened and restructured by the instructors to fit
the existing courses. Such personalization of MOOCs is deemed favorably as the quality
online courses can be utilized while the social presence of instructor can be guaranteed
[15]. Social presence and support from instructors and peer learners are strong predictors
of students’ performance and perceptions [18].

The embedded MOOC learning approach can overcome the weakness of blended
MOOC learning in several ways. First, by ensuring that the MOOC content is integrated
into the formal lesson plan would provide opportunities for students to interact with
each other and with the instructor regarding the content they consumed [19]. Second,
embedded MOOC learning is able to alleviate the problem of misalignment between
the online course video and the in-class course content. Instructors can interact with
the video content in class and explain the details and focusing on selected segments.
This means that the resources in MOOCs are embedded in the course design more
tightly and cohesively integrated with the entire course [15]. Especially for students
who lack self-regulation skills, the embedded MOOC learning is able to help them to
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reap the benefits ofMOOCs under the supervision and support of the instructors. Last but
not least, the embedded MOOC learning approach may help to decrease the excessive
workload introduced byMOOCs and avoid students’ superficial learning strategies such
as fast-forwarding or skipping online course videos [9].

However, it is unclear how the embedded way of MOOC learning compares to other
learning approaches. Therefore, the present study attempts to compare the embedded
MOOC learning with traditional blendedMOOC learning approach and traditional face-
to-face class learning.

2.3 The ARCS Model

The present study utilizes the ARCS model to test the effectiveness of the different
learning approaches. The ARCS model is based on a synthesis of motivational concepts
and the four dimensions (i.e. Attention, Relevance, Confidence and Satisfaction) denote
the conditions that are necessary for a person to be fully motivated [13]. The ARCS
model is developed on the basis of behavioral, cognitive, and affective learning theories,
aims at assessing and further stimulating student [20]. Attention refers to the extent to
which the class can capture students’ interests and curiosity. Relevance measures the
extent to which the class is related to students’ learning needs and goals. Confidence
measures how confident students feel to take this course. Finally, satisfaction captures
to which degree students are satisfied with the course design and their achievements.
By applying ARCS, this preliminary research therefore seeks to better understand the
effectiveness of the learning approaches from a motivational design perspective.

3 Methodology

3.1 Experiment Design

A randomized experiment was conducted in a local university in China in order to test
the effectiveness of different learning approaches. We chose China because educational
resources are not equally distributed in China and quality course content is needed in
many economically disadvantaged areas. By embedding MOOC sections in traditional
face-to-face class, students in such areas would have more opportunities to access to
quality course content under guidance. The experiment was conducted in a university
located in the northwest of China which was considered as a less developed area in
China. Three experiment groups were organized as follows:

• Group 1 (G1): the students were taught in traditional face-to-face class without the
use of MOOCs. This group was treated as the control group in the experiment. This
is considered the “traditional classroom” approach.

• Group 2 (G2): the students were assigned towatch a online video fromMOOCs before
attending the class; This is considered the “traditional blended learning” approach.

• Group 3 (G3): the studentswere requested to useMOOCs during the class bywatching
the video fromMOOCs together with their classmates under the guidance of the class
instructor. This is considered the “embedded learning approach”
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The three groups had the same class duration (forty five minutes), the same course
content, and were delivered by the same instructor. The same video from MOOCs was
used in G1 and G3. One hundred and forty three undergraduates were recruited and
randomly assigned into the three groups. There were one hundred females and forty
three males in all. The students who participated in the experiment were given course
credits as incentives.

3.2 Measurements

After participating in the experimental classes, the students of each group were asked
to fill a questionnaire based on their perceptions and experiences about the learning
approach theywere assigned to participate in the class. The questionnairewas tomeasure
the students’ motivational perceptions based the ARCS model [13, 21].

Eighteen question items were adapted from previous studies utilizing the ARCS
model to measure students’ learning motivations [13, 22]. The question items were
measured through five-Likert scale, ranging from 1 (strongly disagree) to 5 (strongly
agree). The scores of five questions were reversed according to the design. Cronbach’s
alpha coefficients were calculated to test each construct’s reliability and all the values
were above the acceptable criteria (above 0.6).

4 Preliminary Findings

The one-way ANOVA analysis was applied to test the difference of students’ evaluations
across the three experimental groups, and the results were presented in Table 1. It was
found that the three groups showed significant differences in terms of attention (F =
8.915, p < 0.001) and satisfaction perceptions (F = 8.395, p < 0.001). In addition,
the relevance perceptions (F = 2.900, p = 0.058) were significantly different at the
0.1 significance level across the three groups. However, these three groups showed no
significant difference regarding confidence perception.

The Tukey HSD test was further conducted to find out which pairs of groups were
significantly different from one another (shown in Table 2). It was found that both
G3 (mean difference = 0.439, p < 0.001) and G2 (mean difference = 0.370, p =
0.004) reported higher levels of attention perception than G1. In addition, both G3 (mean
difference= 0.428, p< 0.001) and G2 (mean difference= 0.323, p= 0.01) were found
to be more satisfied with their learning approaches compared to G1. Furthermore, G3
(mean difference= 0.242, p= 0.053) reported a higher level of relevance perception than
G1 (the difference is significant at the 0.1 significance level). The results also indicated
that G3 has higher scores in terms of attention, relevance, confidence, and satisfaction
than G2 and G1 (as the mean differences are all positive).
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Table 1. Results of one-way ANOVA test

Variable Comparison Sum of Squares df F

Attention Between
Groups

5.483 2 8.915***

Within
Groups

43.047 140

Relevance Between
Groups

1.496 2 2.900†

Within
Groups

36.115 140

Confidence Between
Groups

.499 2 .777

Within
Groups

44.938 140

Satisfaction Between
Groups

4.873 2 8.395***

Within
Groups

40.636 140

Note: †p< 0.1, *p< 0.05, **p< 0.01, *** p< 0.001

Table 2. Results of post hoc tests (Tukey HSD)

Variable Group
comparisons

Mean difference Std. error

Attention G2 vs. G1 .370** .113

G3 vs. G1 .439*** .113

G3 vs. G2 .070 .116

Relevance G2 vs. G1 .064 .103

G3 vs. G1 .242† .103

G3 vs. G2 .178 .106

Confidence G2 vs. G1 .084 .115

G3 vs. G1 .142 .115

G3 vs. G2 .058 .118

Satisfaction G2 vs. G1 .323* .110

G3 vs. G1 .428*** .110

G3 vs. G2 .104 .112

Note: 1) †p < 0.1,*p < 0.05, **p < 0.01, *** p
< 0.001; 2) G1 indicates the traditional face-to-
face classroom learning; G2 indicates the traditional
blended learning where students accessed the video
content before the class; G3 indicates the embedded
learning approach where students accessed the
video content during the class together with their
classmates and watched the video together under the
guidance of class instructor.
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5 Conclusion

Generally, the preliminary findings revealed that both the embedded learning approach
group (i.e. G3) and the traditional blended learning approach group (i.e. G2) performed
better than the traditional face-to-face learning class in terms of enhancing students’
attention and satisfaction perceptions. In addition, studentswhowatched the course video
in class had a higher level of relevance perception compared to the traditional face-to-face
class. This could be explained from the perspective of personalized learning. Specifically,
the content from MOOCs is to cater to the masses and so is not able to personalize to
students globally. In the embedded learning approach, the class instructors was able to
adjust the learning to suit the particular group of students by tailoring the course content
in MOOCs to suit the students. Furthermore, considering that the embedded approach
of learning can decrease the workload for both instructors and students, it seems that
this approach of integrating MOOCs is more feasible to be applied to learning in higher
educations.

The preliminary findings provide valuable insights into how MOOCs should be
integrated to address the motivational needs of students in traditional class. For example,
as satisfactionwas identified as a criticalmotivator in blended learning, instructors should
pay more attention on how to improve students’ satisfaction when utilizing MOOCs in
the class, such as incorporating theMOOC content with an existingmodule in a seamless
manner, controlling the length of video, interacting more with the video content in the
class, etc. In addition, as embedded MOOC learning approach was found to effectively
stimulate students’ attention, it is important to trigger students’ curiosity and maintain
their interests by integrating only MOOC content and aligning with the course learning
objectives. For MOOC platforms, they should encourage course providers to provide
short course videos that are suitable for fitting into in-class learning and interacting
activities. This implies that MOOCs platform can function as a digital library allowing
course providers to contribute online resources. In the long run, such digital libraries of
global educational resources would enable access to quality educational resources.

Caution needs to be exercised when interpreting the findings of the present prelim-
inary study. First, this study was conducted in an economically disadvantage region in
China where quality course content was lacking and needed. Thus, replicating this study
in other regions in China and other countries will be needed to develop better under-
standings of the implications the embedded learning approach. In addition, we did not
examine the long-terms effects of the different learning approaches. Thus, immediate
extension to this study is to investigate the effects of the different learning approaches
over a semester. Future extension also includes controlling the demographic informa-
tion (e.g., age, gender) and other relevant factors (e.g., self-regulation ability) when
comparing the different learning approaches using the ARCS model. Ultimately, the
findings from this study will provide insights from a motivational design perspective to
practitioners and researchers in developing collaborative and participatory information
environments that are able to integrate both physical face-to-face environment and online
resources seamlessly.
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Abstract. Metadata reflecting user needs is necessary to facilitate multilingual
access to a digital archive. This paper describes the lessons learned from our
experience of crowdsourcing the addition of multilingual keywords to the contents
of the Futaba Digital Archive Project. We analyzed keywords offered for pictures
of materials collected from evacuation shelters. We found that (1) the type of
keyword differs according to the language, and (2) the term used for the same
item is not always the same between languages. We propose to provide categories
in the input interface and to create a keyword correspondence table for automatic
completion of keywords for multilingual access.

Keywords: Digital archive ·Multilingual access ·Metadata

1 Introduction

We report the lessons learned from our analysis of multilingual keywords, collected
through crowdsourcing, of the contents of the Futaba Digital Archive Project. The pur-
pose is to find a better method of collecting multilingual metadata by clarifying the
characteristics of the collected keywords. Futaba is where nuclear plants were located
when the 2011 Great East Japan Earthquake occurred; it was evacuated due to nuclear
pollution [1]. The Futaba Digital Archive Project [2] was launched in June 2013 to
preserve memories of Futaba, and to enable people around the world to know about it.

Among the contents of the Futaba Digital Archive is a set of 272 photographs.
They are scenes of the disaster area, and of materials presented by people in Japan
and overseas, taken in the evacuation shelters. As we would like people around the
world to know about Futaba town, we decided in 2016 to crowdsource the applying
of keywords to some of the pictures. We used an open microtask-type crowdsourcing
platform, “Crowd4U” [3]. Since multilingual access is becoming increasingly important
with the increase in digital collections [4–7], we asked people from all over the world
to provide keywords in a variety of languages.

A total of 4,493 keywords in 24 languages were collected. This paper shows the
result of analyzing 96 of the 272 photographs. The procedure was as follows. First,
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keywords were categorized by language. Second, representative pictures were selected,
and keywords were classified specifically.

The following two points were clarified as a result of the analysis. These insights can
be applied to future multilingual keyword collection. (1) The type of keyword differs
according to the language. For example, keywords that are trivial to volunteer workers
in countries who use the language are not necessarily provided by these workers. Some
effort is therefore necessary, such as explicitly indicating categories. (2) The term used
for the same content is not always the same between languages. Therefore, simple
machine translation of words is insufficient. The preparation of a correspondence table
of expressions may be effective.

Related Work. Peters, Braschler and Clough comprehensively reviewed system design
and development technologies for multilingual access [4]. Reyes Ayala et al. recom-
mended the application of machine translation to metadata [8]. Chen [5] explored
machine translation performance of metadata records. Lu [7] proposed a method for
cross-lingual information retrieval in digital libraries.

Compared to them, our approach is bottom-up. Our contribution is to share the
experience of collecting multilingual metadata from workers all over the world in a
real world digital archive project. We found some of the techniques proposed in the
literature would be effective in practice. For example, we found that constructing (non-
direct) mappings between terms in different language will be necessary, which can be
addressed by techniques such as one proposed in [7].

2 Method and Analysis Result

2.1 Keyword Collection

We launched a web page to solicit volunteer workers to provide multilingual keywords
to pictures to be stored in the Futaba Digital Archive. The keywords were collected with
microtasks generated by Crowd4U [3], a non-profit microtask crowdsourcing platform
for solving public and academic problems. Some workers learned of this project at
academic events and lectures, but most found it through web search engines and became
interested in the project.

The workflow was as follows. First, workers visit the Futaba project top page [2].
When they click on a banner, a task appears with a picture in the archive (Fig. 1(a)). Pre-
viously input keywords are also shown (Fig. 1(b)). They choose one of the 33 languages
offered (Fig. 1(c)) and freely input keywords for the picture (Fig. 1(d)). They can choose
to skip the picture shown and take another one (Fig. 1(e)).

2.2 Classification by Language

We analyzed keywords added between January 24, 2016 and May 20, 2020: a total of
4,493 keywords in 24 languages. Variations in spelling and typing errors in keywords
were corrected. When the language indicated by the worker and the language of the
keyword differed, the latter was used for classification of the keyword. The numbers of
keywords by language are plotted in Table 1.
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Fig. 1. Project page and task page

Table 1. Numbers of keywords in each language. Language codes: Arabic (ar), Bengali (bn),
German (de), English (en), Spanish (es), Persian (fa), Finnish (fi), French (fr), Indian (hi),
Indonesian (id), Italian (it), Japanese (ja), Korean (ko), Malaysian (ms), Dutch (nl), Portuguese
(pt), Romanian (ro), Russian (ru), Sinhala (si), Thai (th), Tagalog (tl), Turkish (tr), Vietnamese
(vi), Chinese (zh).

Lang. ar bn de en es fa fi fr hi id it ja

Num. 3 1 98 1,436 167 6 33 27 1 71 7 2,421

Lang. ko ms nl pt ro ru si th tl tr vi zh

Num. 103 3 6 20 1 2 15 1 2 1 1 67

From Table 1, 54% of the keywords were in Japanese, followed by English (32%),
Spanish (4%), German and Korean (2% each), Indonesian and Chinese (1% each), and
less than 1% in each of the other 17 languages. The maximum and minimum number of
languages used for a picture were 13 and 2, respectively.

Table 2 shows the number of keywords and their language codes in descending order
for six of the 96 pictures.

To observe the distribution of keywords by language, the keywords added to the six
pictures in Table 2 were classified by appearance, name, and function. These categories
were based on the standard of the International Council of Museums/The International
Committee for Documentation (ICOM/CIDOC) [9]. (The three categories in [9] are
Material and Technique, Title, and Original functions.) We added color as a subcategory
of appearance. Europeana, the digital platform for cultural heritage in the European
Union, proposes searching for objects by color as an information access method not
dependent on metadata language [10]. The result is shown in Table 3. Words where
elements frommultiple categories are combined, such as “cardboard table”, were classi-
fied in all relevant categories. Words that did not fit into any category (“fukushima” and
“futaba”, six times each, and “japonés”, five times) were removed. Table 3 is limited to
languages used for seven or more keywords.



Analysis of Crowdsourced Multilingual Keywords 199

Table 2. Number of languages, number of keywords, language codes in six pictures.

No. (Picture sign) Number of languages Number of keywords Language codes

1 (Pic. A) 13 166 bn, de, en, es, fa, fi, fr, id, it,
ja, ko, pt, zh

2 13 145 ar, de, en, es, fa, fi, fr, id, it,
ja, ko, pt, ru,

3 (Pic. B) 11 144 ar, de, en, es, fr, id, ja, ko,
ms, pt, zh

4 11 112 de, en, es, fa, fi, fr, it, ja, ko,
pt, zh

5 (Pic. C) 10 119 de, en, es, fi, fr, ja, ko, nl, si,
zh

6 10 115 de, en, es, fi, id, ja, ko, nl,
pt, zh

Table 3. Three keyword categories. Multilingual keywords that were input depended on the
language used by workers, and the distribution of categories was biased.

Lang. de en es fi id ja ko zh

Appearance 3 150 27 4 2 133 1 5

Name 7 51 15 11 5 380 9 3

Function 0 9 0 0 0 44 0 0

2.3 Analysis of Representative Pictures

We analyzed the keywords provided in Table 2. Here we show the results for Pics. A, B,
and C (see Fig. 2) due to space limitations. We chose them for their dissimilarity to each
other. Pic. A is a large box, plastic and portable, used as a changing room. Pic. B is a
“senba-zuru”, a decoration in which origami cranes are threaded together on strings and
then hung. Pic. C is a work of art in which many small origami cranes are arranged at
even intervals in a frame, to form an arc centered at the top corner of the frame. Japanese
people can easily tell the difference. As a result, many keywords given in Japanese were
correct, while in other languages, the common keywords for the pictures are “crane” but
most of other keywords were wrong (such as paper “air plane” and “kusudama”). The
result clearly shows that workers’ cultures and languages affect the keywords given to
pictures.

The classification of each picture is shown in Tables 4, 5 and 6. Subcategories
were placed under main categories. The categories were as follows. (1) Appearance: (i)
Impression; (ii) Shape, pattern, or state; (iii) Material or manufacturing procedure; (iv)
Association. Words with multiple elements were classified in all categories. (2) Name:
(i) Proper noun; (ii) Common noun. (3) Function (description of its unique function).
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Pic. A. Portable 
changing room

Pic. B. 
A thousand cranes

Pic. C.
Crane drawing

Fig. 2. Pictures taken of materials in evacuation shelters.

The classification table shows the original text and its English translation (in brackets,
and according to Google Translate).

Table 4. Classification of collected keywords of Picture A.
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Table 5. Classification of collected keywords of Picture B.

In Pics. A–C we classified the collected keywords and obtained the following
insights. Proper nouns were often provided in all languages. Pic. A had many types of
descriptions, while B and C had few. The number of Japanese descriptions of functions
was large, and similar descriptions were found in both English and Japanese.

The largest number of descriptions was in the appearance category. There were
variations in trends in languages where many keywords described appearance. There
were large shares in: (i) the impression subcategory in Spanish and English; (ii) the
shape and pattern subcategory in Chinese, and; (iii) the material subcategory in English.
The bias in descriptions in subcategories differed by language.

2.4 Noteworthy Subcategory Keywords of Appearance

In Pics. B and C, proper nouns were mostly entered, but associated keywords were
also entered. The most common associated keyword was “Rainbow”. Interestingly, the
associated keyword was entered in some languages (en, fi, fr, ja, si), but not in others
(de, es, ko, nl, zh). The keyword “LGBT”, where the rainbow is regarded as a symbol
of diversity and coexistence, was added to a similar picture.
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Table 6. Classification of collected keywords of Picture C.

Descriptions in the (i) impression subcategory, especially color and light, were given
in English and Spanish. The ratio of the appearance of keywords among all keywordswas
30.7% in English and 69.2% in Spanish. Keywords are classified into hue and saturation
or lightness, as shown in Table 7.

Table 7. Comparison between Spanish and English keywords in impression subcategory.

es en

Hue blanco (white), colorado (synonym
red)

white

Saturation,
lightness

brillante (sparkly), vibrante (vibrant),
colorido (colorful)

bright, brilliant, bold, vibrant, colors,
colorful

There was less variation in Spanish, but the recognition of color was delicate, as can
be indicated by the choice of a synonym of “red”. On the other hand, there were more
expressions for light in English.

Keywords did not equally reflect a presumed common recognition of the target. The
number of expressions for color and saturation differed with the language.
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3 Conclusion

3.1 Results

The following findings were obtained from the analysis.

(1) The collected multilingual keywords differed according to the language chosen by
the worker. Keywords were focused on the categories of appearance, name, and
function. The ratio of the numbers of keywords in the three categories varied with
the language. Proper nouns were more frequently provided in the subcategories
for “name” in all languages. Few keywords had the same meaning in two or more
languages. Many keywords in the function category were in Japanese. Many key-
words were provided in the appearance category, but its percentage was low in
some languages. The trend in numbers of entries per subcategory varied with the
language.

(2) Keywords collected by multilingual input cannot be handled entirely by simple
machine translation because the breadth of expression depends on the language.
The description that we translated literally was not necessarily provided even when
there was a common recognition between languages. Moreover, the variation of
expressions and the intent of the vocabulary differed.

3.2 Proposal

We propose to consider two issues when collecting metadata for multilingual access.

(1) To reduce bias in input keywords, stipulate “appearance” and “name” and “function”
as main categories in the input interface. We propose three separated text fields for
the three categories, to replace the text field for keywords (Fig. 1(d)). If possible,
also provide subcategories (e.g., a proper noun and common noun for the “name”
category, and impression, shape, material, and associated words for “appearance”).
Explicit categories help workers without full knowledge of the objects shown to
focus on categories where they can contribute (such as color).

(2) To reduce bias in expressions, use a keyword correspondence table for autocom-
pletion in the input interface. For example, candidates for autocompletion should
be taken from the correspondence table instead of machine-translated terms. When
workers want to input keywords about saturation in English, autocompletion of
brillante (es) should be brilliant (en), bright (en), and bold (en), instead of brilliant
(en) only.

3.3 Future Work

We will verify whether the input form proposed in this paper can reduce inconsistencies
between search keywords and collected data.
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Abstract. Health literacy is critical in disease prevention particularly in the older
population. This secondary data analysis of a national survey is to determine the
levels of health literacy, and to investigate how it links to health information seek-
ing behavior, disease prevention behavior, and personal characteristics in adults
aged 50 and above in Taiwan. Data were obtained from the Taiwan Longitudinal
Study on Aging (TLSA) conducted in 2015 (N = 8,300). Cluster analysis and
comparison analyses were used in this study. Health literacy was measured using
self-rated questions about the barriers to communicate or learn health-related infor-
mation in clinical and daily living scenarios. Health information seeking behavior
wasmeasured based on the engagement and frequency in using health information
sources. Self-perceived healthwasmeasured based on self-rated health conditions.
Disease prevention behavior wasmeasured using self-reported activities regarding
disease prevention. Two clusters of health literacy were identified: high (69.58%)
and low (30.42%). The participants in the high health literacy cluster tended to
have higher levels of education, younger age, and be male. In addition, high health
literacy is associated with more frequent health information seeking behavior, bet-
ter self-perceived health, and participation in more activities to prevent chronic
diseases. Health professionals in geriatrics and librarians should pay more atten-
tion to those at risk with lower health literacy and facilitate the accessibility of
health information sources. Social and regional characteristics of older adults’
health literacy can be further explored for a better design of interventions to help
people age well in the future.

Keywords: Information seeking · Health literacy · Older adults

1 Introduction

As the older population growing rapidly worldwide, Taiwan is no exception and is
approaching a super-aged society by 2026 [1]. Taiwanese health policies highly empha-
size on maintaining functional independence in older adults [2]. In Taiwan, the problem
of health literacy among the older population has been noted. Wei and colleagues [3]
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investigated health literacy in Taiwanese adults and concluded that participants typically
seek health information when having health challenges, providing healthcare services,
and in need of emotional support. When attempting to obtain health information, they
need to actively or passively communicate and interact with people or the environment;
nevertheless, Taiwanese adults relied on subjective experiences and sources of health
information to judge the quality of health information, then use the information on self-
assessment [3]. The above health information behavior could be relevant to the barriers
to health literacy, such as reading medical information and a lack of time in reading at
medical visits [3].

Health literacy is conceptualized as functional health literacy, interactive health liter-
acy and critical health literacy, which comprises the capacity to obtain, extract meaning,
and critically analyze health-related information [4]. The risk factors of inadequate health
literacy include old age and lower education [5]. Older adults with lower health literacy
tended to have less income and education, being less satisfied with their health, have
more hearing or visual problems, and need more assistance in dealing with reading
or writing tasks [6]. In addition, health literacy is closely related to health informa-
tion seeking behavior [7] and is critical in health care decision making in older adults
[8]. Research showed that older adults are more likely to communicate with people to
obtain health information than to manipulate searching tools like the internet [9]. This
information-seeking preference makes health care providers, pharmacists, friends, and
relatives more trusted health information sources than newspapers, internet, and radio
[9].Many of these information-seeking characteristics are associatedwith health literacy
and health outcomes.

Therefore, health literacy has been considered an approach to overcome the barriers
to patient education in health care systems [10]. Strategies used currently include the
encouragement and empowerment of critical health literacy competencies, such as the
appraisal of information and application to various contexts [11]. Inadequate health liter-
acy could lead to poor health, patient safety concerns [12], andmortality [13]. Taiwanese
adults reported that in medical visits, people had barriers to communicate with clinicians
due to time constraints, physician’s authoritarianism, and gaps in medical knowledge
[3].

The purpose of this study is to examine the barriers to health literacy in Taiwanese
aged 50 and above, and identify the general characteristics in the population regarding
their demographics, health information seeking behavior, self-perceived health condi-
tions, and disease prevention behavior. The ultimate goal is to help people age well with
health information.

2 Methods

2.1 Data Collection

This secondary data analysis used a dataset collected from theTaiwanLongitudinal Study
on Aging (TLSA), a national survey of health and living status of the middle-aged and
older population in Taiwan. The TLSA collected information about the health of adults
aged 50 and above. The participants were recruited from regular households, residents of
old age homes, nursing homes, and long-term hospitals [14]. The TLSA is a longitudinal



Aging Well with Health Information 207

and cross-sectional dataset collected every 3–4 years. The survey was conducted by
trained interviewers to approach eligible adults and had face-to-face interviewswith them
after obtaining their written consent. The samples were selected via random sampling
design with proportional allocation for all regions in Taiwan.

The current study used the dataset of 2015 since it incorporated health literacy and
health information seeking behavior questions. The sample of the dataset consists of
8300 participants. The use of data was approved by the National Taiwan University’s
Institutional Review Board (#202004EM008).

2.2 Data Analysis

The large dataset consists of 8300 participants. The inclusion criteria of this survey
interview were adults who were 50 or older, who were d able to answer questions and
make decisions for himself or herself. A total of 581 (7%) participants with missing
data on health literacy were removed from the analyses. Descriptive statistics were used
to examine the demographic characteristics of older adults’ health literacy and their
health information seeking behavior. Cluster analysis, t-tests, and chi-square tests were
conducted.

3 Preliminary Findings

Preliminary findings show that distinctive groups of health literacy exist in the dataset,
and the demographic characteristics reflected differences between the groups.

3.1 Health Literacy of Participants

Survey questions regarding health literacy focused on clinical and health activity sce-
narios including barriers to (1) describe health concerns when communicating with
clinicians, (2) comprehend the feedback given by clinicians, (3) read and understand the
dosing instructions of their own medicines, (4) follow the medication instructions given
by their physicians, (5) read and understand the patient education materials related to
disease management, (6) follow the disease management advice given by their health-
care providers, (7) learn to choose healthy food, (8) learn to achieve sufficient amounts
of exercise (30 min 3 times a week), (9) learn ways to manage and reduce stress.

According to the concepts of health literacy [4], the items in the assessment could
be categorized into three dimensions: (1) Functional health literacy can be assessed by
Q3 and Q5, where the items demonstrate individuals’ reading, writing and communi-
cation competence to obtain health information; (2) interactive health literacy can be
assessed by Q1, Q2, Q4, Q6 and Q8, where the items involve individuals’ competence
in communication and reasoning of health information. (3) Critical health literacy can
be assessed by Q6, Q7, Q8 and Q9, where items involve individuals’ competence in
judging, selecting, and then applying health information.

The instrument assessed barriers to health literacy using 8 five-point Likert scales
(1 = Not a barrier, 2 = Somewhat of a barrier, 3 = Moderate barrier, 4 = High barrier,



208 F.-L. Kuo and T.-I. Tsai

5 = Extreme barrier), and a six-point Likert scale with an additional rating option, 6 =
Illiterate.

The majority of participants reported a good capacity in clinical-related health liter-
acy (Q1–Q6); however, they demonstrated a lower capacity in learning to choose healthy
food, to achieve sufficient amounts of exercise, and to manage and reduce stress.

Clustering Performance. We used the health literacy question items to identify poten-
tial subgroups. Cluster analysis using the K-means method was conducted for 2- to 5-
group solutions. The clustering showed that the 2-group solution presents the best fit
and are proportionate in each group. The results demonstrate that cluster 1 consists of
5327 participants (69.58%) while cluster 2 consists of 2392 people (30.42%). The mean
score of barriers to health literacy was 11.9 (out of 46) in cluster 1 and 22.49 in cluster
2. Therefore, the performance of health literacy is better in cluster 1 (high health liter-
acy) than cluster 2 (low health literacy). Figure 1 shows the scatterplot of total scores
of barriers to health literacy and frequencies of health information seeking behavior by
clusters.

Fig. 1. Health information seeking behavior and health literacy scores in each group.

3.2 Demographic Characteristics of Participants by Health Literacy Cluster

The age categories of the dataset were 50–54 years old (12.7%), 55–59 years old
(14.46%), 60–64 years old (20.43%), 65–69 years old (17.50%), 70–74 years old
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(11.90%), 75–79 years old (10.11%), 80–84 years old (6.65%), and 85+ years old
(6.26%). The age groups were dichotomized into a younger group aged from 50–64
(47.58%) and an older group aged 65 or above (52.42%) for data analysis.

Results of the association between barriers to health literacy and demographic char-
acteristics showed a significant difference in age, education and gender that males are
more likely to have lower barriers to health literacy than females. Participants with lower
education had significantly higher barriers to health literacy. In addition, participantswho
were in the older group (65+) tended to have higher barriers to health literacy than those
in the younger group (50–64 years old).

3.3 Health Information Seeking, Self-perceived Health and Disease Prevention
Behavior by Health Literacy Cluster

Table 1 first shows the demographic characteristics of participants by health literacy
clusters, and then presents variables related to health behaviors such as health infor-
mation seeking behavior, disease prevention behavior, and self-perceived health. As to
health information seeking behavior, the participants in high health literacy cluster have
significantly higher frequencies in health information seeking (p = 0.00, t = 40.93).
Participants also reported more disease prevention behavior (p = 0.00, t = 10.21) and
better self-perceived health in high health literacy cluster (p = 0.00, t = −22.02).

Table 1. Demographic characteristics and health behaviors of participants by health literacy
cluster (n = 7719).

Variable (*Significance) High health literacy
n = 5327 (69.58%)

Low health literacy
n = 2392 (30.42%)

n (%) n (%)

Sex***

Male
Female

2787 (52.32%)
2540 (47.68%)

939 (40.32%)
1390 (59.68%)

Age, n (%)***

50–64
>=65

3,074 (57.7%)
2,253 (42.3%)

569 (24.4%)
1760 (75.6%)

Education***

Primary
Junior high school
Senior high school
College and above

1948 (36.58%)
978 (18.36%)
1729 (32.46%)
671 (12.6%)

1979 (85.0%)
210 (9.02%)
118 (5.07%)
22 (0.94%)

Mean (SD) Mean (SD)

Health Literacy score
(barriers)***

11.90 (2.56) 22.49 (4.74)

Health information seeking behavior (frequencies)*** 5.72 (2.93) 3.01 (1.90)

Self-perceived health (level of dissatisfaction) *** 2.51 (0.95) 3.02 (0.95)

Disease prevention behavior*** 3.14 (1.84) 2.16 (1.74)

***p < 0.001



210 F.-L. Kuo and T.-I. Tsai

4 Conclusion

This secondary data analysis examined health literacy in the middle to older aged adults
in Taiwan using a national dataset. The results are consistent with the existing literature
associated with health literacy that education, gender and age could critically impact the
levels of health literacy. The current study further investigates the comparison outcomes
of health information seeking behavior, disease prevention behavior and self-perceived
health, and suggested that the extent towhich behavioral or social variables couldmediate
the relationships of health literacy and health outcomes. In order to help people age well
with health information, examining how other behavioral and social variables, together
with what the current study has explored, can mediate individuals’ health literacy and
health outcomes would be essential. Specifically, further investigation can focus on the
mechanism of health literacy, roles of social demographic, social networks and regions,
and health disparities. It is believed that the findings can be applied to develop a better
design of interventions as the world population grows older and older. Although the
data was collected in 2015, it represented the overall status of health literacy and health
information seeking behaviors of adults over 50 in Taiwan. This study could serve as
the starting point to identify what is known about information-related issues regarding
the older population and for the trends of health information seeking behaviors in the
future.
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Abstract. Named entities (NEs) are among the most relevant type of
information that can be used to efficiently index and retrieve digital doc-
uments. Furthermore, the use of Entity Linking (EL) to disambiguate
and relate NEs to knowledge bases, provides supplementary informa-
tion which can be useful to differentiate ambiguous elements such as
geographical locations and peoples’ names. In historical documents, the
detection and disambiguation of NEs is a challenge. Most historical doc-
uments are converted into plain text using an optical character recogni-
tion (OCR) system at the expense of some noise. Documents in dig-
ital libraries will, therefore, be indexed with errors that may hinder
their accessibility. OCR errors affect not only document indexing but
the detection, disambiguation, and linking of NEs. This paper aims at
analysing the performance of different EL approaches on two multilin-
gual historical corpora, CLEF HIPE 2020 (English, French, German)
and NewsEye (Finnish, French, German, Swedish), while proposes sev-
eral techniques for alleviating the impact of historical data problems on
the EL task. Our findings indicate that the proposed approaches not
only outperform the baseline in both corpora but additionally they con-
siderably reduce the impact of historical document issues on different
subjects and languages.

Keywords: Entity linking · Deep learning · Historical data · Digital
libraries.

1 Introduction

Historical documents are an essential resource in the understanding of our cul-
tural heritage. The development of recent technologies, such as optical character
recognition (OCR) systems, allows the digitisation of physical documents and the
extraction of the textual content. Digitisation provides two major advantages in
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Digital Humanities: the exponential increase of target audiences, and the preser-
vation of original documents from any damage when accessing them. The recent
interest in massive digitisation raises multiple challenges to content providers
including indexing, categorisation, searching, to mention a few. Although these
challenges also exist when dealing with contemporary text documents, digitised
version augments each challenge because of inherent problems associated with
the source quality (natural degradation of the documents) and to the digitisation
process itself (e.g., image quality and OCR bias).

While the number of works in natural language processing (NLP) and infor-
mation retrieval (IR) domains concerning contemporary documents has known
an important raise during the last decade, it has not been the case for historical
documents. One of the main reasons is the additional difficulties that NLP and
IR systems have to face regarding historical documents. For instance, tools need
to know how to deal correctly with errors produced by OCR systems. Moreover,
historical languages may contain a number of spelling variations with respect
to modern languages, that might be difficult to recognise, as orthographic con-
ventions can be reformed from time to time. Finally, some historic documents
may also contain cases where the name of places is in a language different to the
main text one. These particularities have then a significant impact on NLP and
IR applications over historical documents.

(a)

(b)

(c)

(d)

Fig. 1. Examples of historical documents from the Chronicling America newspapers
used in CLEF HIPE 2020.

To illustrate some of the aforementioned problems, let us consider Fig. 1(a)
which includes some English documents used in the evaluation campaign CLEF
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HIPE 2020 [9]. Figure 1(b) and (c) are zoomed and cropped portions of most
left document presented in Fig. 1(a). We can observe in these images a common
characteristic found in multiple historical documents, the presence of a Long
S (“Γ”), a character that is frequently confused by OCR systems for an “l”
or “f” given its geometrical similarity. Figure 1(b) illustrates a case where the
word “tranΓmit” was recognised as “tranlinit” by a state-of-the-art OCR sys-
tem.1 Figure 1(c) illustrates a similar case where the word “ConΓ titution” was
recognised as “Conftitution”2 which makes harder for an automatic system to
recognise that this document concerns the Constitution of the Unites States of
America3. In Fig. 1(d), we observe a case where an article uses the French name
“Porte de Namur” to make reference to “Namur Gate”.4

Apart from digitising and recognising the text, the processing of historical doc-
uments consists as well on extracting metadata from these documents. This meta-
data is used to index the key information inside documents to ease the navigation
and retrieval process. Among all the possible key information available, named
entities are of major significance as they allow structuring the documents’ con-
tent [12]. These entities can represent aspects such as people, places, organisa-
tions, and events. Nonetheless, historical documents may contain duplicated and
ambiguous information about named entities due to the heterogeneity and the mix
of temporal references [13,30]. A disambiguation process is thus essential to dis-
tinguish named entities to be further utilised by search systems in digital libraries.

Entity linking (EL) aims to recognise, disambiguate, and relate named enti-
ties to specific entries in a knowledge base. EL is a challenging task due to the
fact that named entities may have multiple surface forms, for instance, in the
case of a person an entity can be represented with their full or partial name,
alias, honorifics, or alternate spellings [29]. Compared to contemporary data,
few works in the state of the art have studied the EL task on historical docu-
ments [3,4,13,16,23,28,30] and OCR-processed documents [20].

In this paper, we present a deep learning EL approach to disambiguate enti-
ties on historical documents. We investigate the issues of historical documents
and propose several techniques to overcome and reduce the impact of these issues
in the EL task. Moreover, our EL approach decreases possible bias by not lim-
iting or focusing the explored entities to a specific dataset. We evaluate our
methods in two recent historical corpora, CLEF HIPE 2020 [9], and NewsEye
datasets, that are composed of documents in English, Finnish, French, German,
and Swedish. Our study shows that our techniques improve the performance of
EL systems and partially solve the issues of historical data.

This paper is organised as follows: we describe and survey the EL task on
historical data in Sect. 2. Next, the CLEF HIPE 2020 and NewsEye datasets are
described in Sect. 3. We detail our multilingual approach in Sect. 4. Then the
experiments and the results are discussed in Sects. 5 and 6. Lastly, we provide
the conclusion and some final comments in Sect. 7.

1 HIPE-data-v1.3-test-masked-bundle5-en.tsv#L45-L53.
2 HIPE-data-v1.3-test-masked-bundle5-en.tsv#L56-L61.
3 https://en.wikipedia.org/wiki/Constitution of the United States.
4 HIPE-data-v1.3-test-en.tsv#L1663-L1665.

https://github.com/impresso/CLEF-HIPE-2020/blob/master/data/test-masked-v1.3/en/HIPE-data-v1.3-test-masked-bundle5-en.tsv#L45-L53
https://github.com/impresso/CLEF-HIPE-2020/blob/master/data/test-masked-v1.3/en/HIPE-data-v1.3-test-masked-bundle5-en.tsv#L56-L61
https://en.wikipedia.org/wiki/Constitution_of_the_United_States
https://github.com/impresso/CLEF-HIPE-2020/blob/master/data/test-v1.3/en/HIPE-data-v1.3-test-en.tsv#L1663-L1665
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2 Entity Linking for Historical Data

Entity linking (EL) is an information extraction task that semantically enriches
documents by identifying pieces of text that refer to entities, and by matching
each piece to an entry in a knowledge base (KB). Frequently, the detection
of entities is delegated to an external named entity recognition (NER) system.
Thus, in the state of the art, EL tools are either end-to-end systems, i.e. tools that
perform both tasks, or disambiguation systems [11,18], i.e. tools that perform
only the matching of entities and consider the first task as an input.

End-to-end EL systems were initially defined for contemporary documents
[5]. First systems were focused on monolingual corpora and then gradually moved
to a multilingual context. Some recent configuration, named Cross-Lingual
Named Entity Linking (XEL), consist in analysing documents and named entities
in a language different from the one used in the knowledge base. Some recent
works proposed different XEL approaches: zero-shot transfer learning method
by using a pivot language [27], hybrid approach using language-agnostic fea-
tures that combine existing lookup-based and neural candidate generation meth-
ods [31], and the use of multilingual word embeddings to disambiguate mentions
across languages [21].

Regarding the application of end-to-end EL in Digital Humanities, some
works have focused on using available EL approaches to analyse historical data
[16,23,28]. Other works have concentrated on developing features and rules for
improving EL in a specific domain [13] or entity types [3,4,30]. Furthermore,
some researchers have investigated the effect of issues frequently found in his-
torical documents on the task of EL [13,20].

Some NER and EL systems dedicated to historical documents have also been
explored [16,23,24,28]. For instance, van Hooland et al. [16] evaluated three
third-party entity extraction services through a comprehensive case study, based
on the descriptive fields of the Smithsonian Cooper-Hewitt National Design
Museum in New York. Ruiz and Poibeau [28] used DBpedia Spotlight tool to
disambiguate named entities on Bentham’s manuscripts. Finally, Munnelly and
Lawless [24] investigated the accuracy and overall suitability of EL systems in
17th century depositions obtained during the 1641 Irish Rebellion.

Most of the developed end-to-end EL systems are monolingual like the work of
Mosallam et al. [22]. The authors developed a monolingual unsupervised method
to recognise person names, locations, and organisations in digitised French jour-
nals of the National Library of France (Bibliothèque nationale de France) from
the 19th century. Then, they used a French entity knowledge base along with a
statistical contextual disambiguation approach. Interestingly, their method out-
performed supervised approaches when trained on small amounts of annotated
data. Huet et al. [17] also analysed the French journal Le Monde’s archive, a
collection of documents from 1944 until 1986 discussing different subjects (e.g.,
post-war period, end of colonialism, politics, sports, culture). The authors cal-
culated a conditional distribution of the co-occurrence of mentions with their
corresponding entities (Wikipedia article). Then, they linked these Wikipedia
articles to YAGO [26] to recognise and disambiguate entities in the archive of
Le Monde.
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Monolingual disambiguation systems have also been studied by focusing on
specific types of entities in historical documents, e.g., person and place names.
Smith and Crane [30] investigated the identification and disambiguation of place
names in the Perseus digital library. They concentrated on representing historical
data in the humanities from Ancient Greece to 19th century America. In order to
overcome with the heterogeneous data and the mix of temporal references (e.g.,
places that changed their name through time), they proposed a method based
on honorifics, generic geographic labels, and linguistic environments to recognise
entities, while they made use of gazetteers, biographical information, and general
linguistic knowledge to disambiguate these entities. Another work [3,4] focused
on authors’ names in French literary criticism texts and scientific essays from
the 19th and early 20th centuries. They proposed a graph-based method that
leverages knowledge from different linked data sources to generate the list of
candidates for each author mention. Then, it crawls data from other linked data
sets using equivalence links and fuses graphs of homologous individuals into a
non-redundant graph in order to select the best candidate.

Heino et al. [13] investigated EL in a particular domain, the Second World
War in Finland, using the reference datasets of WarSampo. They proposed a
ruled-based approach to disambiguate military units, places, and people in these
datasets. Moreover, they investigated problems regarding the analysis and dis-
ambiguation of these entities in this kind of data while they proposed specific
rules to overcome these issues.

The impact of OCR errors on EL systems, to our knowledge, has rarely been
analysed or alleviated in previous research. Thus, the ability of EL to handle
noisy inputs continuous to be an open question. Nevertheless, Linhares Pontes
et al. [20], reported that EL systems for contemporary documents can see their
performance decreased around 20% when OCR errors, at the character and word
levels, reach rates of 5% and 15% respectively.

Differently from previous works, we propose a multilingual end-to-end app-
roach to link entities mentioned in historical documents to a knowledge base.
Our approach contains several techniques to reduce the impact of the problems
generated by the historical data issues, e.g., multilingualism, grammatical errors
generated by OCR engines, and linguistic variation over time.

3 Historical Datasets

Unlike contemporary data that have multiple EL resources and tools, historical
documents face the problem of lacking annotated resources. Moreover, contem-
porary resources are not suitable to build accurate tools over historical data due
to the variations in orthographic and grammatical rules, not to mention the fact
that names of persons, organisations, and places could have significantly changed
over time.

To the best of our knowledge, there are few publicly available corpora in
the literature with manually annotated entities on historical documents. Most
EL corpora are composed of contemporary documents. Unfortunately, they do
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not contain the distinctive features found in historical documents. In this work,
we focus on two corpora that contain historical documents in English, Finnish,
French, German, and Swedish.

The first corpus was produced for the CLEF HIPE 2020 challenge5 [8]. This
corpus is composed of articles published between 1738 and 2019 in Swiss, Lux-
embourgish, and American newspapers. It was manually annotated by native
speakers according to HIPE annotation guidelines [8].

Table 1. Number of entities for the training, development, and test sets in CLEF
HIPE 2020 and NewsEye corpora.

Split CLEF HIPE 2020 NewsEye

German English French German Finnish French Swedish

Training 3,505 – 6,885 – 1,326 – 1,559

Development 1,390 967 1,723 – 284 – 335

Test 1,147 449 1,600 7,349 287 5,090 337

The second corpus was produced for the Horizon 2020 NewsEye project6

and it is a collection of annotated historical newspapers in French, German,
Finnish, and Swedish. These newspapers were collected by the national libraries
of France7 (BnF), with documents from 1814 to 1944, Austria8 (ONB) with
documents from 1845 to 1945, and Finland9 (NLF), with Finnish and Swedish
documents from 1771 to 1910 and 1920, respectively.

Both corpora contain named entities that are classified according to their
type and, when possible, linked to their Wikidata ID. Non-existent entities in
the Wikidata KB are linked to NIL entries. Table 1 shows the statistics of the
datasets for the training, development, and test partitions.

4 Multilingual End-to-end Entity Linking

As aforementioned, historical documents present particular characteristics that
make challenging the use of EL. In the following subsections, we describe the
methods and techniques we developed for creating an EL system that addresses
these challenges.

5 https://impresso.github.io/CLEF-HIPE-2020/.
6 https://www.newseye.eu.
7 https://www.bnf.fr.
8 https://www.onb.ac.at.
9 https://www.kansalliskirjasto.fi.

https://impresso.github.io/CLEF-HIPE-2020/
https://www.newseye.eu
https://www.bnf.fr
https://www.onb.ac.at
https://www.kansalliskirjasto.fi


Entity Linking for Historical Documents: Challenges and Solutions 221

4.1 Building Resources

By definition of the task, EL systems use knowledge bases (KB) as entry reference
but their use is not limited to it. KBs are also used by EL systems for tasks
such as extraction of supplementary contexts or surface names, disambiguation
of cases, or linking of entities with a particular website entry. In the following
paragraphs, we present the most representative KBs used in this domain.

Wikipedia10, a multilingual encyclopedia available in 285 languages, is com-
monly used as KB in the state-of-the-art. For instance, [11,18] make use of
the English Wikipedia to disambiguate entity mentions in newspapers. Agirre
et al.[1] used Wikipedia not only to disambiguate mentions found in historical
documents but also to explore the feasibility of matching mentions with articles
on Wikipedia according to their cultural heritage.

Wikidata11 is a KB created by the Wikimedia Foundation12 to store, in a
structured way, data generated and used by the different Wikimedia projects,
e.g., Wikipedia and Wiktionary. For instance, it has been used to annotate histor-
ical corpora, such as those used on this paper, CLEF HIPE 2020 and NewsEye.

DBpedia [19] is a KB that structures and categorise information collected
from different Wikimedia projects, including Wikipedia and Wikidata, while
including links to other KBs such as YAGO [26] or GeoNames13. For instance,
it was used by [6] for annotating mentions of locations in Historische Kranten, a
historical newspaper corpus. While [23] used DBpedia for annotating historical
legal documents. Other examples of EL and DBpedia can be found in the works
of [10,16].

In this work, we decided to build our own KB consisting of information from
Wikipedia. Nevertheless, rather than just focusing on the English Wikipedia,
we make use as well of the versions found in the languages used in the datasets
to evaluate: French, German, Finnish, and Swedish. The reasoning behind this
is that despite the richness and coverage of the English Wikipedia, on occasion
other versions of Wikipedia might contain information that is only found in a
specific language. For instance, Valentin Simond, owner of the French newspaper
L’Écho de Paris, has an entry only in the French Wikipedia14.

4.2 Entity Embeddings

Based on the work of [11], we decided to create entity embeddings for each
language by generating two conditional probability distributions. The first one,
the “positive distribution”, is a probability approximation based on word-entity
co-occurrence counts, i.e. which words appear in the context of an entity. The
counts were obtained, in the first place, from the entity Wikipedia page, and,

10 https://www.wikipedia.org.
11 https://www.wikidata.org.
12 https://www.wikimedia.org.
13 http://www.geonames.org.
14 https://fr.wikipedia.org/wiki/Valentin Simond.

https://www.wikipedia.org
https://www.wikidata.org
https://www.wikimedia.org
http://www.geonames.org
https://fr.wikipedia.org/wiki/Valentin_Simond
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in second place, from the context surrounding the entity in an annotated cor-
pus using a fixed-length window. The second distribution, the “negative” one,
was calculated by randomly sampling context windows that were unrelated to a
specific entity. Both probability distributions were used to change the alignment
of words embeddings with respect to an entity embedding. The positive proba-
bility distribution is expected to approach the embeddings of the co-occurring
words with the embedding vector of the entity, while the negative probability
distribution is used to distance the embeddings of words that are not related to
an entity.

It should be noted that, unlike some works, where all the possible entities are
known beforehand, in our work the creation of entity embeddings is not directed
by a dataset. This is done to prevent bias and low generalisation. In case an
entity does not have an entity embeddings, the EL system will propose a NIL.

4.3 Entity Disambiguation

The entity disambiguation model is based on the neural end-to-end entity linking
architecture proposed by Kolitsas et al. [18]. The first advantage of this architec-
ture is that it performs both entity linking and disambiguation. This method can
then benefit from simplicity and from lack of error propagation. Furthermore,
this architecture does not require complex feature engineering, which makes it
easily adaptable to other languages.

For recognising all entity mentions in a document, Kolitsas et al. utilised
an empirical probabilistic table entity−map, defined by p(e|m). Where p is the
probability of an entity e to be related to a mention m; p(e|m) is calculated
using the number of times that mention m refers e within Wikipedia. From this
probabilistic table, it is possible to find which are the top entities that a mention
span refers to.

The end-to-end EL model starts by encoding every token in the text input
by concatenating word and character embeddings and fed into a Bidirectional
Long Short Term Memory (BiLSTM) [14] network. This representation is used
to project mentions of this document into a shared dimensional space with the
same size as the entity embeddings. These embeddings are fixed continuous entity
representations generated separately, namely in the same manner as presented
in [11], and aforementioned in Subsect. 4.2. In order to analyse long context
dependencies of mentions, the authors utilised the attention mechanism proposed
by [11]. This mechanism provides one context embedding per mention based on
surrounding context words that are related to at least one of the candidate
entities.

The final local score for each mention is determined by the combination of the
log p(e|m), the similarity between the analysed mention and the candidate entity,
and the long-range context attention for this mention. Finally, a top layer in the
neural network promotes the coherence among disambiguated entities inside the
same document.
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4.4 Match Corrections

Multiple EL approaches, including the one used in this work, rely on the match-
ing of entities and candidates using a probability table. If an entity is not listed
in the probability table, the EL system cannot disambiguate it and, therefore,
it cannot propose candidates. In historic documents, not matching entities is a
frequent problem, due to their inherent nature and processing, as explained in
Sect. 1.

To increase the matching of entities in the probability table, we propose an
analysis that consists of exploring several surface name variations using multi-
ple heuristics. For instance, we evaluate variations by lower and uppercasing,
capitalising words, concatenating surrounding words, removing stopwords, and
transliterating special characters, like accentuated letters, to Latin characters.
If after applying the previous heuristics, a match is still lacking, we use the Lev-
enshtein distance to overcome more complex cases, such as spelling mistakes or
transcription errors generated by the OCR systems.

4.5 Multilingualism

Historical and literary documents may contain words and phrases in a language
different from that of the document under analysis. For instance, as shown in
Fig. 1(d), an English article uses “Porte de Namur” instead of “Namur Gate”.
However, the former only exists in the French probability table while the latter
is only found in the English one. To overcome this problem, we combined the
probability tables of several languages in order to identify the surface names of
entities in multiple languages.

4.6 Filtering

To improve the accuracy of the candidates provided by the EL systems, we use
a post-processing filter based on heuristics and DBpedia. Specifically, we utilise
DBpedia’s SPARQL Endpoint Query Service15. This filter uses DBpedia’s hier-
archical structure for specifying categories that represent each named entity
type. For instance, entities belonging to a location type were associated with
categories such as “dbo:Location” and “dbo:Settlement”. The categories associ-
ated with each entity type were manually defined. Specifically, after requesting
to the EL system the top five candidates for each named entity, the filtering
steps are the following:

1. Verify that each candidate is in DBpedia and is associated with the correct
categories. Candidates not matching the categories are put at the bottom of
the rankings after a NIL;

2. Request to DBpedia the name of the candidates in the language of analysis;
if the named entity is of type person, request as well the year of birth;

15 https://wiki.dbpedia.org/public-sparql-endpoint.

https://wiki.dbpedia.org/public-sparql-endpoint
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3. (Only if available) Remove those candidates that were born 10 years after the
document publication;

4. Among the candidates with a retrieved name, find the most similar with
respect to the named entity using Fuzzy Wuzzy Weighted Ratio16;

5. The most similar candidate is ranked at the top;
6. If the ranking does not contain a NIL, add one as the last possible candidate.

Since DBpedia does not always contain the requested candidate or the candi-
date’s name, we rely as well on DBpedia Chapters when available. For instance,
“Turku” is categorised in DBpedia17 but its name in Swedish, “Åbo” is not
indexed; nevertheless, its Swedish name can be found in the Swedish DBpedia
Chapter18. Another example is the case of “Luther-Werke”, which does not exist
in DBpedia, but it does exist in the German DBpedia Chapter19.

5 Experimental Settings

In the context of multilingual historical newspapers, documents tend to contain
local information that is often specific to a language and one or more related
geographical areas. The use of KB in the historical newspaper’s language is an
obvious choice because it reduces problems of data consistency while decreases
noise from entities in other languages. For instance, entities can represent dif-
ferent things according to each KB. For example, the English and the Finnish
Wikipedia pages with the title “Paris” do not describe the same entity; in Finnish
“Paris” make reference to Greek mythology while the French capital is known
as “Pariisi”. Therefore, we trained our EL model for the corresponding language
of historical newspapers.

For the entity embeddings and the entity disambiguation model, we used the
pre-trained multilingual MUSE20 word embeddings with of size 300 for all the
languages in the corpora. The character embeddings are of size 50. As no histor-
ical data is available for English, we used the AIDA dataset [15] and validated
on the CLEF HIPE 2020 data. Based on the statistical analysis of the training
data, we defined a Levenshtein distance ratio of 0.93 to search for other mentions
in the probability table if this mention does not have a corresponding entry in
the table21.

For the evaluation, we compute precision (P), recall (R), and F-score (F1)
measures calculated on the full corpus (micro-averaging). For the mentions with-
out corresponding entries in the KB, EL systems provide a NIL entry to indicate
that these mentions do not have a ground-truth entity in the KB.

16 https://github.com/seatgeek/fuzzywuzzy.
17 http://dbpedia.org/page/Turku.
18 http://sv.dbpedia.org/page/%C3%85bo.
19 http://de.dbpedia.org/page/Luther-Werke.
20 https://github.com/facebookresearch/MUSE.
21 The source code of our EL system is available at: https://github.com/NewsEye/

Named-Entity-Linking/tree/master/multilingual entity linking.

https://github.com/seatgeek/fuzzywuzzy
http://dbpedia.org/page/Turku
http://sv.dbpedia.org/page/%C3%85bo
http://de.dbpedia.org/page/Luther-Werke
https://github.com/facebookresearch/MUSE
https://github.com/NewsEye/Named-Entity-Linking/tree/master/multilingual_entity_linking
https://github.com/NewsEye/Named-Entity-Linking/tree/master/multilingual_entity_linking
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6 Evaluation

As we previously stated, the semantic textual enrichment of historical documents
depends on aspects such as the OCR quality or how a language has evolved. In
order to analyse the EL performance on historical data and the impact of our
techniques on the disambiguation of entities in historical data, we present in
the Tables 2 and 3 a simple EL baseline (p(e|m)) and different combinations
of our EL approach (henceforth MEL). For the filtering experiments (see Sect.
4.6), we predicted the five best candidate entities for a mention m based on the
probability table (p(e|m)).

The configuration MEL+ML+MC+F22 achieved the best results for French
and German languages in CLEF HIPE 2020 corpora (Table 2).23 Our model for
English was trained on a contemporary dataset which degraded the performance
of the MEL model and, consequently, all the variations. Despite the lack of
historical training data, our model MEL+MC+F achieved the best results for
the English data set (Table 2).

Table 2. Entity linking evaluation on the test CLEF HIPE 2020 data

Methods English French German

P R F1 P R F1 P R F1

p(e|m) 0.595 0.593 0.594 0.586 0.583 0.585 0.532 0.530 0.531

MEL 0.549 0.546 0.547 0.535 0.532 0.533 0.484 0.482 0.483

MEL+F 0.608 0.607 0.607 0.591 0.588 0.590 0.528 0.528 0.528

MEL+ML 0.535 0.533 0.534 0.554 0.551 0.552 0.492 0.490 0.491

MEL+ML+F 0.595 0.593 0.594 0.602 0.600 0.601 0.538 0.537 0.538

MEL+MC 0.559 0.557 0.558 0.556 0.553 0.555 0.500 0.498 0.499

MEL+MC+F 0.613 0.613 0.613 0.621 0.619 0.620 0.538 0.537 0.538

MEL+ML+MC 0.547 0.546 0.547 0.577 0.574 0.576 0.507 0.505 0.506

MEL+ML+MC+F 0.589 0.589 0.589 0.630 0.628 0.629 0.557 0.556 0.557

ML: Multilingualism; MC: Match correction; F: Filter

For the NewsEye corpora, the MEL+MC+F version achieved the best results
for all languages (Table 3). Similar to CLEF HIPE 2020, the MEL version gen-
erated the worst predictions. The filter increased the F-scores values of all EL
versions. The combination of probability tables had almost no changes in the
predictions.

Though we generated the embedding representation for the 1.5M most fre-
quent entities in each Wikipedia language, several historical entities are not so

22 The MEL+ML+MC+F model (team 10-run 1) [2] achieved the best performance for
almost all metrics in English, French, and German on the CLEF HIPE 2020 shared
task results.

23 The filter used in CLEF HIPE 2020 was modified in this work to improve accuracy
and support DBpedia Chapters.

https://github.com/impresso/CLEF-HIPE-2020/blob/master/evaluation-results/ranking_summary_final.md
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Table 3. Entity linking evaluation on the test NewsEye data

Methods Finnish French German Swedish

P R F1 P R F1 P R F1 P R F1

p(e|m) 0.522 0.500 0.511 0.579 0.587 0.583 0.596 0.601 0.599 0.473 0.479 0.476

MEL 0.495 0.471 0.483 0.554 0.556 0.555 0.579 0.575 0.577 0.388 0.392 0.390

MEL+F 0.515 0.490 0.502 0.588 0.601 0.594 0.588 0.601 0.594 0.487 0.494 0.491

MEL+ML 0.505 0.481 0.493 0.555 0.558 0.557 0.575 0.573 0.574 0.392 0.397 0.394

MEL+ML+F 0.486 0.471 0.479 0.586 0.601 0.593 0.586 0.601 0.593 0.491 0.499 0.495

MEL+MC 0.501 0.481 0.491 0.562 0.568 0.565 0.582 0.580 0.581 0.386 0.390 0.388

MEL+MC+F 0.527 0.502 0.515 0.597 0.611 0.604 0.597 0.611 0.604 0.513 0.521 0.517

MEL+ML+MC 0.504 0.486 0.495 0.564 0.570 0.567 0.578 0.577 0.577 0.386 0.392 0.389

MEL+ML+MC+F 0.500 0.481 0.490 0.595 0.611 0.602 0.595 0.611 0.602 0.511 0.519 0.515

ML: Multilingualism; MC: Match correction; F: Filter

frequent on this KB. As our EL approach only disambiguates candidate enti-
ties that contain embedding representations, the MEL version achieved worse
results than the baseline (p(e|m)). The major impact of this limitation was on
the CLEF HIPE 2020 corpora where our approach had a drop of 0.05 in the
F-score values.

Multilingualism. The combination of probability tables of several languages
has slightly improved the results on both corpora. This combination provided
different surface names for an entity in different languages. In addition, this
combination of probability tables allowed our models to disambiguate entities
that are non-existent in some KBs. For example, the Russian politician “Nikoläı
Alexëıevitch Maklakov” who is mentioned in the Finnish data does not exist in
our Finnish KB, but he exists in our English and French KBs.

Despite providing additional surface variations, some surface names (e.g.,
acronyms) can have different meanings in different languages. Other potential
risks are mentions with some OCR mistakes that can make reference to another
entity in other languages and the combination of probability tables can increase
the number of candidate entities and the ambiguity of mentions.

Match Corrections. Our different analysis to normalise mentions and correct
small mistakes generated by the OCR engine improved the performance of our
approach. CLEF HIPE 2020 benefited sightly more from this technique than
NewsEye. This could be either due to differences in the images quality, type of
OCR used or manual correction.

On one hand, the combination of normalisation and Levenshtein distance
methods allowed our method to correct mentions like “Londires” and “Toujquet”
to “Londres” and “Touquet”, respectively. On the other hand, our method could
not find the correct mentions for simple cases. In the example “Gazstte of the
Unites States”, our approach did not find corresponding candidates for this
mention. The correct answer is “Gazette of the United States”; however, the
Levenshtein distance ratio is 0.928 and our threshold to correct a mention is
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0.93. Another example of OCR errors is the mention “United Stares”. In this
case, the correct entity is “United States”; however, the candidate mention in
the probability with the best Levenshtein distance ratio is “United Stars” which
made our approach generated the wrong disambiguation. A lower Levenshtein
distance ratio may find more degraded mention; however, this low ratio can
generate too many mistakes for entities that not exist in KB. In the future, we
will explore whether Fuzzy Wuzzy, an improved Levenshtein distance used in
the filter (Sect. 4.6), could alleviate these issues.

Filtering. The use of a post-processing filter for refining the top five most
probable candidates, allowed us to achieve the best results, as observed in Table 2
and Table 3. Specifically, with the filter, we prioritised the candidates that not
only were the most similar to the named entity but also, those that agreed
with the named entity type and publication year. For instance, in an English
newspaper published in 1810 the named entity of type person “Mr. Vance”24 had
for candidates the following Wikidata IDS: “Q507981” (location), “Q19118257”
(person born in 1885), “Q985481” (location), and “Q7914040” (person born in
1930). Thanks to the filter, we observed that most of the candidates belonged to
locations, while the proposed people were born long after the journal publication;
thus, the best candidate should be a NIL, which in fact was the correct prediction.
Despite DBpedia does not support languages such as Finnish, the filter can still
improve the results using only the information regarding named entity categories,
as seen in Table 3. It should be noticed that the filter is not free of errors. In
some cases, the best candidate was positioned at the end of the rankings because
DBpedia’s categories did not match the categories defined for the named entity
type, e.g., the journal “Le Temps”, a product-type named entity, is not classified
as a human work in DBpedia25.

As digital library frameworks tend to provide the top N most probable entities
for a mention in a context, we analysed the performance of the best two EL
approach versions when we provide the top three candidate entities for each
mention. These results are presented in Table 4. The MEL+MC+F method
achieved the best average F-score, which is remarkable considering that the
issues encountered in multilingual historical data can increase the difficulty of

Table 4. F-scores values for the top three candidate entities on the test data sets.

Methods CLEF HIPE 2020 NewsEye

English French German Finnish French German Swedish

MEL+MC+F 0.726 0.691 0.623 0.598 0.706 0.699 0.594

MEL+ML+MC+F 0.710 0.690 0.645 0.566 0.710 0.700 0.605

ML: Multilingualism; MC: Match correction; F: Filter

24 HIPE-data-v1.3-test-en.tsv#L4232-L4234.
25 http://dbpedia.org/page/Le Temps (Paris).

https://github.com/impresso/CLEF-HIPE-2020/blob/master/data/test-v1.3/en/HIPE-data-v1.3-test-en.tsv#L4232-L4234
http://dbpedia.org/page/Le_Temps_(Paris)
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this task. Compared to Tables 2 and 3, the results are at least 14% better than
the top one prediction.

Based on all the previous results, we can observe that our EL approach out-
performed the baseline for both corpora in all languages. Thus, we can conclude
that the proposed techniques partially attenuated the impact of historical data
issues. As well, the proposition of the best candidates can accelerate the work of
librarians and humanities professionals in the analysis of historical documents in
several languages and on different subjects. Finally, despite the recent progress,
the EL for historical data is still a challenging task due to the multiple con-
straints. Examples of these limitations are the lack of annotated training data
and the existence of multiple missing historical entities in the KBs, which can
limit the training of more robust models.

7 Conclusion

Historical documents are essential resources for cultural and historical heritage.
Enriching semantically historical documents, with aspects such as named entity
recognition and entity linking, can improve their analysis and exploitation within
digital libraries. In this work, we investigated a multilingual end-to-end entity
linking system created for processing historical documents and disambiguate
entities in English, Finnish, French, German, and Swedish. Specifically, we make
use of entities embeddings, built from Wikipedia in multiple languages, along
with a neural attention mechanism that analyses context words and candidate
entities embeddings to disambiguate mentions in historical documents.

Additionally, we proposed several techniques to minimise the impact of issues
frequently found in historical data, such as multilingualism and errors related to
OCR systems. As well, we presented a filtering process to improve the linking of
entities. Our evaluation on two historical corpora (CLEF HIPE 2020 and News-
Eye) showed that our methods outperform the baseline and considerably reduce
the impact of historical document issues on different subjects and languages.

There are several potential avenues of research and application. Following
the idea proposed by [7], entity linking in historical documents could be used to
improve the coverage and relevance of historical entities within knowledge bases.
Another perspective would be to adapt our entity linking approach to automat-
ically generate ontologies for historical data. As well, it would be interesting to
use diachronic embeddings to deal with named entities that have changed of
name through the time, such as “Beijing” in English26. Finally, we would like
to improve our post-processing filter by including information from knowledge
bases such as Wikidata or BabelNet [25].

Acknowledgments. This work has been supported by the European Union’s Hori-
zon 2020 research and innovation program under grant 770299 (NewsEye) and 825153
(EMBEDDIA).

26 Google N-grams in English for “Beijing”, “Peking”, and “Pekin” between 1700 and
2008: books.google.com/ngrams/.
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Abstract. Extracting knowledge from ancient palm leaf manuscripts is essential
for historians and other scholars whowould like to access accumulated knowledge
in the ThaiNoi languagemanuscripts. In the absence of ThaiNoi language readers,
computer technologies play an important role in fulfilling this need. This research
aims to apply deep learning approaches to recognize Thai Noi characters written in
palm leaf manuscripts. The experiments were carried out by firstly collecting the
page images of themanuscripts archived in theMuseumofArt andCulture of Loei.
Then the page images were preprocessed by converting to grayscale. To recognize
Thai Noi characters, four convolutional neural networkmodels based on inception
and mobilenet networks namely Inception-v3, Inception-v4, MobileNetV1, and
MobileNetV2 were evaluated. Handwritten Thai Noi characters were segmented
from the grayscale images based on 26 Thai Noi characters. In this process, 100
images of each character were segmented and the whole dataset contained 2,600
images. Two image augmentation methods were applied to increase the amount
of training data. Three experiments were carried out with three different datasets
based on a 10-fold cross-validation design. The results indicate that MobileNetV1
outperformed other models in all experiments with an accuracy rate higher than
90%, while MobileNetV2 showed an interesting performance, which was almost
equivalent to MobileNetV1 in the last experiment.

Keywords: Thai Noi characters · Palm leaf manuscript · Pattern recognition ·
Convolutional neural network · Deep learning

1 Introduction

One type of valuable old documents in Thailand is palm leaf manuscripts, which are
mostly found in the Northern and Northeastern regions of the country. Instead of using
papers, the manuscript pages are dry palm leaves, which are bound together to make
a book. The knowledge is stored in the manuscripts by inscribing and blackening the
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characters. However, due to the condition of dry palm leaves, the manuscripts cannot be
kept for a long time. Since palm leaves are easily cracked and broken, the oldmanuscripts
are commonly protected or used with care. Various types of knowledge have been found
in palm-leaf manuscripts such as Buddhism, medicine, customary law, culture, folklore,
astrology, and folktale [11]. The knowledgewritten in themanuscriptswas still important
for learning and studied by different groups of people such as Buddhist monks, chemists,
historians, librarians, and other researchers. One of the key problems of accessing the
knowledge is that the Thai Noi language is an ancient language, which is no longer used
and only a few scholars can read them.

Many studies have been carried out in prior literature attempting to automate the
recognition of characters in palm leaf manuscripts. These studies are from Asian coun-
tries such as Thailand, India, Cambodia, and Indonesia [7, 8, 10, 11]. Several methods
have been applied to suit the recognition of different languages. In India for example, the
recognition of characters was based on a combination of 3D features of the characters
using inscription [5]. This study detected the pressure used for inscribing the characters
as Z coordinate and combined this feature with X andY coordinates to improve character
recognition. Another research focused on character recognition of the Balinese script in
Indonesia [8]. This study applied feature extraction methods and proper classifiers such
as SVM and kNN that could correctly classify Balinese characters (Fig. 1).

Fig. 1. Local palm leaf manuscripts written in Thai Noi collected from the Museum of Art and
Culture of Loei, Loei Province, Thailand.

In our research, an experiment of Thai Noi character recognition was carried out
based on the data collected from the Museum of Art and Culture of Loei. The images of
palm leafmanuscripts were preprocessed and then the character imageswere segmented,
whichwere used for training and testingwith four Convolutional Neural Network (CNN)
models namely Inception-v3, Inception-v4,MobileNetV1 andMobileNetV2 using a 10-
fold cross-validation design. The data augmentation for training was applied to increase
the amount ofwriting cases. The comparison of test accuracy results from the experiment
among these four models is presented.

2 Related Work

2.1 Character Recognition of Handwritten Palm Leaf Manuscripts

Character recognition of handwritten palm leaf manuscripts has received high attention
in prior research. Most research intended to read the scripts automatically by applying
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different methods to recognize ancient languages written in the manuscripts. A study
of character recognition of Lanna Dharma language in Northern Thailand [6] employed
kNN to classify the characters based on different feature extraction methods. The study
shows satisfactory results with 1D, 2D wavelet transform and region properties feature
extraction for all experimented wavelet functions. Another similar study was carried
out by [8] to recognize Balinese scripts. This study conducted two main experiments;
1) applied kNN and SVM as classifiers together with 29 different schemes of feature
extraction and 2) applied one convolutional neural network model to detect the charac-
ters. The results from these experiments suggested that a combination of NPW-Kirsch
features, HoG features, and Zoning method could achieve 85% accuracy while a CNN
method was slightly lower. However, as a CNN method has been largely improved in
recent years, it has achieved high acceptance in an image recognition field and has been
widely applied for palm leaf manuscripts’ character recognition [7, 9].

2.2 Convolutional Neural Network Models

Deep learning is built on artificial neural networks. This research employed four CNN
models called Inception-v3, Inception-v4, MobileNetV1, and MobileNetV2. The first
version of an Inception model was created in 2014 [1] with the name “GoogleNet” or
Inception-v1. This model is one of the pioneer models that employ a concept of “Incep-
tion block”. The block combines several sizes of convolution filters in the same layer.
By adding a 1× 1 convolution before every 3× 3 and 5× 5 convolutions, the problems
of location variation of information in the images and the overfitting problem caused by
the very deep networks have been resolved. Inception v2–v4 was following year by year
with different improvements. Begin with batch normalization (v2), factorization (v3)
and addition of the whole block topping to v3 structure in the Inception-v4 model [2,
3]. MobileNets are another CNN models that are widely used for image recognition in
different fields of applications [9]. MobileNetV1 was created by another Google team in
2017 [4] with the desire to add deep learning into mobile platforms by reducing the size
of the model using a technique called “Depthwise separable”. After that, MobileNetV2
was introduced in 2018 [12] as an improved version of MobileNetV1. It was built upon
depthwise separable convolution as in version 1, and added a new layer module called
inverted residuals with linear bottlenecks. MobileNetV2 was evaluated and found per-
forming better than MobileNetV1 and other similar models such as ShuffleNet and
NasNet [12].

3 Research Methodology

In this research, an experiment has been designed to compare the performance of four
CNNmodels: Inception-v3, Inception-v4, MobileNetV1, andMobileNetV2. The exper-
iment was carried out in the following steps. Firstly, the data collection was accom-
plished by scanning 140 page images of different local palm leaf manuscripts. The
source manuscripts were from the Museum of Art and Culture of Loei. Secondly, the
collected images were preprocessed by converting to grayscale. Figure 2 shows page
image preprocessing results.
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Fig. 2. An example of a grayscale image converted from the collected page image.

Thirdly, the grayscale images were segmented according to 26 Thai Noi characters.
Figure 3 illustrates 26 characters of Thai Noi language comparing with characters of
the current Thai language. In each row, each Thai Noi character is placed above the
comparable current Thai character.

Fig. 3. A list of 26 characters of Thai Noi language [11].

In this step, 100 images for each character were segmented. For 26 characters, there
were 2,600 images in the dataset. An example of the first Thai Noi character from the
segmentation process is shown in Fig. 4. Fourthly, the augmentation of train datawas pre-
pared for the experiments. Two types of data augmentation,whichwere applied, included
random 0–30 degree rotation and varied brightness. Therefore, the dataset of train data
increased to double for each type of augmentation. Fifthly, the experiments based on
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10-fold cross-validation were carried out with four CNN models namely Inception-v3,
Inception-v4, MobileNetV1, and MobileNetV2.

Fig. 4. Examples of the segmented images of the first character of the Thai Noi language.

4 Results

The research was carried out in three main experiments. Firstly, the dataset, which
contained 2,600 images, was separated into distinctive folders based on a 10-fold cross-
validation design. Each folder comprised 2,340 images for training and 260 images for
testing with four convolutional neural network models. Table 1 shows the results of the
first experiment, which indicates that MobileNetV1 outperformed other models with an
accuracy rate of 91.88% while Inception-v3, Inception-v4, and MobileNetV2 achieved
the accuracy rate of 76.50%, 73.11%, and 66.93% respectively. From the results of
this experiment, two types of augmented data were generated to increase the samples
of training data, which were expected to improve the performance of Inception-v3,
Inception-v4, and MobileNetV2.

In the second experiment, 2,340 augmented images by making random 0-30 degree
rotation were included in the training dataset. Therefore, there were 4,680 images in
the training dataset. The results (Table 2) indicate that MobileNetV1 still outperformed
others with slightly higher performance than the previous one with an accuracy rate
of 92.26%. The performance of Inception-v3 and v4 was similar to the first experi-
ment, while MobileNetV2 worked better with the new dataset. However, Inception-v3’s
accuracy was slightly lower than the prior experiment.

In the third experiment, two types of image augmentation including random 0-30
degree rotation and varied brightness were employed. Each augmentation produced
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Table 1. Accuracy results from the first experiment.

Folder Accuracy

Inception-v3 (%) Inception-v4 (%) MobileNetV1 (%) MobileNetV2 (%)

Fold0 79.23 82.69 95.38 74.62

Fold1 81.92 78.46 94.61 63.46

Fold2 82.30 75.76 96.15 68.85

Fold3 76.53 73.46 94.23 71.54

Fold4 70.38 65.00 88.46 64.23

Fold5 71.53 64.23 88.07 71.92

Fold6 74.61 75.00 91.53 59.23

Fold7 75.00 71.15 86.92 59.62

Fold8 73.84 70.76 91.53 61.20

Fold9 79.61 74.61 91.92 74.62

Average 76.50 73.11 91.88 66.93

Table 2. Accuracy results from the second experiment.

Folder Accuracy

Inception-v3 (%) Inception-v4 (%) MobileNetV1 (%) MobileNetV2 (%)

Fold0 78.07 82.69 96.53 86.92

Fold1 80.76 78.46 95.38 80.00

Fold2 81.92 78.07 93.84 74.62

Fold3 75.38 75.38 95.76 88.07

Fold4 69.61 66.53 86.92 81.92

Fold5 73.46 63.48 87.69 73.07

Fold6 74.23 75.00 91.92 78.46

Fold7 75.76 71.92 90.00 71.92

Fold8 73.46 71.53 92.30 82.69

Fold9 80.76 74.61 92.30 81.54

Average 76.34 73.77 92.26 79.92

2,340 images, which were added to the training dataset. Therefore, the training dataset
including the original images was increased to 7,020 images. The results from this
experiment (Table 3) show that MobileNetV1 and V2 achieved high accuracy with
92.42% and 91.19%. This suggests that MobileNetV2 responded very well with a larger
dataset. Inception-v4 was slightly higher than the prior experiment, while Inception-v3
achieved the lowest performance comparing to the prior two experiments.
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Table 3. Accuracy results from the third experiment.

Folder Accuracy

Inception-v3 (%) Inception-v4 (%) MobileNetV1 (%) MobileNetV2 (%)

Fold0 76.92 81.53 96.15 96.54

Fold1 81.53 77.30 95.38 90.00

Fold2 81.53 78.07 93.07 84.23

Fold3 75.76 75.76 94.61 93.46

Fold4 70.38 65.38 88.84 85.38

Fold5 71.15 66.92 88.07 90.77

Fold6 75.38 73.46 91.92 95.00

Fold7 75.00 71.53 90.76 87.69

Fold8 71.92 72.69 92.30 96.15

Fold9 78.07 76.53 93.07 92.69

Average 75.76 73.92 92.42 91.19

5 Conclusion

The researchers conducted experiments of Thai Noi character recognition written on
ancient palm leaf manuscripts found in the Northeastern part of Thailand. The exper-
iments were carried out with four CNN models namely Inception-v3, Inception-v4,
MobileNetV1, and MobileNetV2. The data were collected by scanning page images of
Loei province’s local palm leaf manuscripts from the Museum of Art and Culture of
Loei. The collected page images were preprocessed by converting them to grayscale.
To train and test the CNN models, the written Thai Noi characters were segmented
from the grayscale images. There were 26 Thai Noi characters. The whole dataset con-
tained 2,600 images (100 images for each character). The CNN models were evaluated
in 3 experiments with the training datasets of 2,340 images, 4680 images (by adding
augmented images using random 0-30 degree rotation), and 7020 images (by adding
augmented images using random 0-30 degree rotation and varied brightness). The 10-
fold cross-validation research design was applied to the experiments. The results show
that MobileNetV1 outperformed Inception-v3, Inception-v4, and MobileNetV2 in all
experiments with more than 90% of accuracy. However, MobileNetV2’s performance
was approximately equivalent to MobileNetV1 in the last experiment, which shows that
MobileNetV2 model responded very well with a larger training dataset with both types
of augmentation. MobileNetV1 achieves acceptable performance for future implemen-
tation of character detection and MobileNetV2 should be evaluated further to ensure its
performance.
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Abstract. In this paper, the authors propose an “unchiku generation mechanism”
they have developed to create deep rhetorical structures (narrative discourses) in
a narrative. The system uses a mechanism that can generate unchiku, which refers
to the detailed and excessive knowledge regarding a specific object, theme, or
topic. In particular, the attribute information of each noun concept is automati-
cally extracted from the Japanese Wikipedia and stored in the noun conceptual
dictionary of an integrated narrative generation system. The proposed genera-
tion mechanism enables the generation of unchiku information related to various
objects and topics by inserting parts of the extracted unchiku knowledge con-
tent into various points in the story created by the integrated narrative generation
system. The attribute information related to Kabuki is derived from the Japanese
Wikipedia and utilized by the formulated unchiku generation mechanism.

Keywords: Unchiku · Explanation · Narrative discourse · Narrative generation

1 Introduction

In this paper, unchiku generation is proposed as a rhetorical technique for studying
narrative generation systems. The word unchiku is a Japanese term that refers to the
deep knowledge and detailed description of any matter. As opposed to the formulation
of simple explanations, the proposed method is an approach for developing knowl-
edge presented in a narrative form [1, 2]. By processing the knowledge database into a
narrative, it can be presented in a more comprehensible or impressive manner.

A deep accumulation of knowledge in a certain field is referred to as possession;
however, it has been recently associated with interesting nuances. Moreover, various
narratives have been presented—from full-fledged stories to humorous accounts.

For example, Victor Hugo [3] described an underpass in Paris in an entire chapter
of his book, Les Misérables. The Overcoat, written by Gogol [4], is prefaced by a
description of a tailor visited by the main character who says: “I will be forced to intro-
duce Petrovich here.” In Japan, Shiba’s historical novels [5] are famous for explanations
beginningwith the word “aside.” In Japanese, the phrase “unchikuwo katamukeru” orig-
inallymeans “deeply accumulated knowledge.” Presently, however, it has ameaning like

© Springer Nature Switzerland AG 2020
E. Ishita et al. (Eds.): ICADL 2020, LNCS 12504, pp. 240–247, 2020.
https://doi.org/10.1007/978-3-030-64452-9_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64452-9_21&domain=pdf
https://doi.org/10.1007/978-3-030-64452-9_21


Unchiku Generation Using Narrative Explanation Mechanism 241

trivia. In human conversations, explaining word meanings naturally occurs because the
information is necessary to shape the characters of a story.

Regardless of whether the discourse is treated seriously or otherwise in a story, it
is an excess that is unnecessary for the eventual progression of the story. However, the
story does not simply involve information required for the progression of the story line;
the excess or deviation interfering with the rapid progression from the viewpoint of
the story line also contains valuable details. In the classification of Genette’s narrative
discourse [6] (systematically organized by [7]), such a technique is employed for halting
the time progress of a story and is termed an “explanation” or “description,” which is
afforded as a concrete example. The explanation is the development of events in the story,
including the objects that appear in the story (e.g., characters, stage (place), concrete
objects, abstract objects, and their relationship). That is, apart from itself, the story
speaks through other descriptions (sometimes explanations and depictions are made
through conversations during the development of events); hence, the statements made
are a type of explanation.

In this study, we develop unchiku generation system using a narrative generation
system [8] was developed based on the foundations of narrative theory, literary theory,
and systematic thoughts and philosophies.

2 Unchiku Generation Mechanism

2.1 Input and Output

The input–output relationship of the story generationmechanism is shown in Fig. 1. This
mechanism accepts a single-story tree as input, creates relationship using the relationship
generation mechanism, and outputs the story tree in which the generated citation is
inserted.

Fig. 1. Relationship between input and output

Here, a story tree refers to a tree structure that expresses the deep layout of a story;
events are structured hierarchically. The partial data used in the generation example
discussed in Sect. 3 are shown in Fig. 2. This story is generated using the integrated
story generation system, and the names of the characters was replaced by the characters
from Osamu Tezuka’s “Black Jack” [9]. If only the events are extracted in this story
tree and described in a fixed form sentence, the following will be obtained: “Hazama
Kagemitsu goes out to Narita City; Hazama Kagemitsu picks tobacco (leaf) in Narita
City; Pinoko bans Hazama Kuroo from going out (in Narita City); Pinoko asks Hazama
Kuroo (in Narita City) to do an errand (get out of the temple).”



242 J. Ono and T. Ogata

Fig. 2. Example of input

2.2 Conceptual Dictionary

In the integrated narrative generation system, the linguistic expression of the story is not
directly created. The conceptual structure is first generated as a hierarchical framework
of events having a case structure. This is themost important part that defines the structure
and knowledge content of stories and discourses. A conceptual dictionary is a systematic
dictionary that provides semantic information to individual elements in the events within
these conceptual structures [10].

Conceptual dictionaries are illustrated in Fig. 3. The conceptual dictionary has a
hierarchical structure that systematically stores noun concepts and verb concepts. Inter-
mediate concepts represent verb and noun categories, and terminal concepts correspond
to specific elements that appear in the story.

Noun conceptual
dictionary Noun

Physical Abstract

Subject Location Object

…
Man

Boy

Fruit

Apple

…

dwelling

…

House

Human …
Food

…

Verb conceptual
dictionary

Verb-concept <eat>
(sentence-pattern “N1 eat N2”)

((case-frame ((agent N1) (object N2) …))
(constraint N1:(human …)

N2:(food …))))

Event

Action State …

Physical-action Mental-action

Body-motion …

Fig. 3. Hierarchical structures of a verb conceptual dictionary and a noun conceptual dictionary
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The noun concept dictionary is directly related to the generation mechanism. Ele-
ments created in a story generation are noun concepts, which is further classified into
common and proper noun concepts (e.g., “volcano” and “Mt. Fuji,” respectively). The
information necessary for an explanation (accumulation) must be stored (or linked) in
the general and proper noun concepts; in this study, this information is called attribute
information.

2.3 Data for Unchiku Generation

The terminal concept in the noun concept dictionary must store concrete values related
to the characteristics and properties. These values are called attributes or attribute infor-
mation. The attribute information is described in a structured frame format; hence, it is
occasionally referred to as an attribute frame. A specific person, object, place, and time
appearing in the story are associated with a particular terminal concept in the noun con-
cept dictionary; however, instances are generated from the class concept. For example,
a character may correspond to the noun concept as a “male” class; however, the actual
figure has information such as “the name of Taro, he is the male, he lives Japan.” There-
fore, the attribute is categorized into a class and an instance, each containing attribute
information. The proper noun above corresponds to a part of the noun concept as an
instance. For example, “(model and actress) Mizuki Yamamoto” in the class “woman”
is an instance; however, in the concept dictionary, the attribute informationmust be stored
in the (general) noun concept as a class and in the proper noun concept as an instance.
As for the noun concept, the state that changes according to time must be recorded as
the attribute information. In this study, the general noun concept and instance (proper
noun) attribute information must be used for the explanation. As described in a later
section, the material in this study includes the current Kabuki actor Ichikawa Ebizō XI
and related information.

The survey that was implemented by the authors of this study indicated that the
Wikipedia article on Kabuki was defective and insufficient to be the “starting point for
systematically collecting, accumulating, and utilizing the knowledge of Kabuki.” For
example, about Tsuruya Nanboku IV in the Edo period, which is one of the greatest
periods for Kabuki writers and has a significant value among Japanese story writers,
the information in Wikipedia is insufficient. The amount and quality of information are
deficient and hence elaborations cannot be made. Accordingly, the use of other Kabuki
encyclopedias was considered; however, the authors of this study could not proceed
because of copyright issues. A search in Wikipedia for other Kabuki items that have
a certain amount of description reveals limited information other than that reported by
Ichikawa Ebizō XI who is regarded as a contemporary Kabuki actor, entertainer, and
TV star. The current Japanese Wikipedia writers have a considerable (nerd-like) interest
in new entertainers and TV stars. Therefore, they wrote information about entertainers
such as Ichikawa Ebizō XI.

This study focuses on Kabuki because it is linked to our previous studies [11–13].
Moreover, it is deemed essential to organize knowledge regarding Kabuki because it is
a part of the Japanese cultural heritage.
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3 Implementation and Result

For the noun that appears in the scene, the system inserts an unchiku; the scene referred
to herein is the part of the story categorized based on location. For example, in the first
scene, “Narita City” in the input example of Fig. 2 is the location, and in the second
scene, “Hazama Kagemitsu picks tobacco (leaf) in Narita City” is the event.

The topic changes each time the mechanism generates an unchiku. The unchiku
mechanism employs two steps. First, after inserting extensive knowledge of any element
in the story, the co-occurring information is used to relate the Kabuki to the topic.
Thereafter, according to the theory of Maynard [14], the topic transition is based on
three types of theme development: the heterogeneous theme, the same theme, and the
derivative theme. In this study, theme development is used. The methods are movements
in the conceptual dictionary.

Here, the unchiku generation mechanism was implemented using Common LISP.
The system interacts with the user based on the character user interface. Excluding data,
the system is comprised of approximately 20 functions.

Figure 5 and Fig. 6 show the generation results, and the input is the story tree shown
in Fig. 1. A pause in the legal rhetoric of description and explanation was previously
tested in the integrated narrative generation system; the results of this study make it
possible to extend such a pause. However, the profound knowledge generated does not
seem to have any significant relevance to each topic. The generation of information was
unintentional and broke the coherence of the sentence.

Fig. 4. Flow of unchiku generation

In this study, the experiment was first conducted using information from Ichikawa
Ebizō XI. The information is considerably related to the keyword “Narita City” in the
sample input story in this study.
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Fig. 5. Example of generated story consisting of unchikus (Ichikawa Ebizō XI)

Examples of high co-occurrence relationships are shown in Fig. 5. The co-occurrence
relationship between Narita City and Ichikawa Ebizō XI is rated 0.4.

Ichikawa Ebizō’s “Yagō” is “Naritaya.” Yagō means another name for each family
of Kabuki, such as Ichikawa family and Onoe family. “Naritaya,” which is Ichikawa
family’s Yagō, is related to Narita City.

Examples of low co-occurrence relationships are shown in Fig. 6. There is no co-
occurrence between Narita City and Matsumoto Kōshirō X. However, there is a slight
co-occurrence between Ichikawa Ebizō XI and Matsumoto Kōshirō X because of their
blood relationship.

Fig. 6. Example of generated story consisting of unchikus (Matsumoto Kōshirō X)
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4 Conclusion

In this study, the proposed unchiku generation mechanism for an integrated narrative
generation system was implemented. The unchiku generation of was initiated only by a
direct stimulation; however, it was more efficient to use the associative method. Further-
more, the amount of information on Kabuki in the Japanese version of Wikipedia was
not substantial. In the future, we will study and solve these problems and incorporate
them into the integrated story generation system.

In the present study, the words that appeared in the story were used as stimuli to gen-
erate the conversation. However, in the future, the noun concept and attribute frame from
direct relationships will not be referred to. The aim will be to generate an explanation
that is not directly related to the story by usingmore indirect relationships (associations).
Therefore, the articles collected at this time, the created attribute frames, and the Kabuki
information that will be collected in the future will be stored in the concept dictionary
of the integrated story generation system. Additionally, the co-occurrence relationships
among the concepts and the relationships in the systematic structure of the dictionary
are stored.

The Japanese version of Wikipedia was employed for the generation mechanism;
however, specialized information in terms of the number of articles and content regarding
Kabuki is limited. Furthermore, because of copyright issues, only the JapaneseWikipedia
was used as reference material; solutions to problems with available reference materials
will be required in the future.
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Abstract. Although Kabuki-danceKyōganokoMusumeDōjōji is a type of sequel
to the original Dōjōji legend, it has been performed by several excellent onnagata
actors since the Edo era as a masterpiece that has original content beyond the orig-
inal legends. Referring to the analysis of Kyōganoko Musume Dōjōji by Tamotsu
Watanabe, this study aims to analyze in detail its “stage performance structures”
that include characters, background (stage setting),music (instruments,musicians,
and genres), poetry, prose, speech, and core conceptual themes of scenes as the
main elements. Furthermore, using a system called KOSERUBE, that the authors
have developed, as an animation tool for a narrative generation system, this study
builds its stage performance structures as an easy visual image. The future goal of
the application of the system as a representation method for narrative generation
systems, computer games, and automatic generation content, among others.

Keywords: Kabuki · Kyōganoko musume dōjōji · Narrative generation · Stage
performance structure

1 Introduction

Kabuki is a Japanese cultural heritage. We chose Kabuki because we thought it would
lead to the maintenance and inheritance of cultural heritage.

Kabuki is a genre of performing arts that originated in Shijō-gawara, Kyōto, by a
female entertainer called Izumo noOkuni around 1600 (the beginning of the Edo period).
Although initially performed by all-female troupes (On’na Kabuki or women’s Kabuki),
because of the Edo shogunate’s oppression it transformed to an all-male art or drama
(YarōKabuki), and the tradition has continued to the present day. The vital characteristics
of Kabuki are its synthesis and comprehensiveness. In other words, Kabuki is a kind
of comprehensive art form that combines performing arts, drama, dance, and music
(performance, song, and narration), and the stories performed in Kabuki are based on
and incorporate several traditional Japanese stories, literature, history, and characters
(this paragraph is a summary of Sect. 3 in [1]).
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In recent years, in Kabuki, there have been several stages using “Hatsune Miku” and
computer graphics. “Hatsune Miku” is a vocal sound source compatible with the voice
synthesis system, “Vocaloid.” One can sing by entering themelody and lyrics. Therefore,
there are several studies that introduced computer graphics in Kabuki. For example, Oda
and Genda research characteristics motion in Kabuki using motion chaputer system [2].
Omoto et al. create a model of Minamiza in Kyōto (Minamiza is a traditional Kabuki
theatre) [3].

In addition, there is a study comparing Western dance, the ballet La sylphide, and
the Japanese dance of Kyōganoko Musume Dōjōji to approach creative dance [4]. That
research focused below. This research focuses on “Furi” (swing), mainly analyzing small
movements such as walking and hand expressions. However, our research is different.
The purpose of this research is to understand the stage structure in detail and reproduce
the entire stage. Further, we aim to incorporate Kabuki in automatic story generation.
The purpose is to visualize the entire stage. Therefore, only the dance of Kyōganoko
Musume Dōjōji was analyzed. Moreover, the dance part is simple. This system does not
require the precise movements of the dance to be reproduced.

The authors of this paper have conducted a series of studies on Kabuki as a story
generation system. Ogata [5, 6] investigated and analyzed several of the elements that
comprise Kabuki and developed a system that simulates the interplay of stories. Ini-
tially, the authors proposed an approach to configure the stage performance structure
of Kyōganoko Musume Dōjōji by adding elements to the analysis table presented by
Watanabe [7]. This table focused on the performance aspects of the Kabuki-dance with
the subject of Kyōganoko Musume Dōjōji as one key person. Hence, Kawai and Ogata
[8] made certain corrections and additions. Specifically, in his table, Watanabe [7] pre-
sented “Kokoro” (core conceptual theme), “Furi” (performance), “Kashi” (music genre),
“Ishō” (costumes), “Kodougu” (props), and “Nikutai no point” (focal point in the dance).
Kawai added “Hito” (character), “Gakki” (musical instrument), and “Bamen” (scene) to
Watanabe’s table, and described the lyrics in “Kashi.” This analysis was performed by
observing the video material of Kyōganoko Musume Dōjōji by Tamasaburō Bandō [9].
Additionally, each part was subdivided to correspond with the change from one scene
to the next. Furthermore, Kawai and Ogata [10] used a system called KOSERUBE [11]
partially reproduced the visual image of the stage performance structure of Kyōganoko
Musume Dōjōji.

In this study, based on the results by Kawai and Ogata [10], we attempted to visu-
ally reproduce the stage performance structure of Kyōganoko Musume Dōjōji using the
KOSERUBE and added auditory elements.

2 Visualization of Stage Performance Structure of Kyōganoko
Musume Dōjōji

2.1 Overview of the KOSERUBE

Figure 1 presents an overview of the KOSERUBE architecture. The system comprises
two parts: a narrative generation module and a user interface. Each part is implemented
using Common Lisp and HSP, respectively, and connected via input and output files.
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User
Interface

Part 
(HSP)

Command 
File

Setting

Narrative Generation Part (Common Lisp)

Story Grammar

Script

Discourse Techniques

Natural Language
Generation

Music Generation

Natural 
Language
Text

Music

Write Command Picture Data 
Base

Story

Discourse

Display

speaker

Fig. 1. The configuration of KOSERUBE

The narrative generation is executed as the structural operation in the story, discourse,
and expression. Each process is performed by the three main functional components:
conceptual dictionaries, story techniques, discourse techniques and control modules.
The conceptual dictionaries provide semantic definitions for the components of an event,
which is a fundamental element in narrative. The story techniques operate to build a story
structure. The discourse techniques are generative rules to transform parts of a story
structure. The control modules manage the entire generation process. Above conceptual
dictionaries and above mechanisms are an integrated narrative generation [12–14]. The
detailed description is illustrated by Ogata [12–14].

The KOSERUBEmainly uses above dictionaries and mechanisms. The difference is
story techniques and a music mechanism. The central technique for the story generation
phase is the Propp-based story grammar [15]. Themusicmechanism—although it adopts
an original method—is fundamentally based on the music mechanism in the integrated
narrative generation system [12–14].

The marked part (Fig. 1) is modified to reproduce the stage performance structure
with people, background (stage equipment), music (instrument and performer), verse,
and dance. In the command file, the chapters on the dance to be displayed, the reproduc-
tion timing of music, the switching of the background image enclosed with the picture
database, and so on are described; animation control is described later.

2.2 Making a Stage Performance Structure

This study is based on a detailed analysis table of “stage performance structure,” which
is based on the analysis by Watanabe [7], a researcher and critic of modern Kabuki.
Table 1 is part of the analysis table. This table has, as itsmain components, the characters,
backgrounds (stage devices), music (instruments, performers, and genres), verses and
lines, and the principal conceptual theme of each scene.

In the KOSERUBE, the words of the dance were entered in the text data and were
displayed; the background and the personwere displayed as images.At the back,Nagauta
singers and instrumentalists lined up in the same manner as they would on the actual
stage. The person singing and performing in each scene was indicated by an arrow, and
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Table 1. An example of stage performance structure (“Dance of Chūkei” part)

a spotlight was applied to yield a visually recognizable expression. Additionally, the
movement of the dance of Shirabyōshi Hanako was simply expressed.

Figure 2 depicts a screenshot of the dance of Chūkei (corresponding to Table 1).
This illustrates the actual movement on the stage. In the actual stage, the actor moves
his hand up and down on the spot. The objective of this research is not to pursue realistic
human movements and to express them, but to visually reproduce the stage performance
structure. Therefore, the dance is simplified in the KOSERBE.

In the KOSERUBE, the actual movement was simply expressed according to the
code. In Fig. 2, the command “mov” is used. “mov, 11, v, -50, -25” represents move,
character ID, vertical, movement distance, and speed, respectively from the left. In
the first line of Fig. 2, the Shirabyōshi Hanako is moved vertically at a distance of
50 and a speed of 25 (The Shirabyōshi Hanako moves up from the current coordinates.
Positive values move the Shirabyōshi Hanako downwards.). Overall, it implies bouncing
Shirabyōshi Hanako three times.
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Code Animation

mov,11,v,-50,-25 
mov,11,v,50,25
mov,11,v,-50,-25 
mov,11,v,50,25
mov,11,v,-50,-25 
mov,11,v,50,25

Fig. 2. An example of visualized stage performance structure

3 Expansion of Auditory Elements Introduction

In this paper, the KOSERUBE was expanded to include auditory elements, which were
added from amusic score titledMusic and Sound in Kabuki. Haikawa [16] explains from
debayashi (Nagauta) to sound effects in Kabuki.

This system used a music sequencer called “text music Sakura” (https://sakuramml.
com/, last accessed on July 9, 2020). This tool can be used to compose and edit music
by simply typing the notes (C, D, E, etc.) in text form. In the KOSERUBE, the auditory
element is played along with an animation.

In addition, we created music using a free composer called “Wagakuhitosuji” by
referring to the score in Shamisen Bunkahu Nagauta Kyōganoko Musume Dōjōji by
Kineie [17]. Unlike several composer tools, “Wagakuhitosuji” corresponds to the scale
of Japanese music, rather than Western music, and allows composition on shamisen
notation.

4 Conclusion

On KOSERUBE, the stage, dancers, and performers of the actual Kyōganoko Musume
Dōjōji were reproduced. In addition, a part of the scene was excerpted, and a simple
dance was reproduced. Although we anticipate that this system could be applied to
the automatic generation of content, the main goal is to generate the standard story of
Chapter 1 in the integrated narrative generation system [12–14], under development.

The authors’ study of Kabuki story generation is a concept that comprehensively
examines the structure, methods, and techniques of the story in Kabuki. Chapter 2 in [13,
14] presents a comprehensive summary of the latest results. The “integrated approach
to story generation” [13, 14] includes an integrated narrative generation system, an
entertainment information system, post narratology as a theory, and a multiple story
structure model, Kabuki. Its comprehensiveness (breadth) and thoroughness (depth)
makes it the center of the story generation method, not simply one of several story
genres [13].

https://sakuramml.com/
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Moreover, because this study is targeted at one genre of Kabuki called Kabuki-
dance, multiple lines are not involved; it is stylistic, not realistic. Therefore, the analysis
of the stage performance structure evaluated here is limited to the stage performance
structure of the genre of Kabuki-dance. However, the structure is fundamentally the
same as that of other genres in Kabuki, especially Kabuki Kyōgen plays that mainly use
dialogue. Future work will focus on extending and developing this solution into a more
comprehensive description format of the Kabuki stage performance structure, whilst
retaining Watanabe’s aim and intention to express the complex and multiple personality
of the principal person. In addition, we anticipate that the proposed system will be used
as the basis for the stage performance structure of Kabuki, and has the potential be
adopted in other genres such as commercials and computer games.

Acknowledgment. The research for this chapter was supported by the Japan Society for the
Promotion of Science (JSPS KAKENHI), Grant No. 18K18509.
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“KyōganokoMusumeDōjōji”. In: Proceedings of the 34thAnnual Conference of the Japanese
Society forArtificial Intelligence, 3D1-OS-22a-04. Japanese Society ofArtificial Intelligence,
Tokyo (2020)

11. Akimoto, T., et al.: Development of a generation/expression system of narratives in the style
of a folk tale, KOSERUBE version 1. Trans. Jpn. Soc. Artif. Intell. 28(5), 442–456 (2013)

12. Ogata, T.: A computational, cognitive, and narratological approach to narrative generation.
In: Ogata, T., Akimoto, T. (eds.) Post-narratology Through Computational and Cognitive
Approaches, pp. 1–84. Information Science Reference (IGI Global), Hershey (2019)



254 M. Kawai et al.

13. Ogata, T.: Toward an Integrated Approach to Narrative Generation: Emerging Research and
Opportunities. Information Science Reference (IGI Global), Hershey (2020)

14. Ogata, T.: Internal and External Narrative Generation Based on Post-Narratology: Emerging
Research and Opportunities. Information Science Reference (IGI Global), Hershey (2020)

15. Imabuchi, S., Ogata, T.: A story generation system based on Propp theory: as a mechanism in
an integrated narrative generation system. In: Isahara, H., Kanzaki, K. (eds.) JapTAL 2012.
LNCS (LNAI), vol. 7614, pp. 312–321. Springer, Heidelberg (2012). https://doi.org/10.1007/
978-3-642-33983-7_31

16. Haikawa, M.: Music and Sound in Kabuki. Ongakunotomosha, Tokyo (2016)
17. Kineie, Y.: Syamisenbunkahu nagautaKyōganokoMusumeDōjōji. Hogakusha, Tokyo (1952)
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Abstract. Ukiyo-e culture has endured throughout Japanese art history to this
day. With its high artistic value, ukiyo-e remains an important part of art history.
Possibly more than one million ukiyo-e prints have been collected by institutions
and individuals worldwide. Many public ukiyo-e databases of various scales have
been created in different languages. The sharing of ukiyo-e culture could advance
to a new stage if the information from all the databases could be shared without
differences in information. However, understanding different languages in differ-
ent databases, redundant data, missing data, uncertain data, and inconsistent data
are all barriers to knowledge discovery in each database. Therefore, this paper uses
Ukiyo-e Portal Database [1] prints that were released from the Art Research Cen-
ter (ARC) of Ritsumeikan University as examples, explains the challenges that are
currently solvable, and proposes a multi-source artwork information embedding
framework for multimodal and multilingual retrieval.

Keywords: Cross-modal embedding ·Multi-source data processing ·
Cross-lingual keyword retrieval

1 Introduction

The Ukiyo-e Portal Database includes information on ukiyo-e prints owned by Rit-
sumeikan University and provides portal services to retrieve ukiyo-e prints from other
institutions or holders collaborating with the ARC. There are more than 177,113 ukiyo-e
prints retrievable from the ARC Ukiyo-e Portal Database and 19,858 Ritsumeikan Uni-
versity ukiyo-e prints retrievable from ARC Japanese Woodblocks Prints [2]. Figure 1
shows the top five institutional databases in the ARC Ukiyo-e Portal Database with the
highest number of records. Many of the records are from the databases of the Museum
of Fine Arts, Boston and the Trustees of the British Museum. Many records do not have
multilingual information; therefore, it is difficult to retrieve these records inmultiple lan-
guages. Moreover, the Japanese titles of many records are represented by early modern
Japanese that is difficult to split into words for semantic analysis.

© Springer Nature Switzerland AG 2020
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Fig. 1. Institutional databases with highest number of records.

Moreover, some records in the same databasemight havemissing textual metadata or
images, hindering information sharing and connection to the international community.
In our previous research [3], we utilized a character segmentation method of extracting
single characters from seals, and we proposed a method of retrieving ancient characters
from seals extracted from ukiyo-e prints. If more information can be captured from an
image, it will greatly improve retrieval results. Therefore, we propose an embedding
framework that uses a combination of new technologies to implement cross-lingual,
cross-modal retrieval inmulti-source ukiyo-e records. This paper is organized as follows:
1) introducing the embedding framework of our cross-lingual and cross-modal ukiyo-e
retrieval system, 2) introducing preliminary experimental results and demonstration at
the present stage, 3) introducing a word2vec model for Japanese ukiyo-e retrieval, and
4) introducing our future plans.

2 Related Work

In the last few decades, there has been a growing interest in utilizing information tech-
nology to represent and preserve cultural heritage digitally [4–6]. Given the regional
characteristics and historical backgrounds of art, digital resources need to be properly
“linked” to bridge the gap between different languages. Nowadays, images are often
embeddedwith additional features used formany different recommendation and retrieval
tasks (e.g., embedding items in a low-dimensional space to calculate item similarities)
[7]. Unlike movies or products, digital recommendations and retrievals for artwork is
rare. A relative representation of a piece of art’s record can provide a good base for
identifying records, aligning records, giving recommendations, retrieving information
and artwork, and so on.
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3 Methodology

Figure 2 shows the structure of our framework.

Fig. 2. Our proposed framework.

We describe our approach ➀–➅ in the following sections. In Sect. 3.1, we discuss
data collection and processing ➀. In Sect. 3.2, we discuss textual metadata processing
➁➂. In Sect. 3.3, we discuss image processing ➃➄ (see Fig. 2). In Sect. 3.4, we discuss
cross-modal embedding ➅ and methods of optimizing retrieval results.

3.1 Data Preprocessing

We used the works of five famous ukiyo-e artists who were introduced in a Google
article1 to demonstrate our framework. The data we collected was from the ARCUkiyo-
e Portal Database and WikiArt. Table 1 shows the English representation of the seven
artists’ names in the article and the common Japanese representations. Since the ukiyo-e
artists’ names can be expressed multiple ways, we also show the entity id of Wikidata
(see “also known as”) to check for other representations of their names. The table also
shows the number of records that can be retrieved from both databases. From the ARC
Ukiyo-e Portal Database, we extracted 1,375 public records cited by a famous ukiyo-e
retrievalwebsite, ukiyo-e.org.We also extracted all 1,998 related records (623 items from
Wikidata in Table 1) as examples in this paper. To provide more complete information
on both databases, the collected items include the work’s title, the artist’s name(s), the
image, links, etc. The embedded textual metadata includes the artist’s name(s) and the
work’s title.

1 Google, The Ukiyo-e Artists You Need To Know, https://artsandculture.google.com/story/the-
ukiyo-e-artists-you-need-to-know/BQKC6o0k2oBRLA.

https://artsandculture.google.com/story/the-ukiyo-e-artists-you-need-to-know/BQKC6o0k2oBRLA
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Table 1. Artists and their work used in demonstrations.

3.2 Textual Metadata Embedding

Both the names of the artists and the titles of the ukiyo-e prints are very uniform in
different databases. This also greatly affects retrieval results.

Figure 3 shows the representation of the artists’ names in different languages. To
project different representations into appropriate spaces, we extracted the features of the
textual data using amultilingual Bidirectional EncoderRepresentations fromTransform-
ers (BERT) [8] pre-trained model and projected the English vectors into representations
close to the Japanese representation space.

Fig. 3. Representation of names in different linguistic spaces.

The multilingual BERT pre-trained model released by Devlin et al. (2018) [9] uses
a pre-trained single-language model of 104 languages and effectively performs a zero-
shot cross-lingual model transfer. Figure 4 is a visualization of the vector representation
of artists’ names and ukiyo-e print titles in each language extracted by multilingual
BERT in a UniformManifold Approximation and Projection space. Titles with the same
semantic meaning exhibit a correspondence distribution in the space.
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Fig. 4. Representation of textual metadata extracted using multilingual BERT.

However, we know that the vector distance between words in the same language is
very close. To project words with similar semantics in different languages to the closest
position, we used the method [10] by Liu et al. to find language-specific representations
and shift the representation from English to Japanese.

3.3 Image Embedding

We utilized the VGG19 pre-trained model trained by ImageNet as an image feature
extractor, and we resized all the images with RGB channels to 224 × 224. We used the
autoencoder to compress the features to a size equal in length to the text vector. In future
work, we will train an end-to-end embedding model with a new structure.

3.4 Improving Retrieval Performance

At this stage, we analyzed our collected data and connected the text vectors to image
vectors. We used the PySparNN [11] by Facebook to retrieve the vectors. To expand
textual queries, if they contained Japanese words, we used them for semantic expansion
to recommendmore extended results to users. Here, we used the word2vecmodel trained
by all the Japanese Wikipedia articles. We used the Ukiyo-e Terminology Dictionary,
the Dictionary of Japanese Personal Names, and the Dictionary of Ancient Japanese
Geographical Names to create a user dictionary and optimize the tokenization of training
data. Table 2 shows Japanese word similarities foundwhen using our retrainedword2vec
model2.

4 Evaluation

We developed a simple demonstration system for our method. The algorithm imple-
mentation is available on GitHub3 as a reference. Table 3 shows some of the retrieval
results. Since we included Chinese in our dataset, the results also show possible cross-
language retrieval of Chinese using multilingual BERT. These few examples show
that the extracted features performed well in multilingual and multimodal information
matching, thereby achieving our aims and setting the foundations for future work.

2 Github: https://github.com/timcanby/Japanese_word2vec_pretrain_model.
3 Github: https://github.com/timcanby/simple_demoForMAWukiyoeSys.

https://github.com/timcanby/Japanese_word2vec_pretrain_model
https://github.com/timcanby/simple_demoForMAWukiyoeSys
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Table 2. Examples of word similarities using word2vec model.

Table 3. Examples of retrieval results.

5 Conclusion and Future Work

In thiswork,we analyzedukiyo-e records from twodifferent languagedatabases and their
multimodal representations using different embedding approaches. In future work, we
will investigate how tomapmultilingual andmultimodal information in a suitable space.
We will also develop an end-to-end embedding model and consider using a knowledge
graph to represent metadata.
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Abstract. Providing multilingual metadata records for digital objects
is a way expanding access to digital cultural collections. Recent advance-
ments in deep learning techniques have made machine translation (MT)
more accurate. Therefore, we evaluate the performance of three well-
known MT systems (i.e., Google Translate, Microsoft Translator, and
DeepL Translator) in translating metadata records of ukiyo-e images
from Japanese to English. We evaluate the quality of their translations
with an automatic evaluation metric BLEU. The evaluation results show
that DeepL Translator is better at translating ukiyo-e metadata records
than Google Translate or Microsoft Translator, with Microsoft Transla-
tor performing the worst.

Keywords: Machine translation evaluation · Metadata translation ·
Ukiyo-e · Japanese-English

1 Introduction

Metadata records are used to describe digital objects in museums, libraries,
and archives; they consist of several descriptive metadata elements (e.g., title,
artist, etc.). These metadata records provide information on digital objects and
assist people in searching for and locating them. Most objects in digital cultural
collections in particular are images or videos (e.g., images of paintings and old
books) instead of textual materials, so they cannot be searched for through the
content of digital objects.

One way of expanding access to digital cultural collections is to translate
descriptions in metadata records into different languages. Bilingual or multilin-
gual metadata records can help reduce the language barriers between digital
objects and people who do not understand the objects’ original languages.

Most translations of metadata records in digital libraries or museums are done
by professional translators. However, manually translating metadata records
is costly and time-consuming. As machine translation (MT) technologies have
c© Springer Nature Switzerland AG 2020
E. Ishita et al. (Eds.): ICADL 2020, LNCS 12504, pp. 262–268, 2020.
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advanced, some research [1,13] has translated metadata records by combining
translation outputs from multiple MT systems. However, MT-generated trans-
lations of metadata records should be used very carefully since the translation
quality is critical. Thus, it is necessary to evaluate how MT performs with meta-
data records.

Ukiyo-e is known worldwide as a traditional Japanese art that flourished
in the Edo period (1603–1868). Nowadays, many ukiyo-e prints have been digi-
tized and exhibited on the internet with metadata descriptions (e.g., title, artist,
production date, etc.). Thus, in this paper, we translated ukiyo-e metadata
records from Japanese to English with Google Translate [5], Microsoft Trans-
lator [11], and DeepL Translator [3] to evaluate how these three well-known MT
systems perform when translating the metadata records of ukiyo-e images. We
evaluated the quality of these translations with bilingual evaluation understudy
(BLEU) [12], a widely used automatic MT evaluation metric.

2 Related Work

MT evaluation is an important task in the field of natural language processing
that has been studied extensively [6–8,12]. There are also some MT evaluation
campaigns, such as WMT, IWSLT, and WAT. In these MT evaluation cam-
paigns, the most common method of comparison is to compare the translation
results of MT systems with human reference translations, then, calculate quality
scores with an automatic evaluation metric such as BLEU [12], METEOR [8],
or TER [14]. However, these evaluation metrics are mainly employed to evalu-
ate how MT systems translate news texts, biomedical documents, or scientific
papers.

The studies in closest relation to our work are presented in [1,2]. They inves-
tigated how MT systems perform in translating metadata records from English
to Chinese and Spanish. They also employed manual human evaluation measures
such as fluency and adequacy [9] to evaluate the quality of translated metadata
records. However, we examine how MT systems perform in translating metadata
records from Japanese to English and evaluate the translation quality with an
automatic evaluation metric.

3 Evaluation Workflow

This section introduces our evaluation process, which consists of three steps: 1)
preparing metadata records, 2) translating metadata records using three online
MT systems, and 3) automatically evaluating the quality of the translation
results.

3.1 Preparing Metadata Records

Our evaluation dataset contains 133 Japanese ukiyo-e titles and their English
translation references.
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Ukiyo-e Metadata Records in Japanese. We collected the Japanese meta-
data records of ukiyo-e images from the Edo-Tokyo Museum [4]. Each metadata
record consists of 5 metadata elements (i.e., title, artist, series name, production
date, and dimensions). We only selected the titles to evaluate the MT systems
because titles summarize the contents of ukiyo-e images, which can better help
people understand ukiyo-e than other elements. Moreover, using MT for ukiyo-
e titles is challenging because the titles usually contain named entities (e.g.,
places, people, etc.) and the titles are in old Japanese, which is more difficult to
translate than modern Japanese (see Table 1).

Translation References. To automatically evaluate MT results, we collected
human reference translations of ukiyo-e titles. Many museums in western coun-
tries have the copies that were printed from the same ukiyo-e woodblocks and
digitized them with metadata in their native languages (e.g., English), so iden-
tical ukiyo-e objects exist in different digital collections with metadata in differ-
ent languages. For the Japanese metadata records collected from the Edo-Tokyo
Museum, we obtained their corresponding English titles from the Metropolitan
Museum of Art [10] by using an ukiyo-e search system based on image similari-
ties [15], which finds identical ukiyo-e images across different digital collections.
The English titles we obtained were used as reference translations. To ensure
the quality of reference translations, we manually examined the English titles
and removed titles of poor quality (e.g., inadequate translations). In the end, we
gathered 133 Japanese ukiyo-e titles and their English reference translations as
our evaluation dataset. Table 1 shows some examples of ukiyo-e titles and their
translation references.

Table 1. Examples of ukiyo-e titles and their translation references.

3.2 MT of Metadata Records

We translated metadata records by utilizing three well-known online MT sys-
tems: 1) Google Translate, 2) Microsoft Translator, and 3) DeepL Translator.
These systems use state-of-the-art neural machine translation, which generates
more accurate translations and closer to natural language. In our evaluations,
we translated Japanese ukiyo-e titles into English with these MT systems on
July 30, 2020.
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3.3 Automatic Evaluation of MT Results

We evaluated the quality of the MT results using BLEU. When given a trans-
lation result and its reference translation, the BLEU metric automatically cal-
culates their similarity and outputs a similarity score ranging from 0 to 1. The
higher the score, the better the quality of the translation and the closer to human
reference translations.

4 Evaluation Results

In this section, we show the evaluation results of how the three MT systems
performed in translating ukiyo-e titles.

4.1 Performances of MT Systems

The Overall Performance. Table 2 shows the average BLEU scores for the
translation results of the 133 ukiyo-e titles mentioned in Sect. 3.1. The average
BLEU score of the DeepL Translator is higher than Google Translate or Microsoft
Translator, indicating its translations of ukiyo-e titles are much closer to the
human translation references. Microsoft Translator obtained the lowest average
score, indicating that Microsoft Translator is the worst at translating ukiyo-e
titles.

Table 2. Average BLEU scores for translations of ukiyo-e titles.

BLEU

Google Translate 0.1628

Microsoft Translator 0.1428

DeepL Translator 0.1800

Distributions of BLEU Score. Figure 1 presents the distribution of the
BLEU scores of the three MT systems for ukiyo-e titles. 44% of the translations
from the DeepL Translator had a BLEU score equal to or higher than 0.2 (see
Fig. 1c). On the other hand, only 30% of Microsoft Translator’s translations
received a BLEU score equal to or higher than 0.2 (see Fig. 1b).

4.2 Discussion

The average BLEU scores and the distribution of BLEU scores show that the
DeepL Translator performed better than Google Translate or Microsoft Trans-
lator, indicating it is the best at translating ukiyo-e titles from Japanese to
English. Table 3 shows examples of the MT results in which the DeepL Trans-
lator’s translations are the best and the closest to the translation references.
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(a) (b)

(c)

Fig. 1. Distribution of BLEU scores: (a) Google Translate, (b) Microsoft Translator,
and (c) DeepL Translator.

Figure 1 shows that more than 50% of the translations have a BLEU score
lower than 0.2 regardless of which MT system was used. This indicates that most
of the translations from these three MT systems are dissimilar to the human
translations.

4.3 Limitations of this Work

We used the BLEU evaluation metric to evaluate translation results. While this
evaluation approach is faster, easier, and can reflect the degree of similarity
between translation results and human translation references, it cannot recog-
nize the specific errors such as inadequate or incorrect translations. Recognizing
specific errors can help determine to what extent these MT systems can be
applied to assist in translation of metadata records.
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Table 3. Examples of MT translations of ukiyo-e titles.

5 Conclusion

We investigated the performance of three MT systems that translate ukiyo-e
titles. We evaluated the translation results with the automatic evaluation metric
BLEU. Our results showed that the DeepL Translator performed better than
Google Translate or Microsoft Translator.

This work is our preliminary attempt to evaluate MT of ukiyo-e titles. In
the future, we will evaluate a large dataset of metadata records for ukiyo-e
and other digital collections. We will evaluate the performance of MT systems
by utilizing other automatic evaluation metrics such as METEOR and TER.
We will also employ manual human evaluation to examine the quality of MT
regarding specific translation errors.
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Abstract. This paper examines collective sensemaking over the life cycle of an
online rumor while considering two location-related factors: geographical prox-
imity and cultural context. It has drawn data for a rumor case where a US-based
customer claiming that Kentucky Fried Chicken (KFC) had served a fried rat.
The rumor became viral on the Internet but was eventually debunked. The data
included tweets across the three stages—parturition, diffusion, and control—of
the rumor life cycle. Content analysis was employed followed by chi-square tests
and binary logistic regression. Based on content analysis of 1,276 tweets, opinion-
related posts were found to be prevalent at the onset of the rumor life cycle while
information-related entries continued to swell through the stages. Tweets from
both within as well as outside the US were evident in the early stages but they
became localized before the rumor subsided.While therewas a blurring of high and
low cultural context in opinion-related tweets, information-related tweets reflected
the communication of low-context culture as the process of collective sensemak-
ing unfolded. The paper augments the rumor literature by exploring geographical
proximity and cultural context in the process of collective sensemaking over the
three stages of the rumor life cycle. It offers implications for practitioners to deal
with online rumors.

Keywords: Rumor · Social media communication · Collective sensemaking ·
Geographical proximity · Cultural context

1 Introduction

Communication on the Internet has often been regarded as inherently transnational and
transcultural. Specifically, social media enables people to easily communicate with the
global audience, dissolving the barriers of space and time. Nonetheless, previous studies
have shown that social media communication does not exist in a cultural void [1, 2].

This paper attempts to unpack social media communication in the context of online
rumoring. Rumors are important to study because they have the potential to become viral
on social media and trigger interactions that cross geographical and cultural bound-
aries [3, 4]. Moreover, as suggested by the seminal rumor theory [5], since personal
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involvement is intricately associatedwith rumoring, people oftenmake sense of situation
collectively across the globe while leaving traces of their culture.

On social media, the rise and fall of an online rumor can typically be depicted as a
three-stage life cycle, comprising parturition, diffusion, and control [6]. With a dearth
of verifiable information initially, speculations are rife. Users engage in what is known
as collective sensemaking where they share personal opinions and whatever information
they find within their online social networks. But as more facts emerge, the rumor loses
traction and eventually dies out.While it is conceivable that the intensity and the flavor of
collective sensemaking change with time, few studies empirically examine the process
of collective sensemaking over the life cycle of a rumor on social media.

Meanwhile, rumor research has attracted substantial scholarly interest [7–9]. Among
the factors that fuel rumors were found to include information ambiguity, a heightened
state of anxiety and personal involvement [8, 10]. Yet, little attention has been paid to two
important location-related factors, namely, users’ geographical proximity to the origin
of the rumor, and their cultural context [11–13]. Geographical proximity plays a major
role in online rumors [14] because it is associated with perceived information credibility
and personal involvement. Globalization notwithstanding, users’ geographical location
is often enmeshedwith their cultural context which shapes users’ information processing
behavior [15], and hence how they express themselves in their online social networks
[1]. This is why studying collective sensemaking through locational and cultural lenses
represents a novelty and is especially suited for rumors that promulgate beyond the
confines of the local community.

For these reasons, this paper examines collective sensemaking in the context of an
online rumor. In addition, the roles of two location-related factors, which have been
obscured hitherto, are also taken into consideration. Specifically, this paper seeks to
address the following research questions:

RQ 1: How does collective sensemaking evolve over the life cycle of an online
rumor?

RQ2:Howare geographical proximity and cultural context associatedwith collective
sensemaking over the life cycle of an online rumor?

For the purpose of investigation, the Kentucky Fried Chicken (KFC) fried rat rumor
was used. It initially sparked frenzied chatter on various social media platforms all
over the world. The company stepped in to clarify with clinically-tested evidence and
eventually quelled themyth. The lifespan of the rumor, which lasted for some twoweeks,
generated copious volume of messages from within and outside the US during the saga.
This makes it a suitable case to study collective sensemaking and location-related factors
in the spread of rumors.

This paper is significant to both theory and practice. On the theoretical front, it dove-
tails earlier studies [13] by taking into account each stage in the rumor life cycle more
granularly and thus offering a finer analysis of the unfolding collective sensemaking
process in online social networks. Additionally, it extends prior research with the inclu-
sion of two location-related factors, namely, geographical proximity and cultural context
which are hitherto unexplored.

The remainder of this paper is organized as follow: Sect. 2 provides an overview
of the literature related to collective sensemaking, geographical proximity and cultural
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context. Section 3 describes the methods used in the research while Sect. 4 presents the
results. The major findings are discussed in Sect. 5. In the sixth and final section, this
paper concludes with theoretical and practical implications, as well as limitations and
possible future research directions.

2 Literature Review

2.1 Sensemaking in Rumors

The theory of sensemaking was originally conceived to explain how people find ways to
fill information gaps [16]. To copewith uncertainty, individuals muddle through together
with others by sharing their thoughts to gain a better sense of reality [17]. The theory
has been applied in a variety of settings that range from environmental communication
[18] to social media communication [19]. Particularly in the context of online rumors
where there is ambiguity over matters of shared concern, users are compelled to learn
more about the situation from one another so as to manage risks, reduce uncertainty, and
alleviate anxiety [8, 20–22].

Unlike individual sensemaking [23], collective sensemaking involves noisy and
dynamic exchange of messages among users, many of whomwould not remain individu-
ally engaged throughout the process. These messages are invariably opinion-related and
information-related [12, 19]. While the former comprises views, criticisms or judge-
ments from the members of the online community, the latter includes factual details,
situation updates and questioning.

Depending on contextual and temporal factors, collective sensemaking unfolds as a
negotiated process which mirrors the online rumor life cycle comprising three stages,
namely, parturition, diffusion, and control [6, 12, 24]. Parturition refers to the time when
a rumor is first conceived. During diffusion, the rumor gains traction and circulates freely
in social networks. Finally, during control, the rumor is shown to be a hoax and dies out
eventually. However, the ways in which collective sensemaking occur on social media
in the wake of a rumor outbreak, from parturition till control, have not been studied
hitherto.

2.2 Geographical Proximity

The first location-related factor that could have a bearing on collective sensemaking is
users’ geographical proximity. During crisis situations and mass emergencies such as
natural calamities, complete information may not always be forthcoming in real-time.
Moreover, information seeking and sharing behaviors invariably differ between those
who were at the affected area and those from afar.

For instance, in the case of the Typhoon Haiyan, users residing in the Philippines
tweeted more about relief coordination efforts and less about second-hand reporting and
memorializing the victims when compared to users outside the Philippines [25]. This
was because users at the site of calamity were knowledgeable about the ground situation
and were poised to do something concrete with the information they had. Their overseas
counterparts, on the other hand, could show solidarity only by passing on news they
received and sharing words of comfort.
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In the cases of the Red River flooding and Oklahoma fire in the United States, locals
tweeted less on the topic than those located outside the areas. Moreover, locals retweeted
messages that contained highly specific, emergency-related information relevant to other
local users rather than trying to address the information needs of the broader audience
[3].

Yet, extant literature has not pinpointed how geographical proximity to a location-
based rumor shapes what users create and share online. Especially when such a rumor
attracts both local and global attention, an investigation that incorporates geographical
proximity would offer an interesting perspective on the collective sensemaking process
across space and time.

2.3 Cultural Context

The second location-related factor that could have a bearing on collective sensemaking
is users’ cultural context. Culture is defined as a generally acceptable way of thinking,
feeling and acting [26, 27]. Although amorphous, the culture of a community is mani-
fested in symbols, heroes, rituals and values [15]. Furthermore, several dimensions have
been identified to conceptualize culture. These include power distance, individualism,
masculinity, uncertainty avoidance, context, and time [28].

When the focus is on human interaction, the dichotomy of high and low-context
has often been relied to distinguish between cultures [1, 26, 29–32]. In high-context
cultures such as those traditionally associated with the Japanese and South Koreans,
individuals tend to maintain deep, long-term relationships and express themselves in
implicit ways that can give rise tomultiple interpretations [1, 33]. In low-context cultures
which are typically associated with western nations including the United States and
Canada, individuals are inclined to communicate in a factual and explicit manner [29].
Thus, communications in a low-context culture tend to be more directed, focused and
analytic compared with communications in a high-context culture [26].

Although rumor-mongering can reflect cultural practice that conforms to standards of
a community [34], little is knownabout the relationship between rumoring and the culture
expressed through social media. The popularity and accessibility of Twitter provide the
opportunity to use naturalistic data to analyze the role of cultural context in online
rumors.

Informed by the literature which identifies textual dimensions differentiating
between high- and low-context cultures [1, 29, 35], this paper conceptualizes cultural
context in terms of emotiveness, tentativeness, and socialization. Emotiveness refers to
the presence of emotions such as anger, sadness and contentment in a message [35–37].
Tentativeness in a message reflects a sense of uncertainty expressed through words such
as “perhaps” and “probably” [1, 32, 38]. Socialization in a message is conveyed when a
communicator directs it to a particular recipient [8, 39].

Given their communicative implicitness, communications in a high-context culture
could be emotive, tentative in articulation, and less likely to communicate directly. In
contrast, communications in a low-context culture could be less emotive, more definitive
in expression, and show the tendency for socialization by explicitly addressing their
social contacts [1, 35, 40, 41]. Together, emotiveness, tentativeness, and socialization
offer a multifaceted representation of cultural context.
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3 Methods

3.1 The Case of a Rumor Outbreak

On 11 June 2015, a Kentucky Fried Chicken (KFC) customer claimed on social media
that a KFC branch in California had served him a deep-fried rat instead of chicken. To
support his claim, he posted images of the piece of meat that resembled a rat. After
12 June, the post started to circulate on social media. On 14 June, KFC denied the
allegations and sought to contact the customer for clarification. However, the original
post continued to make rounds on social media and was even featured in mainstream
media such as Cable News Network and The Telegraph from 16 June onwards. To get
to the bottom of the matter, KFC requested the purported ‘fried rat’ from the customer
and sent it to an independent laboratory for a DNA test on 19 June 2015. Three days
later, KFC announced the test results which confirmed the meat was indeed chicken, and
demanded an apology from the customer. The verdict went viral. The ‘fried rat’ saga
eventually fizzled out on 27 June 2015, the day which saw a dramatic drop in the number
of related messages. Table 1 shows the timeline of the key events of the rumor.

Table 1. Timeline of key events in the KFC “fried rat” rumor

Date Key events

11 June A KFC customer claimed on social media that he was served a deep-fried rat

14 June KFC denied the allegation and sought to contact the customer

16 June The case was featured in local and global media reports

19 June KFC sent the “fried rat” for a DNA tes

22 June The test results confirmed the meat was indeed chicken

27 June The ‘fried rat’ saga fizzled out on social media

This case was chosen because of two reasons. First, since KFC is a global fast-food
chain, the rumor outbreak quickly gained traction on social media all over the world.
Second, although the rumor originated from the US, the copious volume of social media
messages generated fromwithin and outside the US during the sagamakes this a suitable
case to study collective sensemaking and location-related factors in the spread of the
rumor.

3.2 Data Collection

Informed by prior research [9, 42, 43], Twitter was used to collect messages related to the
rumor outbreak. The social media platform facilitated collecting related tweets that were
publicly available. A common way to do so was by using Twitter search Application
Programing Interface (API). The public search API was used to retrieve tweets based on
event-specific keywords (e.g., #kfcrat, #friedrat, #kfcfriedrat, and kfcfriedrat) related to
the rumor case.
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A total of 1,934 tweets posted between 12 June and 27 June were collected. The
data included content of tweets, time-stamp and other user-information such as the
contributors’ location, along with the geo-identifier of latitude and longitude if available.
After eliminating 658 tweets that were non-relevant to the case (e.g., “It plans to get
Mexico to build a wall #kfc”) and non-geotagged, the remaining 1,276 tweets were
arranged chronologically using timestamp information and mapped to the three stages
in the rumor life cycle. These tweets admitted for analysis were all geotagged.

The three stages in the rumor life cyclewere determined on the basis of the events that
took place. The parturition stage (Stage 1) started on 12 Junewhen tweets appeared about
the rumor case and lasted until 15 June, a day after KFCdenied the allegations and sought
to contact the customer for clarification. The diffusion stage (Stage 2) spanned from 16
June when the rumor turned viral and drew attention from both local and international
media, until 21 June, a day before the verdict of the ‘fried rat’ was publicly announced.
The control stage (Stage 3) lasted between 22 June and 27 June within which the rumor
was debunked with clinical evidence and eventually died out.

Table 2 shows the distribution of tweets across the three stages of the rumor life
cycle.

Table 2. Distribution of tweets across the three stages in the rumor life cycle

Stages Date #tweets

Parturition
(Stage 1)

12 June–15 June 302

Diffusion
(Stage 2)

16 June–21 June 633

Control
(Stage 3)

22 June–27 June 341

3.3 Operationalization

Taking the cue from the prior works on rumoring phenomena [12, 19, 20, 44], collec-
tive sensemaking was operationalized by using two broad message-specific dimensions:
opinion-related and information-related. The first dimension comprised views, criti-
cisms or judgements from the members of the online community [11, 20, 44]. As a
part of the iterative process of sensemaking, users are often involved in expressing their
belief and disbelief through opinion-related messages. The second dimension included
factual details, situation updates and questioning [12, 19]. Since communicating and
interacting with others are key elements in the process of collective sensemaking on
social media, users also engaged in activities such as sharing and seeking information
among the members of the community. Therefore, all the tweets were coded along these
two message-specific dimensions.

A tweet was coded as opinion-related when it expressed individuals’ view, criticism
or judgement about the rumor using phrases such as “I think” and “I don’t believe”.
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Likewise, a tweet was treated as information-related tweet when it included factual
details, situation updates, URLs, and questioning by using phrases such as “is it…?”.
Table 4 shows examples of such tweets. Furthermore, it is possible to have a tweet
that contains both opinion as well as information. In that case, the tweet was coded
as opinion-related as well as information-related tweet. For the purpose of coding, a
randomly chosen pilot set of 200 tweets was assigned independently to two coders. The
average inter-coder reliability in terms of Cohen’s Kappa was greater than 0.70, and
disagreements were resolved through discussion. The remaining tweets were divided
equally among the coders for further coding.

With respect to geographical proximity, location was divided into within the US
(coded as 1) and outside the US (coded as 0) since the rumor originated in US. To do
this, geotag information of the tweets was used.

Cultural context of communications was operationalized using three variables,
namely, emotiveness, tentativeness, and socialization. With respect to emotiveness,
tweets were coded as 1 when they expressed emotions using phrases such as “wow” and
“disgusting” (e.g., “Oh Rats! Disgusting!!! so now they are doing business with rat”);
and coded as 0 otherwise.With respect to tentativeness, tweetswere coded as 1when they
contained uncertain words such as “perhaps” and “somewhat” (e.g., “…perhaps some-
one tried to sabotage kfc reputation… saying it rat meat”); and coded as 0 otherwise.
With respect to socialization, tweets were coded as 1 if they were directed to a specific
user account using the symbol ‘@’ followed by screen names (however, excluded for
the cases of retweet); and coded as 0 otherwise.

Among the three variables of cultural context, emotiveness and tentativeness required
human coding while the socialization can be extracted directly from the dataset. To
established inter-coder reliability, the earlier approach was adopted for the coding, and
the average inter-coder reliability in terms of Cohen’s Kappa was greater than 0.70.

3.4 Data Analysis

To address RQ1,we analyzed the trends of the collective sensemaking tweets throughout
the rumor life cycle. In particular, Chi-square test of independence was used to compare
the tweets across the three stages. This was because the variables involved in collective
sensemaking and the stages of rumor life cycle were categorical in nature.

To address RQ 2, binary logistic regression was used to examine how geographi-
cal proximity and cultural context were associated with collective sensemaking. This
statistical procedure was apt because the dependent variables involved in collective
sensemaking were dichotomous. The analysis was repeated separately for predicting
opinion-related tweets and information-related tweets.

4 Results

Among the 1,276 tweets, 167 tweets were exclusively opinion-related whereas 805
tweets were exclusively information-related. The remaining 304 tweets were both
opinion-related and information-related.
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For the purpose of analysis, tweets were divided into the opinion-related (167+ 304
= 471) tweets, and the information-related (805+ 304= 1,109) tweets. The stage-wise
descriptive statistics of the dataset are summarized in Table 3.

Table 3. Descriptive statistics of the dataset

Stages Geographical proximity Emotiveness Tentativeness Socialization

Opinion-related tweets Stage 1 0:124 (57.1%)
1:93 (42.9%)

0:106 (48.8%)
1:111 (51.2%)

0:174 (80.2%)
1:43 (19.8%)

0:118 (54.4%)
1:99 (45.6%)

Stage 2 0:93 (48.9%)
1:97 (51.1%)

0:85 (44.7%)
1:105 (55.3%)

0:161 (84.7%)
1:29 (15.3%)

0:110 (57.9%)
1:80 (42.1%)

Stage 3 0:28 (43.8%)
1:36 (56.3%)

0:45 (70.3%)
1:19 (29.7%)

0:53 (82.8%)
1:11 (17.2%)

0:49 (76.6%)
1:15 (23.4%)

Information-related tweets Stage 1 0:129 (57.6%)
1:95 (42.4%)

0:121 (54%)
1:103 (46%)

0:185 (82.6%)
1:39 (17.4%)

0:96 (42.9%)
1:128 (57.1%)

Stage 2 0:354 (62.8%)
1:210 (37.2%)

0:388 (68.8%)
1:176 (31.2%)

0:483 (85.6%)
1:81 (14.4%)

0:314 (55.7%)
1:250 (44.3%)

Stage 3 0:186 (57.9%)
1:135 (42.1%)

0:290 (90.3%)
1:31 (9.7%)

0:293 (91.3%)
1:28 (8.7%)

0:252 (78.5%)
1:69 (21.5%)

RQ 1 focuses on how collective sensemaking evolved over the rumor life cycle. The
chi-square analysis showed a significant relation between the presence of opinions in
tweets and rumor life cycle, [χ2 (df= 2, N= 1276)= 219.47, p< 0.001]. As shown in
Fig. 1, the proportion of opinion-related tweets saw a drastic drop from Stage 1 (71.85%)
to Stage 2 (30.02%), and further decreased in Stage 3 (18.77%). Furthermore, the chi-
square analysis showed a significant relation between the presence of information in
tweets and rumor life cycle [χ2 (df= 2, N= 1276)= 61.39, p< 0.001]. The proportion
of information-related tweets increased from Stage 1 (74.17%) to Stage 2 (89.10%), and
then slightly increased in Stage 3 (94.13%) of the rumor life cycle. Examples of tweets
over the three stages are given in Table 4.

Fig. 1. Trends of tweets over the three stages of rumor life cycle
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Table 4. Examples of tweets over the three stages of the rumor life cycle

Life cycle stages Opinion-related tweets Information-related tweets

Stage 1 “Someone playing a trick on KFC…
that’s defo not possible. It’s so not
possible fried rat wtf” [tid102]

“Did they really fry a rat? @xxx:
KFC” [t99]

“You know I actually thought that
that KFC rat was just a thigh and a
strip” [tid235]

“UPDATE: Kentucky fried rat
#kfc #KFCRat @xxx
pic.twitter.com/N2C1BvpSfg”
[tid272]

Stage 2 “i think world is Heading 2wrds a
#FoodSafetyCrisis its #KFCFriedRat
after #Maggi in India! its time w
think abt food” [tid426]

“KFC disputes fried rat claim: We
currently have no evidence to
support this allegation, KFC said”
[tid540]

“I don’t believe KFC ever served a
customer deep fried rat. No way
would they serve something to their
own customers.” [tid517]

“Did KFC serve a customer a
deep-fried rat? - Fox News”
[tid619]

Stage 3 “looks like they jumped the gun on
calling it a rat….” [tid960]

“…KFC asserts DNA test proves
meat in this viral photo was not
friedrat:
pic.twitter.com/pon2czSzWo”
[tid999]

“I really hope that @kfc sues the guy
for defamation, and brand
reputation.” [tid1151]

“KFC ‘fried rat’ was actually
chicken, independent lab test
confirms” [tid1181]

RQ2 examines the association of geographical proximity and cultural context with
collective sensemaking across the three stages of the rumor life cycle. The results of the
logistic regression models are summarized in Table 5.

With respect to geographical proximity, the non-significant results in Stage 1 and
Stage 2 suggest that there were comparable proportions of tweets from both within as
well as outside the US. However, in Stage 3, tweets posted from within the US were
more likely to be opinion-related [exp(β) = 1.98, p < 0.05] than information-related
tweets [exp(β) = 0.19, p < 0.01].

With respect to cultural context, emotiveness was positively associated with the
likelihood for tweets to be opinion-related across the three stages [Stage 1: exp(β) =
3.26, p < 0.001; Stage 2: exp(β) = 3.45, p < 0.001; Stage 3: exp(β) = 5.62, p <

0.001]. In contrast, it was negatively associated with the likelihood for tweets to be
information-related in Stage 2 [exp(β) = 0.29, p < 0.001] and Stage 3 [exp(β) = 0.15,
p < 0.001]. In other words, opinion-related tweets were consistently emotive whereas
information-related tweets lacked emotiveness particularly in Stage 2 and Stage 3 of the
rumor life cycle. It seems that users expressed their emotion through opinion-related
tweets. Examples of opinion-related tweets expressing emotiveness included “Oh Rats!
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Table 5. Logistic Regression Coefficients (exp(β))

Stages Stage 1 Stage 2 Stage 3

Opinion-related tweets Geographical proximity (1) 0.73 1.26 1.98*

Emotiveness (1) 3.26*** 3.45*** 5.62***

Tentativeness (1) 1.65 1.36 3.59*

Socialization (1) 0.63 1.00 0.66

Omnibus test χ2 21.00*** 54.69*** 32.07***

Nagelkerke pseudo-R2 0.10 0.12 0.15

Information-related tweets Geographical proximity (1) 0.79 0.97 0.19**

Emotiveness (1) 1.59 0.29*** 0.15***

Tentativeness (1) 0.85 0.55 0.31

Socialization (1) 3.43*** 1.20 0.81

Omnibus test χ2 20.54** 23.10*** 23.89***

Nagelkerke pseudo-R2 0.10 0.08 0.19

Note. exp(β)= odds ratio; *p< 0.05; **p< 0.01; ***p< 0.001. For the four categorical variables,
‘0’ was used as the baseline for comparison.

Disgusting!!! so now they are doing business with rat. No KFC meal” [tid83] and “I
don’t even eat chicken but thanks to this KFC rat story I will not be eating at fast food
places EVER again *sick*” [tid201]. In contrast, information-related tweets such as
“Man claims KFC served him a fried rat, company denies it” [tid579] and “This KFC
customer is claiming he bit into a deep-fried rat” [tid646] lacked in emotion.

Tentativeness was positively associated with the likelihood for tweets to be opinion-
related in Stage 3 [exp(β)= 3.59, p< 0.05]. However, it was found to be non-significant
for the information-related tweets. In other words, even at the tail end of the rumor life
cycle, opinion-related tweets were still found to express tentativeness. Examples of such
tweets included “So apparently @kfc came out and said … perhaps making us fool”
[tid1208] and “…perhaps someone tried to sabotage kfc reputation…” [tid1266].

Socialization was positively associated for the information-related tweets in Stage
1 [exp(β) = 3.43, p < 0.001]. In other words, information-related tweets were used as
socialization devices at the beginning of the rumor life cycle. Tweets such as “Did they
really fry a rat? @screen_name” [tid99] and “#StopSnitching @screen_name …Guy
found a rat in his KFC order…” [tid167] were directed towards specific user account
(@screen_name) within individuals’ social contacts.

5 Discussions

Three major findings can be gleaned from this study. First, in terms of collective sense-
making, opinion-related tweets were found to be prevalent at the onset of the rumor
life cycle. As shown in Fig. 1, the proportion of opinion-related tweets saw a drastic
drop from Stage 1 (71.85%) to Stage 2 (30.02%), and further decreased in Stage 3
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(18.77%). This is likely a reflection of how the online rumor gained traction initially
through the sharing of opinion-related tweets. In the absence of any authoritative voices
at the beginning, users were caught up in a speculative frenzy on social media. They
expressed views as a way to make sense of the situation collectively [8, 13]. However,
as facts emerged with time, the level of ambiguity subsided. The official announcement
of the DNA results quelled any lingering doubt about the meat that KFC actually served,
and led to a drop in the volume of opinion-related tweets in the final stage of the rumor
life cycle.

In contrast, the proportion of information-related tweets continued to swell through
the rumor life cycle. As shown in Fig. 1, it increased from Stage 1 (74.17%) to Stage
2 (89.10%), and then slightly increased in Stage 3 (94.13%) of the life cycle. It seems
that information-related tweets were prevalent over all the stages. At the onset where
the rumor was fresh and sensational, users were perhaps eager to swap whatever details
they had to reduce situational ambiguities. Later, when the rumor was quelled, users
actively updated each other of the verdict. In this way, this paper augments the literature
on information diffusion [45–47] by showing the process of collective sensemaking in
terms of the distribution of the opinion-related and information-related tweets over the
rumor life cycle.

Second, in terms of geographical proximity, the non-significant results in the earlier
stages (Stage 1 and Stage 2) suggest that there were comparable proportions of tweets
from both within as well as outside the US. This shows the transboundary nature of
online rumors even in the early stage of the life cycle. In other words, any contentious
issue about global brands has the potential to draw prompt interest on social media,
which are unconstrained geographically.

However, at the tail end of the rumor life cycle, tweets posted fromwithin theUSwere
more likely to be opinion-related than information-related tweets. In the aftermath of the
rumor, users who were in closer geographical proximity tend to be vocal in expressing
their views. As the case had occurred in their own backyard, they must have keenly felt a
strong sense of personal involvement. These findings extend the existing literature [14,
25, 48] by granularly teasing out the role of geographical proximity across the stages in
the rumor life cycle.

Third, opinion-related tweets mirrored communications in a high-context culture,
expressing emotions throughout all the three stages in this rumoring phenomenon.
Although tentativeness was evident in opinion-related tweets only at the tail end of
the rumor life cycle, the lack of tentativeness in the earlier stages corroborates with
the unquestioning belief about the rumor initially. In other words, in the absence of
any verification, users were definitive in expression, and simply embraced the rumor as
improvised news [8, 49]. These findings suggest that communications during a rumor
blur the lines between the traditional conceptualization of high and low cultural contexts.

On the other hand, information-related tweets mirrored communications in a low-
context culture as the process of collective sensemaking unfolded. This was particularly
so in terms of socialization at the early stage, and the lack of emotiveness in the sub-
sequent stages. These results suggest that information-related tweets can be used as
socialization devices at the onset of the rumor life cycle, and reflect how information
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sharing behavior is often sparked by users’ sense of belongingness to the online commu-
nity [50, 51]. Users are compelled to inform their social contacts promptly, and perhaps
to gather additional information as part of their collective sensemaking efforts [52, 53].
Furthermore, the lack of emotiveness could be attributed to the inherently factual nature
of information-related tweets in the process of sensemaking.

6 Conclusion

This paper examines the process of collective sensemaking in the context of an online
rumor. Drawing data from Twitter, it specifically investigates the role geographical prox-
imity and cultural context in the process of collective sensemaking over the life cycle of
the rumor.

In response to RQ1, opinion-related tweets were found to be prevalent at the onset
of the rumor life cycle while information-related entries continued to swell through
the stages. On RQ2, geographical proximity-wise, tweets from both within as well as
outside the US were evident in the early stages but they became localized before the
rumor subsided. In terms of cultural context, while opinion-related tweets reflected high-
context culture by being tentative, they also mirrored low-context culture by expressing
emotiveness. On the other hand, information-related tweets echoed low-context culture
in terms of socialization at the early stage, and mirrored high-context culture by showing
a lack of emotiveness in the subsequent stages.

This paper has significant implications for both theory and practice. On the theo-
retical front, it augments the existing literature [19, 20, 45] by focusing on each of the
three stages of the rumor life cycle granularly as the process of collective sensemaking
unfolds. The results demonstrate how opinion-related and information-related tweets
evolve, and provide a more holistic understanding of social media messages in a rumor-
ing phenomenon. Furthermore, this paper extends online rumor literature [8, 11, 44]
by including two location-related factors, namely, geographical proximity and cultural
context in the process of collective sensemaking over the three stages of the rumor life
cycle.

On the practical front, this paper offers implications for managers and social media
administrators to deal with online rumors. For brands such as KFC, which have a global
presence, efforts to contain a rumor may involve transboundary considerations. Apart
from having a good grasp of users’ sentiments and emotions associated with the rumor,
relying on an independent, credible entity from the onset to fill any informational gap
would also help douse the digital wildfire from spreading out of control.

These implications notwithstanding, three limitations need to be acknowledged.One,
this paper examined the process of collective sensemaking in a single brand-related rumor
case. Future research can expand the work to study multiple rumor cases including those
that circulate during crises such as natural disasters and health epidemics. Two, this
paper is constrained by the sampling bias inherent to research using the search API
of Twitter. Admittedly, the set of all real-time tweets related to the case could not be
captured in its entirety [54]. While the use of Twitter datasets is a common practice
in rumor research [8, 44], future works could encompass user-generated content drawn
across different social media platforms such as Facebook and Instagram to offer a richer
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understanding of the phenomenon. Non-English tweets may also be investigated. Third,
another limitation resides in the geographic scope and the cultural context of the brand-
related rumor case. For the purpose of analysis, only geotagged tweets were included
in the dataset. And, this study has been conducted for a fast-food brand. Prior seminal
works on cultural studies [26, 28] suggest that cultures differ on many other aspects such
as communication (low context vs. high context) and group orientation (individualism
vs. collectivism). Therefore, caution is advised when interpreting and generalizing the
results. Future works need to be done by treating cultural context holistically with a large
sample of geotagged data. In addition, further investigations are required to understand
how online rumors can be controlled effectively using various response strategies such
as attacking the attacker and refutation [55].
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Abstract. Digital footprints can be defined any data related to any online activity.
When engaging, the user leaves digital footprints that can be tracked across a range
of digital activities, such as web explorer, checked-in location, YouTube, photo-
tag and record purchase. Indeed, the use of all social media applications is also
part of the digital footprint. This research was, therefore conducted to classify the
types of digital footprint data used to predict psychographic and human behaviour.
A systematic analysis of 48 studies was undertaken to examine which form of
digital footprint was taken into account in ongoing research. The results show that
there are different types of data from digital footprints, such as structured data,
unstructured data, geographic data, time-series data, event data, network data, and
linked data. In conclusion, the use of digital footprint data is a practically newway
of completing research into predicting psychographic and human behaviour. The
use of digital footprint data also provides a tremendous opportunity for enriching
insights into human behaviour.

Keywords: Psychographic · Digital footprints · Human · Online behaviour

1 Introduction

What is a psychographic? According to the Merriam-Webster dictionary [1], the defini-
tion of psychography is market-related research or the classification of population group
statistics by psychological variables such as attitudes, values or feelings. The functions
of Psychographic are to concentrate on an individual’s perception of cognitive, emo-
tional, significance, interest and lifestyle [2]. Psychography is also closely related to the
demographic history of the individual, such as gender, age, race and more.

© Springer Nature Switzerland AG 2020
E. Ishita et al. (Eds.): ICADL 2020, LNCS 12504, pp. 287–296, 2020.
https://doi.org/10.1007/978-3-030-64452-9_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64452-9_26&domain=pdf
https://doi.org/10.1007/978-3-030-64452-9_26


288 A. Nawi et al.

Although digital footprint can be described as the action and behaviour of online
social networking users, including the words, photos, text, views and videos they post,
the groups they join and like [3]. To many people, these data describing online consumer
activities are less useful. However, one needs to realise that these data are highly valuable
in aggregated form, which can be highly utilised for commercial values by third parties
[4].

Digital footprints can also be used to research the trend that is taking place in the
virtual world, particularly online social networking. Online social networking is a crucial
medium used by all groups, especially young adults, to communicate with each other [5].
In reality, the usage of online social networks such as Instagram, Facebook, Snapchat
and WeChat also contribute significantly to the happiness and motivation of teenagers
[6]. Indirectly the Online social network has changed the landscape of social life and
human life as a whole.

2 Problem Statement

Can we identify the personality or behaviour of a person based on their online behaviour
and activities? As online social networks have become part of teen life activities around
the world, they constitute a significant arena for socialisation today. Many teens use
online social networks not only to connect with peers but also for self-presentation,
frustration and emotional self-disclosure. [7]. Interacting with the online social network
ensures that users leave a digital imprint in a digital world that can be traced and tracked
from a variety of digital activities [4].

Digital behaviour refers to the traces of data left behind in the physical world that
occur while using the internet [8]. The digital world creates an experience distinct from
the reality of the person. Contrarily to the obvious, the digital environment provides the
user with a different experience. Activities in the digital domain can put consumers at
risk for a variety of risks and conflicts that could put themselves and their lives at risk.

Recent studies show that there are many instances of misconduct involving multiple
layers of online users. Studies have reported that some users use aggressive online words
[9], hateful speech [10], cyberbully [11], sexting [12] and cyber pornography [13]. These
cases are very high among adolescents.

This abuse of online users also harms learning that is still in school [14]. Excessive
use of social media can also lead to addiction [15] and health problems [16]. Without
the control of many parties, teenagers’ misbehaviour not only affects them but is also
feared to affect other online users. The main objectives to conduct this research was
to classify the types of digital footprint data used to predict human psychographic and
online behaviour. The findings of the study will contribute to researchers in better under-
standing the functions of digital data footprints when examining a person’s personality
and behaviour.

3 Methodology

In this section, we will discuss the method used to retrieve articles related to digital
footprints. The authors used the technique called PRISMA (Preferred Reporting Items
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Systematic Reviews andMeta-Analysis). This method includes resources (Scopus) used
to run the systematic review, eligibility and exclusion criteria, steps of the review process
(identification, screening, eligibility) and data abstraction and analysis. PRISMA also
used to be utilised to perform systematic article selection studies, to classify the eligibility
requirements for an article and to remove the requirements for an article to be classified
[17]. The primary resources of this review paper relied on the Scopus journal database.

All the articles used were among the steps in the review of the articles selected in
this study (identifying, examining and qualifying). The review of this article included
105 papers reviewed extracted from the Scopus database with a search TITLE (“digital
footprint” OR “digital traces”). Eligibility and exclusion criterion is determined. First,
only articles journal are selected, which means review article, book series, book, chapter
in book and conference proceeding are all excluded. Second, to avoid any confusion
and difficulty in translating, the searching efforts excluded the non-English publication
and focused only on articles published in English. Thirdly, about concerning timeline,
it covers ten years (between 2010 and 2019), an adequate period to see the evolution of
research and related publications.

This systematic review paper consists of four stages, started performed in January
2020. The first phase identified the keywords used in the search process. By referring the
previous studies and using the thesaurus, it identifies the keywords similar and related
to the digital footprint and digital traces. After careful screening, a total of 48 eligible
articles to be reviewed and used for the qualitative analysis. At the same time, a total of
52 articles were excluded due to the reasons unrelated to digital footprint, book series,
book chapter and conference proceeding and non-English articles.

The remaining articles (48 articles) were assessed and analysed. Efforts were con-
centrated on specific studies that responded to the formulated questions. The data were
extracted by reading through the abstracts first, then the full articles (in-depth) to identify
appropriate themes and sub-themes. Qualitative analysis was performed using content
analysis to identify themes related to the types of digital footprint. The authors then
organised sub-themes around the themes established by typology.

4 Finding

There are 48 articles identified using digital footprint data for various research purposes.
Psychology, education, marketing, climate, health, safety, management, politics, tourism
and entertainment are among the psychographic areas of research listed. All of these
studies have used various types of comprehensive data to interpret the results of their
study. Table 1 displays the 10 themes found by research conducted using data fromdigital
footprints. Interestingly, the majority of studies conducted covering all research topics
tend to use network data, such as social media data (Facebook, Twitter, Foursquare,
YouTube, Flickr, Linkedin). This is followed by the use of unstructured image, audio,
video and text data. The use of standardised (geographic) and geographical (address,
house, road) data, time-series data, event data and related data is the most widely used
data in all areas of this identification.

Besides the results have shown that digital footprints have been used in different
fields. The areas described include behaviour, education, marketing, climate, health,
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safety, management, politics, tourism and entertainment. Behavioural patterns are
the higher frequently topics across digital footprint studies compare to other topics.
Behaviour themes are the most widely used themes for various types of data, including
structured, unstructured, geographical, time-series, event, network and linked data. The
detailed findings may be described as follows:

4.1 Structured Data

Structured data is a number stored in rows and columns where each entity is specified
as being accessible via a database management system. Such data are widely used by
government agencies, real estate and enterprises, companies and transactions to produce
organised data in every each operating phase. By referring to the Table 1, the structured
data been used in this study involve the of online surveys, such as the online google form
[18] and online polls [19].

4.2 Unstructured Data

Data Information other than table-shaped data identified by the data element belongs to
the non-structured data group. Data in the form of images, audio, video and text, are
known as unstructured data. Unstructured use of data in this study involves scholarly
publications [20], Google calendar, contacts, [21], digital resources [22], online public
access catalog [23], management systems [24], application [25], search tools [26], audio
[27] and ticket games [28].

4.3 Geographic Data

Produced from geographical information systems such as addresses, places of work,
buildings, transport routes and roads systems included in geographical data. The data
of this element is easily accessed through sensors and geostatistics are used to monitor
the environment. The use of geographic data in this study involved GPS data [29, 30],
geo-tagged photos [31], public wifi probe [32], open street map [33].

4.4 Time Series

Measurements or observations of a particular index in chronological order are time
series. In general, time-series data is observed at the same time interval. Time-series
data were analysed to extract the hidden knowledge from the collected time data. Signal
processing, statistics, earthquake forecasting systems, pattern recognition and many
other areas use time-series data. The use of time-series data in this study involves data
from cellular communication, including telephone number (calling volume pattern, daily
pattern, weekly pattern, contact pattern, communication habit) [34].
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4.5 Event Data

Event data is created by the relationship between external data and time-series data.
The primary purpose of this type of event data is to differentiate important events from
numerous events. Actions, intervals and conditions are the three components of event
data. The combination of the three components generates event data. Event data reflects
clustered, structured, and unscheduled functions. The use of event data in this study
includes data from Rhythm applications in smartphones for the identification of specific
patents and sleep patterns [35].

4.6 Network Data

Network data is a physical footprint data that is commonly used inmany fields. Similarly,
the use of network data is the highest finding in the results of this study relative to other
forms of data. Big networks like Twitter, Youtube and Facebook are producing network
data. Many knowledge networks, biological networks and development networks also
serve as a source of network data. Network data can be a one-to-one or one-to-many
relationship between network nodes. The use of network data in the findings of this study
involves most data from social media networks such as Facebook [7, 21, 36], Twitter
[21, 36–41], Foursquare [21, 33, 41, 42], YouTube [42], Flickr [33, 43], SinaWeibo [31,
44] and Linkedin [45].

4.7 Linked Data

Linked data forms include web technology URLs. Computers, built-in computers and
other smartphones can exchange and retrieve information semantically. Users also can
read and share this type of data using the linked data. The use of related data includes
data from internet browsers such as Chrome and Safari [46].

5 Discussion

Based on previous research, data from digital footprints have been used in different
studies to investigate the personality and behaviour of users. Initially, personality and
behavioural assessment studies used conventional tools such as paper and pen question-
naires [4, 20]. Nevertheless, the fast-paced world of information and communications
technology has created a modern climate and improved digital data. This provides new
gaps in the study of human personality and behaviour.

Different sources of digital footprints such as organised, unstructured, geographical,
time-series, event, network and linked data also provide new opportunities in exploring
human personality and actions. Such digital footprints are an accurate representation of
the character or activities of an individual and can be monitored by researchers. The
use of various data from these digital footprints provides different measurements as it
precisely tests the user profile [46], predicts user’ emotions [37], determines the level of
user skills [22] and others.

Nonetheless, there are still concerns in the use of digital footprint data that may
affect personality and behaviour study results. These are due to the use of bias data [47],
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data discrimination [48], privacy [49], data accuracy [50] and data misuse [51]. Digital
footprint data have also been employe to train machines that used artificial intelligence
technology to make more educated and reliable decisions or actions [52, 53]. Therefore,
guidelines provided by the different parties to ensure the safety of human beings and the
security of society around them. This attempt to ensure the quality of science results at
the same time guarantees a stable and harmonious human life.

6 Conclusion and Suggestion

Manyextraneous factors need to be consideredwhile conducting research. In general, this
paper had explored the variety of types of digital footprints that can be utilities to predict
psychology and human behaviour. However, the primary condition is the reliabilities
and accuracy of the data must be priorities. Hence, some of the scholars discourage to
use the data of digital footprint to predict human behaviour [20]. At the other hand, the
use of digital footprint data has also been able to accurately assess the emotional state of
a person under strain or difficulty [21]. All of these viewpoints are important as digital
signatures can be used as tools to expand more complex data, broader data, bias data,
and so on.

As technology progresses exponentially, human interaction rates and the use of tech-
nology will naturally increase. The use of smartphones, computers, drones or vehicles
would be connected to the internet to produce data online. Both these applications will
change the landscape of human life nowand in the future.All researchers have to continue
to explore and learn different skills, and technology mainly related to data science such
as phytonology, social network analysis, graph theory, modelling, and so on. The author
hoped that this thesis would contribute a great deal of visibility for future researchers
to explore possibilities, opportunities, threats and constraints in work involving digital
data footprints.
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Abstract. This paper presents preliminary findings regarding automated bots
mentioning scientific papers about COVID-19 publications on Twitter. A quanti-
tative approach was adopted to characterize social and posting patterns of bots, in
contrast to other users, in Twitter scholarly communication. Our findings indicate
that bots play a prominent role in research dissemination and discussion on the
social web. We observed 0.45% explicit bots in our sample, producing 2.9% of
tweets. The results implicate that bots tweeted differently from non-bot accounts
in terms of the volume and frequency of tweeting, the way handling the content of
tweets, as well as preferences in article selection. In the meanwhile, their behav-
ioral patterns may not be the same as Twitter bots in another context. This study
contributes to the literature by enriching the understanding of automated accounts
in the process of scholarly communication and demonstrating the potentials of
bot-related studies in altmetrics research.

Keywords: Twitter · Bot · Network analysis · Altmetrics research

1 Introduction

The rapid development of technology has expanded the concept of scholarly communi-
cation beyond academic publishing to include informal and interactive research dissem-
ination and discussion on the social web [1]. In the meanwhile, altmetrics, metrics that
capture the attention a scholarly work received on online platforms, have emerged as a
supplement to traditional bibliometrics in assessing the broader impact of research [2].

As one of the primary social media platforms used among scientists and researchers
[3], Twitter is a major source of altmetrics. Researchers have recognized the potential
for tracing fast-paced conversations about academic literature [4]. However, because
of vulnerability of Twitter to bot activities, the validity of Twitter metric in accessing
research impacts has been questioned by academic communities [5]. Even bots have
been prevalently observed in current studies about Twitter metrics [7, 8, 10], bots in the
context of scholarly communication are still understudied.

To examine the implications of bot accounts, it is critical to understand their behav-
ioral patterns in the process of research dissemination or scholarly communication.
Building upon existing scholarship, this paper serves as a preliminary study to profile
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bot accounts tweeting academic scientific publications onTwitter. Taking recentCOVID-
19 publications as a case study, it aims to observe how bots, as well as other users, react
to the latest scientific literature of trending topics on Twitter. First, we present a review of
related works, followed by an exploratory analysis of social and posting patterns of bots
in contrast to non-bot accounts. Next, we make further comparisons between bots and
non-bot accounts by characterizing articles that they tweeted. In the concluding section,
we discuss directions for future research based on our preliminary findings.

2 Related Works

Bot activities are evident in scholarly communication on Twitter. Existing studies found
that a considerable proportion of the most productive users tweeting scientific publica-
tions and generating a large volume of tweets are automated accounts [6]. For instance,
Robinson-Garcia et al. reported that half of the top 25 Twitter users mentioning micro-
biology articles were bots, contributing to 4% of tweets in their sample [7]. While in
Haustein’s study, 15 out of the top 19 users citing academic articles across disciplines
were self-identified bot accounts, each of which posted over 25,000 tweets on average
[8]. Another study, examining a large scale of altimetric data, spotted that the discrep-
ancy between the number of posts and the number of unique users can reach over 30,000,
and the researcher attributed this to excessive bot activities [10].

It is commonly believed that bots and human accounts behave differently. It was
observed in Haustein’s study [8] that bots, specifically self-identified bots, are more
engaged in tweeting scientific literature. It can be reflected by the higher volume and
frequency of tweeting activities. Additionally, they may have a shorter tweet span, the
number of days between the first and the last tweet. The researcher added that bots
tweeting scholarly work may not share similar patterns as other Twitter bots, e.g., social
bots in a generic context.

The issue of bots, specifically the extent of bots, have heavily caught attention from
researchers. However, only a few studies have attempted to address the implications
of bots on Twitter metrics and online academic communication. For instance, studying
Twitter users with “arXiv” in their user names, handles, and Twitter bio, researchers
found that over 80% accounts in their sample were automated platform feeds that push
publication updates from arXiv, and topics feeds, i.e. automated feeds of publications
relevant to a certain topic [9]. Due to the homogeneous nature of bot accounts, Haustein
and her colleagues suggested that automated tweets, regardless of being good bots or
bad bots, may not imply impact but rather reflect diffusion [11]. Adopting a network
approach, Aljohani et al. [12] have demonstrated the significant role of bots in affecting
the spread of the desired content in the altmetrics Twitter social network (ATSN). For
example, bots were observed to be extensively used for research dissemination.

It was also identified that the degree distribution and community size distribution of
an ATSN with a prevalent presence of bots tend to follow a power-law distribution [12].

There still lacks sufficient discussion on whether we should and how we can tackle
the issue of bots to enhance the validity of Twitter metrics as alternative research impact
indicators, such as identifying or eliminating bot accounts and bot-generated content.
To fill this research gap and to facilitate the discussion, it is important to understand the



Profiling Bot Accounts Mentioning COVID-19 Publications on Twitter 299

role of bots in the process of scholarly communication on Twitter. To achieve this, a
very first step could be characterizing the behavioral patterns of bot accounts in relevant
activities.

3 Method

3.1 Data Collection

First, reusing the query string constructed by Kousha and Thelwall [13], COVID-19
publications were retrieved from Scopus. To trace Twitter users’ reactions to the lat-
est publications, we narrowed down the search results to English-written journal articles
published inMay 2020. To examine the characteristics of articles, articles without source
title information were omitted. DOIs of articles were used to extract Twitter mentions
fromAltemtric.com. As our ultimate planwas to analyze the complete Twitter social net-
works at the article level, articles with less than 10 or over 100,000 Twittermentionswere
excluded. We cross-checked Scopus, Altmetric.com, and Crossref API to retrieve the
date when the article was first made available. 417 articles, from a variety of research
areas (health Sciences: 69.96%, life sciences: 17.08%, social sciences & humanities:
5.14%, physical sciences: 4.94%, multidisciplinary: 2.88%), were retrieved. Accord-
ing to the statistics provided by Altmetric.com, these articles have been mentioned by
153,098 tweets and 100,620 unique users as of the date of data collection, June 22, 2020.

Utilizing Twitter API, we further collected information about tweets retrieved and
Twitter users. As some tweets and user accounts are not active anymore, 89,258 user
profiles and 139,298 unique tweets with user profiles available were retrieved from
Twitter API. 131 tweets have mentioned multiple articles. Analysis in this paper was
based on this matched set of data.

3.2 Identifying Explicit Bot Accounts

Twitter bots are software designed to autonomously perform Twitter activities, such as
tweeting, retweeting, following, and replying via Twitter API without human judgment
and selection [13, 14]. In this preliminary study, only explicit bots, including 1) self-
identified bots and possible 2) spambots, were covered.

This section presents the method used to distinguish bot accounts from the collected
data. First, the method introduced in Haustein’s study [8] was adopted to identify self-
identified bots by searching a pre-defined set of keywords from users’ user names,
handles, and bio on Twitter. We made minor changes to the original query string to
include stricter criteria (see below).

(“bot” | “robot” | “tweetbot” | “tweet bot” | “twitterbot” | “tweeter bot” | “a *robot”)
& NOT (“bot hate” | “bot sniper” | “block *bot” | “not a *bot” | “nor a *bot” |
“neither a *bot“| “like a *bot” | “sometimes*bot” | “think i am a bot” | “roboti*”))
| (“automat*” & (“alert” | “update” | “feed” | “link” | “news” | “stream” | “script” |
“tweet”) &NOT (“no* auto”)) | ((“article” | “literature” | “paper” | “peer-review*” |
“preprint” | “publications” | “pubmed” | “arxiv” | “biorxiv” | “medrxiv”) & (“alert”
| “update” | “feed” | “links” | “stream”) & NOT (“editor” | “journalist” | “official”
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| “feeding” | “links between”)) | ((“created by” | “developed by” | “programmed”)
& (“share” | “daily” | “latest” | “news” | “podcast”)) | (“aggregator” | “news feed” |
“datafeed” | “new submissions” | “latest publications” | “new publication” | “daily
updates”)

Second, extracting the value of the “source” field, the device or application from
which a tweet was posted, of tweet objects from Twitter API, we identified accounts
that employ bot clients using the query string below. We did not consider third-party
social media marketing or management applications, such as Tweetdeck, IFTTT, and
Hootsuite as bot clients as there might involve human selection of content.

(“bot” & NOT “tweetbot for *” & NOT “roboti*”) | (“paper” & NOT (“paper.li”
| “instapaper”)) | “retweet” | “update” | “alert” | “auto” | “curat*” | “aggregat*”
| “combinator” | “feed” | “arxiv” | “biorxiv” | “medrxiv” | “journal” | “article” |
“preprint” | “RT”

Next, we extracted a list of potential spambots by identifying accounts that have
posted the same content more than three times and above.

Lastly, we did a manual check on profiles of identified bot accounts and removed
selections that were explicitly wrong, e.g., “bot” as a part of the real name of the user or
other word combinations not covered in the query string such as “bot killer”, “blocked
by bot”, “not a creeper or a robot”, etc.

As a result, 400 explicit bot accounts were identified, accounted for 0.45% of users
in our dataset. It is worth highlighting that these accounts have contributed to around
2.9% of all selected tweets citing COVID-19 publications on Twitter. To facilitate the
comparison of patterns of explicit between bot accounts (bots) and non-explicit bot
accounts (non-bots), we randomly selected 400 accounts from the unclassified users.
Similarly, we read through their user description to ensure that no explicit bot was
included.

A major limitation of our method is that we were not able to measure the perfor-
mance of the classification. The proportion of bot accounts was underestimated. On the
one hand, only explicit bots were covered while those less explicit or more intelligent
bots remain unclassified. On the other hand, as the set of predefined keywords are not
exhaustive, the above-mentioned bot identification strategy may not be ideal regarding
the rate of recall. It is also possible that cyborgs, bot-assisted humans or human-assisted
bots, may fall under the category of bot accounts if they presented a high level of automa-
tion in the sample data. However, taking basicmanual validation as ameasure to enhance
the precision, our study can still serve its purpose, as a preliminary study, to capture some
patterns of bot accounts in Twitter scholarly communication.

3.3 Data Analysis

The data analysis can be divided into two parts. First, social and tweeting patterns
of bots were studied in contrast to non-bots in our sample. Second, we characterized
articles tweeted by both groups. Statistical analysis, such as Mann-Whitney U tests and
chi-squared tests, was performed to compare the difference between bots and non-bots
using SciPy in Python.
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As suggested in existing scholarship, social patterns of a Twitter user can be gen-
eralized from information such as the number of followers and the number of friends,
whereas tweeting patterns can be examined from aspects such as sources of contents,
mediums of actions, patterns of contents (e.g., the use of hashtags and user mentions
in tweets), as well as the timing (e.g., the frequency of tweets or retweets) [15–18].
Drawing upon these studies, we compiled a list of features commonly used in Twitter
bot detection studies. Table 1 presents features that were tested in this study.

Table 1. Selected features for bots and non-bots comparison

Type Features

User feature Account age (days), Length of user bio (with URLs removed), Number of
statuses, Favorites-statuses ratio, Followers-friends ratio, Number of listed

Tweet feature Number of tweets, Average number of tweets per article, Average responding
time to publications, Average number of tweets per day, Retweet-tweet ratio,
Number of hashtags per tweet, Number of @mentions per tweet

To better understand bot accounts’ tweeting patterns when mentioning scientific
publications on Twitter, we also made efforts to characterize articles tweeted by bots
and non-bots. Characteristics we analyzed include the open access status of the article,
the impact of the source title, and their subject areas.

4 Results

As our sample data is not normally distributed, Mann-Whitney U tests were performed.
Figure 1 shows the comparison between bots and non-bots regarding their user features.
It is consistent with existing studies that bots have generated a higher volume of tweet
statuses (Mdn= 18,127) than non-bot accounts (Mdn= 7,996.5), U = 64,550, p< .01.
Our results have also indicated the difference of favourite-statuses ratios between bots
(Mdn = .38) and non-bots (Mdn = .91), U = 55691, p < .01 [18]. It is noteworthy that
without considering the popularity of the account, bots in our sample are younger in age
(Mdn = 1,785.5) than non-bots (Mdn = 2,378), U = 60,770, p < .01. 13.25% of the
selected bot accounts were born in 2020, out of which 18 accounts were dedicated to
aggregate or share updates and related publications about COVID-19 according to their
user profiles. Examples include “a bot sharing info from the CDC about #COVID19”,
“automatically post papers about the coronavirus…”, “a bot tweeting people’s #men-
talhealth during #COVID”, etc. In contrast, only 4.75% of non-bots were created in
2020. However, it is interesting to observe that bots have a higher ratio of followers to
friends (Mdn = .85) than non-bots (Mdn = .69), U = 74,055, p < .05. This implicates
the possibility of bots being influential in Twitter scholarly communication, serving the
function of information dissemination.

As shown in Fig. 2, it is evident that bots tweeted academic articles more often than
non-bots. This is consistent with the observations in existing scholarship [8]. First, bots
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Fig. 1. Users feature: bots vs. non-bots

generated a larger tweet volume mentioning COVID-19 publications (Mdn = 4) than
non-bots (Mdn = 1), U = 35,594.5, p < .01. The number of tweets generated by the
sampled bot accounts can be high as 193, while the maximum among non-bots was 21.
Moreover, bots tended to mention the same article more (Mdn = 1.33) than non-bots
(Mdn = 1.00, U = 42016.5, p < .01. Users’ average responding time to the newly
published articles has reflected the inaccuracy of articles’ date of availability as negative
values were observed. To tackle this, for each article, we assigned dense rank to each
user based on the time when they first reacted to the article and compared their average
ranking. As a result, we found that non-bots have been responding to the articles faster
than bots on average as they were ranked higher (Mdn = 3) than bots (Mdn = 4), U =
64,980.5, p< .01. Possible reasons include 1) bots are running on predefined schedules
and not all of them were designed to catch up with the published articles promptly.

Fig. 2. Tweets mentioning COVID-19 publications

Regarding the patterns of tweets shown in Fig. 3, bot accounts seemed to have used
more hashtags (Mdn= 0) than non-bots (Mdn= 0),U= 69,010, p< .01. Similarly, more
@mentions were added in a tweet among bots (Mdn= 1) than non-bots (Mdn= 1),U =
72,056, p < .01. This corresponds to a finding in existing studies that spam tweets may
use slightly higher number ofmentions and hashtags [19]. The top 10 hashtagsmost com-
monly used by bot-generated tweets incudes #COVID19, #SARSCoV2, #coronavirus,
#covid19, #hydoxychloroquine, #COVID-19, #chloroquine, #COVID, #Covid19, and
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#Covid_19. Similarly, the top 10 hashtags used among non-bot accounts were also
variants of COVID-19 and related medication, including #COVID19, #SARSCoV2,
#covid19, #coronavirus, #Ritonavir, #Covid19, #Lopinavir, #Kaletra, #Hospitalized, and
#Coronavirus.

Fig. 3. Tweet features (1): bots vs. non-bots

As shown in Fig. 4, when comparing the tweeting patterns among selected accounts
who posted more than 1 tweet in our sample (Nnon-bots = 89, Nbots = 271), significant
difference was observed in the average number of tweets per day and the retweet-tweet
ratio. A bot is likely to generate more tweets (Mdn = 1.75) than a non-bot (Mdn =
1.20) on a single day, U = 2,610.5, p < .01. Surprisingly, bot accounts have a lower
retweet-tweet ratio (Mdn= .15) than non-bots in our sample (Mdn= .75),U = 2,500.5,
p< .01. This might be different from a Twitter bot that aggressively retweets in a generic
context [14].

Fig. 4. Tweet features (2): bots vs. non-bots

Bots and non-bots may have different preferences when tweeting academic articles
as well. For instance, bots were more likely to mention open access (OA) articles than
non-bots with 96.6% and 95% of tweets mentioning OA articles respectively, x2 =
4.92, p < .05. Though statistical significance was observed in the chi-square test when
comparing the tweet distribution between bots and non-bots by SJR Quartiles, x2 =
11.11, p < .05, they both have strongly preferred articles from high impacts journals.
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On average, non-bots have over 92.5% tweets mentioning articles from Q1 journals,
while this percentage among bots was also high as 90.8%. Regarding the discipline of
articles tweeted, as COVID-19 is considered as a health crisis, both groups have paid
great attention to articles in medical and health sciences, though non-bots have shown a
higher variety of interest in articles interpreting COVID-19 from social science, public
health, and multidisciplinary perspectives.

Figure 5 presents the top 50 keywords in tweets generated by bots and non-bots. The
text size reflects the ranking of word frequency within each group. It is not difficult to tell
that both bots and non-bots have paid attention to scientific outputs related to COIVD-19,
represented by keywords, such as “article”, “study”, “paper”, etc. Both groups may have
interpreted COVID-19 as “pandemic”. It was also of their interest to monitor updates
about the growth of “cases”. Non-bots seemed to have a particular interest in the related
meditation, e.g., “lopinavir”, and “ritonavir”whichmay not be a top concern among bots.
There may also exist political bots that mention scientific articles as “trump” seems to
be frequently mentioned by bot accounts in our sample.

Fig. 5. Top 50 keywords in tweets

5 Discussion and Conclusion

Consistent with existing studies, our findings have indicated the prevalence of bot-
generated tweets. In general, bots are younger and tweeted more than non-bots in a more
frequent manner. As observed, a considerable proportion of them were created to share
news and articles about COVID-19. Though bots may not excessively employ hashtags
and @mentions in terms of the rate of relevant tweets, they added a slightly larger
number of hashtags and @mentions than non-bots. Second, bots mentioning scientific
publications tweeteddifferently fromnon-bots andbots in a generic context. For instance,
bots in our sample retweeted less than non-bots and have a relatively higher followers-
friends ratio. In addition, bots and non-bots seem not to share common content selection
criteria though they both prefer articles from high impact journals.

To summarize, the potentials of bots in affecting the validity of Twitter metrics in
assessing research should be recognized. Sharing similar features of spambots [19],
bots in our sample were found to generate excessive Twitter activities mentioning aca-
demic works. Moreover, with a relatively higher followers-friends ratio and efforts in
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employing hashtags and @mentions, bots may have the power to affect the process of
communication. Additionally, automated algorithms to select articles based on specific
criteria, e.g., specific research disciplines of source titles and journal impact factors, may
result in bias of Twitter metrics. However, it is encouraging to observe original tweets,
likely sourcing from external platforms [9], among automated bots. In other words, bots
may serve as idea starters and positively contribute to scholarly communication on the
social web.

A major limitation of this study is that we did not have a manually labeled dataset,
and the dataset that we used for analysis was relatively small. Other than that, without
in-depth text analysis and more granular account classification, we cannot tell whether
the implications of automated accounts are positive or negative. Also, as we focused
on publications related to COVID-19, a trending topic on Twitter, our findings may not
be applicable to publications on other topics. However, from this study, we do see the
potential, as well as the necessity, of bot-related studies in the context of online schol-
arly communication. With data on a larger scale and more sophisticated bot detection
techniques, we will be able to present more rigorous findings regarding the implications
of automated bots. Attaining a comprehensive understanding of the role of bots in the
process of scholarly communication will be beneficial for us to further assess Twitter
metrics, and figure out possible solutions to enhance their validity as research impact
indicators.
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Abstract. The World Health Organization declared COVID-19 as a pandemic
on 11 March 2020 due to its rapid spread worldwide. This work-in-progress
paper aims to uncover topics related to COVID-19 discussed on Twitter. Using
topic modelling, we analyzed two weeks of tweets (11 March–25 March 2020) in
English and found 17 latent topics, covering a broad range of issues such as health
and economic impact, political and legislative responses, prevention measures,
as well as disruption to individuals’ daily lives. The results of this preliminary
study show a helpful step to understand public communications about the virus
and thus inform health practitioners to propose effective safety measures against
COVID-19.

Keywords: COVID-19 · Tweets · Topic modelling

1 Introduction

TheWorld Health Organization (WHO) declared COVID-19 as a pandemic on 11March
2020, due to its rapid spread in many countries of the world [1]. At the time of this
writing, the COVID-19 pandemic has become a major global threat to public health.
It has affected more than 15 million infections and 640,000 deaths worldwide [2]. The
emerging, rapidly evolving situation has already exposed multiple serious issues. For
example, cities were in lockdowns and people were advised to stay at home [3]. These
issues resulted in economic and social disruption. Consequently, the situation caused
uncertainty and anxiety among people as they pondered on the virus and how it would
affect their lives in the future.

During the COVID-19 pandemic, virus-related information also spread fast on social
media. Twitter is a natural platform for the public to share information related to COVID-
19, particularly in English-speaking countries. Analyzing discussions on Twitter may
provide some helpful insights on how the public responds to the COVID-19 pandemic
[4]. Such information might help government agencies and health professionals to target
different groups and to propose effective preventive measures. Therefore, this work-
in-progress paper analyses two weeks of tweets, from 11 March to 25 March 2020, in
English about COVID-19 to uncover popular topics discussed among social media users.
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2 Method

The data used in this study were from a public Twitter dataset, which actively collected
novel coronavirus-related tweets from 28 January 2020, using a list of keywords (e.g.,
coronavirus, Covid-19, corona, etc.) [5]. The dataset is available on GitHub and only
the Tweet IDs of the collected tweets were released. We therefore used the software
Hydrator to extract the detailed tweets for analysis [6]. Since we were interested in the
topics emerged on Twitter when the pandemic was officially declared by the WHO, we
collected two-week tweets from 11 March 2020 to 25 March 2020. There were a total
of more than 15 million tweets during this period. Due to the enormous volume of data,
we randomly selected 315,136 tweets (around 2% of the whole dataset) for analysis.

Data were analyzed using Jupyter Notebook for Python 3.6. First, we removed dupli-
cate and non-English tweets in the dataset, leaving 101,181 tweets for further analysis.
Next, we preprocessed the corpus of tweets by eliminating contents including usernames,
“RT” (retweet) text, URL links, numbers and punctuations.We then tokenized each tweet
into single words with lower case. Further, we excluded a list of commonly used words
(e.g., “and,” “the,” “but,” etc.) as well as some additional words that frequently appeared
in the tweets (“coronavirus,” “covid-19,” “virus,” etc.). We identified some n-grams in
the tweets as well. An n-gram refers to a sequence of words that can form compounds
to generate new meaning (e.g., “tested_positive” in our study). Finally, we lemmatized
the corpus in order to reduce the inflected words into their dictionary forms.

LDA topic modelling via MALLET, a Java-based package for implementation of
Gibbs sampling algorithm was employed to identify the topics discussed in the corpus
[7]. This method can automatically generate topics from documents (i.e., tweets in our
study) and categorizes similar documents to one or more of these topics based on the
distribution of words. First, we iteratively trained a variety of topic models, ranging
from 2 to 20, in order to select the optimal number of topics that can best describe
the corpus. In this process, the topic coherence score was computed to measure the
semantic similarity between high scoring words in each topic [8]. A higher value of
coherence score indicates a better validity of the identified topics. As shown in Fig. 1,
the coherence score was the highest for the model with 17 topics (0.3798). Additionally,
we manually assessed the words in each topic and found that the 17-topic model was
the most semantically meaningful and each topic could be reasonably interpreted. Last
but not least, we labelled each of the 17 topics to reflect its focus.
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Fig. 1. Distribution of topic coherence score.

3 Results

Table 1 shows the topic names with their associated keywords, topic rate in the corpus,
and examples of this topic. To label the topics, we first read the keywords generated
by the topic modelling and assigned an initial name to each topic. Next, we explored
the use of the keywords within the tweets to ensure correct interpretation of the topics.
For example, the keywords in topic 5 were “pandemic,” “global,” and “economy.” We
labelled this topic as “impact on economy” to indicate how the COVID-19 pandemic
influenced the global economy. We further checked some representative tweets that
had a high probability belonging to this topic. For instance, one tweet on March 11
wrote that “Entertainment stocks plummet on coronavirus fears; LYV down 16.5% in
Wednesday trading.” Likewise, another tweet, on March 25, also wrote that “There’s
a global recession/depression looming, unemployment is about to surge, while GDP
collapses.” These tweets helped us to further understand the meaning of this topic and
to confirm our label. In this way, we labelled all the 17 topics as shown in Table 1.

While one tweet could contain multiple topics, typically it had one predominant
topic. We found that the most common predominant topic in our corpus was responses
by the US president (8.79%), followed by showing support for stay-at-home measures
(7.23%) and advice to the public on COVID-19 prevention (6.96%). The least common
topics included news sharing about COVID-19 (4.79%), non-government support for
fighting against COVID-19 (4.62%), and government support to stop COVID-19 spread
(4.22%).
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Table 1. Topic labels with associated keywords.

Topic name Keywords Rate (%) Example

1. Responses by the US president trump, president, pandemic, response,
team, american, america,
administration, office, donald

8.79 “President Trump gives update on
meeting w/GOP congressional
leaders on coronavirus response
&amp; getting tested himself.”
(March 11)

2. Advice to the public on COVID-19
prevention

advice, good, thing, time, read,
follow, hand, face, wait, hear

6.96 “Best practices for preventing
coronavirus: Avoid close contact
with sick people; Avoid touching
eyes, nose and mouth…” (March 11)

3. Legislation related to COVID-19 time, american, back, bill, real, house,
democrat, vote, act, remember

6.49 “House passes coronavirus response
bill ensuring paid leave,
unemployment insurance and free
virus testing.” (March 14)

4. Showing support for stay-at-home
measures

home, stay, work, safe, order,
quarantine, friend, love, family, issue

7.23 “Siena, Italy. My street is empty. All
are closed in homes because of the
corona. Then one neighbour starts
singing…” (March 14)

5. Impact on economy pandemic, global, economy, big, bad,
tweet, deal, question, panic, fear

6.10 “Entertainment stocks plummet on
coronavirus fears; LYV down 16.5%
in Wednesday trading.” (March 11)

6. Public health emergency health, state, public, emergency, care,
official, test_positive, person, govt,
national

5.70 “Newsletter on #coronavirus, a
serious and urgent public health
issue.” (March 12)

7. Reports on lockdowns lockdown, day, country, close, school,
shut, travel, open, city, announce

5.83 “Lockdown is needed now. They
closed schools earlier, mandatory
lockdown.” (March 21)

8. Impact on international relations china, call, world, chinese, lie,
medium, start, blame, wuhan, control

6.61 “Trump’s national security adviser
accuses China of a two-month
cover-up which stopped the world
getting to grips with corona…”
(March 12)

9. Shopping for groceries and
essentials

make, man, find, happen, run, guy,
long, food, buy, feel

5.68 “The grocery store has a line
wrapped around the building &amp;
they only letting 5 people in at a time
&amp; most the shelves EMPTY…”
(March 17)

10. Impact on personal lives put, life, worker, give, pay, job, risk,
sick, lose, money

4.98 “Up to 74% of all workers in
America are living
paycheck-to-paycheck. And almost
3/10 have no emergency savings.”
(March 16)

11. Cancellation of activities and
events

week, due, year, cancel, outbreak,
break, student, move, march, suspend

5.46 “Malaysians who intend to take trip
within the country and visit tourist
spots are advised to cancel such
vacation plans…” (March 17)

12. Mortality of COVID-19 people, die, india, kill, pm, lock,
understand, dear, young, war

4.98 “But mortality from 1957 outbreak in
the USA was U-shaped, as most
pandemics are, killing the very young
and very old.” (March 15)

13. News sharing about COVID-19 today, news, show, watch, great, live,
video, talk, end, full

4.79 “I was sent this video from Bergamo,
Italy. The military has been asked to
transport dead bodies and coffins
because…” (March 19)

14. Reports of confirmed
cases/statistics

case, death, Italy, report, update,
number, confirm, break, day, total

5.65 “Spain has 1,646 confirmed cases of
Covid-19. 782 of these are in the
Madrid region…” (March 11)

(continued)
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Table 1. (continued)

Topic name Keywords Rate (%) Example

15. Government support to stop
COVID-19 spread

spread, government, stop, outbreak,
plan, continue, place, part, measure,
epidemic

4.22 “Following the spread of #COVID19,
each government has been forced to
take urgent measures by
declaring…” (March 20)

16. Non-government support for
fighting against COVID-19

support, time, free, important,
business, share, fight, give, check,
provide

4.62 “A total of 1.8 million face masks
and 100,000 #coronavirus test kits
donated by Jack Ma Foundation and
Alibaba Foundation.” (March 12)

17. Medical resources for COVID-19 symptom, medical, patient, test,
hospital, doctor, testing, mask,
positive, disease

5.92 “TRs 15,000 crore allotted for
#Coronavirus testing facilities,
PPEs, ICUs, Ventilators and training
medical workers…” (March 24)

4 Discussion

In this study, we present a first step in understanding topics related to COVID-19 on
Twitter. Using LDA topic modelling, we uncovered seventeen diverse topics. Our results
revealed what had been discussed in the public since the declaration of COVID-19 as a
pandemic.

We found that several topics reflected the impact of COVIID-19 on various aspects,
such as economy, international relations, and personal lives. These topics demonstrated
that people concerned much about the negative consequences of coronavirus and they
tended to obtain and disseminate such information on social media. For example, there
were multiple discussions on the origin of coronavirus. On 17 March 2020, the US
president labelled the pandemic as a “Chinese virus.” The tensions between the US and
Chinese officials further deteriorated, which triggered racial prejudice on social media.
In fact, we found that a large portion of tweets related to the topic “impact on international
relations” described the criticism on Chinese people. For example, one tweet on March
11 said that “The virus is literally from Wuhan. China lied about it…” Thus, global
health emergency such as COVID-19 pandemic is also a manifestation of a societal
illness. The content on Twitter might trigger racist or discriminating behavior towards
Chinese or Asian citizens who live in America [9]. As such, government agencies need
to take necessary measures to prevent such racism during this period.

Also, we found some topics (e.g., topic 2, 15, and 16) were related to how the
public combated the virus. These topics suggest that a portion of tweets were intended
to disseminate knowledge such as preventive measures in the public. For example, since
the outbreak of COVID-19, the WHO posted a large number of tweets to educate the
public about this novel virus [10]. It indicates that Twitter played a powerful role in
public health education during a pandemic.

From a public health perspective, understanding the topics discussed on Twitter
during the pandemic can help to identify individuals’ information needs. Governmental
organizations and medical professionals can target segments of the population based on
types of communication on social media. For example, they could devise autonomous
tools that identify userswho are negatively affected byCOVID-19 and connect themwith
relevant agencies so that follow-up actions to check on the well-being can be conducted.
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Tailoring automatic responses based on topics of tweets would redirect the discussion
to useful and reliable information [11].

This studyhas some limitations. First, due to the large size of dataset,we only selected
a small sample of two-week tweets in our analysis, which may introduce some selection
bias. Future studies may analyze more tweets to identify if there are additional emergent
topics as the COVID-19 pandemic progresses over time. Second, we only analyzed
English tweets in this study. Results of this study could not reflect the comprehensive
picture of discussions on Twitter. Future research would benefit from taking tweets in
other languages into account in the analysis.

In our future work, we plan to investigate how the topics identified by LDA topic
modelling could predict individuals’ information sharing behavior on Twitter. In addi-
tion, we are also planning to examine how other factors such as the richness of tweet
content, tweet sentiment, and influence of Twitter users can contribute to tweets sharing
behavior. Specifically, negative binomial regression will be employed to identify the
potential predictors of information sharing on Twitter during the pandemic.
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Abstract. This article presents a solution developed on top of the LdoD
Archive for the classification of fragments in the context of a virtual
edition, through the use of a serious game strategy. Participants select a
classification for a fragment after following a series of steps that require
them to propose tags for fragments and then vote on other participants’
tags. The goal of the game is twofold: it can be used as a crowdsourced
tool to classify texts from the Book of Disquiet, in the context of a virtual
edition, and it functions as a collaborative learning tool for the reading
and analysis of texts from the Book of Disquiet .

Keywords: Digital humanities · Gamification · Crowdsourcing ·
Digital Archive

1 Introduction

The emergence of Web platforms and sites resulted in the surge of crowdsourcing
[6], making it both a business alternative as well as useful option in Galleries,
Libraries, Archives and Museums (GLAM’s) industry [2]. Geiger and Shader [3]
describe four archetypes of crowdsourcing systems: (1) crowdprocessing, where
contributions are homogeneous and the value results from each individual con-
tribution, for instance, in the classification of galaxies; (2) crowdrating, in which
homogeneous contributions are used to generate a value resulting from the com-
bination of the contributions, for instance, collective assessment of restaurants;
(3) crowdsolving, where heterogeneous contributions are individually valued,
for instance, suggesting ideas of solutions for a problem; and (4) crowdcre-
ation, where heterogeneous contributions are integrated to provide a solution,
for instance, Wikipedia. These concepts are important for the conceptualization
of our game.

Besides the surge of crowdsourcing, another concept which has received
increased attention is gamification, which is the use of game design features
c© Springer Nature Switzerland AG 2020
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to motivate the participation of people in no-game activities. Despite the fact
that the term was introduced in the 2000s, it is only after 2010 [5] that we see
a significant growth in the use of the concept. Furthermore, gamification tech-
niques have been applied to crowdsourcing projects to foster the participation of
volunteers [8]. To foster the participation in the crowdsourcing systems, projects
sometimes resort to gamification techniques. Gamification can then be defined
as the use of game design elements in non-game contexts [1]. According to a
recent literature review [8] on gamified crowdsourcing systems for homogeneous
activities, it is generally recommended that crowdprocessing and crowdrating
use simple game elements, such as scoring and leaderboards, since rich game
designs can be redundant in such contexts.

Some interesting examples of the application of gamification techniques in
Digital Humanities can be found in the gamification of libraries [7] where, for
instance, users gain points and badges by engaging with the library such as
visiting, checking a book and other interactions.

Inspired by previous work on gamified crowdsourcing for classification [4,
11], in this article we describe the design of a crowdsourcing activity integrated
with gamification techniques within the context of a Digital Humanities project,
applied to Fernando Pessoa’s Book of Disquiet, which is implemented as a digital
archive [9,10]. The tool is build on top of the LdoD Archive for the classification
of fragments from the Book of Disquiet.

In the next Section we describe the game mechanisms and their rationale.
Section 3 presents and discusses the results, concluding the paper.

2 The LdoD Classification Game

The LdoD Classification Game is a game that aims to use the Archive’s virtual
editions, and its ability to classify and categorize fragments, as a means to create
crowdsourced tagged virtual editions in a fun and entertaining way. An LdoD
Classification Game is an online, real-time and synchronous environment, where
several users collaborate with the goal of categorizing a fragment of a virtual
edition, resulting in the enrichment of the virtual edition with new community
categories, made in a collaborative and interactive way.

The game follows a mix of two different crowdsourcing processes. It consists
of a crowdcreating process whose goal is to create artifacts based on a diversity of
heterogeneous contributions, and in a crowdrating process in which the wisdom
of crowds is harnessed to filter the artefacts into one, such that a synthesis can
be obtained. How do those two processes relate to the game itself? The game
consists of three different rounds: one in which each user individually suggests
tags for a fragment’s paragraph (crowdcreating); another round in which the
player sees the suggestions of the other participants for that paragraph and can
choose between maintaining his or her own suggestion or changing the tag by
choosing another suggestion (crowdrating); and, finally, a more collaborative
round, in which all users see winner tags for each one of the paragraphs and, as
group, vote on the best tag for the fragment as a whole (crowdrating).
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A game can also be created in two different ways: it can be created by the
LdoD Archive administrators or it can be custom-created by registered users.
The former is a game created by the LdoD Archive and abstracts all of the
configurations necessary to create games. Currently, there is a new game available
every 15 min in which any registered LdoD Archive user can participate in the
classification of a fragment randomly selected from the set of fragments of a
virtual edition. Every day a new set of 96 games are generated to be played in
the following day.

On the other hand, a custom game consists of a personalized environment
that can be directly related to a teacher-student scenario or some other group
interaction, for instance. It allows the registered user to define a set of configu-
ration parameters: (a) choose the virtual edition within which the game will be
played; (b) decide which fragment will be classified in the game; (c) define who
are the possible game participants, whether any registered user can participate
or only the virtual edition editors, and (d) define the day and time the game
is going to take place. Note that in the current version of the game the clas-
sification is based on a taxonomy with an open vocabulary, which means that
the participants are not restricted to a set of categories to use when tagging the
paragraphs.

2.1 Game Mechanics

The game is initiated in a new console, which is opened from the main site,
accessible only to the registered users of the LdoD Archive. As expected the
users will have to log in on the game website in order to participate. The game
platform has an About section where users will have the opportunity to read
about the game rules, objectives and additional information about the game.

As mentioned above, the game is split into three rounds: the first (crowd-
creating) and second (crowdrating) rounds are applied to each paragraph of the
fragment, and the third (crowdrating) round is applied to the fragment as a
whole.

The fragment used in the game is split into paragraphs and the time available
for each tagging round depends on the paragraph’s size, determined when the
game switches to the next paragraph. Finally, in the third round, which begins
after the final paragraph is tagged, the participants are invited to vote on a tag
for the whole fragment.

Round One: Individually Submitting Tags. In this round, the participants’ goal
is to submit a tag for each paragraph of the fragment. The user will see a
paragraph of the fragment placed at the centre of the screen and, immediately
below, a category submission area. In the bottom area of the webpage, the user
can see a progress bar showing visually how many paragraphs are still missing.
At the top of the screen, in the centre, the user has a steps interface showing their
current round and which round follows next. Above that, and still in the centre
area, they can see the amount of time remaining in the current round (note
that the time varies according to the size of the text). At the top left, users can
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see the number of people participating online. Summarizing, the player must, in
the given time, read the text carefully, think about it, and submit one tag they
believe is appropriate. The allowed input is equal to the input available in the
LdoD Archive for a taxonomy category, which is any string above one character.
The time and game context in which a tag is suggested also has impact on the
calculation of scores. Let us consider that player A suggests a particular tag and,
in the same round, a player B submits ten seconds later this same tag. Player
A is considered the author of the tag and player B is a co-author or voter of the
tag submitted by player A. This is important for the players’ scoring, because
player A will get more points than player B, as is described next.

Round Two: Choosing a Tag. In round two, the interface is very similar, showing
again the same paragraph of the fragment, but now below. The interface will
contain the categories that have been suggested by all participants in round one.
The goal in this round is to decide on a winner category, and the user has the
ability to choose from a range of options. This means that the user can now vote
only in one category, which she believes is the most suitable for the paragraph
that was analyzed. Note that the user can even choose the category that he/she
submitted. At this point the game becomes more interesting because the players
now must simultaneously find a category they consider fit while also trying to
think which category will be chosen by the other participants. For round two the
time is independent of the size of the paragraph, since the players had earlier
read and analyzed the text. For this round the timer is set at 30 s.

Round Three: Reviewing and Deciding. After round one and two finish for all
paragraphs, the challenge reaches the reviewing and deciding round. The inter-
face changes: the complete fragment is now presented at the bottom part of the
screen while at the top part there is a voting area containing the categories that
won each of the previous voting rounds (round two). Additionally, we also have
a timer, and the indication that the game is in its final round. This round is the
final crowdrating process, since the players must now vote on one of the tags in
order to elect a tag that best captures the classification of the fragment. The
most voted tag will be included in the virtual edition as part of its user-generated
taxonomy. However, this stage is more dynamic and iterative due to the fact that
users now can switch their vote while the timer does not expire, whereas in the
second round, once voted, they could not change their vote. Note that, to foster
the selection of a representative tag, all players can see the points received by
each tag, the current top tag in real time, and the points changing as players
vote and change votes. This allows users to change their opinion depending on
the feedback they get from the current classification. This presents the challenge
of trying to simultaneously chose the best available tag whilst trying to predict
the winner tag.

The score of a participant follows the formula for each paragraph in rounds
one and two:

score(p) = s + vrwt + srwt
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where: s: submit on round one a tag (1 point); vrwt: choose on round two the
winning tag (2 points); srwt: submit on round two the winning tag (5 points).

This formula intends to foster participation: submitting a tag during round
one corresponds to 1 point, which promotes participation; 5 points are given for
the paragraph winner, thus motivating the players to carefully read the para-
graphs in order to accurately submit the best tags; the voting on the winner tag
provides 2 points in round two, thus motivating the players to not stick to their
own submissions if they consider that another player submission is better.

And the participant score for the third round, the classification of the whole
text, is given by the formula:

score(t) = vgwt + sgwt − c

where: vgwt: vote on the round three the winning tag (5 points); sgwt: submit
on round three the winning tag (10 points); c: total of vote changes during round
three.

As happens with the paragraph scoring, this formula intends to foster partic-
ipation and accuracy, and, additionally – since in round three the participants
can see which is the tag that has more votes, and can change their vote to try to
find the best synthesis of proposed tags –, the scoring system hinders the con-
stant change of vote to avoid that the final tag is the result of an opportunistic
change of vote. Every time a player changes his final vote he may increase the
chances of winning 5 points but he loses one point.

The final points of a player in the game are given by the sum of her paragraph
scores plus the final text score. Note that, in order to have a single winner
associated with a tag, submitting a classification earlier is key, since it allows for
him or her to be considered the author of a tag, which introduces another timing
pressure in the game. The player that suggested the winning tag will have their
name credited as the author of the tagging of the fragment in the virtual edition.

3 Results and Discussion

As the fundamental objective of the created application is to be a text-based
game, we asked colleagues, family members, existing users of the LdoD Archive
to test the prototype, in order to better understand its positives and negatives.

After testing the game prototype, participants were requested to fill in a
questionnaire that assesses and profiles the user. Part one of the questionnaire
focuses on group age, gender, acquaintance with the work of Fernando Pessoa,
and gaming habits. The second part targeted characterization of the game itself,
such as its ease of understanding, rules and entertainment. The questionnaire
had sixteen responses.

Regarding the profile of the respondents we can say that nine of the survey
respondents are men and seven are women; the majority of the participants have
an age between 19 and 24, and all of the inquired have a higher education degree
(the majority, 10, a graduation). When questioned about the Book of Disquiet
only two said that they had not heard of its existence. Furthermore, half of the
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people had read at least part of the book, and also half selected I am a normal
reader of Fernando Pessoa knowing only mandatory works as the option that
best described them. Five considered themselves as an above average reader and
three as experts. Finally, only one person never plays games and a significant
group (five people) plays games daily.

The next section of the questionnaire focused on finding about the game
experience the players had. In a scale from 1 to 5 (very easy, easy, normal, hard,
very hard) users had to rate the game regarding the difficulty of understanding it
(objectives and rules). The results were: seven chose rating very easy, two chose
rating easy, three normal, three hard and one found it very hard. Regarding the
entertainment that the game provided to the participants, from 1 (not fun) to
5 (very fun), two people found it not fun while a majority (8) found it fun and
six others found it normal. The majority (eleven people) would consider playing
again and would recommend the game to another person. Two people said they
would not play again and five responded as maybe regarding recommending the
game.

The question asking if the game made it interesting to read and learn more
about the Book of Disquiet and Fernando Pessoa, was very split with seven
people saying yes, a lot, other four not at all and the rest in between with a bit.

So, from this, we can say that, for now, the game seems to be easy to follow.
Although it has not reached a high level of entertainment, it has the potential
to entice players to play again and could also attract other users to join.

After this, the questions were of open format and not mandatory. The ques-
tions were what did the user like the most and the least, which aspects did the
user consider that could be improved, and any other suggestions.

The most relevant points brought up for each of these questions were: most
liked were the ability to compare what other participants wrote, originality, and
reading and knowing fragments of the book in a fun manner; least liked: time
pressure; improvements: interface related changes (text size, formatting and UI
in general), weekly rankings, increase time, and at the end of the game present
the tags other players in other games had chosen for that same fragment; general
suggestions: ranks and social achievements, increase times, provide suggestions
of classifications in round 1, explain the game better (for a general audience,
particularly how a game must be created and what are its rules).

In conclusion, the game has potential, but the users disliked the time pres-
sure associated with the rounds, what suggests that it may have an additional
potential as a learning tool, used in the context of a class to analyze texts from
this book, where time pressure is not relevant and the ability to see each others’
tags may trigger interesting discussions.

The source code is publicly available in a GitHub repository1 and the game
can be accessed at the game homepage2.

1 https://github.com/socialsoftware/edition.
2 https://ldod.uc.pt/classification-game.

https://github.com/socialsoftware/edition
https://ldod.uc.pt/classification-game
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Abstract. Information access needs to be uncomplicated, as users may
not benefit from complex and potentially richer data that may be
less easy to obtain. A user’s demand for answering more sophisticated
research questions including aggregations could be fulfilled by the usage
of SQL. However, this comes with the cost of high complexity, which
requires for a high level of expertise even for trained programmers. A
domain-specific query language could provide a straightforward solution
to this problem. Although less generic, it is desirable that users not famil-
iar with query construction are supported in the formulation of complex
information needs.

In this paper, we extend and evaluate SchenQL, a simple and applica-
ble query language that is accompanied by a prototypical GUI. SchenQL
focuses on querying bibliographic metadata while using the vocabulary
of domain-experts. The easy-to-learn domain-specific query language is
suitable for domain-experts as well as casual users while still providing
the possibility to answer complicated queries. Query construction and
information exploration is supported by the prototypical GUI. Eventu-
ally, the complete system is evaluated: interviews with domain-experts
and a bipartite quantitative user study demonstrate SchenQL’s suitabil-
ity and high level of users’ acceptance.

Keywords: Domain-specific query language · Bibliographic
metadata · Digital libraries · Graphical user interface

1 Introduction

Scientific writing almost always starts with a thorough bibliographic research
on relevant publications, authors, conferences, journals and institutions. While
web search is excellent for question answering and intuitively performed, not
all retrieved information is correct, unbiased and categorized [11]. The arising
problem is people’s tendency of rather using poor information sources that are
easy to query than more reliable sources which might be harder to access [12].
This introduces the need for more formal and structured information sources
such as digital libraries specialised in the underlying data, that at the same time
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need to be easy to query. Existing interfaces of digital libraries often provide
keyword search on metadata or to query attributes [1,3,6,22,30]. However, in
many cases, these interfaces do not allow to directly express advanced queries
such as “Which are the five most cited articles written by person P about topic
T after year Y?”, but require complex interaction. Popular examples of such
limited systems are dblp [30] or Semantic Scholar [6]. More complex tools such
as GrapAL [2,15] are capable of answering said complex queries, but require
specific and uncommon programming skills. Another option is to use structured
query languages such as SQL, a widespread language for querying databases,
which unfortunately tends to be difficult to master [39]. This is critical as in
most cases domain-experts are familiar with the schema of the data but are not
experienced in using all-purpose query languages such as SQL [9,31]. This is
even worse for casual users of digital libraries who neither have knowledge of the
structure of the data nor of SQL.

To close this gap, we presented the SchenQL Query Language for the domain
of bibliographic metadata [28]. SchenQL is designed to be easily utilised by
domain-experts as well as casual users as it uses the vocabulary of digital libraries
in its syntax. While domain-specific query languages (DSLs) provide a multitude
of advantages [17], the most important aspect in the conception of SchenQL was
that no programming skills or database schema knowledge is required to use
it. For SchenQL to be widely applicable, we introduce a prototypical graphical
user interface (the SchenQL GUI) which supports the construction of queries,
offers visualisations of query results and an additional dimension of retrieving
information by exploring data and its relations through clicking. As an example
of SchenQL, the aforementioned question can be formulated as follows: MOST
CITED (ARTICLES WRITTEN BY "P" ABOUT "T" AFTER Y) LIMIT 5.

The major contribution of this paper is the empirical evaluation of SchenQL
as domain-specific query language on bibliographic metadata including the inves-
tigation of a prototypical GUI that is designed to assist users in creating queries.
SchenQL is evaluated two-fold: 1) interviews with domain-experts were con-
ducted to identify applications as well as options for further development and
2) a quantitative user study consisting of two parts measured effectiveness, effi-
ciency and users’ satisfaction with our whole system: we first evaluated usage
of command line SchenQL against SQL, followed by a study which compared
usage of the SchenQL GUI to the previous results. Here, the User Experience
Questionnaire [36] was conducted for assessment of user experience.

The remainder of this paper is structured as follows: Sect. 2 discusses related
work. Section 3 introduces the structure and syntax of SchenQL including the
presentation of the SchenQL GUI, which is evaluated in two parts in the following
Sect. 4. The last Sect. 5 describes possible future research.

2 Related Work

Areas adjacent to the one we are tackling are search on digital libraries, search
interfaces on bibliographic metadata and domain-specific query languages.
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For search on digital libraries, the MARC format is a standard for information
exchange [11]. While it is useful for known-item search, topical search might
be problematic as contents of the corresponding fields can only be interpreted
by domain-experts [11]. Most interfaces on digital libraries provide field-based
Boolean search [35] which can lead to difficulties in formulating queries that
require the definition and concatenation of multiple attributes. This might cause
a substantial cognitive workload on the user [14]. In contrast, withholding or
restriction of faceted search on these engines fails to answer complex search
tasks [13]. Thus, we focus on a search of topical information that even casual
users can utilise while also offering the possibility to clearly define search terms
for numerous attributes in a single query.

Several search interfaces on bibliographic metadata exist such as dblp [26,30],
Bibsonomy [22], Google Scholar [1], ResearchGate [3] or Semantic Scholar [6]. All
of those systems allow for systematic refinement of result sets by application of
filter options via facets to varying extends. Only dblp and Semantic Scholar (on
a small scale) support search on venues. The formulation of complex queries with
aggregations is not targeted by any of them. In contrast, SchenQL supported
by a GUI specialises on these functionalities. GrapAL [2,15] actually provides
all functions of SchenQL but is a complex tool utilising the Cypher [20] query
language (QL).

Domain-specific query languages come in various shapes. They can be SQL-
like [29], visual QLs [9,18] or use domain-specific vocabulary [38] but are typically
specialised on a certain area. They also come in different complexities: for exam-
ple MathQL [21] is a query language in markup style on RDF repositories but a
user needs to be mathematician to be able to operate it. The DSL proposed by
Madaan [31] stems from the medical domain and is designed to be used by inex-
perienced patients as well as medical staff. Some DSLs are domain-unspecific
such as the aforementioned Cypher [20], BiQL [19] or SnQL [32] and depend
on complicated SQL-like syntax. With SchenQL, we provide a QL which uses
vocabulary from the domain of bibliographic metadata while being useful for
experts as well as casual users and avoiding complicated syntax.

3 SchenQL: QL and GUI

For simplicity, we refer to SchenQL including its GUI as the SchenQL system.
SchenQL was developed to access bibliographic metadata textually, which resem-
bles natural language for casual as well as expert users of digital libraries [27].
The fundamental idea is to hide complex syntax behind plain domain-specific
vocabulary. This enables usage from anyone versed in the vocabulary of the
domain without experience in sophisticated query languages such as SQL. The
prototypical GUI supports SchenQL: it helps in query formulation with auto-
completion and keyword suggestion. Additionally, it provides visual exploration
of query results supporting two standard visualisations: Ego Graph [34] and
BowTie [25].

For our data model we assume bibliographic metadata consists of persons
and publications they authored or edited. These persons can be affiliated with
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Table 1. SchenQL base concepts Publications (PU), persons (PE), conferences (C),
journals (J) and institutions (I) with their respective literals (L), specialisations
(S), filters (F) and standard return values (V, relevant for the CLI).

PUBLICATION PERSON CONFERENCE JOURNAL INSTITUTION

L key, title key, primary

name, orcid

key, acronym key, acronym

S MASTERTHESIS,

BOOK, CHAPTER,

PHDTHESIS, ARTICLE

AUTHOR, EDITOR

F PUBLISHED BY (I),

ABOUT (keywords),

WRITTEN BY (PE),

EDITED BY (PE),

APPEARED IN (C|J),

BEFORE year, IN

YEAR year, AFTER

year, TITLED

title, REFERENCES

(PU), CITED BY

(PU)

PUBLISHED IN

(C|J), PUBLISHED

WITH (I), WORKS

FOR (I), NAMED

name, ORCID orcid,

AUTHORED (PU),

REFERENCES (PU),

CITED BY (PU)

ACRONYM acronym,

ABOUT (keywords),

BEFORE year, IN

YEAR year, AFTER

year

NAMED name,

ACRONYM acronym,

ABOUT (keywords),

BEFORE year, IN

YEAR year, AFTER

year, VOLUME

volume

NAMED name,

CITY city,

COUNTRY country,

MEMBERS (PE)

V title primary name acronym acronym primary name +

location

certain institutions. Publications can be of multiple types and may be published
in conferences or journals. Publications can reference previously published papers
and might be cited themselves by more recent work building upon them.

3.1 Building Blocks

Base concepts are the basic return objects of SchenQL. A base concept is con-
nected to an entity of the dataset and has multiple attributes. Those base con-
cepts are publications, persons, conferences, journals and institutions.
Upon these concepts, queries can be constructed. Base concepts can be spe-
cialised. For example publications can be refined by specialisations books,
chapters, articles, master or PhD theses. A specialisation can be used
instead of a base concept in a query.

Filters can restrict base concepts by extracting a subset of the data. Literals
can be used as identifiers for objects from base concepts, they can be utilised
to query for specific data. Attributes of base concepts can be queried, for a
list of attributes see Kreutz et al. [28]. Table 1 gives an overview of literals,
specialisations, filters and the standard return value for every base concept.

Functions are used to aggregate data or offer domain-specific operations.
Right now, four functions are implemented in SchenQL: MOST CITED, COUNT,
KEYWORDS OF and COAUTHORS OF. The function MOST CITED (PUBLICATION) can
be applied on publications. It returns titles as well as numbers of citations of
papers in the following set. By default, the top five results are returned. COUNT
returns the number of objects contained in the following sub-query. KEYWORDS
OF (PUBLICATION | CONFERENCE | JOURNAL) returns the keywords associated
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with the following base concept. COAUTHORS OF (PERSON) returns the coauthors
of an author. The LIMIT x operator with x ∈ N can be appended at the end of
any query to change the number of displayed results to at most x.

3.2 Syntax and Implementation

The syntax of SchenQL follows simple rules resulting in queries similar to
natural language which are aiming at simple construction. Sub-queries have
to be surrounded by parentheses. It is possible to write singular or plu-
ral when using base concepts or specialisations (e.g. JOURNAL or JOURNALS).
Filters following base concepts or their specialisations can be in arbitrary
order and get connected via conjunction if not specified otherwise (OR and
NOT are also possible). Most filters expect a base concept as parameter (e.g.
WRITTEN BY (PERSONS)), however some filters anticipate a string as param-
eter (e.g. COUNTRY "de"). Specialisations can be used in place of base con-
cepts. Instead of a query PERSON NAMED "Ralf Schenkel" a specialisation like
AUTHOR NAMED "Ralf Schenkel" would be possible. If a filter requires a base
concept, parentheses are needed except for the case of using literals for identify-
ing objects of the base concept. For example PUBLICATIONS WRITTEN BY "Ralf
Schenkel" is semantically equivalent to PUBLICATIONS WRITTEN BY (PERSONS
NAMED "Ralf Schenkel"). Attributes of base concepts can be accessed by
putting the queried for attribute(s) in front of a base concept and connect-
ing both parts with an OF (e.g. "name", "acronym" OF CONFERENCES ABOUT
KEYWORDS ["DL", "QLs"]).

For implementation, lexer and parser of the compiler for SchenQL were built
using ANTLR with Java as target language. The compiler translates queries
from SchenQL to SQL and runs them against a MySQL 8.0.16 database holding
the data. Data on references and citations is contained in a single table. SchenQL
can be used in a terminal client similar to the MySQL shell.

3.3 GUI

The GUI is inspired by results from the qualitative study described in Sect. 4.2. It
provides access to information by supporting the construction of queries includ-
ing the interactive navigation with the GUI. It also offers auto-completion of
SchenQL query keywords and suggestions for the formulation of queries. Results
of queries can be sorted for every column of the result table. In Fig. 1b query
formulation with suggested keywords and result representation in the SchenQL
GUI is depicted. If a search result is selected by clicking on it, detail views
open (see Fig. 1a) which offer all information available for the respective ele-
ment of a base concept. Furthermore we incorporated two already established
visualisations: Ego Graph [34] and BowTie [25]. The Ego Graph for persons (see
Fig. 1a top) supports the analysis of persons’ most important co-authorships.
The BowTie visualisation can be used for easy estimation of a person’s, publi-
cation’s or venue’s influence in terms of gained citations and its actuality (see
Fig. 1c).
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(a) Person detail view with Ego
Graph. Nodes symbolise authors,
the further an author is from the
middle, the less publications he
shares with the person in focus.

(b) SchenQL GUI for a search with suggested
language components and search result.

(c) BowTie view of referenced and citing papers
of a person with numbers of referenced(bows left
of knot)/citing(bows right of knot) papers per
year in single slices. The higher the number of
citations or references, the longer the bow.

Fig. 1. SchenQL GUI (top right), detail view of a person with Ego Graph (left) and
BowTie view (bottom right).

4 Evaluation

Our evaluation of the SchenQL system consists of a qualitative and a quantitative
investigation. In a first qualitative study, we examine domain experts’ use-cases
and desired functionality of a DSL such as SchenQL as well as an accompa-
nied GUI. The major goal of this first investigation was to check SchenQL for
completeness and suitability for the addressed use cases. In a subsequent step,
we conducted a quantitative study in which we first compared SchenQL with
SQL, both used through a command line interface (CLI) to ensure comparabil-
ity. The goal was to measure the effectiveness, efficiency and users’ satisfaction
with SchenQL as query language. As a follow-up, we evaluated the web-based
GUI of the SchenQL system using the same queries and compared the results
with those received from usage of the SchenQL CLI. We additionally investigated
the SchenQL system’s user experience using the User Experience Questionnaire
(UEQ) [36].

Considering the overall goals for SchenQL, we derived the following three
hypotheses to be investigated:

H1. Utilisation of the SchenQL CLI achieves better results in terms of higher
correctness, lower perceived difficulty of query construction as well as lower
required time for query formulation than usage of SQL.
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H2. SchenQL is suitable for domain-experts as well as non-experts.
H3. The SchenQL system provides high suitability and user experience (indicated

by values >.8 for all six quality dimensions assessed with the UEQ [7]) for
users not familiar with structured queries.

For the studies, we used a dataset from the area of computer science: our
structures were filled with data from dblp [30] mapped on data from Semantic
Scholar [6] and enriched with information about institutions from Wikidata [8].

4.1 Qualitative Study: Interviews

To get a comprehensive picture of SchenQL’s completeness and suitability, we
conducted semi-structured one-on-one interviews with four employees of the dblp
team to discover realistic use-cases as well as desirable functionalities and poten-
tial extensions. Leading questions were which queries they would like to answer
with the data and which functions or visualisations they envisioned in a GUI.
The participants do work daily on digital libraries and are thus considered highly
experienced in the area. They were only aware of the domain of interest and the
underlying dataset but did not know anything about SchenQL.

The interviews showed that the dblp staff wished to formulate queries to com-
pute keywords of other publications that were published in the same journal as
a given publication, the determination of the most productive or cited authors,
as well as the most cited authors with few co-authors. Furthermore, a GUI
should support numerous visualisations: colour coded topics of publications or
co-author-groups were explicitly asked for. Another participant requested inter-
mateable components for the visualisation of graphs to display co-publications,
co-institutions or connections between venues. Other desired functionalities were
a fault-tolerant person name search and sophisticated ranking methods.

As expected, the experts’ suggestions were quite specific and strongly shaped
by their daily work with dblp, which may not fit classic non-expert use of digital
libraries. SchenQL is able to formulate several of the desired questions, however
it needs to be evaluated by non-power-users as we have done in the quantitative
evaluation described below to ensure usability for casual users as well. Comments
on visualisation drove the design of the GUI’s visual analysis components.

4.2 Quantitative Study: SchenQL CLI Vs. SQL, GUI and UEQ

Our quantitative study consists of two parts: the SchenQL CLI is compared to
SQL, then the usability of the GUI and thus the SchenQL system as a whole
is assessed. For the first part, it is not feasible to compare a specialised system
such as the SchenQL CLI to a commercial search engine, differences between the
compared systems should be minor [24]. Additionally, as stated above, search
interfaces in this domain [1,3,6,22,30] do not provide as many functionalities
as SchenQL. We also refrained from evaluating the CLI against other DSLs
such as Cypher [20] as test users would have been required to learn two new
query languages. Comparing our CLI against SPARQL would have required the
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definition of classes, properties and labels for the dataset and was therefore also
disregarded in favour of the comparison against SQL.

Users participated voluntarily in the study, they were aware of being able to
quit any time without negative consequences. They actively agreed on their data
being collected anonymously and their screens being captured. We assume gender
does not influence the measured values so it is not seen as additional factor in
the evaluation [24]. We assume domain-experts are versed in the vocabulary and
connections between bibliographic objects, non-experts might have their first
encounter with bibliographic metadata.

For significance tests, we used an independent two-sample t-test in case data
is normally distributed (checked with Shapiro-Wilk test) and variances are homo-
geneous (checked with Levene’s test). Otherwise and if we do not specify dif-
ferently we applied Mann-Whitney U tests. We consider a p-value of .05 as
significance level.

Queries. In both parts of the study, we asked the participants to find answers to
the queries given in Table 2 using either SchenQL CLI/SQL (part I) or the GUI
(part II). The used queries are inspired by everyday search tasks of users of digital
libraries [16,33]. We formulated four different types of queries targeting core
concepts found in the domain. Variables were switched between query languages
to prevent learning effects based on query results. Q1, Q3 and Q4 are publication
searches while Q2 targets person search. Q1 and Q2 can be answered by using
dblp [30] alone. Except for Q3, Semantic Scholar [6] could technically be used
to find answers for the queries. The following formulation of Q3 in SQL intends
to show the complexity of those queries:

SELECT DISTINCT title
FROM publication p, publication_references pr
WHERE p.publicationKey = pr.pub2Key AND pr.pub1Key IN (

SELECT publicationKey
FROM person_authored_publication NATURAL JOIN person_names

NATURAL JOIN publication
WHERE person_names.name = "A" AND year = Y);

In SchenQL, the query could be formulated as follows (for all queries see [27]):

PUBLICATIONS CITED BY (PUBLICATIONS WRITTEN BY "A" IN YEAR Y);

We refrained from evaluating more complex queries to keep the construction
time for SQL queries feasible.

Table 2. Templates of all queries used in the qualitative evaluations. A are different
authors, C is a conference and Y is a year.

Q1 What are the titles of publications written by author A?

Q2 What are the names of authors which published at conference C?

Q3 What are the titles of the publications referenced by author A in year Y ?

Q4 What are the titles of the five most cited publications written by author A?
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Table 3. Correctness (CORR) in percent,
assessed average difficulty (DIFF) and average
time in minutes for the four queries for SQL and
the SchenQL CLI.

SQL SchenQL CLI

CORR DIFF Time CORR DIFF Time

Q1 90.48 2.86 4:57 90.48 1.57 2:57

Q2 90.48 3 4:35 100 2.1 3:11

Q3 23.81 4.86 8:55 47.62 2.71 3:33

Q4 23.81 5.91 10:36 95.24 1.71 1:53

Table 4. Correctness (CORR) in
percent, assessed average difficulty
(DIFF) and average time in min-
utes for the four queries for the
GUI.

SchenQL GUI

CORR DIFF Time

Q1 90 1.3 1:05

Q2 90 2.2 1:41

Q3 40 3.6 2:56

Q4 90 2.4 2:18

Part I: SchenQL CLI vs. SQL

With this first part of the quantitative study, we assess the usability, suitability
as well as user satisfaction of usage of the SchenQL CLI compared to SQL
for queries typically answered with an information retrieval system operating
on bibliographic metadata. Additionally, the need for a DSL in the domain of
bibliographic metadata is analysed as we try to verify or falsify hypotheses H1

and H2. Participants of this evaluation needed to be familiar with SQL.

Setting. We defined the evaluation process of our archetypical interactive infor-
mation retrieval study [24] as follows: every user performed the evaluation alone
in presence of a passive investigator on a computer with two monitors. The
screens were captured in order to measure times used to formulate the queries.
A query language was assigned with which a user was going to start the evalua-
tion to compensate for learning effects. Users were permitted to use the internet
at any stage of the evaluation. A SchenQL cheat sheet, the ER diagram and
examples for the database schema provided to test subjects can be found in
Kreutz et al. [27].

At first, a video tutorial [4] for the introduction and usage of SQL and
the SchenQL CLI was shown, afterwards subjects were permitted to formu-
late queries using the system they were starting to work with. Following this
optional step, users were asked to answer a first online questionnaire to assess
their familiarity with the domain of bibliographic metadata. Participants were
asked to submit the queries in SQL and SchenQL respectively. This part of the
first quantitative evaluation was concluded with a second online questionnaire
regarding the overall impression of SchenQL, the rating of SchenQL and SQL
for the formulation of queries as well as several open questions targeting possible
advantages and improvements of SchenQL. We evaluated 21 participants from
the area of computer science with SQL knowledge. In total, ten subjects started
by using SQL, eleven participants began the evaluation using SchenQL.
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Analysis of H1 . To assess validity of hypothesis H1 of SchenQL leading to
better results than using SQL, we observe the number of correctly formulated
queries, the rated difficulty and the required time for the formulation of queries
with the SchenQL CLI and SQL. For each of these values, we first conducted
significance tests on all four queries together, here the two languages SchenQL
and SQL were regarded as groups, afterwards we performed significance tests on
each of the four queries. Table 3 gives an overview of correctness, average rated
difficulty and average time for all four queries for both languages. Difficulty was
rated on a scale from 1 (very easy) to 7 (very difficult) to allow neutral ratings.

Correctness. 57.14% of queries were correctly formulated using SQL whereas
83.33% of queries were correctly formulated using SchenQL. This result clearly
shows the significantly superior effectiveness of SchenQL compared to SQL in
terms of overall correctness. While Q1 and Q2 were answered correctly by most
participants, the number of correctly formulated queries for Q3 and Q4 highly
depends on the system. Q4 was correctly answered by a quarter of subjects
using SQL while more than 95% of users were able to formulate the query in
SchenQL, this difference is significant. These observations support the partial
verification of H1 in terms of higher number of correctly formulated queries with
the SchenQL CLI compared to SQL.

Rated Difficulty. The mean rating of difficulty of the formulation of queries
with SQL was 4.16 (σ = 1.94), with SchenQL the mean rating was significantly
lower (2.02, σ = 1.11). On average, query construction using SQL is rated more
difficult for every query. The averaged highest rated difficulty for a query in
SchenQL is still lower than the averaged lowest rated difficulty of a query in
SQL. We found significantly lower ratings of difficulties of queries for all four
queries (for Q3 t-test) when using SchenQL compared to utilisation of SQL.
These observations support the partial verification of H1 in terms lower perceived
difficulty in query formulation with the SchenQL CLI compared to SQL.

Time. Average construction of queries in SQL took 7:15 min (σ = 4:47 min),
with the CLI the construction was significantly quicker and took 2:52 min
(σ = 1:51 min) on average. This documents the efficiency of SchenQL. We found
significantly lower required times for query formulation all four queries (for Q1

t-test) when using SchenQL compared to utilisation of SQL. These observations
support the partial verification of H1 in terms of lower required time for query
formulation with the SchenQL CLI compared to SQL.

General Results. The queries Q3 and Q4 in SQL are assumed to be com-
plex which is supported by the low percentage of correct formulations using
SQL. They are also much longer than the respective SchenQL ones so the time
required to write them down is higher and there is more opportunity to make
mistakes which causes query reformulation [35]. The overall rating of suitability
of SchenQL for constructing the queries resulted in an average of 6.43 (σ = .6)
while the rating was significantly lower (3.14, σ = 1.2) for SQL on a scale from
1 (very bad) to 7 (very good). While SQL was rated below mediocre, SchenQL
was evaluated as excellent which shows users’ satisfaction with it. These results
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lead to the conclusion of SchenQL being highly suitable for solving the given
tasks which represent everyday queries of users of digital libraries and a high
user acceptance of SchenQL.

In summary, utilisation of SchenQL achieves higher correctness of queries,
lower perceived difficulty and requires less time than using SQL, which together
verifies hypothesis H1.

Analysis of H2 . To assess validity of hypothesis H2 of SchenQL being suitable
for experts and non-experts, we conduct significance tests on all queries inde-
pendent by system, all queries dependent on system and each separate query for
the three aforementioned values (correctness, rated difficulty and required time).
The 21 participants from before form the two user groups: nine participants are
non-experts and twelve participants are familiar with bibliographic metadata.

Correctness. In general, 75% of queries were correctly formulated by domain-
experts whereas non-experts achieved only 63.89% in both QLs. (Non-)Experts
were able to solve 65.58% (47.22%) of queries in SQL and 85.42% (80.56%) in
SchenQL. Tian et al. [38] stated that for a domain-expert, it would be easier to
write queries in a DSL than in SQL. We found no significant differences between
the two groups for correctness (separated by system, by query and in general).

Rated Difficulty. We found no significant differences between the two groups
for rated difficulty (separated by system, by query and in general).

Time. We found no significant differences between the two groups for required
time (separated by system and in general). We found significant differences for
times needed to complete Q3 and Q4 with SQL when applying t-tests for the
two user groups. With Q3 the twelve participants versed in the domain were
much slower to complete the task (inexperienced: 6:04 min, σ = 2:51 min; expe-
rienced: 11:02 min, σ = 5:41 min) while with Q4 users with experience in bibli-
ographic metadata were faster (inexperienced: 13:26 min, σ = 6.17 min; experi-
enced: 8:28 min, σ = 4:27 min). We observed that domain-experts tend to review
the result of their query online and therefore need more time to answer Q3 than
non-experts. Another explanation could be that since they are experienced with
the principle of citations they were more confused with the one needed table as
it contains publications and their references instead of two tables for papers, one
which holds its citations and one which holds its references. Domain-experts are
faster in formulating Q4 as the query might be familiar and they already took
more time to understand the database layout of references and citations while
solving Q3 which had to be tackled beforehand.

Result. No user group is consistently better than the other, the SchenQL CLI
is suitable for domain-experts as well as non-experts, thus, H2 is verified.

Open Questions and Discussion. In the open questions, the short, easy
and intuitive SchenQL queries were complimented by many participants. Users
noted the comprehensible syntax was suitable for non-computer scientists as it
resembles natural language. Some noted their initial confusion due to the syntax
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and their incomprehension of usage of literals or limitations. Others asked for
auto-completion, syntax highlighting, a documentation and more functions such
as most cited with variable return values. No participant wished for visualisations
which could be caused by design fixation [23] or generally lower requirements for
such a system compared to the experts from the qualitative study.

The average overall impression of SchenQL was rated by the subjects as 5.05
(σ = .74) on a scale from 1 (very bad) to 6 (very good), enforcing a non-neutral
rating. Assessed difficulty and required times to formulate the four queries were
significantly lower when utilising SchenQL compared to SQL, the overall cor-
rectness of all queries was significantly higher for SchenQL as well. This verified
hypothesis H1 of the CLI leading to generally better results than SQL. Our
hypothesis H2 of the SchenQL system being suitable for domain-experts as well
as casual users is also verified. No user group was found to be consistently sig-
nificantly better than the other one.

This evaluation lead to the construction of the prototypical GUI with its
syntax suggestion as well as auto-completion features. Additionally, although
they were not mentioned by participants in this evaluation, some visualisations
were included following suggestions from the qualitative evaluation.

Part II: SchenQL GUI vs. CLI and User Experience Questionnaire

This second part of the quantitative study focused on evaluating the GUI and,
thus, the SchenQL system as a whole. We assessed how usage of the web interface
compared to users’ impressions and performance when utilising the SchenQL
CLI. Beside a part where test users answered queries with the GUI, we con-
ducted the User Experience Questionnaire [36] to measure user experience with
the SchenQL system. To resemble our target audience we did not pose the pre-
condition of users being familiar with SQL or formulation of structured queries.
Here, we intend to assess the hypothesis H3.

Setting. This evaluation is performed analogous to the previous part: every
user performed the evaluation alone but in presence of a passive investigator
on a computer with two monitors. We measured times used to find answers
by capturing screens. The same SchenQL cheat sheet as in the first part was
provided to the test subjects. At first, a video tutorial [5] introduced the usage of
the SchenQL GUI. The next part was the formulation or the navigation towards
solutions of the four queries introduced in Table 2 using the GUI. Afterwards, the
subjects completed the User Experience Questionnaire [36] followed by questions
regarding the overall impression of the GUI as well as possible improvements.

We evaluated ten participants from the area of computer science and adjacent
fields which did not yet take part in a previous evaluation of the SchenQL system.

Partial Analysis of H3 : Users Unfamiliar with Query Formulation.
To assess partial validity of hypothesis H3 in terms of the GUI’s suitability for
users unfamiliar with query formulation, we conduct significance tests on all
queries together and each separate query for correctness, rated difficulty and
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required time. We observe the results from usage of the SchenQL CLI from the
previous evaluation and participants’ results from utilisation of the GUI as the
two groups. Table 4 gives an overview of correctness, average rated difficulty and
average required time for all four queries when using the SchenQL system.

Correctness. Except for Q3, participants mostly solved the queries correctly,
resulting in an overall correctness of 77.5% (−10.83% compared to CLI, differ-
ence not significant). We found no significant differences between the two groups
for correctness in any of the four queries.

Rated Difficulty. Users rated the difficulty of queries as 2.38 (+.35 compared
to CLI, difference not significant) on average. We found no significant differences
between the two groups for rated difficulty in any of the four queries.

Time. Users took about 2:15 min for retrieval of the solution (−0:37 min com-
pared to CLI, difference is significant) on average. We found significant differ-
ences in times required to solve queries Q1 and Q2. Times required for formu-
lating the queries with the GUI were significantly lower than those resulting
from using the CLI. As these queries were relatively simple, we assume the auto-
completion and suggestion-feature of the GUI is especially helpful in the fast
construction of straightforward queries or the GUI offering other suitable ways
of quickly obtaining simple bibliographic information. Usage of the GUI might
be more intuitive compared to writing simple queries in the SchenQL CLI.

General Results. We want to point out that participants from the first part of
the quantitative study who were familiar with query formulation, but were not
offered help in the construction, did not significantly differ in rating of difficulty
and correctness from users of this user study. In case of the GUI, subjects were
supported in the formulation of queries but were not necessarily familiar with
this kind of task. Hence, we assume the system’s suggestion and auto-completion
feature is useful for redemption of unequal prior knowledge in this case.

Correctness and rating of difficulty did not differ significantly between usage
of CLI and GUI, but users were significantly faster in finding answers for simple
queries with the GUI which underlines the suitability of the interface for everyday
usage. Participants from this study resemble SchenQL’s target audience, which
additionally emphasizes its usefulness and partly verifies hypothesis H3 in terms
of the GUI being suitable for users not versed with structured query formulation.

Partial Analysis of H3 : UEQ. Attractiveness, perspicuity, efficiency, depend-
ability, simulation and novelty of interactive products can be measured with the
UEQ [36] even at small sample sizes. Here, we want to conclude the assessment
of validity of hypothesis H3 in terms of rating of user experience.

Participants of this study answered the 26 questions of the UEQ regard-
ing usage of the SchenQL system. Ratings on pairs of contrasting stances (−3
to 3) such as complicated-easy or boring-exciting were then grouped to the six
dimensions mentioned before. Values above .8 are generally considered as posi-
tively evaluated equalling high user experience, values above 2 are rarely encoun-
tered [7].
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In general, users seem to enjoy using the SchenQL system (attractiveness =
2.07, σ = .25). The handling of our system is extremely easy learned (perspicuity
= 2.3, σ = .19). Tasks can be solved without unnecessary effort (efficiency =
2.03, σ = .49) and users feel in control of the system (dependability = 1.83, σ
= .63). They seem exited to use the SchenQL system (stimulation = 1.73, σ =
.33) and rate the system as innovative and interesting (novelty = 1.58, σ = .68).

As all six quality dimensions achieved ratings well over .8, the system is
positively evaluated which equals high user experience and partially verifies H3.

Open Questions and Discussion. In the open questions, participants praised
the intuitive usability, the auto-completion and the suggestion feature. For future
development, suggestions for literals were requested and two participants wished
for a voice input. Remarkably, not a single user mentioned the need for more or
other visualisations, this is possibly attributed to design fixation [23] but might
also stem from the advanced needs of power users from the expert interviews.

Users were significantly faster in solving simple queries when using the GUI
compared to the CLI. As we found no significant impairments from usage of the
GUI, we assume its usefulness and usability for query formulation. Participants
from this study were less familiar with construction of structured queries com-
pared to those of the previous study but seemed to be adequately supported
by the GUI in retrieval of information. Together with the UEQ which showed
users’ high ratings (>.8) for all six quality dimensions (which proves high user
experience [7]), hypothesis H3 could be partially verified.

5 Conclusion and Future Work

We evaluated SchenQL, a domain-specific query language operating on biblio-
graphic metadata from the area of computer science with accompanying GUI
supporting query formulation. Our thorough evaluation against SQL showed the
need for such a DSL. Test subjects’ satisfaction with the SchenQL system was
assessed with application of the UEQ. The introduction of a GUI and its evalu-
ation with users resembling our target audience did not significantly change the
correctness of answers or the users’ rating of difficulty of the queries compared
to the CLI but instead the time needed to formulate simple queries was reduced
significantly. Missing prior knowledge with structured query formulation seems
to be compensated by using a GUI with a suggestions and auto-completion fea-
ture. As the CLI and the GUI proved to be viable tools for information retrieval
on bibliographic metadata, users’ preferences should decide which one to use.

Using SchenQL lead to generally better results compared to utilisation of SQL
(H1). The system is suitable for domain-experts and non-experts (H2). Our GUI
has high usability for users not familiar with structured query formulation (H3).
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Enhancements of functionalities could include more visualisations such as
color-coded topics or graph visualisation as the experts from the qualitative
study requested. Furthermore, more specific query options such as a filter for
papers with few co-authors or most cited with variable return values could be
included. As visualisations were not relevant for users in our quantitative evalua-
tion, future efforts could focus on supporting more advanced query options: algo-
rithms for social network analysis as PageRank, computation of mutual neigh-
bours, hubs and authorities or connected components [37] would fit. Centrality of
authors, the length of a shortest path between two authors and the introduction
of aliases for finding co-citations [19] would also be useful query building blocks.
Incorporation of social relevance in the search and result representation process
as shown in [10] could also be an extension. User profiles could store papers and
keywords, which in terms influence results of search and exploration.
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Abstract. We propose a method for focused crawling of linked data with a fron-
tier based on the semantic data elements in use within a knowledge domain.
This method addresses the challenges of crawling large volumes of heteroge-
neous linked data, aiming to achieve improvements in crawling efficiency and
accuracy. We present the results obtained by our method in a case study on the
cultural heritage domain, more specifically on Europeana, the European Union
digital platform for cultural heritage. We have evaluated the crawling method in
twoEuropeana data providers that are publishing linkedmetadatawith Schema.org
elements.We conclude that the proposed focused crawling method worked well in
the case study, but it may need to be complemented with complementary frontier
delimiting strategies when applied to other domains.

Keywords: Linked data · Focused crawling · Crawling frontier · Semantics ·
Cultural heritage

1 Introduction

A large volume of linked data is globally accessible nowadays. Although the semantics
that linked data provides allows for much automated processing, the data volume and
variety demand significant computing resource to acquire and process it. Systems for
using linked data apply several software components for specific sub-problems of using
linked data. This paper addresses the first of the sub-problems – linked data acquisition.

Some applications based on linked data use specific datasets for their purposes, and
obtain the datasets via file-based distributions. This kind of distribution, however, does
not address the needs of all applications because they use linked data without being
confined to a limited set of datasets, or use only small parts of several datasets. In such
cases, applications rely on crawling approaches that are initialized with a set of URIs
(i.e., crawling seeds) to start the crawling process and continue to follow links to other
resources found in the crawled data, until their criteria for the crawling frontier is met.

We present a method of crawling frontier definition for linked data. It defines the
frontier based on the semantic data elements in usewithin a domain.Ourmethod involves
two main tasks. First, we represent in machine readable form, the domain’s knowledge
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about semantic data elements, and import it into a knowledge base. Secondly, a linked
data crawler uses the knowledge base to make decisions on which RDF statements and
resources to continue crawling and which ones to ignore. This allows for focusing the
crawler on the data that the domain will be able to interpret.

We studied this task on the domain of cultural heritage by conducting a case study
in the network of Europeana, which is formed by cultural heritage institutions, data
aggregators, and Europeana Foundation, the central aggregator. In this study, we defined
the semantics-based frontier for this domain, and applied our method to crawl the URIs
of 10,667 cultural heritage objects from 4 datasets of 2 data providers.

We have analyzed the resulting data from the crawling process, and calculated statis-
tics about how the semantics-based frontier contributed for driving the crawling process.
The evaluation results provide relevant information for understanding the contribution
of semantics for the efficiency of crawling linked data.

We follow with related work on linked data crawling and the cultural domain.
Section 3 presents our proposed method and Sect. 4 describes the case study for eval-
uating it. Section 5 presents the evaluation and our analysis. Section 6 highlights the
conclusions of the study and describes future work.

2 Related Work

Crawling linked data is a similar process to crawling the Web of Documents. While
WWW crawlers follow (mostly) HTML hyperlinks, linked data crawlers follow URIs
present in RDF statements. Bing (2012, chapter 8) describes the underlaying concepts of
web crawling and a categorization of different crawling methods [1]. According to the
terminology used by Bing (2012), our crawling method falls in the type of preferential
crawlers, which drive the crawling process by applying different forms of selective
criteria toward some pages or hyperlinks (e.g., most “relevant”/topical, closest to seeds,
popularity, the rate and amount of change, etc.). The method we propose mostly has
characteristics from focused crawling, since it applies a heuristic to drive the crawling,
however, it may also be considered a formof topic crawling, since the frontier of crawling
is defined with criteria regarding data semantics. Some solid references in preferential
crawling are the works of Chakrabarti et al. (1999) and Menczer et al. (2004), although
unlike in our case, they have addressed the crawling of the Web of Documents and not
the Web of Data [2, 3].

Software for linked data crawling has been researched and stable implementations
are available [4]. Such software provides a typical crawling parametrization based on
URI seeds andmaximumcrawling depth, aswell as detailed configuration of the subtasks
of crawling, allowing for programmatic control of the whole crawling task.

Regarding research on focused linked data crawling, Bai et al. (2015) uses context
graphs to delimit the crawling to similar RDF resources, applying machine learning
classifiers [5]. Another case is the work from Emamdadi et al. (2014) that focuses on
crawling RDF embedded, or referenced, in HTML documents [6]. It crawls both HTML
hyperlinks and RDF URIs, and guides the crawling task by calculating probabilities
of a link not having any RDF data available. The most similar work to ours are those
crawlers that use semantics of the crawled data [7, 8] but, although based on semantics,
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these address a different use case to ours. Bedi et al. (2012) tries to crawl related data for
acquiring further data on a topic [8]. Do Vale et al. (2014) proposes a searching method
in ontologies to make recommendations of related semantic data elements to support the
work of data model experts [7].

Regarding data models in use within cultural heritage, the Europeana Data Model
(EDM) [9] is used in Europeana and also in other networks using similar approaches
for data aggregation. One example is the Digital Public Library of America (DPLA),
which operates within the United States of America and uses a model based on EDM for
the aggregation process of its network [10]. EDM has been a collaborative, community-
based effort from the very start, involving representatives from all the domains repre-
sented in Europeana: libraries, museums, archives, and galleries. It is under continuous
improvement since its creation, with the coordination andmaintenance of the Europeana
Foundation.

Our work also involves the Schema.org vocabulary, which aims to encourage the
publication and consumption of structured data in the Internet. Its main application is
to include structured data in web pages so that the data can be processed by search
engines and other applications that use this structured data, in addition to text and links
from the HTML body. Although developed with web pages in mind, Schema.org is also
widely applied in linked data. Our experiencewithin cultural heritage indicates that these
institutions are increasingly adopting Schema.org as a means to improve the discovery
of their holdings via Internet search engines.

Europeana is developing its capacities for handling cultural heritage datawhen repre-
sented with Schema.org. Europeana has published its research results in aligning EDM
with Schema.org and also recommendations for cultural heritage institutions willing
to represent their holdings using Schema.org [11]. Europeana has also researched the
alignment of the two data models in the opposite direction [12]. It investigated the suit-
ability of the Schema.org vocabulary to represent cultural heritage resources, and the
conversion of Schema.org data into EDM.

3 The Crawling Method

Our work aims for an efficient crawling method, based on the definition of the crawling
frontier by the semantics of data elements. In many domains, the high variety of linked
data, mainly in terms of data models and vocabularies, makes it unfeasible to scan all
the available data. In such cases, focusing the crawling on data with known semantic
elements may reduce effort and demand for computing resources.

The typical crawling parameterization includes the configuration of crawling fron-
tiers with parameters that are agnostic of any semantics. Among the most typical param-
eters are: a maximum limit of crawling depth; a maximum number of resources; and
lists of domain names or IP addresses. With the rough frontier definition caused by the
application of this type of parameters, crawling will in some cases require extensive net-
work communication resources, and also high computation in post-crawl data analysis
to find the actual data fitting the domain’s purposes. In the end, the high demand for
computational resources maymake linked data crawling an unviable solution for smaller
organizations.

Our crawling method improves the following aspects:
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• Resource Usage Efficiency: unnecessary resources are skipped, leading to smaller
volumes of the collected datasets and less network communication.

• Crawled Dataset Accuracy: by limiting the scope of a crawl by standard semantic
metadata elements, we expect that our crawler will seek deeper within the crawled
information sources, with no negative impact on computational resources usage
efficiency.

Our method operates in two phases. First, we represent the domain’s knowledge
in terms of semantic data elements in the crawler’s knowledge base. In the cultural
heritage domain, this could be obtained through generating a semantic mapping of EDM
to Schema.org to import the domain knowledge into the crawler’s knowledge base.
Secondly, a linked data crawler uses the knowledge base to make decisions on which
RDF statements and resources to continue crawling and which ones to ignore.

To represent the domain’s knowledge, we defined an RDF model with the following
information:

• The RDF classes that are known to the domain.
• For each class, the RDF properties that can be applied to the class and are known by
the domain.

• For each property, how their values are supported by the domain: as an RDF resource,
or as an URI (when a property is applied by the domain for referring to resources
only).

The above representation enables the crawler to make crawling decisions about
which triples should be crawled, and about which crawling behaviour should be applied
to each one. This allows for focusing the crawler on the data that the domain will be able
to interpret. The representation enables the crawler to infer the following:

• The class instances that should be crawled or ignored.
• The properties that should be crawled or ignored.
• The crawled properties that, when referring to an RDF resource, should be collected
but without further crawling to the referred resource.

With this information, it is possible for the crawler to avoid some of the limitations
of the parameters applied in the general linked data crawling.

The crawler applies an algorithm that, guided by the knowledge base, dynamically
redefines the crawling frontier as the crawling proceeds. The crawler invokes the frontier
algorithm after an RDF resource has been collected (either one of the initial seeds or a
subsequently crawled resource).

The algorithm, receives as input a set S of all RDF statements about the crawled
resource, and three sets of URIs (of Schema.org data elements) derived from the
knowledge base of the domain:

• The set S of all RDF statements about the resource.
• Three sets derived from the knowledge base of the semantics in the domain:
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• Set C of classes known in the domain.
• Set P of properties known in the domain.
• Set R of properties used in the domain as references only, such that R ⊆ P.

The output of the algorithm consists of two sets:

• The subset of statements from S that can be interpreted by the domain (variable T in
the algorithm below).

• The set of URIs found in interpretable statements of S, which the crawler should
continue to crawl (variable V in the algorithm below).

The algorithm is executed as described in Fig. 1.

rdf:type

Fig. 1. Pseudo-code of the algorithm that computes the semantic crawling frontier.

For the implementation of the linked data crawler, we have adapted the software that
we used in past research on linked data crawling [13]. We have instrumented the crawler
with detailed logging on its intermediate execution stages, so that we could evaluate how
the knowledge base guides a crawling process. In addition to the functionality of typical
Web crawlers, our crawler also has built-in knowledge about the RDF(S) underlying
concepts, allowing it to make crawl decisions by reasoning on the semantics of the
crawled data.

4 Case Study

The case study aimed to evaluate our method, in a real scenario by analysing its crawling
behaviour and the resulting crawled data. We used the cultural heritage domain and the
network of organizations formed by Europeana and its data providers.

An overview of the process of the study is shown in Fig. 2. We applied our domain-
focused linked data crawler as if it were used by Europeana. As a data aggregator,
Europeana crawls the linked datasets from its data providers to obtain data on instances
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of the main entity of its data model - the cultural heritage object1 More specifically, we
used the case study to evaluate the extent to which our approach is able to define the
frontiers for the linked data graph that concerns a singular cultural heritage object, or a
set of such objects.

We have defined the knowledge base for the crawler’s semantic frontier by aligning
Schema.org and Europeana’s EDM2. We then used the obtained Schema.org knowledge
base for crawling the published linked data available from twoEuropeana data providers,
the National Libraries of Finland and The Netherlands.

Fig. 2. An overview of the case study on Schema.org in Europeana.

Table 1. Data providers, datasets and number of URI seeds used for the evaluation. The dataset
from Finland has more seeds than the three from the Netherlands combined.

Data provider Name of dataset URI seeds

National Library of The Netherlands Children’s books 340

Alba amicorum 2,155

Centsprenten 1,255

National Library of Finland Fennica 6,917

Total 10,667

Regarding the mapping of the Europeana knowledge base to Schema.org, we iden-
tified 18 classes defined by Schema.org that are mapped to EDM classes. Within these
18 classes, 408 properties are being used by Europeana, with most of them used in
more than one class (54 distinct properties of the 408). The listings of these classes and
properties may be consulted in [14].

1 Defined by EDM as “This class includes the Cultural Heritage objects that Europeana collects
descriptions about” [9].

2 We defined the knowledge base using the earlier work on alignment between EDM and
Schema.org in both directions [11, 12] and also consulted the internal documentation of
Europeana which contained additional updated information that is not yet publicly published.
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The crawler was initialized with 3,750 URI seeds provided by the National Library
of The Netherlands and 6,917 URI seeds provided by the National Library of Finland.
The URI seeds from The Netherlands included the totality of the available data, while
the URI seeds from Finland were just a portion of the complete dataset. We had three
datasets from The Netherlands and one from Finland available for the evaluation. All
datasets from The Netherlands were used because each one describes cultural objects
of different types, each using different classes and properties of Schema.org. By using
all datasets, we intended to obtain a more heterogeneous sample covering a wider range
of Schema.org vocabulary elements. The distribution of URI seeds by collection in the
sample is shown in Table 1.

5 Evaluation

This section presents an analysis of the data collected with the crawler initialised with
the 10,667 seeds obtained as described in the previous section. Our analysis of the results
focuses on measuring the extent to which the knowledge base was able to inform the
crawler to make crawling decisions. Tables 2 and 3 show the statistics we extracted for
this purpose. The crawler collected 45,236 interpretable RDF resources. The Europeana
knowledge base was able to inform the crawler when a URI reference should not be
crawled or collected in 72,309 cases.

Table 3 shows additional details about the different kinds of stop signals provided
by the knowledge base. The most frequent signals were statements with predicates not
interpretable by Europeana (57% of the stop signals), followed by signals resulting from
RDF resources that did not contain any rdf:type that Europeana could interpret (36%).
The third kind were statements with predicates that Europeana uses only with references
to URI’s and does not process the actual resources (7%).

Table 2. Statistics about how the crawling process was guided by the knowledge base in deciding
when to continue crawling.

Data provider URI seeds RDF resources
collected

Deeper crawling
stopped

Maximum depth of
10 reached

National Library of
The Netherlands

3,750 5,937 5,773 0

National Library of
Finland

6,917 39,299 66,536 0

Total 10,667 45,236 72,309 0

The rightmost columnofTable 2 indicates that themaximumdepthwas never reached
in neither of the datasets (the crawling parameters were set for a maximum depth of 10).
This implies that the semantically-defined frontier was capable to stop the crawler from
requesting excessive, andunnecessary, data for the domain.Never reaching themaximum
depth also implies that all relevant data crawled – the crawler always stopped crawling
based on data with unknown semantics for the domain.
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Table 3. Statistics about the different kinds of stop signals provided by the knowledge base.

Data provider URI references
collected

Predicates not
interpretable

Types not
interpretable

National Library of The
Netherlands

5,046 696 31

National Library of
Finland

0 40,282 26,254

Total 5,046 (7%) 40,978 (57%) 26,285 (36%)

Table 4 presents statistics of the data collected by the crawler. The initial 10,667
seeds resulted in a dataset containing 45,236 RDF resources and 138,857 statements all
of which are interpretable by the cultural heritage domain.

Table 4. Statistics about the RDF dataset resulting from the crawling process.

Data provider RDF resources collected Statements collected

National Library of The Netherlands 5,937 74,093

National Library of Finland 39,299 64,764

Total 45,236 138,857

6 Conclusion and Future Work

Our study showed how limiting the focused crawling of linked data using semantic data
elements, can lead to significant improvements in efficiency of crawling linked data. We
delimited the frontiers for crawling based on the knowledge that the Europeana domain
holds about the semantics of RDF(S) and Schema.org, and analysed its effect on the
crawling process.

In the study, a large number of stop signals was triggered by the semantically-defined
frontier, supporting that it can provide improvements in crawling efficiency. The crawler
was parametrized with a maximum crawling depth of 10, and that depth was never
reached in the tested datasets. This implies that this method for defining the frontier
was capable of signalling to the crawler of the presence of data unnecessary data for the
domain. Never reaching maximum depth, also implies that the crawler always stopped
crawling based on data with unknown semantics for the domain.

Althoughour study shows that applying a semantically-defined frontierwill generally
improve the efficiency of crawling linked data, extrapolation of the results obtained in
this study to other application domains, must be considered with care. Linked data is
characteristically varied at large. For example, in a domain with extensive semantics, the
interpretable linked data graphmay becomemuch larger and inter-connected, preventing
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a semantically-defined frontier from triggering sufficient stop signals. In such cases, it
is likely that the crawler will need to be complemented with other crawling frontier
strategies.

Regarding future work, we expect to conduct further research in investigating the
usage of other vocabularies within Europeana’s specifications and evaluate the results
of extending the crawling method to these vocabularies.
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Abstract. To integrate public digital cultural resources is to cluster, integrate, and
reorganize the scattered and relatively independent digital resources from libraries,
museums, art galleries, cultural museums, and other public cultural institutions,
to form an orderly joined digital resource system. However, there are intellectual
property risks in the integration process. This paper discusses the intellectual
property risks of integrating public digital cultural resources from three aspects: the
change of the subject, object, and content. Moreover, somemanagement measures
are put forward, including easing restrictions on the integration of public digital
cultural resources, establishing a copyright collective agency system, publishing
necessary copyright statements, and protecting independent intellectual property.

Keywords: Public digital cultural resources · Integration · Intellectual property ·
Risks

1 Introduction

The integration of public digital cultural resources refers to the process of cluster-
ing, merging, and reorganizing scattered, disordered, and relatively independent digital
objects from libraries, museums, art galleries, cultural museums, and other public cul-
tural institutions [1]. Relying on modern digital network technology, the integration of
public digital cultural resources has the potential to improve the efficiency of public
cultural services.

In the process of integration of public digital cultural resources, the original inter-
est of various copyright subjects and objects may be broken or reorganized, which
inevitably involves many intellectual property issues. Ministry of Culture and Tourism
of the People’s republic of China has released a document to “strengthen the protection
of intellectual property of public digital cultural resources [2].” Therefore, it is worth
examining possible intellectual property risks during the process of integrating public
digital cultural resources.
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2 Intellectual Property Risks in the Integration of Public Digital
Cultural Resources

2.1 Change of Subject

The subject of copyright could be a natural person, a legal person, an unincorporated
organization, or even a state. According to the different ways of acquiring rights, it can
be divided into original subjects and successor subjects. The integration of public digital
cultural resourcesmay lead to the changeof the subject of intellectual property rights. The
ownership of the collection copyright in museums and art galleries is more complicated
than that in libraries. It is worth noting that the property ownership of the collection
as tangible property and the copyright of the collection are two completely different
concepts. Museums and art galleries have property rights to the original collection, but
it does not mean that they have copyright.

The complex nature of collections of different cultural institutions determines the
complexity of their resource digitization. Institutions must obtain the authorization of
copyright owners when digitizing their own proprietary collections. Although public
cultural institutions such as libraries have a certain degree of “immunity” in resource
reproduction, this is only limited to “the need for display or preservation of versions.”
Cultural resources integration, which requires large-scale digitization of resources, obvi-
ously does not belong to this scope. The digitized works may be either works of duty or
works commissioned by others. One organization’s own collection and the copyright of
digital resources are both complex, which leads to a complicated copyright relationship
in the process of resource integration where a lack of timely authorization and unclear
contract agreement will bring new copyright risks.

The integration of public cultural digital resources requires that the digital resources
originally distributed in various institutions should be integrated into a unified platform,
and the subject of rights will be changed. If the agreement signed by the collection
copyright owner and the cultural institution does not stipulate whether the digitalized
resources can be used outside the institution, the institution’s unauthorized integration
of digital resources might violate the legitimate rights and interests of the copyright
owner. Although Article 22 of the Copyright law of the People’s Republic of China [3]
and Article 7 of the Regulations on the Protection of the Right of Information Network
Communication [4] have made special provisions on the issue of “reasonable use,” they
also emphasize that the importance of “providing services to the service objects in the
library premises.” After integrating digital resources, its communication far exceeds the
scope of “the library premises.”

The integration of digital cultural resources is for cultural popularization; whether it
is reasonable use, both the direct purpose of using works and associated potential market
influence should be considered. The change of subject contributes to the uncertainty of
this factor. The resources have changed from being open only to their own users to being
integrated into a unified platform to serve users of the whole network. Reasonable use
must not be commercial use, but non-profit use may not be reasonable use.
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2.2 Change of Object

With the development of science and technology, many new types of protected objects
emerge, which makes the intellectual property problem more complex. All kinds of
resources must be ordered and repackaged before they can be presented on the platform,
such as the contrast of light and shade, color adjustment of images, which makes them
have certain originality. Such copied works should be protected by copyright law due
to their originality. The research results and derivative products obtained in the process
of digital resource construction can also become the object of copyright because they
meet the requirements of originality, perceptibility, and reproducibility. However, it
is necessary to clarify the relationship between derivative works and original works.
Derivative works that meet the original standards should be protected.

To integrate public cultural digital resources is mainly to establish a large number of
databases with different characteristics through the digitalization of resources. A large
number of large-scale and distinctive information databases are important to resource
integration and information sharing. The database is a common way of organizing dig-
ital resources. If the selection or arrangement of the database is original, it will meet
the standards of copyright protection in China. Since the 1990s, database protection has
gradually adopted the standard of “selection or arrangement.” According to the World
Intellectual Property Organization Copyright Treaty [5], Directive 96/9/EC of the Euro-
pean Parliament and of the Council [6] and the Copyright law of China, compilations of
data or other material, in any form, which by reason of the selection or arrangement of
their contents constitute intellectual creations, are protected as such.

2.3 Change of Content

The integration of digital cultural resources is accompanied by new forms of information
organization, newmeans of communication, and technicalmeans,whichmaybringmany
unexpected situations. There will be new content of rights, including the rights of authors
such as the right of information network communication, the right of reproduction, the
right of distribution, and the rights of disseminators such as the right of publishers.
Moreover, with the development of the Internet, the conflict between the privacy of
copyright and public access and knowledge sharing is increasingly prominent.According
to the traditional rules of copyright protection, it seems impossible to obtain authorization
for massive information on the Internet, which will affect the efficiency of information
dissemination negatively. Will the production of new copyright content affect the space
of reasonable use and legal license? These problems have brought new challenges to
intellectual property problems.

3 Intellectual Property Management Strategy for Integrating
Public Digital Culture Resources

In the digital age, copyright protection is ameans instead of an end. The ultimate purpose
of copyright protection is to realize the reasonable dissemination of information and
cultivate the market consisting of related industries, so as to promote the development
of related industries.
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LIBER, Europe’s largest network of research libraries, has set out its position on
European copyright reform through a statement prioritizing three high-level principles:
➀ Copyright should foster, not hinder, innovation and competitiveness; ➁ Access to and
use of publicly funded research should not be unduly restricted by copyright; ➂ Preser-
vation of, and access to, cultural heritage must be supported by copyright exceptions.
International Federation of Library Associations and Institutions (IFLA) issued Lyon
Declaration on Access to Information and Development [7] on August 18, 2014, and
The Declaration called upon United Nations Member States to make an international
commitment through the UN 2030 Agenda for Sustainable Development to ensure that
everyone has access to, and is able to understand, use and share the information that is
necessary to promote sustainable development and democratic societies. LIBER issued
The Hague Declaration on Knowledge Discovery in the Digital Age (Price, 2015) on
May 6, 2015. The Declaration asserts that copyright was never designed to regulate
the sharing of facts, data, and ideas – nor should it. The right to receive and impart
information and ideas is guaranteed by the Universal Declaration of Human Rights but
the modern application of IP law often limits this right, even when these most simple
building blocks of knowledge are used [8]. Apparently, promoting the coordination of
copyright and public access is the consistent position of IFLA and LIBER, which is also
an international trend.

3.1 Easing Restrictions on the Integration of Public Digital Culture Resources

Although the Regulations on the Protection of the Right of Information Network Com-
munication promulgated by the Chinese government lists exceptions for the digitization
of resources in public institutions such as libraries, museums, memorials, and art gal-
leries, there are strict restrictions on their use that do not apply to the integration of
public digital cultural resources.

Integrating public digital cultural resources is for the public interest. This paper
suggests that we should appropriately ease restrictions on the rights of libraries, muse-
ums, cultural centers, and other cultural institutions in the integration of digital cultural
resources. The digitization and resource dissemination for resource integration should
be included in the scope of reasonable use, so as to effectively avoid the risk of infringe-
ment caused by the change of subject or the issue of prior rights. Copyright amendment
(digital agenda) act 2000 [9] in Australia allows libraries to reproduce and dissemi-
nate works to other libraries using digital technology for statutory interlibrary lending
purposes. Considering the current situation of the integration of public digital cultural
resources in China, this paper suggests that resource dissemination for user research or
learning purposes, production and dissemination for Interlibrary borrowing and docu-
ment transmission, and non-profit lectures for knowledge dissemination to the public
and online broadcasting should all be in the scope of reasonable use. Extending the scope
of reasonable use, the way of using works will be more flexible, thus reducing the risk
of infringement.
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3.2 Establishing the Collective Agency System of Copyright to Avoid the Conflict
of Interest

The integration of public digital cultural resources mainly focuses on reproduction,
compilation, and information network dissemination. Due to a large number of works
involved and of related authors, it is almost impossible to obtain authorization from
authors one by one. The traditional way for individuals to implement their rights has
encountered great obstacles. Therefore, many countries choose Collective Management
of Copyright and Related Rights [10] to deal with such authorization. The copyright col-
lective management organization designated by the state or established by the industry
association shall carry out agency authorization, collect royalties uniformly, and collect
the objections of the obligee. The integration platform of public digital cultural resources
can entrust this organization to sign copyright licensing agreements with various infor-
mation resource owners to realize centralized authorization and management, so as to
ensure the widespread dissemination of works without violating the authors’ will.

3.3 Releasing Copyright Statements to Reduce the Risk of Resource Integration
Infringement

It is an effective way to issue the necessary copyright statement on the homepage of
public digital cultural resources integration platform to avoid infringement and protect
their legitimate rights and interests. The copyright statement should achieve the following
goals: first, it indicates the position of intellectual property protection of the system;
second, it declares the intellectual property rights; third, it guides the user’s use behavior;
fourth, it informs the obligee of the measures to be taken; fifth, it meets the requirements
of Chinese Copyright Law on the reasonable duty of care. Chineses National Digital
Culture Network [11] published a statement on its website, and the National Digital
Library of China also issued a copyright statement. However, almost all websites put
the copyright statement at the bottom of the page, and few users actively click it. It is
recommended that copyright statements should be placed in a prominent position on the
webpage to minimize the risk of infringement.

3.4 Protect the Independent Intellectual Property Rights of the Integrated
Platform

The integration of public digital cultural resources is the collection, organization, and
compilation of various types of public cultural resources.As awhole and original data set,
it has independent intellectual property rights. First, the protection of domain names.
As a systematic naming mechanism, the domain name has become the code or logo
of the owner of the web page. It has the characteristics of identity, uniqueness, and
exclusiveness, and has an independent legal value. Secondly, the intellectual property
rights of the original database built by the platform should be protected. Besides, the
system security of the platform itself should always be maintained. Platform technicians
should regularly maintain and update the system, repair system vulnerabilities, and
constantly strengthen the system’s security protection to prevent websites from collapse
and malicious attacks.
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4 Conclusion

Intellectual property problems may arise at all stages of the integration of public digital
cultural resources. Intellectual property emphasizes the monopolization or monopoly of
intellectual products by the obligee, while resource integration values the convenient
access of resources by the public. Undoubtedly, there is a certain conflict between them.
However, both share the essential purpose to promote cultural development and techno-
logical progress. To ensure the orderly dissemination of works and promote the progress
of social science and culture, we should start from the actual needs of the social develop-
ment, give full play to the vitality of resource innovation within the framework of legal
permission, and maintain an appropriate balance between the interests of the obligee
and the public.
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Abstract. The aim of this study is to understand, describe, and ana-
lyze metadata interoperability in Universitas Brawijaya Library that
used Brawijaya Knowledge Garden (BKG) and Eprints software, Uni-
versity of Muhammadiyah Malang Library that used Ganesha Digital
Library (GDL) and Eprints software, and Malang State Library that
used Muatan Lokal (Mulok) software. This study also discussed sup-
porting and inhibiting factors for interoperability metadata. This study
employed a case study-qualitative approach. The finding indicates that
the metadata interoperability can be performed by using metadata cross-
walks. Implementation metadata crosswalks by mapping BKG fields and
GDL Fields to the Dublin Core Metadata Element Set (DCMES). The
results in the mapping of appropriate metadata schemes without remov-
ing the existing metadata scheme element and demonstrating technical
specifications for standard metadata. Open Archives Initiative Proto-
col for Metadata Harvesting (OAI-PMH) features can use for metadata
interoperability in the union catalog that have been being developed by
the National Library of Indonesia, called Indonesia OneSearch. The sup-
porting factors in metadata interoperability are standard metadata and
a standard protocol for interoperability; whereas, the inhibiting factor
is the minimum human resources having metadata capability and the
open access policy that has not applied to each academic libraries. All
of those academic libraries need to make an effort to external interoper-
ability to union catalogs to improve visibility digital content and applied
open access policies.

Keywords: Metadata crosswalks · Metadata interoperability ·
Institutional repositories

1 Introduction

Digital library development has encouraging academic libraries to adapt this
situation. Digital library development in academic libraries, also known as an
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institutional repository, can facilitate information governance. The institutional
repository is a set of services provided by the university for their community
in digital resources management and dissemination [1]. To supporting digital
resources management and dissemination, the library needs institutional repos-
itory software. The library can choose open-source software such as Dspace and
Eprints, or develop their institutional repository software such as BKG and
Mulok [2].

In Indonesia, there are 487 universities and 80 institutional repositories
indexed by Webometrics. They revealed a lack of Indonesia repository devel-
opments [3]. Currently, 2.694 universities [4] and 116 institutional repositories in
Indonesia [5] are indexed by Webometrics. They show a slight increase in Indone-
sia’s repository developments. Furthermore, 137 Indonesia repositories registered
in OpenDOAR. Eprints are the most popular software used by the institution
(78%), followed by DSpace (9%), Bepress (1%), Omeka (1%), Weko (1%), and
other (10%) [6]. In addition, one of the initiators Indonesia OneSearch (2018),
recommend: “Eprints are easy to manage, process, maintain, backup, and use
the Dublin Core Metadata Element Set (DCMES) and Open Archives Initiative
Protocol for Metadata Harvesting (OAI-PMH)”. Eprints can use as alternative
software to develop institutional repositories in academic library.

Implementation of institutional repository software deals with resource
description, metadata schema, and various other data. Metadata is structured
information about information resources from multiple media types or formats
[7]. Metadata has many purposes, such as resource identification and descrip-
tion, information retrieval, managing information resources, managing intellec-
tual property rights, interoperability, and information governance [8]. Several
metadata examples are used by institution such as DCMES, MARC, MODS,
and EAD [9].

In Malang City academic libraries, diversity of software and metadata
schemes occur at Universitas Brawijaya Library, University of Muhammadiyah
Malang Library, and Malang State University Library. Universitas Brawijaya
Library makes data migration from BKG to Eprints, and University of Muham-
madiyah Malang Library makes data migration from GDL to Eprints. BKG and
GDL have no metadata standard, difficult to indexing, have no support develop-
ing, whereas Eprints has support for developing, popular, Dublin Core, support
indexing, and support for the webometric repository. In contrast, Malang State
University Library was used and developed Mulok by creating attribute Dublin
Core and OAI-PMH.

Differences between software and metadata schema can impact the library
for the exchange and data sharing. Thus, the library needs to achieve metadata
interoperability. Nevertheless, in their implementation, uniform for software and
metadata schema is challenging to achieve and for instance, using MARC and
DCMES that have different purposes. The library needs to adapt the method
for the implementation of metadata interoperability [10].

The effort of achieving metadata interoperability can employ metadata
frameworks, crosswalks, application profiles, and metadata registries [11].
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Metadata crosswalks is a popular method for achieving metadata interoperability
in different metadata scheme. Metadata crosswalks used to describe the imple-
mentation of metadata scheme in institutional repository software, to compare
different metadata schema, to show interoperability between different software
and metadata schema for exchange and sharing of data [10]. Metadata cross-
walks are intellectual activity to compare and analyze two metadata schema
and crosswalks as the visual product of mapping [12].

However, a few researchers who tried to examine metadata interoperability
used metadata crosswalks [10,13,14]. Several issues have no discussed in meta-
data interoperability, such as the implementation of metadata interoperability
in institutional software when exchange and sharing of data, also inhibiting and
supporting factors. The aim of this study is to understand, describe, and analyze
metadata interoperability in institutional repository software; Universitas Braw-
ijaya Library, University of Muhammadiyah Malang Library, and Malang State
University Library. This study also discusses inhibiting and supporting factors
to perform metadata interoperability in institutional repository software.

2 Related Works

Several studies discussed metadata interoperability. First, Metadata interop-
erability performs in repository and metadata projects. This study employs
descriptive qualitative approach. Metadata interoperability is divided into three
levels such as scheme, record, and repository level. Metadata interoperability
on scheme level comprise derivation, application profiles, crosswalks, switching-
across, framework, and registry [10]. Second, Metadata interoperability on
scheme level using metadata crosswalks for EAD and MODS. Its study employs
a descriptive qualitative approach. The result describes semantic metadata inter-
operability that analyzes metadata mapping from EAD to MODS [13]. Third,
metadata interoperability on scheme level using metadata crosswalks for ONIX
Version 3.0 and MARC 21. It study employ a descriptive qualitative approach.
Implementation of metadata crosswalks is mapping metadata elements of ONIX
to MARC 21. This study revealed the capability metadata scheme to exchange
and sharing of data [14].

This study is using metadata crosswalks to achieve metadata interoperability
on the scheme level. Metadata crosswalks facilitate mapping source metadata
schemes to target metadata schemes discussed in this study. This study also
examined supporting and inhibiting factors in achieving metadata interoper-
ability at Universitas Brawijaya Library, University of Muhammadiyah Malang
Library, and Malang State University Library.

3 Research Method

The study employ a case study qualitative approach. This study employs four
types of data collection techniques such as observation, interview, document, and
audio-video material. The researcher performs direct observation in repository
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Universitas Brawijaya Library, University of Muhammadiyah Malang Library,
and Malang State University Library. To collect primary sources, a structured
interview was used. The study involved interviewing 16 informants, there are
library manager, expert staff, Coordinator and IT Staff, librarian, and users.
The technique for selecting the informants is sampling purposeful. The sam-
pling purposeful is selected individuals and places to study due to they provide
understanding of the research problem and the phenomena in the study [15].
The supporting document are library guide, regulation of institutional reposi-
tory, Standard Operational Procedure (SOP). In addition, photo and interview
recordings are collected as Audio-video material to support this research. The
study perform data collection from 1 February to 30 April 2018.

The result of data capture was processed and analyzed using Creswell data
analysis. The data analysis in this study are following: 1) Organize and prepare
the data for analysis; 2) Read or look at all the data 3) Start coding all of
the data 4) Generate a description and themes 5) Generate a description and
themes 6) Write Interpretation of data [16]. The validity of the data used the
triangulation of information data sources, conducting a question and answer with
fellow researchers, and inviting an auditor to review the entire research project.
Reliability procedure used checking results of the transcription, ensuring there
are no floating definitions and meanings of the codes during the coding process,
and cross-checking the codes developed by other researchers by comparing the
results obtained independently [16].

4 Results and Discussion

4.1 Metadata Interoperability

Universitas Brawijaya Library performs internal metadata interoperability when
migration BKG to Eprints by IT staff. IT staff is understanding database struc-
ture of Eprints and BKG, searching for similar fields, and implementing a map-
ping scheme. When mapping scheme, there are different fields such as contrib-
utor, bibliographic citation, language, extend, date accepted, and year submit-
ted have to discarded because not be needed. On the other side, abstract with
Indonesia language and English added in Eprints.

In University of Muhammadiyah Malang Library, internal metadata inter-
operability has no perform when migration GDL to Eprints. Librarian uploads
manually for each file one by one to Eprints. GDL and Eprints still used in Uni-
versity of Muhammadiyah Malang Library because there is no decision about
using one repository software.

In contrast, Malang State University Library still used Mulok software to
support library needs. Metadata interoperability problems do not exist in the
library. Malang State University Library does not follow other libraries that used
open-source repository software such as Eprints or DSpace and prefer to develop
Mulok as institutional development repository software.
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Furthermore, Universitas Brawijaya Library, University of Muhammadiyah
Malang Library, and Malang State University Library were implementing exter-
nal metadata interoperability. Each library was joining Indonesia OneSearch.
Indonesia OneSearch is the Indonesia union catalog that integrated online cat-
alog, institutional repository, and e-resources from the library, archive, museum,
other documentation institution in Indonesia on a centralized database. Indonesia
OneSearch harvest metadata for each institution. University of Muhammadiyah
Malang Library also joins in Open DOAR and ROARMAP. Open DOAR is a
union catalog that contains repository in the world level, and ROARMAP is a
registry search that contains policies and open access privilege.

4.2 Metadata Crosswalks

Metadata interoperability issues occur due to various software and metadata
schemes. These issues emerge to achieve metadata interoperability for institu-
tional repositories. The differences between institutional repository software and
metadata schemes can be searched, exchanged, transferred, used, and understood
by institutions for different purposes by implementing interoperability such a
metadata crosswalks [11]. In this research, example of metadata crosswalks refers
to metadata interoperability in Malang City academic libraries. There are four
institutional repository software and three metadata schemes, see Table 1.

Table 1. Metadata and repository software in Malang City academic libraries.

No Institution Software Metadata

1 Universitas Brawijaya Library BKG version 2.0 BKG Fields

Eprints version 3.3 DCMES

2 University of Muhammadiyah Malang Library GDL version 4.2 GDL Fields

Eprints version 3.3 DCMES

3 Malang State University Library Mulok DCMES

Total 4 3

Metadata crosswalks is a table or chart, shows the relationship and equal-
ity between two or more metadata formats. Metadata crosswalks are used to
compare metadata elements from one scheme or more to others [17]. The study
perform mapping scheme from BKG fields and GDL fields (source metadata
scheme) to DCMES (target metadata scheme). The mapping scheme used rela-
tive crosswalking approach. Relative crosswalking is used to map all elements of
source schema to at least one target schema element, regardless of whether two
elements are semantic or unequal [10].

Metadata crosswalks perform by identifying attributes of BKG fields and
GDL fields, identifying attributes of DCMES, and mapping metadata elements
from BKG and GDL fields to DCMES. For instance, mapping title elements
on BKG fields and GDL fields to DCMES. The title is the name given to the
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resource. Typically, the title will be a name whose resources are formally known
[7]. Each attribute identified to ensure that the element is consistent.

Table 2. Example of metadata crosswalks mapping.

No Attribute DCMES BKG Fields GDL Fields

1 Title dc.title dl detil ct100 label11 Title

2 Creator dc.creator dl detil ct100 label16 Creator

3 Subject dc.subject dl detil ct100 label13 Subject

4 Description dc.description dl detil ct100 label19 Description

5 Type dc.type dl detil ctl00 Label3 Type

Refer to Table 2, BKG fields and GDL fields can map to DCMES. Metadata
crosswalks are used as the first step to the interoperability of institutional repos-
itory software. Metadata crosswalks can keep and maintain metadata elements
when performing metadata interoperability. Metadata crosswalks are also used
to analyze metadata schemes, compare metadata schemes, and bridge different
metadata schemes. Institutions that have a different metadata scheme can share
and exchange data. Theese findings are appropriate with Woodley [12], different
metadata content basically can be exchanged and shared; the use of uniform
metadata standards is challenging to create by institutions because they have
different needs. Metadata crosswalks [10] shows that different metadata schemes
can be exchanged and shared.

Metadata crosswalks are not implementing in Universitas Brawijaya Library
when migrating BKG fields into Eprints. Several elements were lost when migrat-
ing data such as contributors, bibliographic citation, languages, extend, date
accepted, and date submitted. In University of Muhammadiyah Malang Library,
metadata cross-walks not implemented too, as they upload data manually. It
requires a long process, as they have many digital contents. In Malang State
University Library, metadata crosswalks is useful for analyzing metadata scheme
and metadata interoperability capabilities.

4.3 Implementation of Metadata Crosswalks

The primary use of metadata crosswalks is to serve as base specifications for
physically converting records from one metadata scheme to another for record
exchange, contribution to union catalogs, or metadata harvesting (Caplan, 2003).
Metadata crosswalks can be used to analyze metadata schemes and exchange
data repository in union catalog

Metadata interoperability can be performed in union catalog, for instance:
integrating repository into Indonesia OneSearch. The first, Academic library
has to register and add a repository in Indonesia OneSearch that can access
http://onesearch.id. Hereafter, academic library creates a new account and fill

http://onesearch.id
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required data. Adding repository is selecting with add repository menu and filling
out the repository form. The repository form contains repository information
to add institutional repositories, journal information to add journals, system
information containing software characteristics and metadata used, technical
contact, repository groups, and subject area information can fill as needed, see
Fig. 1.

Fig. 1. Repository form in Indonesia OneSearch

Eprints and Mulok that has DCMES and OAI-PMH features can be joining
and integrating their data into Indonesia OneSearch. While BKG and GDL have
no metadata standard and OAI-PMH features, as they not available to join and
integrate data into Indonesia OneSearch. After joining and integrating data into
Indonesia OneSearch, registered repository will automatically harvested meta-
data within every day, week, or month. The harvest metadata was in a centralized
database and each institution in it will be integrated. For instance, when user is
searching for a collection, Indonesia OneSearch will automatically integrate the
collected metadata and show result of digital resources or institutions catalogs
that joined it.

4.4 Supporting and Inhibit Factor on Metadata Interoperability

Supporting Factor. All of those Malang City academic libraries’ institutional
repository use DCMES that makes it easy to describe sources and retrieve infor-
mation objects in a web search system. DCMES [7] is a general-purpose scheme
for resource description originally intended to facilitate discovery of information
objects on the Web. DCMES used to descriptions of source and retrieval in the
web search system. DCMES also used as a standard minimum to metadata inter-
operability using OAI-PMH. BKG and GDL can adapt DCMES in repository
like Mulok that formerly has no metadata standard.
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OAI-PMH provides an application-independent interoperability framework
based on harvesting metadata. Metadata from various sources can be collected
in central database, and their services can be provided based on centralized
data [18]. All of those Malang City academic libraries’ institutional repository
have OAI-PMH features that can use for metadata interoperability in Indone-
sia OneSearch. OAI-PMH features can be added in BKG and GDL by access-
ing http://wiki.onesearch.id/doku.php?id=oai-pmh-sample. This site provides
an OAI-PMH source code that can add to BKG and GDL.

Inhibit Factors. Without qualified human resources, library aims were not
working effectively. Qualified human resources such a system librarian has an
important role in developing software [19]. The software and hardware will not be
able to operate without system librarians that operate it. The human resources
in all of those Malang City academic libraries have an important role to achieve
metadata crosswalks. Metadata crosswalks require in depth knowledge and spe-
cialized expertise in related metadata standards. A common mistake in applying
metadata crosswalks such as metadata standard is often used independently and
determined using particular terminology, methods, and processes [20]. The dif-
ference in label naming, definition, and usage of metadata elements in BKG
fields, GDL fields, and DCMES must be considered.

Open access refers to a variety of digital literature that is available online,
free of charge, and free from all bound or copyright or licensing restrictions. The
provider puts various files, and each file provided to anyone who can access [21].
Metadata crosswalks can be performed by integrating repository into Indonesia
OneSearch. However, each library has no enact an open access policy, thus users
only see abstract and bibliographic descriptions in their institutional repositories.

5 Conclusion

Metadata interoperability of BKG, Eprints, GDL, and Mulok software can per-
form using metadata crosswalks. Metadata crosswalks used as the first step of
interoperability that produced a mapping scheme. Metadata crosswalks show
each institutional repository software has interoperability capability, standard-
ized and non-standard metadata, and makes it easier to arrange institutional
repository software before migration. Metadata crosswalks use to understand,
analyze, and describe repository software that supports the exchange and shar-
ing of data in union catalogs, for in-stance, Indonesia OneSearch. All of those
Malang City academic libraries’ institutional repository have DCMES and OAI-
PMH features that support interoperability in Indonesia OneSearch. Otherwise,
BKG and GDL has no standard metadata and OAI-PMH features.

As a suggestion, to improve interoperability and the visibility of digital con-
tent at the world level, libraries need to join the OCLC WorldCat, ROARMAP,
and Open DOAR. Furthermore, the open access policy in institutional reposito-
ries needs to enact in academic libraries.

http://wiki.onesearch.id/doku.php?id=oai-pmh-sample
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Abstract. Documenting datasets in an actionable way is an essential
approach to ensure data interoperability. Guidelines like FAIR (Findabil-
ity, Accessibility, Interoperability, and Reusability) ensures better use-
cases for the data. Proposals like metadata applications profiles provide
mechanisms to express constraints and metadata schema of the datasets.
In order to provide Ethical, Legal, and Social Aspects/Implications
(ELSA/ELSI), datasets require more than the application profiles. Along
with the schema, expressing privacy aspects of the data and constraints
on rights and licenses also ensures proper ELSI. A good dataset profile
needs validation rules provided in actionable formats and with human-
readable documentation. A sample data will help the consumers to
streamline the process of adapting the datasets. Different solutions exist
to express these various components required to represent the datasets,
such as DCAT to express the datasets, ShEx, and SHACL to provide
validation for datasets, Datapackage for providing the schema for tabu-
lar data, DCAP for creating metadata application profiles, vocabularies
like DPV to provide privacy constraints and ORDL to express rights of
datasets. However, there is no simplified mechanism to interlink and dis-
tinguish these various elements in an actionable format. This research is
intended to devise a mechanism to express a complete profile package for
datasets, as ‘MetaProfile.’ MetaProfile is intended to cover a dataset’s
profile with privacy, rights, and other essential components to ensure
ELSI and interoperability of datasets. This research’s expected outcome
is to provide a format and vocabulary to fill in the gaps of existing solu-
tions for interlinking and notating different components of a profile.
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1 Introduction

1.1 Significance of FAIR and ELSI

One of the underlying guidelines for data management that ensures data find-
ability is the FAIR principle [11]: —Findability, Accessibility, Interoperability,
and Reusability formulated by FORCE11 - The Future of Research Communi-
cations and e- Scholarship. FAIR principles are not protocols or standards but
are underlying guidelines that relies on data/metadata standards to allow for
data to be reused by machines and humans.

Publishing findable datasets that ensures data reuse allows data stakehold-
ers to verify inferences, reanalyze or merge new datasets. For example, data
journalism that relies on open data to bring in transparency, accountability and
increased citizen awareness in governance polices relies on the availability of open
data that are easily accessible, linkable and findable [7]. At the same time data
publishers needs to express the constraints on privacy, rights and licenses of the
datasets.

Since the Ethical, Legal, and Social Aspect/Implication (ELSA/ELSI) is con-
ceptual, it can only be inferred from existing practical elements, such as privacy,
legal, and licensing constraints or documentation. To ensure ELSI/ELSA of the
datasets and their acceptance by any automated systems or human consumers,
clear privacy and rights expression – both machine-actionable formats and doc-
umentation of the data – are required.

1.2 Existing Standards in Expressing Datasets

Some of the standards and vocabularies for defining data/metadata that ensure
data longevity and stewardship based on FAIR principles include: Dublin Core,
Data Catalog Vocabulary (DCAT), VOID -Vocabulary for Interlinked Data [3],
schema.org, etc. W3C’s DCAT is an resource description file (RDF) vocabulary
designed to facilitate interoperability between data catalogs published on the
Web. Dublin CoreTM Metadata Initiative (DCMI) brought forward the Dublin
CoreTM Metadata Element (Dublin Core) and additional vocabularies referred
to as “DCMI metadata terms” for use in RDF vocabularies for making data
linkable. DCAT addresses the heterogeneity of metadata standards required
across different dataset maintenance combining the Dublin Core vocabularies
and SKOS vocabularies. VOID uses RDF based schema for describing metadata
and is complementary to the DCAT model. Schema.org provides framework to
provide supporting information descriptions of data which makes data discov-
ery easier through services like Google Dataset Search engine. Data Privacy
Vocabulary (DPV)1 provides an complete set of vocabularies to express privacy
constraints.

1 https://www.w3.org/ns/dpv.

https://www.w3.org/ns/dpv
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1.3 State of the Art in Explaining the Data and Profiles

Metadata Application Profiles. Metadata application profiles (MAP) pro-
vides a means to structure and customise the metadata instance by documenting
the elements, policies, guidelines, and vocabularies for that particular imple-
mentation along with the schemas, and applicable constraints [4]. MAP gives
the specific syntax guidelines and data format, description set profiles (DSP),
domain consensus and alignment [1,5]. DSP format is obtained from the DCMI
guidelines, expressed through XML or RDF. With the emergence of Semantic
Web concept, application profiles are expressed using JSON-LD and OWL with
increasing use cases using validation tools like ShEx or SHACL. MAP authoring
formats like YAMA [10] uses YAML for authoring MAP.

Data Profiles. Data profiles are profiles generally intended to express the struc-
ture and organization of the data of data sources like CSV and JSON. Data pack-
ages may not necessarily express the metadata of the data elements or express
the properties of the elements. On the other hand, data packages provide vali-
dation schemas and related tooling ecosystems to verify, reuse, and convert the
data. Well established data profiles like Frictionless data DataPackage2 provides
JSON schemas to describe the data resources and express constraints, mostly
on tabular data. Data profile specifications also explain mechanisms to notate
RDF friendly metadata by expressing URIs as rich types3. A minimal subset
of CSVW can be used in expressing data profiles of tabular data [9]. However,
generally, CSVW is more suitable in explaining linkable data from tabular data
resources.

The Profiles Vocabulary. Profiles vocabulary [2] is an RDF vocabulary which
allows to semantically link datasets with the machine-readable description of
the profiles. The idea of Profiles Vocabulary (PROF) was triggered by the
appearance of multiple profiles of the DCAT and examples of profile descrip-
tion and implementation guidance systems such as the guidelines for DCAP
and the OpenGeospatial Consortium’s standard for modular specifications. Pro-
file resources may be human-readable documents (PDFs, textual documents),
vocabularies, schemas or ontologies (XSD, RDF), constraint language resources
used by specific validation tools (SHACL, ShEx, Schematron), or any other files
or profile resources with each profile resource assigned to roles that define its
functions within the profile.

1.4 Limitations of Existing Solutions

The FAIR principle is a set of recommendations, and these recommendations
should be implemented using existing standards. FAIR does not provide a prac-
tical framework or guidelines for satisfying these recommendations in data pub-
lishing. In order to make FAIR concepts acceptable for all levels of expertise,
2 https://specs.frictionlessdata.io/data-package/.
3 https://specs.frictionlessdata.io/table-schema/#rich-types.

https://specs.frictionlessdata.io/data-package/
https://specs.frictionlessdata.io/table-schema/#rich-types
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there should be some robust framework and guidelines. Also, FAIR cannot be
achieved with a single standard. Different existing standards are needed to be
combined to incorporate maximum FAIR concepts in the datasets. Combining
these standards requires higher skills and resources. FAIR alone is not suffi-
cient enough in expressing the ethical, legal, and social implications of datasets.
Hence, the implementation of FAIR concepts expressing datasets should also
include mechanisms to express ELSI elements as well.

To support data interoperability as per FAIR principles, there should be dif-
ferent components to express the metadata, data validation, and human-readable
documentation. Existing solutions lack a detailed mechanism for organizing these
components and expressing and pointing to individual resources satisfying these
requirements in a distinguishable, accessible, and actionable way. A detailed
comparison matrix of major existing standards – Data Catalog Vocabulary
(DCAT), Dataset Publishing Language (DSPL)4, schema.org Dataset5, Open
Digital Rights Language (ODRL) [6], Profiles Vocabulary (PROF), DublinCore
Application Profile (DCAP)6, Metadata Vocabulary for Tabular Data (CSVW),
Data Cube [8], Data Privacy Vocabulary (DPV), Data Package, Vocabulary of
Interlinked Datasets (VoID) – is provided in Table 1. It is evidential that to
achieve a higher level of FAIR with ELSI, these standards should be combined
and organized.

Table 1. Comparison matrix of existing approaches

Vocabulary RDF Non-RDF Privacy Rights Profile Expressed in

DCAT Yes Yes Yes No Minimal No RDF

DSPL No No Yes No Minimal Yes Custom

schema.org Yes Yes Yes No Minimal No Independent

ORDL Yes Yes Yes No Yes No RDF, JSON-LD

PROF Yes Yes Yes No Minimal Yes RDF

DCAP Yes Yes Yes No No Yes Custom

CSVW Yes No Yes No Minimal Yes JSON

Data cube Yes Yes No No No No RDF

DPV Yes Yes Yes Yes No No RDF

Data package No No Yes No Minimal Yes JSON

VoID Yes Yes No No No No RDF

2 Methods

There are no significant studies on ELSA of FAIR models within a proper tech-
nical perspective. Ensuring the ethical & legal framework is also important for
4 https://developers.google.com/public-data/overview.
5 https://schema.org/Dataset.
6 https://dcmi.github.io/dcap/.

https://developers.google.com/public-data/overview
https://schema.org/Dataset
https://dcmi.github.io/dcap/
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ensuring the fairness of FAIR data. This research aims to devise some mecha-
nism to express the profile of a dataset with privacy, rights, and other essential
components to ensure ELSA within FAIR principles.

Major goals of this attempt are:

1. Identify and combine possible standards to express FAIR with ELSI for
datasets.

2. Develop a set of vocabulary terms to combine existing standards and formats
as a complete profile package.

3. Produce a set of tools to make the authoring and validation of the data profile
conveniently, for non-experts as well.

2.1 MetaProfile

MetaProfile is the work in progress outcome of this investigation. MetaProfile is
defined as a profile framework for datasets, supporting FAIR and ELSI for data
publication. MetaProfile is not an attempt to create a new set of standards but
to create a comprehensive and simplified profile framework using existing stan-
dards. MetaProfile is modular and extensible by providing coverage for diverse
real-world use-cases. A schematic representation of the proposed simplified model
of MetaProfile is illustrated in Fig. 1. The model of MetaProfile and its compo-
nents are listed in Table 2.

Fig. 1. MetaProfiile overview, components and corresponding FAIR+ELSI elements.
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Table 2. MetaProfile components

Component Description

MetaProfile metadata Metadata of the profile - Version of the profile, Schema
version of the profile, Identifier

Datasets Locators for the dataset, which is expressed by this profile
- URI, API/Endpoints, File Path, Data expressed as RDF
within the MetaProfile

Data profiles Explain structure of the datasets - Profiles can be
actionable or documentation. Eg: Application Profiles,
CSVW, Human readable documentation, Datapackage
Format, RDF/OWL

Privacy constraints A formal privacy declaration language like DPV expressed
in RDF or human readable documentation, It can be a
separate files, or declare within the MetaProfile

Rights declaration Rights can be declared either as in ODRL vocabulary in
RDF or as a human readable rights policy documentation.

Licenses Licenses should be declared with its relationship to the
corresponding sections of the datasets. One or many license
can be declared, Licenses can be actionable, different
license files or URIs

3 Progress and Validation

This investigation is progressing with identifying a complete set of terms to
express minimal but essential FAIR+ELSI components, recognizing the missing
elements from available vocabularies, and developing a minimal custom vocab-
ulary to fill the gaps. Some of the anticipated outcomes are developing a set
of tools and a simplified format to write/create these standard expressions. For
evaluation of the proposal, the authors are intending to validate the output for-
mats, and qualitatively evaluate the capability of these outputs in expressing
FAIR+ELSI components.

4 Conclusion

There are significant studies and models to explain and adapt FAIR in data pub-
lishing. Also, there are limited but notable studies on ELSI/A of data publishing
and reuse. However, there are no significant studies on ELSA of FAIR models
within a proper technical perspective. Ensuring the ethical & legal framework
is also important for ensuring the fairness of FAIR data. This work-in-progress
research aims to devise a suitable mechanism to express the profile of a dataset
with privacy, rights, and other essential components to ensure ELSA within FAIR
principles by identifying and combining possible standards to express FAIR with
ELSI for datasets and to develop a set of vocabulary terms to create a complete
profile package for expressing datasets.
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Abstract. Due to the lack of structure, scholarly knowledge remains
hardly accessible for machines. Scholarly knowledge graphs have been
proposed as a solution. Creating such a knowledge graph requires manual
effort and domain experts, and is therefore time-consuming and cumber-
some. In this work, we present a human-in-the-loop methodology used to
build a scholarly knowledge graph leveraging literature survey articles.
Survey articles often contain manually curated and high-quality tabular
information that summarizes findings published in the scientific litera-
ture. Consequently, survey articles are an excellent resource for generat-
ing a scholarly knowledge graph. The presented methodology consists of
five steps, in which tables and references are extracted from PDF arti-
cles, tables are formatted and finally ingested into the knowledge graph.
To evaluate the methodology, 92 survey articles, containing 160 survey
tables, have been imported in the graph. In total, 2 626 papers have
been added to the knowledge graph using the presented methodology.
The results demonstrate the feasibility of our approach, but also indi-
cate that manual effort is required and thus underscore the important
role of human experts.

Keywords: Scholarly communication · Scholarly knowledge graphs ·
Tabular data extraction

1 Introduction

Scholarly communication is mainly document-based and the communicated
scholarly knowledge therefore hardly machine-actionable [21]. Scholarly knowl-
edge graphs have the potential to solve these issues by making knowledge struc-
tured and thus more machine processable. Existing initiatives for scholarly infor-
mation systems, e.g., the Microsoft Academic Graph [8] or Crossref [15] mainly
focus on bibliographic metadata and not on the actual research contributions.
The Open Research Knowledge Graph (ORKG) [10] aims to build a knowl-
edge graph infrastructure that publishes the research contributions of schol-
arly publications rather than only the metadata. The approach is to crowd-
source structured paper descriptions by including paper authors and domain
c© Springer Nature Switzerland AG 2020
E. Ishita et al. (Eds.): ICADL 2020, LNCS 12504, pp. 373–389, 2020.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64452-9_35&domain=pdf
http://orcid.org/0000-0001-9924-9153
http://orcid.org/0000-0001-5492-3212
http://orcid.org/0000-0002-0698-2864
https://doi.org/10.1007/978-3-030-64452-9_35


374 A. Oelen et al.

Survey article tables Scholarly knowledge graphPresented methodology 

Input Output
1. Select papers 
2. Table extraction  
3. Table formatting 
4. Reference extraction 
5. Build graph

1 2 3 4 5

Fig. 1. Systematic workflow in which survey articles are used to build a scholarly
knowledge graph. The input of our methodology is survey articles in PDF format and
the output is a scholarly knowledge graph.

experts. ORKG primarily relies on synergistically combining crowdsourcing and
automated extraction rather than, as other systems such as Semantic Scholar1,
exclusively on automated techniques to extract knowledge from scholarly arti-
cles. Mainly because automated extraction methods, for example Natural Lan-
guage Processing (NLP), do not have sufficient accuracy to generate the high-
quality knowledge graph needed to obtain suitable state-of-the-art overviews for
researchers.

In this work, we present a human-in-the-loop methodology to create a scholarly
knowledge graph by extracting knowledge from survey tables. We leverage survey
tables from literature review papers, specifically. Tables in survey papers generally
consist of high-quality research data that has been manually curated by domain
experts. Conducting a literature review is a labour-intensive task and writing a
review article is often more time-consuming than writing a research article [32].
Compared to natural text, tables present information in a semi-structured man-
ner, making the creation of a structured graph from such data less complicated.
Additionally, survey tables present relevant information which is why the sur-
vey was conducted and published in the first place. We present a supervised app-
roach to firstly extract data from survey articles and afterwards build a knowledge
graph from this data. Compared to sole crowdsourcing, the approach of extracting
knowledge is more efficient because the review has already been conducted by the
authors of the survey paper. Taking into account the previously mentioned con-
siderations, our work addresses the following research question: How to efficiently
populate a scholarly knowledge graph with high-quality knowledge? We propose a
methodology for extracting tabular survey data. This methodology is used to cre-
ate a scholarly knowledge graph from survey articles. An overview of the system-
atic workflow is depicted in Fig. 1.

The rest of this paper is structured as follows. Section 2 discusses the related
work. Section 3 introduces the proposed five-step methodology for building the
knowledge graph from survey articles. Section 4 presents the results. Section 5
discusses the present and future work. Finally, Sect. 6 concludes the presented
work.

1 https://www.semanticscholar.org.

https://www.semanticscholar.org
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2 Related Work

Survey articles provide well-structured overviews of the literature [33]. The terms
“literature review” and “literature survey” are sometimes used interchangeably
in the literature, but we make the following distinction. We refer to the tables
within review articles as literature surveys. Together with a (textual) analysis
and explanation, they form the literature review. Among other things, litera-
ture reviews are helpful in delimiting the research problem, avoiding fruitless
approaches [5] and to discover new research directions [6]. Conducting a liter-
ature review is a complicated and time-consuming activity [33]. When litera-
ture reviews are not available for certain fields, its development could be weak-
ened [32]. Because of the importance of literature surveys to scientific research,
leveraging surveys to build a graph results in a high-quality and relevant schol-
arly knowledge graph. Some existing work with respect to semantifying literature
surveys exists [4,23,29]. However, those approaches are not (semi-)automated
and are therefore not scaling well to larger amounts of survey articles.

One aspect of the proposed methodology is table extraction from survey arti-
cles. Portable Document Format (PDF) is the most common format for scientific
articles [12]. Extracting tables from PDF documents is a cumbersome process
since the tabular structure is not stored within the file itself [11]. This means that
regular PDF extraction tools are only able to extract the text within a table, but
loosing the tabular structure. Tools that specifically focus on table extraction
from PDF files use segmentation techniques to estimate the position of rows and
columns [7]. Corrêa et al. did a literature survey on table extraction tools [3].
They concluded that Tabula2 is the most suitable open-source tool. Based of
these findings, we decided to use Tabula. Tabula is criticized because of the lack
of documentation [26], but for our use case this is not considered problematic.
Another aspect of the proposed methodology is reference extraction from PDFs.
Since every individual article referenced within a survey table is imported, meta-
data from this article should be collected. This is done by parsing the references
that are used within a table. For this, we use the state-of-the-art PDF extrac-
tion tool GROBID [13]. GROBID focuses specifically on extracting bibliographic
data from scholarly articles [19]. Lipinski et al. [17] compared GROBID to other
PDF metadata extraction tools, and found out that GROBID performed best.

Publishing data as structured or semantic data is a well researched topic
among various domains. For example, challenges related to publishing seman-
tic open government data are similar to the challenges in our research. This
includes extracting data from legacy documents, often in PDF format [2,3]. Fur-
thermore, in the literature use cases are described on publishing unstructured
data as semantic data (e.g., [9,20,27]). These existing approaches differ from our
approach since they generally aim to semantify a homogeneous set of documents.
This enables them to create data specific ontologies. In our case, this is not fea-
sible since we work with a highly heterogeneous set of survey tables coming from
different domains and comparing different aspects of papers. Table 1 provides a

2 https://tabula.technology.

https://tabula.technology
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Table 1. Related work compared to the method presented in our study. The full com-
parison is available via the ORKG. (https://www.orkg.org/orkg/comparison/R36099)
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ORKG Semi-Automatic Survey tables PDF JSON, RDFb ✓ ✓ ✓

[28] SemAnn Semi-Automatic Scholarly articles PDF RDFb ✗ ✗ ✓

[16] Web Tables Automatic Web tables HTML JSON ✗ ✗ ✗

[18] TableSeer Automatic Scholarly articles PDF Relational
database

✗ ✗ ✓

[25] TEXUS Automatic Documents
(application
agnostic)

PDF Abstract
table repre-
sentation

✗ ✗ ✗

[1] None Automatic Web tables HTML,
Spread-
sheet

Relational
schema

✗ ✗ ✗

a Knowledge Graph; b Resource Description Framework

related work overview. In this overview, our proposed method is compared to
other related approaches. To the best of our knowledge, this work is the first to
build a knowledge graph at scale from survey tables.

Use Case: Open Research Knowledge Graph.
Extracted survey data can be imported in a variety of different (scholarly) knowl-
edge graphs, such as the Microsoft Academic Graph, Wikidata [14] or ORKG.
We chose ORKG as our use case for the following reasons. The ORKG provides
tools that specifically focus on building paper comparisons (i.e., literature sur-
veys), making it the most suitable infrastructure for this study. By using the
extracted survey data, the ORKG automatically generates a similar tabular sur-
vey view as was originally presented in the review paper [22]. Additionally, the
literature surveys within ORKG are compliant [23] with the FAIR data prin-
ciples [34] thus making them Findable, Accessible, Interoperable and Reusable.
The imported survey tables are FAIR in contrast to the originally presented ones
in the non-FAIR PDF article. This has several benefits, among others:

– Comparisons can evolve over time, are not static and do not become stale
after publication.

– Comparisons do represent a broader community consensus, since many
researchers and curators can revise, discuss and annotate.

https://www.orkg.org/orkg/comparison/R36099
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1. Paper selection 2. Table extraction 4. Reference extraction

Manually search for 
review papers that 
contain survey tables.

Semi-automatically 
extract survey tables 
from PDF papers. 

Extract the bibliographic 
metadata for each paper 
in the survey table.

[57]: 
Authors: John Doe et al.  
Title: My research paper 
[43]: …

5. Build graph

Combine the data from 
the previous steps and 
build the graph.

2. Table extraction 
3. Table formatting
4. Reference  
    extraction

Combine  data from:

Build the knowledge  
graph

= Human-in-the-loop

3. Table formatting 

Clean the extracted 
tables and prepare 
them for import. 

Reference Ex1 Ex2

[1] 1.221 76

[2] 2.534 65

[3] 0.123 79

Fig. 2. Methodology for importing survey tables into the scholarly knowledge graph.

– Via the ORKG search interface it is possible to search for specific comparisons
and to create dynamic custom comparison views.

– Survey data can be reused by other researchers more easily because of its
machine readable export formats (e.g., export as CSV or RDF).

3 Methodology

We now present a five-step methodology for the creation of a scholarly knowl-
edge graph from survey tables. In order to reach sufficient quality, the methodol-
ogy takes a human-in-the-loop approach in which multiple steps require human
interaction. Data quality improves with human evaluation and, if needed, correc-
tion of the extracted data. The methodology is displayed in Fig. 2. The scripts
required to perform the steps are available online.3

3.1 Paper Selection

In the first step, suitable survey papers are selected based on multiple criteria.
The purpose is to find survey papers from a diverse range of domains. There-
fore, a protocol has been designed to determine which papers are suitable for
data extraction. The structured nature of the selection process is needed to be
able to make conclusions about the percentage of survey papers that present the
information in such a way that extracting data is relatively straightforward.

Search Strategy. Table 2 lists the search engines used to find survey arti-
cles. Google Scholar is chosen to ensure that survey papers from various fields
are searched. Additionally, ACM Digital Library has been selected because the
ORKG currently focuses mainly on the Computer Science domain. The search is

3 https://doi.org/10.5281/zenodo.3739427.

https://doi.org/10.5281/zenodo.3739427
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Table 2. Search engines used to find survey articles.

Search engine Field Evaluated papers

Google Scholar All 335

ACM Digital Library Computer Science 80

limited to 100 papers that are suitable for import. The following search criteria
are used:

– Google Scholar: the article title contains the term “literature survey”.
– ACM Digital Library: queries “literature review” and “literature survey”.
– The survey article has been published after 2002.
– The results are sorted by relevance.

The rationale for selecting papers published after the year 2002 is because in
general more recent papers are more interesting for research and should there-
fore have more priority in the scholarly knowledge graph. In the end, articles
published before 2002 can still be part of the graph, since this criterion only
applies to the survey articles themselves, and not to the papers being reviewed
in those articles.

Selection Criteria. Papers that satisfy the inclusion criteria are selected for
the import process. The inclusion criteria are defined as follows:

1. The article contains at least one table that lists scientific literature (i.e., the
literature is presented in a semi-structured manner).

2. The article compares literature based on published results and does not solely
textually summarize the content of original papers.

3. The survey table should be in markup format and not included as raster
image.

4. The table structure should be suitable for import (e.g., one table row should
provide information about one publication).

5. The article is written in English.

Inclusion criterion 1 ensures that a survey article does not only textually sum-
marize the literature, but does also provide a semi-structured comparison (in
tabular form). Although papers that are textually reviewing scientific literature
are interesting for importing as well, it is out of scope for this work. Crite-
rion 2 ensures only surveys that compare actual paper results are included.
This excludes surveys researching, for instance, the growth of a field. Criterion
3 excludes tables in image format. This is because of the tabular extraction
method we use, which is based on character extraction and does not use Optical
Character Recognition (OCR) needed to support image extraction [30]. Criterion
4 only selects tables that are suitable for import. Our methodology does only
support paper import when one row in a table represents one paper. Although
minor changes can be made manually (e.g. merging multiple tables), in case the
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structure of the table deviates significantly from the required format, the table
is excluded. Finally, criterion 5 ensures a homogeneous semantic integration into
the currently English monolingual knowledge graph. The result of this step is a
set of the selected papers in PDF format.

3.2 Table Extraction

This step focuses on extracting the tables from the PDF files collected in the
previous step. Not only the text within the table should be extracted, but the
tabular structure should be preserved as well. As explained in the related work
section, we use Tabula to perform the table extraction. Each PDF article is
uploaded via the Tabula user interface. Afterwards, the regions of the tables are
manually selected within the interface. Although Tabula provides a functionality
to automatically detect tables, the accuracy is not sufficient for our use case. The
performance is especially low for articles with a two-column layout. Additionally,
not all tables within an article have to be extracted since not all of them are
listing and comparing literature. Arguably, the manual selection method is most
useful in this methodology since human judgment is needed in the selection
process. Part of the extraction step is quality assurance after the extraction.
When needed, extraction errors are manually fixed. Tabula supports two types
of extraction, namely “Stream” and “Lattice”. The Stream extraction method is
based on white space between columns while Lattice is based on boundary lines
between columns. During the extraction it is possible to switch between the
different methods, which allows for selecting the best method for a particular
table. The result of this step is a set of CSV files, in which each file represents
one survey table from a review article.

3.3 Table Formatting

The CSV files containing the extracted tables from the review articles should
be formatted in a structure that is suitable for building a graph. Since the data
from the CSV file is extracted automatically, all tables should have the same
format. In this step, the formatting of the tables is changed when necessary. For
some tables, a considerable amount of changes is required while for other tables
only minor changes are needed. Changes could include merging, splitting, adding
and removing both columns and rows. We use OpenRefine [31] to perform bulk
operations on tables. A table is formatted in such a way that it adheres to the
following rules:

1. The first row of the table is the header.
2. Each row represents one reviewed paper.
3. Each row has a column called: “Reference”.
4. The reference cell should contain the citation key for a paper.
5. Non-literal values are prefixed with “[R]” in the column header.
6. When needed, abbreviations are replaced by the full value from the legend.
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For rule 2, in some cases a multidimensional table has to be flattened. This can
often be accomplished by adding additional columns to the table. Also, in some
cases a table has to be transposed to ensure that each row contains one paper.
Rules 3 and 4 ensure that bibliographic metadata can be fetched for each paper
in the next step. Rule 5 makes a distinction between literal values and resources.
The default cell type is a literal, and when [R] is prefixed to a header label, the
cells are considered as resources. Finally, rule 6 makes the content of the table
readable without requiring the original text from the legend. Often table legends
are used to condense information to improve user readability.

3.4 Extracting References

As mentioned earlier, each table row represents one paper. For each row, there is
a value that contains the reference key from the original paper. The reference key
is often a numerical reference, in the form of [n], where n represents the reference
number. In another frequently used citation style, the author names combined
with their publication year is used as a reference key. The citation key is used
to automatically capture the bibliographic metadata for an article. In order
to extract references from article, we use the PDF extraction tool GROBID.
GROBID processes the full PDF article. In the first place to extract all citations
from the paper’s reference list and then to connect the citation keys used in the
text to their respective citation string. In case a reference key cannot be extracted
from the paper’s text, a reference key is generated automatically based on the
author’s name and publication year.

When the citation is extracted and parsed, five additional columns are
appended to the table: paper title, authors, publication month, publication year
and the DOI4. In case a citation key could not be automatically mapped to an
actual citation, a citation can be provided manually. The full citation text can
be copied directly from the paper (including paper title, authors etc.) and is
then parsed by GROBID to get structured bibliographic metadata. To perform
the process of adding references, we created a Python script.5 This script first
tries to automatically fetch the metadata. In case the reference is not found, a
command line input field is displayed to enter the citation manually.

3.5 Build Graph

The final step is to build a knowledge graph from the previously created CSV
files. An example of the resulting graph for a single paper is depicted in Fig. 3.
Firstly, a settings file is created which lists the table numbers, a suitable title for
the table and a reference to the original survey article. The reference is required
to attribute the work done by the authors of the survey article. The table title is
manually created based on the original table caption. In case no suitable caption
is available, a more suitable title is written.

4 Digital Object Identifier.
5 File 4 reference extraction.py from https://doi.org/10.5281/zenodo.3739427.

https://doi.org/10.5281/zenodo.3739427
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Author

Publication month

Publication year Contribution

DOI

Author

Time-varying
transmission dynamics of

Novel Coronavirus
Pneumonia in China

Tao Liu

COVID-19 reproductive
number

Research problem R0 estimates

Study date

95% CI

Methods
Location

Contribution 1

10.1101/2020.01.25.919787

1

2020

Study Location Study date Methods R0 estimates 95% CI

Joseph et al.1 Wuhan 31 Dec '19 - 28 Jan '20 Stochastic Markov Chain... 2.68 2.47-2.86

Shen et al.2 Hubei province 12-22 Jan. '20 Mathematical model, dynamic... 6.49 6.31-6.66

Liu et al.3 China and overseas 23. Jan '20 Statistical exponential Growth... 2.90 2.32-3.63

...

2.90

23. Jan '20

China

2.32-3.63

Statistical exponential Growth,
using SARS generation...

Fig. 3. Example of the resulting subgraph for importing a single paper from a survey
table. Metadata captured by reference extraction is displayed in blue. Data coming
from the survey table is displayed in orange and ORKG specific data is displayed in
white. (Color figure online)

Next, a Python script6 is used to select all rows from the tables. For each row,
a paper is added to the graph via the ORKG API. For each table, a comparison is
created in ORKG. The title and reference from the previously generated settings
file are attached to this comparison. The comparison can be used later in ORKG
to generate the same tabular literature overview as originally presented in the
survey paper.

3.6 User Interface

Based on the steps from our methodology, a web User Interface (UI) is cre-
ated that integrates all steps into a single interface. The interface provides a
streamlined process for importing survey tables as depicted in Fig. 4. The UI
is specifically designed to make importing a table an effortless task without the
need of downloading any tools or the need to be able to operate these tools. In
the background, the same tools from the methodology are used to extract tables
(Tabula) and extract references (GROBID). The first step is to upload a PDF
file and select the survey table within this file. Afterwards, the table is extracted
and the formatting can be fixed with an integrated spreadsheet editor. Then, for
each row the respective paper reference is extracted. Finally, the data is ingested
in the knowledge graph.

The UI is not used to import the surveys tables presented in Sect. 4. The
interface is designed to import individual survey tables rather than importing
large amounts of tables at once. In the UI, all steps required to import a single
table should be performed consecutively. To increase efficiency when importing

6 File 5 build graph.py from https://doi.org/10.5281/zenodo.3739427.

https://doi.org/10.5281/zenodo.3739427
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(a) Select and extract table from PDF.

(b) Fix table formatting, add references and
ingest in graph.

Fig. 4. Survey table import user interface integrating all steps from the methodology.

large amounts of tables, it helps to first finish a step for all papers before moving
to the next step. The UI provides a method to extend the graph beyond the
extracted surveys from this work. In the future, this interface will therefore be
integrated in the ORKG.

4 Results

In this section, we report the results of the import process for each step of the
methodology. Table 3 summarizes the results for all steps.

4.1 Paper Selection

The dataset of the results are published online [24]. This set contains the selected
papers, the ORKG comparisons and the ingested papers. The selected papers file
lists IDs, paper titles, table references, sources and references. The IDs are used
to record any additional information about the import process for this specific
paper. IDs are missing for papers that were selected in the first place, but were
excluded after revising the inclusion criteria. Additionally, table references refer
to the original table references used in the survey article.

In total, 335 papers from Google Scholar were evaluated against the selection
criteria described in Sect. 3.1. Out of these papers, 78 met the criteria and have
therefore been selected for importing. From the ACM Digital Library 80 papers
were evaluated and 14 papers have been selected. In total 22% of the evaluated
review papers are suitable to be imported with the presented approach.
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Table 3. Summary of the results of all steps.

Description Amount

Paper selection

Amount of evaluated papers 415

Amount of selected papers 92

Table extraction

Total amount of extractions (partial tables) 265

Amount of extracted complete tables 160

Reference extraction

Found references 2 069

Not found references 1 137

Build graph

Individual amount of imported papers 2 626

Imported data cells (with metadata) 40 584

Imported data cells (without metadata) 21 240

4.2 Table Extraction

We extracted 160 tables from the 92 survey articles. In 22 cases, tables stretched
across multiple pages, which results in a total of 265 extractions performed with
Tabula. Table 4 lists the most frequently occurred issues with the extraction.
Issue 1 and 2 occur mostly when no boundary lines are present between table
columns. In this case, the Stream extraction method has to be used, which often
results in rows that are not correctly merged (e.g., multi-line sentences are put
in separate rows while in the original table they are in the same row). Also, issue

Table 4. Issues that occurred during the extraction of tables from the survey articles.
Issues are counted per article.

# Issue Percentage %

1 Columns are not extracted correctly 26

2 Rows are not extracted correctly 14

3 Empty columns in the extracted table 14

4 Text not correctly recognized (e.g., missing
letters or formulas)

12

5 Issue with table header text 12

6 Vertical text not imported correctly 4

7 Cell value not supported (e.g., use of image
instead of text check marks)

3

8 Table within table not extracted correctly 3
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3 is mostly present when using the Stream method. When the Lattice method
can be used for the extraction, the result is generally of higher quality. When no
table borders (or boundary lines) are present, this method does not work and
the Stream method has to be used. Issue 4 is caused by general extraction errors,
which can result in tables with wrongly extracted text. Additionally, formulas
and other text styling are not supported, which compounds this issue. Issues 7
and 8 result in tables that are not, or only partially, imported. The other issues
are self-explanatory.

4.3 Reference Extraction

In total, we extracted unique 2 626 papers from 3 206 rows. For each paper, the
respective citation was retrieved. In 2 069 cases the citation could be extracted
automatically from the row (65% of the cases). In 1 137 cases it was not possi-
ble to automatically extract the reference (35% of the cases). For those cases,
the citation is manually copied from the paper. There were multiple reasons
why automatic reference extraction was not successful. Most issues occurred for
references that used a numeric citation key. GROBID’s performance for extract-
ing numeric references from tables was low, oftentimes numeric table references
were not recognized. The amount of rows is higher than the amount of extracted
papers because multiple rows could refer to the same paper. Each paper only
has one graph entry and any additional data is added to the existing paper.

In case a reference is only used in a table and not somewhere else in the
article, automatic reference extraction was oftentimes not possible. When an
author name was used as citation key, problems occurred mostly because of the
different citation styles. While some citation formats only use the last name of the
first author, suffixed by et al., other formats could list all author names. When
a format was used that deviates from the standard implementation, automatic
extraction was not possible.

4.4 Build Graph

In total, we added 2 626 papers to the knowledge graph. These papers are used in
160 different comparisons. A complete list of the generated ORKG comparisons
and a list of all ingested papers is available via [24]. In total, 21 240 table cells
have been imported, excluding the bibliographic metadata. Including metadata,
the total is 40 584 data cells.

5 Discussion and Future Work

5.1 Time Performance

The presented methodology takes a human-in-the-loop approach as opposed to a
fully automated approach. Compared to a fully manual approach, the proposed
approach saves considerable time. In previous work [23], we manually imported
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only four survey articles. On average, this process took 4 hours per article. For
each of the papers, a Python script was created specifically to import the survey
table with its references and data. An example of such a script for one paper can
be found online.7 For the methodology used in this paper, the time to import one
survey article was on average 15 min. Compared to the 4 h of the manual app-
roach, this is considerably faster (i.e., 16 fold increase in speed). The minimum
amount of time needed to import a relatively small table was 2 min. The table
could be extracted without any issues. The maximum amount of required time
was approximately 60 min. This was for a table with a complex layout, stretched
across multiple pages. Also, this table did not have boundary lines. Most time
was spend on fixing extraction issues. To further improve time performance, we
identified two tasks that are time-consuming and can potentially be improved.
The first task relates to fixing errors occurred during the table extraction by
Tabula. Most errors occurred when tables did not have boundary lines between
columns and rows. A potential solution, and possible future research direction,
is to create an interface that supports manually drawing boundary lines between
rows and columns. The second task is related to adding missing references, which
have to be manually copied from the PDF article. In total, 65% of the references
were extracted automatically. By applying more advanced heuristics to match
reference keys with their respective reference, this percentage can be improved.

5.2 Impact of Methodology

The impact of the methodology relates to the amount of survey papers that
are suitable for our approach (i.e., surveys representing information in tabular
format). To order to provide insights on the impact, a structured search protocol
has been employed in the paper selection step. As the results show, out of the
415 evaluated papers, 92 of them are suitable to be imported. This indicates
that since 2002, 22% of the published survey papers contain comparison tables.
Therefore, arguably our methodology can have considerable impact when applied
more broadly. In the paper selection, non-survey papers were excluded. However,
it is not uncommon for research articles to also contain tables with related work
(e.g., Table 1 in this article). Thus the paper selection step could be extended to
also include other articles to have a broader impact.

5.3 Semantics of Data

The extracted knowledge graph consists of structured scholarly data. The quality
of the knowledge graph could be further improved by providing more semantics
to the data. Currently, a primitive method is used to map existing properties
and resources. This is based on a lookup by resource label, in case a result
is found, the resource is mapped. If not, a new resource is created. A more
advanced mapping of resources and properties to existing ontologies improves

7 https://gitlab.com/TIBHannover/orkg/orkg-papers/-/blob/master/question-
answering-import.py.

https://gitlab.com/TIBHannover/orkg/orkg-papers/-/blob/master/question-answering-import.py
https://gitlab.com/TIBHannover/orkg/orkg-papers/-/blob/master/question-answering-import.py
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the machine readability of the data. Tables containing large amounts of natural
text (e.g., textually describing a methodology) could be further processed using
named entity recognition and linking. This results in more structured data and
therefore a higher quality knowledge graph. Approaches to improve the overall
quality of the graph are part of future work.

5.4 Future Research Directions

In total, we extracted 92 survey articles from a variety of domains. In the future,
more survey articles will be ingested in ORKG. This will be done for multiple
domains. The User Interface (UI) presented in Sect. 3.6 can be used to support
users to import survey tables. The UI will be further improved to make to process
more efficient. Due to the dynamic nature of the interface (especially compared
to a regular spreadsheet editor), mapping properties and resources to existing
concepts is better supported. In the end, we aim to import as many surveys from
a specific domain as possible. There are several reasons why such an approach
is useful. In the first place, ORKG can serve as a digital library for literature
surveys. As discussed in the related work, the platform provides tools to better
find and organize surveys. Additionally, when all existing reviews for a domain
are imported, the ORKG can be used as a source to find literature surveys. In
case a survey is not present in the ORKG, it means that is does not (yet) exist.
This can be used as a basis to start working on new literature surveys.

6 Conclusions

Knowledge graphs are useful to make scholarly knowledge more machine action-
able. Manually building such a knowledge graph is time-consuming and requires
the expertise of paper authors and domain experts. In order to efficiently build
a high-quality scholarly knowledge graph, we leverage survey tables from review
articles. Generally, survey tables contain high-quality, relevant, semi-structured
and manually curated data, and are therefore an excellent source for building a
scholarly knowledge graph. We presented a methodology used to extract 2 626
papers from 92 survey articles. The methodology adopts a human-in-the-loop
approach to ensure the quality and usefulness of the extracted data. Compared
to manually reviewing and entering research data, or to manually importing
literature surveys, the methodology is considerably more efficient. In conclu-
sion, the presented methodology provides a full pipeline that can be used to
extract knowledge from PDF documents and represent the extracted knowledge
in a knowledge graph. The corresponding evaluation with survey articles demon-
strates the effectiveness and efficiency of the proposed methodology.
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3. Corrêa, A.S., Zander, P.O.: Unleashing tabular content to open data: a survey
on PDF table extraction methods and tools. In: ACM International Conference
Proceeding Series, pp. 54–63 (2017). https://doi.org/10.1145/3085228.3085278

4. Fathalla, S., Vahdati, S., Auer, S., Lange, C.: Towards a knowledge graph represent-
ing research findings by semantifying survey articles. In: Kamps, J., Tsakonas, G.,
Manolopoulos, Y., Iliadis, L., Karydis, I. (eds.) TPDL 2017. LNCS, vol. 10450, pp.
315–327. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-67008-9 25

5. Gall, M.D., Borg, W.R.: Educational Research: An introduction, 6th edn. Longman
Publishers USA, White Plains (1996)

6. Hart, C.: Doing a Literature Review: Releasing the Social Science Research Imag-
ination. Sage, Thousand Oaks (1998)

7. Hassan, T., Baumgartner, R.: Table recognition and understanding from PDF
files. In: Proceedings of the International Conference on Document Analysis
and Recognition, ICDAR, pp. 1143–1147 (2007). https://doi.org/10.1109/ICDAR.
2007.4377094

8. Herrmannova, D., Knoth, P.: An analysis of the microsoft academic graph. D-lib
Mag. 22(9/10) (2016). https://doi.org/10.1045/september2016-herrmannova

9. Hyvönen, E.: Publishing and using cultural heritage linked data on the semantic
web. Synth. Lect. Semant. Web Theory Technol. 2(1), 1–159 (2012). https://doi.
org/10.2200/S00452ED1V01Y201210WBE003

10. Jaradeh, M.Y., et al.: Open research knowledge graph: Next generation infrastruc-
ture for semantic scholarly knowledge. In: K-CAP 2019 - Proceedings of the 10th
International Conference on Knowledge Capture, pp. 243–246 (2019). https://doi.
org/10.1145/3360901.3364435

11. Jiang, D., Yang, X.: Converting PDF to HTML approach based on text detection.
In: Proceedings of the 2nd International Conference on Interaction Sciences: Infor-
mation Technology, Culture and Human, vol. 403, pp. 982–985 (2009). https://doi.
org/10.1145/1655925.1656103

12. Klampfl, S., Granitzer, M., Jack, K., Kern, R.: Unsupervised document structure
analysis of digital scientific articles. Int. J. Digit. Libr. 14(3), 83–99 (2014). https://
doi.org/10.1007/s00799-014-0115-1

13. Körner, M., Ghavimi, B., Mayr, P., Hartmann, H., Staab, S.: Evaluating reference
string extraction using line-based conditional random fields: a case study with
German language publications. In: Kirikova, M., et al. (eds.) ADBIS 2017. CCIS,
vol. 767, pp. 137–145. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
67162-8 15

14. Krotzsch, M., Vrandecic, D.: Wikidata : a free collaborative knowledge base. Com-
mun. ACM 57(10), 78–85 (2014). https://doi.org/10.1145/2629489

15. Lammey, R.: CrossRef text and data mining services. Insights UKSG J. 28(2),
62–68 (2015). https://doi.org/10.1629/uksg.233

https://doi.org/10.14778/2536336.2536343
https://doi.org/10.1145/2612733.2612760
https://doi.org/10.1145/2612733.2612760
https://doi.org/10.1145/3085228.3085278
https://doi.org/10.1007/978-3-319-67008-9_25
https://doi.org/10.1109/ICDAR.2007.4377094
https://doi.org/10.1109/ICDAR.2007.4377094
https://doi.org/10.1045/september2016-herrmannova
https://doi.org/10.2200/S00452ED1V01Y201210WBE003
https://doi.org/10.2200/S00452ED1V01Y201210WBE003
https://doi.org/10.1145/3360901.3364435
https://doi.org/10.1145/3360901.3364435
https://doi.org/10.1145/1655925.1656103
https://doi.org/10.1145/1655925.1656103
https://doi.org/10.1007/s00799-014-0115-1
https://doi.org/10.1007/s00799-014-0115-1
https://doi.org/10.1007/978-3-319-67162-8_15
https://doi.org/10.1007/978-3-319-67162-8_15
https://doi.org/10.1145/2629489
https://doi.org/10.1629/uksg.233


388 A. Oelen et al.

16. Lehmberg, O., Ritze, D., Meusel, R., Bizer, C.: A large public corpus of web tables
containing time and context metadata. In: Proceedings of the 25th International
Conference Companion on World Wide Web - WWW 2016 Companion (2016).
https://doi.org/10.1145/2872518.2889386

17. Lipinski, M., Yao, K., Breitinger, C., Beel, J., Gipp, B.: Evaluation of header
metadata extraction approaches and tools for scientific PDF documents. In: Pro-
ceedings of the ACM/IEEE Joint Conference on Digital Libraries, pp. 385–386
(2013). https://doi.org/10.1145/2467696.2467753

18. Liu, Y., Bai, K., Mitra, P., Giles, C.L.: TableSeer: automatic table metadata extrac-
tion and searching in digital libraries. In: Proceedings of the 2007 Conference on
Digital Libraries - JCDL 2007 (2007). https://doi.org/10.1145/1255175.1255193

19. Lopez, P.: GROBID: combining automatic bibliographic data recognition and term
extraction for scholarship publications. In: Agosti, M., Borbinha, J., Kapidakis, S.,
Papatheodorou, C., Tsakonas, G. (eds.) ECDL 2009. LNCS, vol. 5714, pp. 473–474.
Springer, Heidelberg (2009). https://doi.org/10.1007/978-3-642-04346-8 62
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Abstract. Collaborative research is becoming increasingly important
because it yields effective results and helps difficult research projects run
smoothly. Previous studies have proposed many kinds of collaborator
recommendation methods based on research features, such as specialty
fields. However, few studies have constructed systems in which users
can discover experts who have similar research interests using recom-
mendation techniques. This paper proposes a novel researcher search
system where users can efficiently discover potential candidates whose
work locations are near theirs. Researchers are visualized on a map by
our proposed system and users can use researcher’s names and research
keywords to narrow down the search. Specifically, given a researcher’s
name as a query, the system displays its relevant individuals based on
either one of the following measures among researchers: research con-
tent similarity or collaborative relationship similarity. Our experiments
demonstrated that recommendation results of these two similarity mea-
sures are minimally overlapped one another, indicating that our system
could potentially help researchers discover collaborator candidates.

Keywords: Researcher search system · Collaborator
recommendation · Researcher similarity · Academic database analysis

1 Introduction

Complex research project can be conducted effectively through collaborative
research. Several studies have explored the relationship between collaboration
and productivity. For example, Lee and Bozeman [11] investigated how the
number of collaborators has influenced journal publication. Abramo et al. [1]
analyzed the correlation among several types of collaborations, including inter-
disciplinary research, extramural collaborative research, industry-academia col-
laborative research, and their achievements, to assess the correlation between
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scientific productivity and collaboration intensity. Lopes et al. [13] proposed a
method for ranking research quality and found that authors of high-ranking
research collaborated more. In the field of scholarly data mining, several col-
laborator recommendation methods have been proposed [2,3,5,9,10,12,14–16].
Most conventional methods defined the researcher similarity using bibliographic
analysis, such as the closeness of existing relationships and correlation between
research fields. However, few studies constructed systems in which users could
discover researchers based on the existing recommendation methods.

Here, we focus on the recent work [16], which demonstrated that including the
locations of researchers’ affiliations improved research candidate recommender’s
performance. Inspired from this work, this study proposes a novel researcher
search system based on research content similarity and geographic information
to promote domestic collaboration opportunities. The proposed system allows
users to search for potential collaborator candidates using researchers’ names
and research keywords. Subsequently, users can then filter results based on (i)
researchers whose published works feature at least one of the keywords, (ii) exist-
ing collaborative partnerships among researchers when searching a researcher’s
name, and (iii) researchers whose interests or collaborative partnerships simi-
lar to the query researcher’s those. In particular, in the third function, users
can use the research content or existing collaborative relationships as features
to calculate the similarity among researchers. Search results are displayed on a
map of Japan using yellow pins. When a user clicks a pin, our system displays
the researcher’s information, including their specializations and past research
projects. Our system enables users to discover researchers with desired specializa-
tions from their neighboring area, which helps encourage collaboration and dis-
cussion between researchers and local research institutions. We constructed the
system using the Database of Grants-in-Aid for Scientific Research (KAKEN)1.
Our experiments showed that there is little overlap between researchers found
using content similarity and those in existing collaboration relationships, indi-
cating that the proposed method can effectively help users to find potential
collaborator candidates using these two different similarity measures.

2 Proposed System

2.1 System Overview

The proposed system’s architecture is shown in Fig. 1. Researcher similarity
is regularly analyzed on a local computer as batch processing, and the results
are stored in a database on the cloud. To fulfill an API request from a client,
the server cuts down a large network to extract a small network. By process-
ing response sent from the server to the client, users can see results interac-
tively. The client’s home screen is shown in Fig. 2. When users click the search
button, a search query field appears, as shown in Fig. 3. Users can use search
queries appearing as candidates for the query. Clicking a yellow pin displays that

1 https://kaken.nii.ac.jp/.

https://kaken.nii.ac.jp/
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Fig. 1. The proposed system’s architecture.

Fig. 2. The proposed system’s home screen.

researcher’s details (Fig. 4). Users have the option to have the pins displayed on
an aerial photo (as in Fig. 4) or on a street map (as in Fig. 5). Hence, local
information, such as train stations near the researcher’s office, can be confirmed.

Users can filter search results by checking corresponding boxes, allowing
them to tailor results based on (i) researchers whose published works feature at
least one of the keywords used, (ii) existing collaborative partnerships among
researchers when searching a researcher’s name, and (iii) researchers whose
interests or collaborative partnerships similar to the query researcher’s those.
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Fig. 3. The proposed system’s search interface.

Fig. 4. Detail screen of a researcher. (Color figure online)
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Fig. 5. Visualization by the street map mode.

Section 2.2 describes how to construct a dataset to implement the first and the
second functions, while Sect. 2.3 describes two similarity measures to realize the
third function.

2.2 Dataset Construction and Basic Search

This subsection describes our system’s dataset that consists of researcher infor-
mation (i.e., research projects, work location information, and collaborative rela-
tionships). In this study, we used KAKEN to construct the researcher search
system. KAKEN is the Database of Grants-in-Aid for Scientific Research (KAK-
ENHI) projects granted by the Ministry of Education, Culture, Sports, Science
and Technology (MEXT) and the Japan Society for the Promotion of Science
(JSPS). All of the database’s research reports cover all research fields. Compared
to other academic databases, it is better because it has a lower field deviation and
all data can be searched using the same form. KAKEN covers many researchers
and research projects compared with other academic databases because KAK-
ENHI is the most representative research funding in Japan. KAKEN assigns
unique numbers to researchers, which are linked to their research projects, which
display project names, principal investigators, co-investigators, research institu-
tions, research fields, research keywords, summaries, and corresponding regis-
tered researchers’ achievements. In this paper, we constructed the dataset using
911,724 research projects and 259,509 registered researchers.
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Fig. 6. A screenshot of the window for visualizing existing collaborative relationships
among researchers.

Geographic Information: The proposed system displays institutions each
researcher belong to using information based on latest research projects. Insti-
tution name registered in KAKEN’s projects had spelling inconsistencies, which
we corrected manually. Work location information (i.e., latitude and longitude)
was obtained using Google Maps API2, which is visualized on a map of Japan.

Research Keywords: In KAKEN, each researcher is assigned keywords based
on the contents of their research. Users can use these keywords when perform-
ing searches. Researchers containing keywords corresponding to the search query
are displayed on the map. Through this, users can find researchers who work in
specific fields.

Existing Collaborative Partnerships: We constructed a network whose
nodes were represented by researchers and whose edges were represented by col-
laborative relationships in KAKEN projects. When users search a researcher’s
name, the researcher’s collaborative relationships are also displayed on the map.
Specifically, the system obtains the network associated with a researcher ID from
the server and displays the collaborative relationships, which enables users to
find experts who actually work with the query researcher. Figure 6 shows an
example of the relationships between researchers.

2 https://cloud.google.com/maps-platform/.

https://cloud.google.com/maps-platform/
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Fig. 7. The process of creating a vector that represents research content.

2.3 Computing Researcher Similarity and Displaying Potential
Collaborators

To search potential collaborators, users can choose the similarity of collaborative
relationships or the similarity based on the contents of researcher’s projects.
First, let Rr1 , Rr2 be two sets of research collaborators with each researcher r1,
r2. Let the similarity of collaborative relationships between two researchers be
represented by the Jaccard index as follows:

sim1(r1, r2) =
|Rr1 ∩ Rr2 |
|Rr1 ∪ Rr2 |

. (1)

When there is no overlap between research collaborators, sim1 is 0.
Next, we compute the similarity between researchers based on the contents of

their research. Each research project is considered to be a text data that reflects
researcher’s interests because each of them is influenced by each contributing
researcher’s achievements. Therefore, we computed the TF-IDF vector using the
titles of research projects, titles of academic papers registered as achievement,
research keywords, and the summary, as shown in Fig. 7.

Although the word embedding can be used to vectorize documents (as which
was used in the related work [8]), we decided to use the TF-IDF vector to clearly
understand coincidence of research interest in the proposed system and consider
the importance of each word. How to effectively combine these different word
features will be discussed in our future work. Let vec1 and vec2 be the TF-IDF
vectors calculated for researchers r1 and r2. We calculated the similarity based
on the contents of their research using the cosine similarity:

sim2 = cosine(vec1, vec2). (2)
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The sim2 of 1 means the contents of their research is exactly the same.
In general, it is not realistic to compute similarity between over 100,000

researchers in any combination because it requires much calculation cost. There-
fore, we used FAISS [7], which includes the nearest-neighbor search, to perform
quick computation. FAISS reduces the dimensionality of a vector through prod-
uct quantization [4,6] and performs an approximate nearest-neighbor search.
FAISS previously divided a set of vectors for search into Voronöı regions to
improve search speed and specify search scope. In this study, there were 100
Voronöı, and the search scope was 10. Thus, 500 candidates for collaborative
research were computed and saved in the database.

3 Evaluation Experiment

To show that the two methods for computing similarity described in Sect. 2.3
were useful for discovering potential collaborators, we determined the number of
researchers yielded in the search results based on research contents. Specifically,
we computed the overlap ratio of search results overlap as follows:

overlap(sim1, sim2) =
|Ssim1 ∩ Ssim2|

|Ssim1| , (3)

where Ssim denotes a set of researchers based on similarity sim. The lower
overlap(sim1, sim2) is, the more novel researchers excluded based on similarity
sim2 are discovered using similarity sim1. In this experiment, 100 researchers
were chosen at random and the overlap ratio was computed for all pairs. As a
result, the mean value of overlap(sim1, sim2) is 0.199. Because the value is small,
we demonstrated that it is possible to present potential collaborators that users
cannot discover through existing relationships via switching these two similarity
functions.

4 Conclusions and Future Work

This paper presented a novel researcher search system based on research content
similarity and geographic information. In the proposed system, users can freely
search for researchers in Japan using their names and research keywords. Specif-
ically, we implemented three filters: researchers whose published works feature
at least one of the keywords used, existing collaborative partnerships among
researchers when searching a researcher’s name, and researchers whose work or
collaborative partnerships similar to the query researcher’s those. It is expected
that the proposed system will facilitate research collaboration and discussion
among researchers and users that work near one another. In our future work, we
will qualitatively evaluate the system’s usability and consider more methods to
compute similarity.
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Abstract. Academic social Q&A websites have a lower response quantity than
other types of social Q&A. To help academic social Q&A platforms implement
mechanisms to improve the quantities of responses to questions that are rarely
answered and to predict these quantities, this study uses 93 features representing
the linguistic characteristics of academic questions, and compares several meth-
ods of prediction to determine the one that delivers the best performance. It also
identifies the most useful feature set for such predictions.

Keywords: Academic questions · Response quantity prediction · Linguistic
characteristics · Academic social Q&A

1 Introduction

Academic social networking sites (ASNSs) are growing in popularity, and an increasing
number of scholars are using them to share and exchange academic information. ASNSs
also provide a question-answering service called “academic socialQ&A,”where scholars
exchange academic information by asking questions and getting answers. Traditionally,
the most common way to obtain academic information is through academic papers or
books published by scholars. However, it usually takes a while for papers and books
to go from conception to publication, which hinders the quick acquisition of cutting-
edge academic research. With the recent development of such services as academic
social Q&A, scholars can post their questions and receive quick responses from other
researchers. On academic social Q&A sites, researchers can conveniently and quickly
obtain academic information, and can exchange and discuss ideas with other scholars.
However, studies in the area have shown that scholars’ participation in ASNSs is lower
than user engagement on other types of social media [1]. Therefore, many questions on
academic social Q&A sites have few or no answers.

The response quantity has been investigated in the context of a variety of socialmedia
sites, such as generic social Q&A sites (e.g., Yahoo! Answers) [2], Facebook [3], and
Weibo [4]. In previous research, we noted that academic social Q&A, as a professional
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social media platform for scholars, is different from generic social Q&A in terms of
content and user characteristics [5, 6]. It is hence expected that factors influencing the
quantity of response to questions on academic social Q&A may be different from those
for other types of social media. Therefore, a study on the response quantity targeting aca-
demic social Q&A websites in particular is important. In past research, features of both
the questioner and the content of the question have been explored to determine whether
they influence the quantity of responses to questions on academic social Q&A sites. The
results have shown that the characteristics of the questioner do not significantly affect
the quantity of response, and only a few characteristics of the content of the question
influence it [7]. This paper proposes more characteristics of questions to examine the
quantity of responses to them on academic social Q&A sites.

We predict the quantity of responses to questions published on academic social
Q&A sites by using the linguistic characteristics of the questions. Inspired by Teevan
et al. (2011), who noted that “the phrasing of questions posed to one’s social network
directly influences the online responses received” [3], this paper focuses on the linguistic
characteristics of academic questions to explore the extent to which they can be used to
accurately predict the quantity of response. We collected 1,969 academic questions and
the numbers of responses to them from ResearchGate Q&A, the most popular ASNS. To
ensure that the dataset was representative, questions in the fields of linguistics, applied
psychology, mathematical physics, data science, and public health were crawled for.
They represented the disciplines of the humanities, social science, natural science, formal
science, and applied science, respectively. A linguistic analysis was then conducted to
obtain the linguistic characteristics of the contents of the questions. We used LIWC as
tool for analysis; it has been widely used in many fields [8, 9]. The LIWC yielded 93
features describing the linguistic characteristics of the contents of questions from the
seven categories. These features were used to generate comprehensive descriptions of
the characteristics, which were subsequently used to predict whether the questions were
answered. Finally, multiple classification methods were used to predict the quantity of
responses to questions on ResearchGate Q&A. This study seeks to address the following
research question:

RQ1: What is the best predictive performance that can be obtained using the linguistic
characteristics of the contents of questions?
Specifically, this study obtains the best predictive performance by answering the
following three sub-questions:
RQ1a: Which method of prediction considered delivers the best performance?
RQ1b: What categories, or combination of categories, of linguistic characteristics can
best predict the quantity of responses to questions?
RQ1c: Which method of prediction can get the best performance by using the best
combination of linguistic characteristics?

To the best of our knowledge, this study is the first in the literature to predict the
quantity of responses to questions on academic social Q&A services. This research
will help academic social Q&A platforms identify questions that are less likely to be
answered through their linguistic analysis. Accordingly, they can take measures, such as
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priority display or recommendations to scholars from the related fields, to prompt more
answers to such questions.

2 Method

2.1 Dataset

We collected data from the social Q&A platform of the world’s largest academic social
network: ResearchGate. This ResearchGate Q&A builds a homepage for each question.
To collect information on each question, we first needed its homepage URL. Research-
Gate Q&A classifies questions into topics according to the tags assigned to them by
the questioners. To ensure the comprehensiveness of the data obtained on the question,
according to the hierarchy of academic discipline, questions related to a topic under
each highest level of the hierarchy were selected as data collection object. The ques-
tions chosen were from linguistics in the humanities, applied psychology in the social
sciences, mathematical physics in natural science, data science in formal science, and
public health in applied science. These five topics were chosen because the numbers
of questions for each were similar, and some of these questions were answered less.
We searched the ResearchGate Q&A using each of these five topic-related words, and
collected the URLs of questions that had been assigned the relevant tags.

Having obtained the URLs of the questions, a crawler programwas used to obtain the
following information for each: its title, description, number of answers to, and the time
at which it was posted. We obtained 448 data items on the question in linguistics, 339
items for the question in applied psychology, 375 for the one in mathematical physics,
328 from the question in data science, and 478 data items for the question in public
health. A total of 1,968 question items were thus obtained.

2.2 Linguistic Characteristics

LIWC2015, the latest version of the LIWC linguistic analysis tool, was used to analyze
the linguistic characteristics of a combination of the title and description of each ques-
tion. The LIWCwas used for three reasons. First, it has been widely used in psychology,
education, marketing, and other fields to analyze the linguistic characteristics of speech
and writing. It has also been used to analyze the characteristics of various types of user-
generated content on social media. It has proven to be an effective tool for linguistic
analysis. Second, the LIWC obtains linguistic characteristics by classifying and count-
ing words that form content by matching them with words from previously prepared
dictionaries. Compared with other complex methods of natural language processing,
it has no restrictions of parameter setting and application scenarios, and thus is more
widely applicable. Third, compared with its previous version, LIWC2015 has a more
rigorous way of constructing dictionaries to ensure that they are internally consistent.

Using LIWC2015, we obtained 93 linguistic characteristics for each question in
seven categories. They consisted of four summary language variables (analytical think-
ing, clout, authenticity, and emotional tone), four general descriptor categories (number
of words, words per sentence, percentage of target words captured by the dictionary, and



402 L. Li et al.

percentage of words in the text longer than six letters), 21 standard linguistic dimensions
(e.g., percentage of words in the text that are pronouns, and articles), 40 word categories
representing psychological constructs (e.g., affect, cognition, and biological processes),
six personal concern categories (e.g., work, home, and leisure activities), six informal
language markers (such as assents, fillers, and swear words), and 12 punctuation cate-
gories (periods, commas, etc.). For a complete list and a detailed explanation of these 93
linguistic characteristics, the interested reader can view the official documentation [10].
These linguistic characteristics were used as features to predict the rates of responses to
the questions.

2.3 Response Quantity

According to the number of responses received, we divided the quantity of response
into two levels. To ensure that the quantity of response calculated was based on the
number of answers responded over the same duration, to avoid the impact of different
durations of exposure on the response quantity, we calculated the average number of
answers received in a month during the question capture time and question asking time,
where the 21 questions that had been posted for less than amonth were deleted. Then, we
noticed that there were still questions with zero responses among the questions published
more than one month. Since we cannot confirm whether and how many responses can
be obtained for these questions in the future, these questions with zero responses have
also been deleted. Eventually, the dataset was reduced to include 1858 question items.

By conducting a normality test on the number of responses to the questions, we got
that the p value of the Kolmogorov-Smirnov test is .000, which means that the number
of responses did not conform to the normal distribution. Therefore, we used the median
number of answers to questions on the same topic within a month to divide the levels of
response quantity. If the number of answers to a question was smaller than the median
number of answers to questions on the same topic, this was defined as a “low” response
rate. If the number of answers to a given question was greater than the median, this was
be defined as a “high” response rate. Our final dataset contained 927 questions with a
high response rate, and 931 questions with a low response rate.

2.4 Data Analysis

We treated predictions of the two levels of quantity of responses to the questions as
a classification problem. To build a prediction model and identify the best prediction
method, logistic regression, the J48 decision tree, support vector machine (SVM), and
random forest were used to predict the quantity level of responses to the questions. In
addition, we normalized the features because some classification algorithms, such as
the SVM, require eliminating the influence of differences in scale among features to
treat each feature equally. Precision, recall, F1, accuracy, and AUC scores were used to
evaluate the performance of each algorithm, and 10-fold cross-validation was used to
ensure the accuracy of the evaluation scores.
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3 Results

Table 1 shows the results of prediction using the four classification methods. In terms
of the accuracy and AUC score, random forest delivered the best performance, but its
performance in terms of predicting low response quantity was worse than that of SVM,
which had a lower recall and F1 than SVM. Both methods had merit, however, the other
two methods were worse than random forest or SVM on each indicator.

Table 1. Results of the four prediction models

Response rate Logistic regression J48 decision tree SVM Random forest

Accuracy 56.512% 52.099% 57.589% 57.750%

AUC scores 0.59 0.52 0.58 0.61

Precision Low 0.57 0.52 0.58 0.58

High 0.56 0.52 0.57 0.57

Recall Low 0.56 0.49 0.57 0.56

High 0.57 0.55 0.58 0.60

F1 Low 0.56 0.51 0.58 0.57

High 0.57 0.54 0.58 0.58

Further, we used random forest and SVM with the seven categories of linguistic
characteristics calculated by the LIWC to predict the quantity of response respectively,
and the results are shown in Table 2. It is clear that the general descriptor categories
yielded the best predictive accuracy using SVM, where this was higher than the result
obtained using all the linguistic characteristics shown in Table 1. However, its AUC
score and the recall and F1 values of the predicted high response quantity were slightly
worse than when all the characteristics shown in Table 1 were used.

To obtain the characteristics that can be combined to obtain the best predictive
performance, we implemented feature selection [11] to identify the following nine:
number of words, number of words matching with predefined dictionaries in LIWC,
number of affective words, number of future-focused words, number of common verb
words, number of commas, number of differentiations expressed words, number of
second-person pronouns, and number of sadness expressed words.

Table 3 shows the performance of this best combination of characteristics with each
of the four prediction methods. It is clear that logistic regression delivered the best
performance in terms of the accuracy and AUC score, but its prediction of questions
with low response quantity and the recall and F1 values with high response quantity
was poorer than the prediction using only certain category of linguistic characteristics
as shown in Table 2.
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Table 2. Results of random forest and SVM prediction using seven categories of linguistic
characteristics respectively

Prediction
models

Categories Accuracy AUC scores Precision Recall F1

Low High Low High Low High

Random
forest

1 50.75% 0.51 0.51 0.51 0.49 0.52 0.50 0.52

2 57.70% 0.60 0.58 0.57 0.56 0.60 0.57 0.59

3 56.24% 0.59 0.57 0.56 0.55 0.58 0.56 0.57

4 54.58% 0.56 0.55 0.54 0.54 0.55 0.54 0.55

5 50.59% 0.50 0.51 0.51 0.57 0.44 0.54 0.47

6 50.92% 0.51 0.51 0.53 0.89 0.13 0.65 0.21

7 52.91% 0.53 0.53 0.53 0.51 0.55 0.52 0.54

SVM 1 50.43% 0.50 0.51 0.50 0.48 0.53 0.49 0.52

2 58.13% 0.58 0.58 0.58 0.61 0.56 0.59 0.57

3 55.27% 0.55 0.56 0.55 0.54 0.57 0.55 0.56

4 55.38% 0.55 0.56 0.55 0.54 0.57 0.55 0.56

5 52.74% 0.53 0.53 0.52 0.46 0.60 0.49 0.56

6 51.88% 0.52 0.60 0.51 0.12 0.92 0.20 0.66

7 54.20% 0.54 0.54 0.54 0.54 0.55 0.54 0.55

Note: 1-Summary language variables; 2-General descriptor categories; 3-Standard linguistic
dimensions; 4-Psychological constructs; 5-Personal concern categories; 6-Informal language
markers; 7- Punctuation

Table 3. Results of the four prediction models using the best combination of characteristics

Response rate Logistic regression J48 decision tree SVM Random forest

Accuracy 59.36% 57.00% 58.93% 57.75%

AUC scores 0.62 0.57 0.59 0.60

Precision Low 0.59 0.58 0.59 0.58

High 0.59 0.56 0.59 0.58

Recall Low 0.60 0.50 0.62 0.57

High 0.60 0.64 0.56 0.59

F1 Low 0.60 0.54 0.60 0.58

High 0.59 0.60 0.58 0.58

4 Discussion

No previous study has examined the predicted quantities of responses to academic ques-
tions. The relevant study has studies on whether a given question on general social
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media websites can receive a response. The highest predictive accuracy reported for
this is 74% [4]. In comparison, the predictive performance reported in this study was
not good enough. This might have obtained because the characteristics of the questions
considered were not suitable or adequate for the given purposes. This study identified
only the feature set that yielded the best predictive performance based on the linguistic
characteristics of the contents of the questions. Although these linguistic characteristics
were abundant, they were based only on the classification and number of words in the
contents of the questions, and lacked a deeper-level representation of their meanings.
In future research, we will use the important linguistic characteristics identified in this
study as a guide to introduce detailed content-related features.

In addition, it is not comprehensive to study scholars’ responses to questions only
from the question content itself. Whether the scholar will respond to the question may
also be affected by various factors, such as the motivation of the scholar to reply, the
incentive measures of the platform, etc., so we will continue to explore the impact of
other factors on the response quantity of questions on the academic social Q&Aplatform.

5 Conclusion

This pilot study compared several methods to predict the quantities of responses to
questions on an academic social Q&A platform using a variety of features representing
the contents of the questions, and determined the best one. Although the results of
prediction were not ideal, we were able to identify the combination of features that can
best predict the quantities of responses to academic questions.

Acknowledgments. This work was supported by National Social Science Fund Project (No.
19CTQ032).
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Abstract. Deciding the appropriateness of a manuscript to the aims and
scope of a journal is very important in the first stage of peer review. Editors
should be confident about the article’s suitability to the intended journal
to further channel its progress through the steps in the review process.
However, not all sections in a research article are equally contributory or
essential to determine its aptness to the journal under consideration. Here
in this work, we investigate which sections in a manuscript are more signif-
icant to decide on its belongingness to the intended journal’s scope. Our
empirical studies on two Computer Science journals suggest that the meta
information from bibliography and author profiles can reach a competitive
benchmark to full-text performance. The features we develop in this study
display the potential to evolve as a decision support system for the journal
editors to identify out-of-scope submissions.

Keywords: Scope of a journal · Domain of a manuscript · Venue
recommendation

1 Introduction

Peer review is at the heart of scholarly communication. The first stage in the
academic peer review process is usually the initial screening at the editor’s desk.
Here, the editors, who are generally domain experts, primarily look into the suit-
ability of the submitted article to the journal’s aims, scope, and standards [5].
Along with they also consider certain other factors like plagiarism [8], template
inconsistencies, language, grammar, etc. [6] for the initial screening, which is
better known as the editorial review. More or less, with these factors, editors
decide whether to forward the article to expert reviewers for meticulous evalua-
tion or to reject the paper outright from the desk. Despite having merit, editors
reject around 25–30% [11] of submitted manuscripts because they do not con-
form to the journal guidelines or do not possess enough content to cater to the
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journal’s audience. Reputed journal publishers usually have their own recom-
mender system, which suggests a ranked list of publisher-specific journals to the
authors where they may consider to submit their article. These systems typically
take the Title and the Abstract of the prospective manuscript as input and then
generates a ranked list of candidate journals. Here we are intrigued with: Are
Title and Abstract, good indicators of the scope or domain of a manuscript? How
do the other sections in the paper contribute to determining its relevance to the
journal in concern? We base the current study on our earlier work [4], where
we investigate useful features to determine whether a manuscript is within the
scope of the intended journal. However, this work’s primary objective is to dis-
cover domain knowledge from different sections of a scientific article and thereby
investigate the significance of those sections to the problem under concern (scope
detection). Here, we assume a limited definition of scope: the domain or the range
of topics the given journal caters. Although the investigation may seem obvious
(as we incorporate more information from other parts, we get a clearer view of
the scope of the manuscript), our experiments provide an empirical basis for the
observations. Our feature engineering effort can instigate the development of an
automated system to identify out-of-scope submissions [3].

2 Data Description

We perform our experiments with two Computer Science journals, Artificial
Intelligence (ARTINT) and Computer Networks (COMNET). We consider the
accepted (ACC) and published articles as the benchmark of reference for the
domain of operation of these two journals (heuristics: past is a good indicator of
future). We reserve a portion of the published papers to create the various refer-
ence lists (Sect. 3) and another portion for training/testing our machine learning
(ML) model. The later is our positive data and is purposefully temporally forward
(published later) than those we use to generate the domain reference lists. The rea-
son being we intend to use past data to form our reference knowledge about the
venue. We procure our negative data (papers which are Desk-Rejected (DR) for
being Out-Of-Scope (OOS)) from the actual publisher. However, rejected papers
are publisher-sensitive and were not adequate to meet our supervised ML needs.
Hence we consider accepted papers of distantly related journals as a portion of
our negative data (for example, ARTINT accepted papers as DR-OOS for COM-
NET). Table 1 shows the data (papers) we use in our experiments.

Table 1. Data statistics for the two journals

Data statistics ARTINT COMNET

Total accepted papers 3743 3878

Accepted papers used for lists generation 2743 2878

Accepted papers used in experiment 1000 1000

Rejected papers used in experiment 1000 1000

Actual DR-OOS papers 627 633
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3 Data Preparation

We use GROBID [7] to parse our articles in PDF. We create the following domain
lists from the ACC articles of these two journals.

– L1: Keyword List (Author Given) For each journal, we create lists of
the author provided keywords from the accepted articles and record their
frequency. Upon sorting, we found that the representative domain-specific
terms appear at the top.

– L2: Keyword List (Abstract+Title) We create a frequency list by
extracting keywords words from the Title and Abstract. From the Title, we
remove the stop words. From the Abstract, we extract keywords using the
RAKE [10] keyword extraction algorithm.

– L3: Keyword List (Body) We generate the keyword frequency list from
the paper full-text.

– L4, L5: Keyword List (Bibliography-Title/Venue) From the bibliog-
raphy section we generate two separate lists for referred Paper Titles and
Publication Venues. Paper Titles and Venues are the entities that consist
domain information. From paper titles, we remove the stop words and take
the content words. From venue information, we automatically remove pub-
lisher, edition, place, date, pages, and some commonly occurring words like
Proceedings, Journal, Conference, National, International, etc. and take only
the domain-specific content words.

– L6: Title List (Bibliography) We create a separate list of all paper titles
that the Bibliography refers to. Along with we record their in-text citation
frequency and occurrence across all the accepted articles. Thus, we calculate
the value for an article title (Ti) in the exhaustive list as:

V alue V (Ti) =
n∑

j=1

fj(Ti) (1)

where fj(Ti) corresponds to the number of times article j cites title Ti, and
n is the number of accepted articles.

– L7: Venue List (Bibliography) We create a frequency list of venues in
which articles referenced by the accepted papers of the corresponding jour-
nal are published. Thus the value for a venue (Xi) in the exhaustive list is
calculated as :

V alue V (Xi) =
n∑

j=1

fj(Xi) (2)

where fj(Ci) corresponds to the number of times conference Ci appears in
the reference section of an article j and n is the number of accepted articles
under consideration.

For L6 and L7, we consider the occurrence of elements across all accepted
papers and their in-text citations. We term this in-text citation count as the
Citation Effect . Citation Effect corresponds to :



410 T. Ghosal et al.

• the number of in-citations of Xi within the body of a candidate article j,
if Xi is a paper title.

• the number of occurrences of Xi within the bibliography section of article
j, if Xi is a venue (conference/journal/symposium/workshop/book, etc.).

The intuitions behind such lists are :
• Articles that are highly in-cited by accepted articles of a particular journal

have higher relevance to that journal’s scope.
• Similarly, venues that are more common in the bibliography section of

ACC articles of a particular journal could be considered to have higher
relevance to that journal’s scope.

Quite obvious, the relevant, popular, highly cited, domain-specific paper titles
and venues have a higher frequency.

– L8: Author List With the intuition that the more an author publishes
articles in a certain domain, the greater is the chance that her prospective
next would be in the same domain, we record the publication frequency of
authors in each journal. From Google Scholar, we collect the author’s area(s)
of interest, publication venues, and paper titles in the past five years. This
information is indicative of the domain in which the author(s) are currently
working. Not all authors have Google Scholar profiles, especially new authors.
We can replace it with any other automatic knowledge bases (like DBLP, etc.),
or the corresponding features could be turned off. However, our investigation
does show that the author(s) recent activity plays a crucial role. Also, we
assume that new author(s) usually write with their supervisor(s), who already
have a distinct operation domain. However, Author Name Disambiguation is
a challenge, and we intend to mitigate it in our future work. For the current
experiment, we rely on our automated crawler upon Google Scholar profiles.

4 Feature Engineering: ABC Features for Scope

We divide our features into three categories: Author (A) Profiles, Bibliography
(B), and Content (C); together we call the ABC features for article scope.

4.1 Author Profiles

1. (F1) Author Interests: For each paper, we take the set of author interest
keywords from their Google Scholar profile. We then consider the weighted
average of the keywords match with L1 (see Eq. 3).

2. (F2) Author Venues: The venues in which the authors have been publishing
in the past is a good indicator of the domain in which the authors are working.
We consider the venues in which the authors have published in the last five years
from Google Scholar. We then assume the weighted overlap with L7 (Eq. 5)

3. (F3) Author Title Keywords: The title of the papers carry domain infor-
mation. We extract keywords from all the paper titles published by the authors
in the last five years. and take a weighted keyword match with L4 (Eq. 3).

4. (F4) Author Domain Publication Frequency: For a candidate article,
we take the average of the publication frequency of its authors in the con-
cerned journal from the author list (L8).
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4.2 Content

1. (F5) Title Keyword: We extract keywords from the candidate paper and
consider the weighted keyword match (L2, Eq. 3).

2. (F6) Abstract Keyword: We extract keywords from the abstract and con-
sider the weighted keyword match with L2 (Eq. 3).

3. (F7) Author Listed Keyword Match: We design this feature to emphasize
the containment and relative importance of the keywords in the candidate
article with respect to the Keyword Dictionary. We calculate the value for
this feature for a candidate article Y as:

KWScoreY =
|KWY ∩ KWD|

|KWY | ×
|KWY ∩KWD|∑

i=1

f(Ki) (3)

– KWY : is the set of author-defined keywords in the candidate article Y
– KWD: is the set of keywords in the Keyword Dictionary D
– f(Ki): is the frequency of keyword Ki as listed in D
– Ki ∈ {KWY ∩ KWD}

Frequently occurring keywords are domain-specific, hence have higher
weights.

4. (F8) Body Keywords: We extract keywords from the body of the candidate
article and then take a weighted keywords match (L3, Eq. 3).

5. (F9) Cluster Distance: The distance of a given research article from the
set of semantic clusters formed on the accepted articles may contribute to
determining its scope. Any outlier to such clusters may be considered as out-
of-scope [4].

4.3 Bibliography

1. (F10) Biblio-Title: We calculate these features from the bibliography section
of a candidate article Y . From the exhaustive list of paper titles as discussed
in Sect. 3 we calculate the Title Score (TY ) of a candidate article Y as:

TY =
m∑

i=1

V (Ti) (4)

where m is the total number of references in Y . V (Ti) is calculated using
Eq. 1 from L5

2. (F11) Biblio-Venue: From exhaustive lists of venues, we calculate the Venue
Scope (VY ):

VY =
m∑

k=1

V (vk) (5)

V (vk) is derived from table look-up L7.
3. (F12) Biblio-Title-Keyword: Not all referenced titles would be present in

the exhaustive list. Thus we also take the weighted keyword match extracted
from bibliographic titles with L4. We remove the stop words.
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4. (F13) Biblio-Venue-Keyword: Similarly not all venues would be present in
the exhaustive venue list. Hence we extract keywords from bibliographic venues
(which are highly domain specific) and take their weighted match score with L5.

We normalize our features using min-max [9].

5 Experiments and Results

We take 1000 ACC and 1000 DR-OOS articles each from ARTINT and COM-
NET as candidates for our cross-validation (10-fold) experiments (i.e., 4000 full-
text articles). We tried with several classifiers, but Random Forest [1] performed
the best. As a baseline, we consider only the features F5 and F6 (Title and
Abstract keywords), which is the usual practice in most of the journal recom-
mender systems.

5.1 Results

Table 2 shows the results obtained by our approach. We probe into the effect
of various sections of a manuscript to determine its domain and perform appro-
priate ablation studies. We observe that additional features extracted from the
different sections of the manuscript surpass the baseline (only Title and Abstract)
by a wide margin (which is obvious). We chose ARTINT and COMNET as our
experimental testbed since ARTINT caters to a wide domain of topics whereas
COMNET is comparatively restrictive in topical coverage.

Table 2. Classification results for out-of-scope (O) and In-Scope (I), P → Precision,
R → Recall, Random Forest as the classifier. The Accuracy (A) values (†) are statisti-
cally significant over baseline performance (two-tailed t-test, p< 0.05), S1 →Baseline

Journals Sect Features P(I) R(I) P(O) R(O) A

ARTINT S1 Title+Abstract Keywords (F5+F6) 0.700 0.735 0.729 0.694 71.42

S2 S1 + Author-listed (F7) + Body

Keywords (F8)

0.872 0.887 0.888 0.873 87.98

S3 S1 + Author (F1+F2+F3+F4) 0.820 0.839 0.840 0.821 82.97

S4 S1 + Bibliography

(F10+F11+F12+F13)

0.894 0.889 0.892 0.897 89.31

S5 Author + Content 0.909 0.919 0.921 0.910 91.48

S6 Author + Bibliography 0.909 0.881 0.888 0.914 89.78

S7 All features 0.931 0.927 0.929 0.933 92.99 †
COMNET S1 Title+Abstract Keywords (F5+F6) 0.783 0.576 0.600 0.799 67.48

S2 S1 + Author-listed (F7) + Body

Keywords (F8)

0.833 0.862 0.819 0.783 82.71

S3 S1 + Author (F1+F2+F3+F4) 0.843 0.877 0.837 0.794 84.04

S4 S1 + Bibliography

(F10+F11+F12+F13)

0.891 0.928 0.905 0.857 89.67

S5 Author + Content 0.924 0.921 0.901 0.905 91.41

S6 Author + Bibliography 0.902 0.932 0.911 0.873 90.59

S7 All features 0.944 0.952 0.939 0.928 94.17†
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5.2 Feature Significance

Next, we study the significance of the ABC features based on their Information
Gain (IG) (see Table 3). Other content features (F7, F8, F9) prove effective than
the baseline ones (F5, F6). Semantic Distance (F9) from ACC article clusters
contributed highly to COMNET but not so much for ARTINT. The reason
could be: since ARTINT is a wider domain journal, we could not find dense
clusters; while COMNET being a comparatively restricted one, we obtain good
clusters, and hence semantic distance for DR-OOS papers are quite distinct in
COMNET. Quite obvious that the body section (F8) of an article would hold
a good amount of domain information. Bibliographic features (F13, F12, F11)
fared best for ARTINT, while both content (F9, F8) and bibliographic features
(F10, F11) for COMNET. Author interests (F1) and the tendency of authors to
publish in similar domain venues (F2) also came within the top 10 significant
features.

Table 3. Feature ranking (top 10) based on Information Gain (IG), † signifies baseline
features, A →Author Features, B →Bibliography Features, C →Content

ARTINT COMNET

Rank Feature IG Feature IG

1 F13 (B) 0.4056 F9 (C) 0.5063

2 F8 (C) 0.3941 F8 (C) 0.4035

3 F12 (B) 0.3083 F10 (B) 0.4014

4 F11 (B) 0.2973 F11 (B) 0.3048

5 F1 (A) 0.2782 F7 (C) 0.226

6 F6 † (C) 0.2768 F3 (A) 0.1462

7 F7 (C) 0.1833 F1 (A) 0.1347

8 F3 (A) 0.0936 F2 (A) 0.0999

9 F2 (A) 0.0637 F6 † (C) 0.0962

10 F9 (C) 0.0469 F5†(C) 0.0777

5.3 Observations

1. We find that with baseline features F5 and F6 (which is also the usual practice
in journal recommender systems), we have many False Positives and False
Negatives. Only relying on Abstract and Title would not be that consistent
with the objective to classify the article as In-Scope or Out-Scope.

2. We see that inclusion of author given keywords (F7) and keywords extracted
from the body of the paper (F8) enhances the accuracy of classification by
almost 16% in ARTINT and COMNET. This signifies that body sections like
Introduction, Related Works, Methods, Experiments, Results, and Discussions
Conclusions hold a good amount of domain information to classify an article.
But again, subjecting the entire new manuscript may not be a choice of the
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authors and also be computationally expensive. So we investigate the other
sections that may enable us to reach a competitive benchmark as full-text.

3. Our results clearly show that the authors’ recent domains of interest certainly
have a positive influence on the current manuscript. We observe an 11–17%
improvement in accuracy over the baseline after incorporating author profile
features.

4. Other than full-text, Bibliography is perhaps the most significant section
of the manuscript that carries a good amount of domain information. We
came up with the heuristics: if most of the citations belong to a particular
domain, the citing manuscript possibly belongs to the same domain. Thus
in our feature set, we encompass the bibliographic venue information (jour-
nal/conference/workshop). In-domain venues always have a high frequency
of appearance in accepted articles. We obtain a performance improvement of
18–22% over the baseline on the introduction of bibliographic features.

5. Even if we exclude the content features (S6), we achieve a comparable per-
formance in identifying In-Scope/Out-Scope manuscripts.

6 Challenges to Address

1. Correctly disambiguated author profiles, and bibliography would enhance a
paper-journal matching/recommender system’s performance. Author disam-
biguation, venue abbreviation mapping/entity resolution are the challenges
we would attempt next.

2. We need to test the efficacy of our approach against journals whose scope is
extensive (e.g., journals accepting review papers or systems) or whose scope
is closely related to the manuscript’s quality irrespective of the domain (e.g..,
Nature or Science). However, for journals having defined domain of operation,
our approach would work well.

3. Improvement in article pre-processing, information extraction from PDFs
would enhance performance.

4. Improvisations like semantic clustering of keywords, titles, venues would
enable better mapping.

5. Uncited references, citations not in the proper format are some other chal-
lenges we would need to address further.

7 Conclusions

Here in this work, we present an extensive investigation of section importance
towards evaluating a given manuscript’s appropriateness to a target journal.
With obvious exceptions, the features we explore indicate the domain charac-
teristics of a manuscript and could be suitably applied to develop an automated
article classification system for the editors to locate out-of-scope submissions.
Our approach takes into account almost all sections of a research article. We see
that if we consider the meta-information from author profiles and bibliography
together with abstract and title, we could reach a performance close to full-text
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(which is computationally expensive). Our investigation could also improvise the
existing journal recommender systems [2]; to help the author(s) find the best-fit
journal for their work. With our next effort, we would look forward to addressing
the challenges we identified in Sect. 6.
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Abstract. Academic capacity is a common way to reflect the educa-
tional level of a country or district. The aim of this study is to explore
the difference between the scientific research level of institutions and
countries. By proposing an indicator named Citation-weighted Research
Complexity Index (CRCI), we profile the academic capacity of universi-
ties and countries with respect to research complexity. The relationships
between CRCI of universities and other relevant academic evaluation
indicators are examined. To explore the correlation between academic
capacity and economic level, the relationship between research complex-
ity and GDP per capita is analysed. With experiments on the Microsoft
Academic Graph data set, we investigate publications across 183 coun-
tries and universities from the Academic Ranking of World Universities
in 19 research fields. Experimental results reveal that universities with
higher research complexity have higher fitness. In addition, for developed
countries, the development of economics has a positive correlation with
scientific research. Furthermore, we visualize the current level of scientific
research across all disciplines from a global perspective.

Keywords: Big scholarly data · Correlation analysis · Research
complexity · Academic competitiveness · Scientometrics

1 Introduction

Research output assessment and analysis have always been the essential com-
ponent in most academic ranking systems [6,10]. Nowadays, no matter for uni-
versities or countries, academic research is playing a significant role in improv-
ing international competitiveness. Specifically, knowledge innovation is regarded
as the core element among national competitiveness [3]. High achievement in
research activity can help universities apply for research funds and projects,
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promote academic and industrial collaborations, as well as attract talents [5].
Thus, evaluating current scientific research from diverse perspectives is crucial
for both universities and countries.

Over the last couple of decades, many institutions have applied bibliomet-
rics to evaluate the academic performance of universities [14,15]. A common
approach of evaluating academic impact is university ranking. Common world
university ranking systems, such as Quacquarelli Symonds World University
Ranking (QS), Shanghai Jiao Tong Academic Ranking of World Universities
(ARWU), and Times Higher Education World University Rankings (THE), all
regard research achievement as a major impact factor in their ranking algo-
rithms [11,12]. Therefore, the rankings of these algorithms are similar with each
other every year.

In order to measure the comprehensive capacity of academic research,
Research Complexity Index (RCI) was proposed to profile universities [9].
However, this indicator only takes the number of publications into considera-
tion, while regardless of their impacts. Therefore, we propose Citation-weighted
Research Complexity Index (CRCI), which imposes citation as weight to denote
publications instead of the simple count of publications. Comparing with the pre-
vious studies in academic capacity analysis, this paper proposes a new indicator,
from the perspective of research complexity instead of research productions, to
profile universities and countries. Major contributions of this paper include:

1. Proposing an indicator Citation-weighted Research Complexity Index (CRCI)
to profile the current scientific research of universities and countries from a
new perspective.

2. Exploring the relationship between research complexity with fitness and
opportunity value of universities, and GDP per capita of countries.

3. Comparing the research complexity difference of countries in different fields.
4. Visualizing the geographical distribution of research complexity of 64 top-

ranked universities and 183 countries.

2 Revealed Symmetric Comparative Advantage

Except for research production, it is also important to consider research special-
isation when profiling an institution or country. Revealed Comparative Advan-
tage (RCA) [1] in this paper can be understood as a relative indicator to judge
whether the academic capacity is above average. In this paper, multi-disciplinary
papers in the data set are labeled with different fields and subfields. As for papers
labeled with more than one research field, the weight is allocated to each research
field equally. Let u denote university, and f denote research field. Let Z(u, f)
denote a set including all papers p(u, f) published by university u in research
field f . Considering that a paper may be cited by different number of publica-
tions, a weighting factor np(u,f) is applied, denoting that paper p(u, f) is cited
by n publications. Therefore, the academic achievement Puf of university u in
research field f can be calculated as:
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Puf =
∑

p(u,f)∈Z(u,f)

np(u,f). (1)

According to Puf , the revealed comparative advantage RSCAuf [7] for univer-
sity u in research field f can be calculated as

RSCAuf =
Puf

∑
u,f Puf − ∑

u Puf

∑
f Puf

Puf

∑
u,f Puf +

∑
u Puf

∑
f Puf

. (2)

When we calculate the corresponding variables for countries, u denoting uni-
versities in equations can be replaced by c denoting countries. All equations
corresponding to universities are suitable for countries as well.

3 Citation-Weighted Research Complexity Index

In order to study the complexity and diversity of academic research, research
complexity index and opportunity value [9] are adopted to analyze the research
specialisation of universities in different disciplines. According to the definition
in Sect. 2, the bool value of Muf indicates whether university u has revealed
comparative advantage in field f . Diversity of university Du is initialized to the
number of research fields having revealed comparative advantage:

Du = k(u, 0) =
∑

f

Muf . (3)

Similarly, ubiquity of field Uf can be regarded as the number of universities who
have revealed comparative advantage in field f , which is formulated as Eq. 4:

Uf = k(f, 0) =
∑

u

Muf . (4)

Considering the symmetry of the university-publication bipartite network,
Method of Reflections [4] can be adopted to calculate k(u, n) in terms of
k(f, n − 1):

k(u, n) =
1

k(u, 0)

∑

f

Mufk(f, n − 1). (5)

Likewise, the value k(f, n) can be obtained in terms of k(u, n − 1) as follows:

k(f, n) =
1

k(f, 0)

∑

u

Mufk(u, n − 1). (6)

The citation-weighted research complexity index of a university CRCI(u), is
calculated as:

CRCI(u) =
Ku −Ku

σ(Ku)
, (7)
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where Ku denotes the eigenvector of M̃uu′ associated with the second largest
eigenvalue [2], and σ(Ku) denotes the standard deviation of the Ku vector. The
opportunity value OV of a university u is defined as:

OV (u) =
∑

f ′
(1 − d(u, f ′))(1 − M(u, f ′))CFCI(f ′). (8)

According to the definition of opportunity value, universities with high opportu-
nity value denotes having more research fields in close proximity, or their research
fields can be complex easier than universities with low opportunity value.

4 Fitness and Complexity

The raw fitness value of a university and the raw complexity value of a field can
be obtained as follows:

F̃ (n+1)
u =

∑

f

MufQ
(n)
f , (9)

Q̃
(n+1)
f =

[
∑

u

Muf (F (n)
u )−1

]−1

, (10)

where F̃
(n+1)
u denotes the raw fitness value of a university u, and Q̃

(n+1)
f denotes

the raw complexity value of a field at the n+1-th iteration. F
(n)
u and Q

(n)
f are

the normalised values of fitness and complexity respectively. They are defined
as:

F (n)
u =

F̃
(n)
u

N−1
u

∑
u F̃

(n)
u

, (11)

Q
(n)
f =

Q̃
(n)
f

N−1
f

∑
f Q̃

(n)
f

, (12)

where Nu and Nf are the total numbers of universities and research fields, respec-
tively. The initial values of fitness F

(0)
u and complexity Q

(0)
f are set to 1.

According to the calculation formula mentioned above, fitness can be under-
stood as how many complex research fields a university has revealed comparative
advantage [8]. Universities possessing more complex research fields have higher
fitness value than universities with less. The fitness value is also influenced by
the complexity degree of research fields. In turn, Complexity of a research field
depends on how many universities have revealed comparative advantage. For
example, the complexity of a research field with only one university possessing
revealed comparative advantage would be higher than that of two.

5 Experiments

In this section, Microsoft Academic Graph (MAG) [13] is used to analyze research
output. Besides, we compare the difference of CRCI with other methods of aca-
demic capacity evaluation, and carry out several analysis and visualizations on
the ranking results.
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5.1 Data of Universities and Countries

During the period of 2003–2017, 64 universities that are always located in the top
100 list of (ARWU) are chosen as the experimental targets in this paper. As for
the countries, all countries involved in MAG (183 totally) are used to observe the
difference between their research complexity. The year of publications selected
in this paper range from 1970 to 2017. The gross domestic product per capita
of the country is obtained from THE WORLD BANK1.

5.2 Experimental Results

In Fig. 1a, a strong correlation between fitness and CRCI can be observed. By
fitting a curve of the second order regression, the value of fitness can well fit as
a quadratic function of CRCI with R2 equal to 0.46 approximately. The result
shows that universities with higher research complexity have higher value of
fitness, meaning that a university with strong comprehensive strength is more
competitive. In Fig. 1b, the correlation between opportunity value and CRCI
well fit as a quadratic function with the opening down, where R2 equal to 0.58
approximately. This result shows that, as for the universities with lower research
complexity, they have more opportunities to improve their research complexity
by means of breaking through new research fields than others. The scatter plots
of CRCI versus GDPpc is shown in Fig. 1c. With R2 equal to 0.21, GDPpc fit as
a first order regression of CRCI for only developed countries, indicating that the
scientific research of university can impact a country’s economic development.

(a) (b) (c)

Fig. 1. (a) Scatter plot of Fitness against CRCI of universities. (b) Scatter plot of
opportunity value against CRCI of universities. (c) Scatter plot of ln(GDPpc) against
CRCI of countries.

Visualization. The geographical distribution of CRCI values from 64 top uni-
versities and 183 countries is shown in Fig. 2. The colour of countries represent
the value of CRCI, with red denoting high research complexity of countries.

1 https://www.worldbank.org.

https://www.worldbank.org
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Rank

1 183

Fig. 2. The geographical distribution of 64 top-ranked universities and research com-
plexity of 183 countries in 2015. (Color figure online)

Besides, the colorful bubbles denote different universities, with larger size rep-
resenting high research complexity. It should be noted that the color of bubble
just for better differentiation, without any practical meanings. The geographical
longitude and latitude of the selected universities are extracted from Google.
From observation, top-ranked universities mainly locate in countries with high
levels of research complexity.

6 Conclusion

This paper has proposed an indicator to profile the academic capacity of univer-
sities and countries from the perspective of research complexity. By profiling the
scientific research of academic entities from various perspectives, this method
can empower explorers with comprehensive and valuable information that will
encourage them to take on the challenge, thereby speeding up the process of
academic and economic development. Through the analysis of the competitive
advantage of countries in different fields, we can see clearly which field needs
to be improved and extended, and which field has been studied thoroughly by
many countries.

In future work, this indicator could be extended to profile other groups of
universities, such as the intra-national universities. Besides, the research com-
plexity can also be applied to offer insights to fund allocation, policy decision
and brain gain.
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