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Preface

The 6th Conference on Security Standardisation Research (SSR 2020) was held as an
online conference during November 30 – December 1, 2020. The main purpose of this
conference was to discuss the many research problems deriving from studies of existing
standards, the development of revisions to existing standards, and the exploration of
completely new areas of standardization. Additionally, as in previous years, SSR 2020
aimed to be a platform for exchanging knowledge between academia and industry, with
the goal of improving the security of standardized systems.

Overall, there were 20 submissions to SSR 2020, of which 7 were accepted. Apart
from a couple of papers rejected because they did not obey the submission instructions,
all submissions were reviewed by at least three Program Committee members. The
accepted papers cover a range of topics in the field of security standardization research,
including analysis, evaluation, and comparison of standards and their implementations,
standards development, improving existing standards, and potential future areas of
standardization.

As an innovation, this year we encouraged submissions in the area of legal aspects
of data protection and privacy. The focus on privacy was reflected in a number of our
submissions and accepted papers. In addition to regular research papers, we also
encouraged the submission of Systematization of Knowledge (SoK) papers relating to
security standardization as well as Vision papers. The vision track was intended to
report on work in progress or concrete ideas for work that has yet to begin. The
diversity in types of submissions was well received by the authors. The set of accepted
papers is made up of five research papers, one SoK paper, and one vision paper.

The SSR 2020 program included two invited keynote addresses to shed light on
security standardization from both industrial and academic perspectives.

– Professor Liqun Chen, University of Surrey, UK
– Nick Sullivan, Cloudflare, USA

We would like to thank all the people who contributed to the success of SSR 2020.
First, we thank the authors for submitting their work to our conference. We heartily
thank the Program Committee for their careful and thorough reviews. Thanks must also
go to the shepherds for their expert guidance and helpful advice on improving papers.
We are grateful to all the people at Mozilla, who supported hosting SSR 2020 as a
virtual conference. Finally, we thank all the attendees of SSR 2020.

October 2020 Maryam Mehrnezhad
Thyla van der Merwe

Chris Mitchell
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On the Memory Fault Resilience
of TLS 1.3

Lukas Brandstetter, Marc Fischlin(B), Robin Leander Schröder,
and Michael Yonli

Technische Universität Darmstadt, Darmstadt, Germany
marc.fischlin@cryptoplexity.de

Abstract. Recently, Aranha et al. (Eurocrypt 2020) as well as Fis-
chlin and Günther (CT-RSA 2020) investigated the possibility to model
memory fault attacks like Rowhammer in security games, and to deduce
statements about the (in)security of schemes against such attacks. They
looked into the fault-resistance of signature and AEAD schemes. Here,
we extend the approach to the TLS 1.3 key exchange protocol.

Our results give a mixed picture about the fault resistance of TLS 1.3.
Full fault attacks on the handshake protocol, where the adversary can
modify the content of variables arbitrarily, render the protocol com-
pletely insecure. On the positive side we argue that differential faults,
where the adversary can flip selected memory cells, do not seem to
be harmful to key derivation in the pre-shared-key mode for the hand-
shake. The weaker random fault attacks, where some bits in memory are
flipped randomly, still enable successful attacks against the record layer.
We therefore present a slight modification for the nonce generation in
TLS 1.3 which withstands such attacks.

Keywords: Memory faults · TLS 1.3 · Protocol · Security model

1 Introduction

The advent of Rowhammer [21], an attack enabling memory faults at run time,
not only poses threats to computer security as a whole, but also to cryptographic
protocols in particular. The applicability of fault attacks against cryptographic
primitives has been successfully demonstrated against derandomized signature
schemes like EdDSA in [25] (using Rowhammer specifically) and in [31] (with
other techniques). Yet, attacks on cryptographic primitives under memory faults
have been treated earlier, attracting a first bigger attention with the work by
Boneh et al. [6] and timely follow-up works like [4,20]. Rowhammer in this
regard is one additional technical mean to introduce faults in the cryptographic
computations, on a hardware level.

The question in how far faults in cryptographic computations influence the
security, and in particular the security models and statements, has been inves-
tigated in several aspects. The most prominent areas are hedging against bad
c© Springer Nature Switzerland AG 2020
T. van der Merwe et al. (Eds.): SSR 2020, LNCS 12529, pp. 1–22, 2020.
https://doi.org/10.1007/978-3-030-64357-7_1
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2 L. Brandstetter et al.

randomness [2], related-key security [3], and tamper resilience [15]. Recently,
incited by the attacks on derandomized signature schemes, Aranha et al. [1] as
well as Fischlin and Günther [13] aimed to model memory faults abstractly in
security games, specifically for signature schemes and authenticated encryption.
They also provide extensive overviews about other related work and discussions
about limitations of the model, e.g., with respect to control-flow attacks.

While being slightly different in the details, both works [1,13] are similar in
spirit. They model the signing process abstractly as a sequence of algorithmic
steps and the adversary can choose to alter the content of variables between
steps, depending on the type of fault attack by flipping or setting bits at chosen
or random positions. The goal of the adversary is now to forge a signature with
the advanced capabilities.

1.1 Fault Attacks on TLS 1.3

So far, another important cryptographic protocol suite has not undergone a
more thorough treatment with respect to fault attacks and a modelling as in
[1,13]: secure communication based on key exchange and channel protocols. We
are especially interested in the new TLS 1.3 [28] standard, as it is, or at least,
will be used to protect much of today’s web traffic. Unlike its previous versions,
TLS 1.3 has seen much more scrutiny of the academic cryptography community
in the design process.

Despite the existence of realistic attack scenarios and improved variants of
Rowhammer [26,32], resistance to memory faults was not part of the formal
treatment of TLS 1.3. At least not explicitly. By this we mean that the TLS 1.3
protocol is composed of several cryptographic sub protocols, e.g., a Diffie-
Hellman key exchange (possibly combined with a pre-shared-key) in the hand-
shake protocol, or an authenticated encryption with associated data (AEAD)
scheme to protect the payload on the record layer. These primitives may have
been treated to some extend in the presence of fault attacks, but not in the
domain of the TLS 1.3 protocol suite.

The effect of faults on AEAD schemes, for example, have been considered
before. One of the most prominent attack is the forbidden attack on AES-GCM
described by Joux [19]. This attack shows that if the nonce for AES-GCM repeats
then an attacker can derive the secret authentication key and forge ciphertexts.
The practicality of this attack in the context of TLS (1.2) has been demonstrated
by Böck et al. [5].

The nonce-misuse problem in AEAD schemes has also lead researchers and
practitioners to design robust schemes, such as AES-GCM-SIV [16–18]. Here,
SIV stands for synthetic IV [30] and describes a method to ensure non-repeating
initialization vectors. The approach is usually to apply a pseudorandom function
(for an additional key or a key derived from the main key) on a given nonce,
associated data, and message to derive a value IV. This value IV is then used to



On the Memory Fault Resilience of TLS 1.3 3

encrypt the message in counter mode. The value IV also serves as an authenti-
cation tag1.

Fischlin and Günther [13] show that such SIV-AEAD schemes are not resilient
against random fault attacks. In such fault attacks some bits of the nonce may flip
randomly, whereas in differential faults the adversary can control where to flip
bits, and in full fault attacks the adversary can overwrite the values. The reason
for the vulnerability of SIV-AEAD schemes against the weak form of random
faults is that such schemes still compute the same ciphertext when run on the
same data, breaking confidentiality because an adversary can now see if the
same message has been encrypted twice. This weakness shows the fundamental
limitations of nonce-misuse-resistance for AEAD schemes: While this is a nice-to-
have feature, acting as another line of defense, it is arguably looking at the wrong
layer. Providing replay or reordering protection is something one would expect
from a (stateful) cryptographic channel where multiple messages are transmitted
and one has a notion of an order of these messages; the primary goal of AEAD
schemes is to encrypt and authenticate individual messages. To draw an analogy,
no one would expect a block cipher to return different values for repeating inputs,
yet (probabilistic) encryption schemes should hide the fact if the same message
is encrypted twice or not.

Indeed, Fischlin and Günther [13] show how to “re-randomize” the deter-
ministic AEAD schemes withstanding differential faults for all variables. Their
solution is to prepend a random message block before calling the SIV-AEAD
scheme. One can think of this solution as a compound nonce consisting of the
SIV and the random value. This, nonetheless, works once more on the AEAD
layer and does not also ensure unique nonces on the channel level.

1.2 Our Contribution

Our goal here is to tackle fault attacks on the TLS 1.3 protocol. We do not aim
to give a comprehensive analysis for the compound handshake and record layer
protocol as secure connection under fault attacks, since such proofs turn out
to be very tedious even in the standard attack model without faults. Another
reason is that we can often show that fault attacks are easy to execute and it
suffices to expose insecurity even in an intuitive sense. Nonetheless, we argue
that some attack strategies cannot lead to a break, or how one could adapt the
protocol to harden against some attacks.

Record Layer. We start with the record layer: Can we ensure that nonces passed
from the calling channel protocol to the AEAD scheme are unique? If we can
guarantee this then, together with a fault-resilient AEAD scheme, we should
get advanced security guarantees for the entire record layer. We consider this
question with a strong focus on the TLS 1.3 protocol.

1 The terms IV and nonce are often used interchangeably in the literature. In the
context of TLS 1.3 we usually adopt the approach to let the nonce be derived from
the IV value write iv together with the sequence number.
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We first discuss that channel protocols where the sending party only incre-
ments a sequence counter to ensure nonce uniqueness are doomed to fail against
memory faults. That is, we argue that being able to introduce random faults
enables the adversary to drop ciphertexts on the channel without the receiver
noticing. In case of AES-GCM the forbidden attack even allows the adversary
to forge new ciphertexts.

Observing that a pure sequence counter is insufficient we introduce the rolling
IV method as a countermeasure, and especially how to embed it in the TLS 1.3
record layer. Recall that in this protocol the sending party holds a random
write iv value and the key, called application traffic secret. In addition, the
sender holds a sequence counter seqno which is initialized with 0 and incre-
mented with each transmission. The nonce for the AEAD scheme is computed
as write iv ⊕ 0..0‖seqno.

Clearly, the way TLS 1.3 computes the nonce succumbs to our general attack
above, independently of the resistance of the AEAD scheme, i.e., even if a
nonce-misuse-resistant scheme or a fault-resistant scheme is used. We there-
fore use the HKDF.Expand pseudorandom function, used in several places in the
TLS 1.3 protocol, to update the IV value, too. That is, we let IV‖prenonce ←
HKDF.Expand(IV, "next nonce") and then derive the nonce value as nonce ←
prenonce ⊕ 0..0‖seqno as before.

We show that the above approach yields a collision resistant nonce genera-
tion under differential faults. Some care must be taken with concrete parameter
choices, though, because iterating the IV computation needs to take the birthday
bound into account. We discuss this in more detail in the technical part.

Handshake Protocol. We also look into the fault resistance of the handshake
protocol of TLS 1.3. We show that the protocol is completely insecure against
full fault attacks where the adversary can overwrite memory arbitrarily. This
should not be surprising because such attacks are very powerful.

We give some positive result for the pre-shared-key mode where the parties
compute the session keys from a shared key PSK (and potentially adding a
Diffie-Hellman step). According to the protocol one computes the early secret
as ES ← HKDF.Extract(0, PSK). We show that differential fault attacks still
yield randomly distributed early secrets assuming related-key security of the
HKDF.Extract function.

In summary, our findings do not allow an ultimate statement about the secu-
rity or insecurity of the TLS 1.3 protocols against memory fault attacks. Some
attacks work, and this may not be expected in light of the strength of, say, full
fault attacks. Yet, we also argue that some strategies are less promising. The
latter also points to general countermeasures to impede such attacks.

2 Transport Layer Security

2.1 TLS 1.3 Handshake

The TLS 1.3 handshake protocol comes in three variants: Diffie-Hellman only
((EC)DHE), pre-shared key mode (PSK), or a combination of the two modes
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(PSK+(EC)DHE). All three protocols share the common structure displayed
in Fig. 1 where we use the presentation in [9,10]. The protocols differ only in
the way how the (combination of the) two keys, the Diffie-Hellman key and the
pre-shared secret, enter key derivation.

The client starts with the ClientHello message including a nonce rc and for
the DH mode also a key share gx, and specifies identifiers for shared keys via
the PreSharedKey message. We note that each PSK identity is accompanied
by a binder value which is an HMAC over the binder key and the client hello
and the list of identities (without the binder values); this step is omitted in the
figure. Already at this point, if using a pre-shared key mode, the client may
compute the early secret ES and derive further early keys. The server responds
with the ServerHello message with a nonce rs, the choice of key identifier in
PreSharedKey and/or its Diffie-Hellman share gy. The server can derive keys
via HKDF on the pre-shared key PSK and/or the Diffie-Hellman value and
the transcript hashes. The server may also include a certificate and a signature
in CertificateVerify. The server also computes a finished message Finished
which is an HMAC over the derived keys and the transcript hash. Upon receiving
the server data, the client computes the keys, checks the HMAC value, and sends
its finished message Finished. The client may also authenticate via a certificate-
based signature, albeit this is seldomly used in classical applications like securing
web communication.

Both parties once more use HKDF and transcript hashes to derive the
shared session keys from the master secret MS. In particular, the client holds
the client application traffic secret secret for sending messages (abbreviated
CATS below) and the server holds server application traffic secret (abbrevi-
ated SATS below).

2.2 TLS 1.3 Record Layer

The record layer protection in TLS 1.3 is exclusively done with an authenticated
encryption scheme with associated data [29]. For this the sending party derives
a record layer key and an IV from its secret CATS resp. SATS. This is again
done via HKDF.Expand by

client write key ← HKDF.Expand(CATS, "key", "", key length),
client write iv ← HKDF.Expand(CATS, "iv", "", iv length)

and analogously for the server for server write key and server write iv. In
addition, both parties initialize a number client seq no resp. server seq no of
64 bits with 0.

To protect of the payload via the AEAD scheme, the AEAD scheme expects
a key key, a nonce N , associated data A , and the message m. The key for TLS is
the client or server write key, the associated data is the TLS record header, and
the payload is given by the data to be sent. The nonce N is derived by adding the
sequence number seq no to the write iv value, padded with 0-bits from the left.
The ciphertext is then given as C ← AEAD.Enc(write key,N,A,m). Decryption
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on the other side is performed via m ← AEAD.Dec(write key,N,A,C), where
the associated data is taken from the record header.

Fig. 1. The TLS 1.3 (EC)DHE/PSK/PSK+(EC)DHE handshake protocol.
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3 Fault Attacks Against the TLS 1.3 Record Layer

We first argue that the TLS 1.3 record layer is not fault resistant against attacks
aiming at the sequence counter. Similar attacks when nonces are reused have
been described on earlier TLS versions. They are usually known under the term
forbidden attack [19]. For example, Böck et al. [5] intercept HTTPS connection
data and wait for a nonce reuse in the underlying AEAD scheme, say, caused by
a bad pseudorandom number generator. In TLS 1.3 nonces are supposed to be
unique because the protocol increments the sequence number with each cipher-
text (and updates the keys or terminates the connection before a wrap-around
would occur). This is where we use the possibility to fault the sequence number.
We emphasize that our attack is on the channel layer and works independently
of the strength of the AEAD scheme.

3.1 Outline of the Attack

We first present the general attack strategy against counter-based channel pro-
tocols in Fig. 2. The idea is to reset the sequence number of the sender via a
differential fault to obtain another ciphertext for the same nonce value. This
either leads to an attack where the adversary can drop parts of the communi-
cation, without the receiver noticing. This clearly violates security of a channel
protocol and is independent of the question if the AEAD scheme is vulnera-
ble against nonce misuse attacks or not. We also discuss below that for some
of the AEAD schemes specified by TLS 1.3 such a second ciphertext with a
reset sequence number allows not only to supress ciphertexts but to forge other
ciphertexts.

We note that the attack may still work if one faults the sequence counter
randomly. In the most simple case we can hope to flip the last bit from 1 to 0
in the counter to match the previous value again, applying the general attack as
before. Otherwise we need to guess the number of ciphertexts till the random flips
let the counter value appear again and suppress all ciphertexts in between. The
success probability is of course lower than in the full-fault case. For the forbidden
attack against AES-GCM we only need to find two ciphertexts created with the
same nonce due to random faults. Because the used sequence numbers are not
transmitted as part of the ciphertext in TLS 1.3, we may then need to try pairs
of ciphertexts in order to recover the necessary authentication information.

Remarkably, TLS 1.3 may even be susceptible to fault attacks if the par-
ties would try to prevent counter resets by updating the channel key via the
KeyUpdate sub protocol each time after having transmitted a single message.
This KeyUpdate step would renew the key, the IV value, and reset the sequence
number to 0. However, the update request itself is also sent through the record
layer protection, such that the attack (with C2 being the update request) applies
again. Only this time, the sender would expect some KeyUpdate response before
continuing with the fresh key. Hence, this attack only works if we can forge a
new ciphertext C̃3 by recovering the authentication key of the AEAD scheme
(as, for example, in AES-GCM).
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Fig. 2. Overview over attack flow. Note that the attack where the adversary only
drops C2 cannot be prevented if one can fault the sequence counter. If we assume that
creating two ciphertexts with the same sequence number allows to forge ciphertexts,
then the adversary can even inject its own ciphertext C̃3. Details are discussed in the
text.

3.2 Attacks on the Symmetric Cipher Suites

TLS 1.3 defines the following cipher suites for encryption on the record layer:
AES-GCM [12], AES-CCM [11] and ChaCha20-Poly1305 [33]. We briefly dis-
cuss, and to a large extend recall from previous work, that one can mount
attacks against AES-GCM and ChaCha20-Poly1305, which allow us to forge
tags by faulting a counter. These attacks recover a secret which is used during
the generation of the tag and can be used to generate tags for arbitrary mes-
sages. The attack on AES-GCM allows us to recover a secret which can be used
to tamper with messages until a re-keying occurs or the session ends. Our attack
on ChaCha20-Poly1305 only allows us to recover a secret which can be used to
tamper with the current message.

AES-CCM combines a CBC-MAC with a counter-based encryption [11], xor-
ing the output of AES applied to the nonce and a block counter to the plaintext
blocks. The mode is also known to show weaknesses under fault attacks [8]
but this primarily concerns the confidentiality. We are not aware of fault attacks
against integrity, similar to the attacks against the other schemes. Indeed, recov-
ering the authentication key for AES-CCM would require a key-recovery fault
attack on AES.

Fault Attack on AES-GCM. On a high level, AES-GCM may be subdi-
vided into one algorithm concerned with encrypting the plaintext and another
algorithm concerned with generating a MAC. The encryption algorithm relies



On the Memory Fault Resilience of TLS 1.3 9

on counter mode which encrypts counter blocks to generate a key stream. This
keystream is then XORed with the plaintext. The encryption of AES-GCM starts
with the second counter block since the first counter block is used for the gen-
eration of the tag [12]. A tag is generated by applying GHASH with its hash
subkey H on the data that ought to be authenticated and then encrypting the
output in counter mode with the first counter block [12]. It should be noted that
GHASH on its own is not a secure cryptographic hashing function [12]. Knowing
its image together with the ciphertext and the associated data is sufficient to
mount an attack. This has been demonstrated by the forbidden attack [5].

There are some parallels between the forbidden attack and this attack, how-
ever while the forbidden attack relies on nonce reuse in order to decrypt a tag,
we break the encryption by faulting the counter. Faulting the least significant
bit of the second counter block results in the first plaintext block and GHASH
image being encrypting with the same counter block. Knowing the first plaintext
block thus allows us to recover the plaintext tag value and apply a root finding
algorithm to recover the hash subkey H.

Fault Attack on ChaCha20-Poly1305. ChaCha20-Poly1305 combines the
procedures ChaCha20 for encryption and Poly1305 for authentication [33]. Here,
ChaCha20 is a stream cipher and generates blocks of keystreams, which are
XORed with the data in order to encrypt it [33]. The encryption algorithm
requires a key, a counter, a nonce, and the plaintext [33]. Poly1305 requires
a message and a one time key in order to generate a tag [33]. In the case
of ChaCha20-Poly1305 as used by TLS 1.3 the one time key are the first 32
keystream bytes of ChaCha20 with the counter value of 0 [28,33]. The first
plaintext block however, is encrypted with a counter value of 1 [33]. We can
forge a tag by faulting the counter for the encryption to 0 and obtaining the first
32 keystream bytes. This scenario is very similar to our previous one with the
exception that the nonce is used to generate Poly1305 one time key. As a result,
only the current message can be tampered with the obtained one time key.

Mitigating the Attacks. The attacks above affect the TLS 1.3 standard but
are based on AEAD primitives defined outside of the RFC. As such, a mitiga-
tion on the AEAD level will leave the TLS standard untouched while requiring
modifications of other standards. On the positive side we note that the usage of
the AEAD scheme within the TLS 1.3 protocol adds some additional obstacles
to our attacks: Violating the protocol may result in the end of the session, in
which case our recovered secrets become useless.

4 Rolling IVs: Immunizing TLS 1.3 Record Layer

In this section we present a method to prevent the adversary from creating
two identical nonces in the record layer protocol when faulting the memory. We
note that Patton and Shrimpton [23] in their analysis of the TLS 1.3 channel
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protocol have already considered abstract nonce generation algorithms, but not
in the memory fault model.

4.1 Security Definition

We focus here on the adversary’s (in)ability to make the channel protocol insert
the same nonce twice into the AEAD scheme. If we can prevent this, even in
presence of faults, it follows that the AEAD scheme should provide the desired
security if only called for distinct nonces. In particular, we investigate only the
part about creating nonces, omitting the security of the channel protocol as a
whole.

We consider an abstract game between the nonce generation part of the
record layer and the memory-faulting adversary. Following [13] we mark variables
x which can be faulted as �x�, and when accessing a variable during the execution
we write 〈x〉 to denote the fact that we run a callback with the adversary, where
the adversary can decide to replace the value by some value (full faults, written
〈x〉full), add an offset Δ bit-wise (differential faults, written 〈x〉Δ), flip at most
N bits at random bit positions (random faults, written 〈x〉$), or leave the value
unchanged (no faults). We do not consider bit-setting attacks as in [1] here. In
all cases the adversary does not learn the actual value x but can only influence
the content. Unless mentioned otherwise we also assume that memory faults are
persistent, meaning that any changes by memory faults leave the variable in that
state (unless the algorithm itself changes the value).

For an execution of algorithm A which accesses a faultable variable x multiple
times, we denote by xA all the different values occurring in the execution in
correct order. This also includes the initial value if the variable (resp. its value)
before it is modified. We usually write xA[1] for the first value in this vector,
xA[2] the second value etc.

In the abstract nonce-misuse game between an adversary A and an update
algorithm we assume that nonces are generated from an initial random value IV,
corresponding to the write iv value in TLS 1.3, and a deterministic value seqno
initialized to some constant seqno0, corresponding to the 0-initialized counter
value in TLS 1.3. The deterministic algorithm nextNonce outputs a nonce nonce
and also updates IV, seqno. The adversary can call all algorithms and fault their
variables, but this is specified on an algorithmic level not for the abstract security
game. The goal of the adversary is to generate colliding nonces in some of the
calls.

Definition 1 (Nonce-Misuse Fault Resistance). For a nonce-generation
algorithm nextNonce define its nonce-misuse fault-resistance against algorithm
A as

AdvFRNonceMu
nextNonce,A := Prob

[
ExpFRNonceMu

nextNonce,A
]

for the experiment in Fig. 3.

We note that the TLS 1.3 nonce generation is not secure against random
fault attacks according to the above security game. For this the adversary calls
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Fig. 3. Security of nonce updating algorithm

Fig. 4. Nonce updating algorithm for TLS 1.3 in rIVTLS 1.3

nextNonce for 2t − 1 times, t ≥ 1 being small, without faulting any value. The
counter is then of the binary form 0 . . . 0‖1t. Then it makes another call to
nextNonce but this time induces a random fault at a single bit position. Since
the sequence counter is 64 bits the probability of flipping one of the lower t bits
back to 0 is t/64, in which case the nonce would repeat.

4.2 Rolling IV in TLS 1.3: rIVTLS 1.3

We next describe our update algorithm the idea is to use the key derivation
procedure HKDF.Expand to update the write iv. The procedure are displayed
in Fig. 4. Since we require pseudorandom outputs we opt for the already imple-
mented HKDF.Expand function in TLS 1.3 which is assumed to be a pseudoran-
dom function. We emphasize that we do not use the HKDF.Extract procedure
for updating IV. This step in TLS 1.3 is typically used when mixing in new key
material. We also remark that the update algorithm for the IV does not take
advantage of seqno and merely iterates the Expand procedure on the current IV
value. The update of the sequence number increments seqno, as in TLS 1.3.

The nonce is then defined as in TLS 1.3 as the exclusive or of the sequence
counter (padded from left with 0’s) and a random value. Whereas TLS 1.3 uses
the current IV value we run the IV once more through the Expand procedure
to update IV and generate a fresh (pre-)nonce prenonce (instead of using the
updated IV directly to generate the nonce). This is necessary because in our
model the adversary gets to learn the output nonce. One may argue if this
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appropriately captures attacks on TLS 1.3, where the nonce is not transmitted
in clear. We take here a conservative approach for two reasons. First, the AEAD
scheme may not hide the nonce perfectly (i.e., only provides IND-CPA instead
of IND-$CPA in the terminology of [29]). While the TLS standard currently
only specifies AEAD schemes which are believed to hide the nonce, this is not
listed as an explicit property. Second, derivatives of TLS 1.3, e.g., when using
unreliable transmissions, may decide to sent nonces in clear. Without the call to
Expand the adversary may thus learn the current and future IV values, whereas
our security proof relies on the values having sufficient entropy (Fig. 5).

Fig. 5. Rolling IV algorithm rIVTLS 1.3. Note that TLS 1.3 uses the identity function
instead of Expand.

We remark that the sequence counter will not contribute to the security
under faults, since it can be set arbitrarily. However, it may still be relevant
if we consider security in the absence of faults, see Sect. 4.4. Also observe that
sender and receiver in the original TLS 1.3 protocol need to locally synchronize
seqno (which is not transmitted in clear), such that the synchronization for the
IV values here does not require a significant change in this regard.

4.3 Security of rIVTLS 1.3

We next argue security of our construction. Recall that we allow the adversary
to mount differential faults on IV and nonce (before it is output), and full faults
on the sequence counter. For the security proof we require that HKDF.Expand
acts as a pseudorandom function when using a random key of length iv length.
That is, for algorithm D let

AdvprfHKDF.Expand,D :=
∣∣∣Prob

[
DHKDF.Expand(key,·)() = 1

]
− Prob

[
DR()() = 1

]∣∣∣
be the distinguishing advantage of D when either communicating with oracle
HKDF.Expand(key, ·) for key $←− {0, 1}iv length, or with a random function R with
the same input-output length as HKDF.Expand.

As in previous works on fault resistance [1,13] we assume an “atomic” behav-
ior of some steps where the adversary cannot tamper with the memory. In our
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case this refers to the HKDF.Expand evaluation, where the adversary can only
modify the values before and after the execution.

Theorem 1. The rIVTLS 1.3 construction from Fig. 4 is FRNonceMu-secure
under full faults on state variable seqno and differential faults on state vari-
able IV and on the ephemeral values nonce, assuming pseudorandomness of
HKDF.Expand. More precisely, for any adversary A making at most q oracle
queries to ONextNonce, there exists an algorithm D against the pseudorandom-
ness of HKDF.Expand, making at most one oracle call, such that

AdvFRNonceMu
rIVTLS 1.3,A ≤ q ·AdvprfHKDF.Expand,D +2 ·

(
q

2

)
·2−min{prenonce length,iv length} (1)

Proof. Consider an attacker A running experiment ExpFRNonceMu
Nonce,A , making at

most q calls to the nonce-outputting oracle. Let IVi be the value for IV when
entering the ith oracle call. In particular IV1 is the first (random) value chosen
by the game, and IVq+1 is the last derived value. During the nonce generation the
adversary may add a value Δi to IVi immediately before calling HKDF.Expand.
Similarly, let seqnoi be the sequence number when entering, seqno1i be the
value which the adversary picks for computing the nonce, and seqno2i be the
value when updating the sequence value. Finally, let prenoncei be the output of
HKDF.Expand and to which the adversary can add a value δi before the actual
nonce value is computed (and which is then checked against the current nonce
set N ).

We proceed by game hopping. Let Game0 be the original attack as above.
We make gradual changes in the following hops till we reach an easy-to-analyze
setting.

Game1. In game Game1 we make a useful syntactical change in the game: When
calling Expand for input IVi ⊕ Δi for a previously seen input value, i.e., if IVi ⊕
Δi = IVk ⊕ Δk for some k < i, then we immediately set the output to the
replies before, IVk+1 and prenoncek, without evaluating the function. Note that
the probability of A winning in game Game0 is the same as in game Game1
because the behavior of the scheme is identical.

Game2. In game Game2 we first perform a game hop in which we replace all
values IVi+1 and prenoncei for i = 1, . . . , q by truly random and independent
values, but uphold consistency: If the input key IVi ⊕Δi to Expand has appeared
before then we use the same reply as before. We say that the values IVi+1 and
prenoncei are picked randomly but consistently.

We show that this modification is indistinguishable from A’s perspec-
tive by the pseudorandomness of HKDF.Expand. Consider the hybrids Hj for
j = 0, . . . , q where we only replace the first j values IV2, . . . , IVj+1 and
prenonce1, . . . , prenoncej by random and consistent values (in the moment they
are derived), and do not alter the other values for i > j. Then the hybrid H0

corresponds to the original game (with IV1 still being random and the other
values computed via Expand), and Hq corresponds to the modified game where
all values are random but consistent.
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Furthermore, we can link the hybrids by an algorithm D against the pseu-
dorandomness of HKDF.Expand. Algorithm D simulates an attack for A. For
this it picks j uniformly between 1 and q and mimics the game of hybrid Hj

perfectly, using random and consistent values for IV2, . . . , IVj as well as for
prenonce1, . . . , prenoncej−1. Only for the computation for the values IVj+1 and
noncej it either picks consistent values, or if the input IVj ⊕Δj is new, it calls its
external oracle about ("next nonce", iv length + prenonce length). For the
remaining rounds it obeys consistency resp. computes HKDF.Expand locally on
the given values. Eventually D outputs 1 if A wins in the simulation.

Note that when D has access to HKDF.Expand(key, ·) then it (almost) simu-
lates hybrid Hj−1. Here it is important to note that the adversary may fault IVj

in the jth call before the evaluation of HKDF.Expand. If the value IVj ⊕ Δj has
appeared before, then it is replaced consistently. Else, since IVj is a uniformly
random value and the adversary only adds an offset Δj independent of IVj , the
input is statistically close to a uniformly chosen key key. The only difference lies
in the condition that IVj ⊕ Δj is different from the previous j − 1 values, such
that the statistical distance to uniform is at most (j − 1) · 2−iv length. Hence, the
resulting input key IVj ⊕Δj has the same distribution as key, up to a statistical
error.

If, on the other hand, D has access to a random function then the response
is either consistently set, or it is uniformly distributed because the output of the
oracle is random. Hence, D perfectly simulates hybrid Hj in this setting, without
statistical error.

By a standard analysis for the hybrid argument it follows that D’s advantage
is larger than a 1/q fraction of the absolute difference for A’s success probabilities
between Game1 and Game2, plus the sum of the collected statistical distances.
The latter is at most

∑q
j=1(j − 1) · 2−iv length ≤ (

q
2

) · 2−iv length.
In Game2 all values prenoncei are uniformly distributed. Next look at the

step where our algorithm computes nonce. If the adversary adds a value δi to
value prenoncei via the callback, and chooses an arbitrary value for seqno1i , then
the value prenoncei at this point is unknown to A. Hence, noncei = prenonce ⊕
δi ⊕ 0..0‖seqno1i is also uniformly distributed on the first prenonce length bits.
It follows that in the ith call the probability that this value matches any of the
at most i − 1 values in N is at most (i − 1) · 2−prenonce length. Summing over all
at most q oracle queries yields the bound

q∑
i=1

(i − 1) · 2−prenonce length ≤
(

q

2

)
· 2−prenonce length

for the final game. This concludes the proof. 	


4.4 On Selecting the IV and nonce Sizes

Note that the bound of the rIVTLS 1.3 solution in Theorem 1 has a quadratic
term q2 ·2−prenonce length, stemming from the birthday bound for collisions among
the random prenonces. This means that we can expect the prenonces to repeat
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after roughly 2prenonce length/2 encryptions, even if there is no fault attack. This
is sharp contrast to TLS 1.3 where the nonce write iv ⊕ 0..0‖seqno does not
repeat (without faults): when a wrap-around of the counter is about to happen
then the parties need to renew the traffic secrets or cease the connection.

Put differently, we pay for the additional security against faults with a stricter
limit on the number of encryption steps—or with higher values for iv length
and prenonce length. Unfortunately, TLS 1.3 is rather inflexible in this regard:
All mentioned AEAD schemes mentioned in the TLS 1.3 standard [28] use 96-bit
nonces [22,33]. An option may be thus to use only, say, 80-bit prenonces and
16-bit sequence numbers, such that the padded xor basically concatenates the
prenonce and sequence number. Then one would obey to the common nonce
limits and, as long as one merely encrypts less than 216 message fragments, the
likelihood of nonces repeating under fault attacks is roughly 2−48, and nonces
never repeat if the sequence number is not faulted at all. The bound of 216 may
be acceptable especially in scenarios where TLS is run on constraint hardware
devices which are more susceptible to fault attacks.

We remark that TLS 1.3 is, in principle, not bound to 96-bits nonces. It
supports any value between max{8, N min} and N max bytes, where the bounds
N min and N max are determined by the AEAD scheme. If one, for instance,
allowed for 256-bits nonces, then one could use 192 bits for random part and 64
bits for the sequence number.

5 Memory Fault Attacks on the Handshake Protocol

In this section we discuss fault attacks on the handshake step. While most results
are negative, i.e., there are fault attacks, we can also argue that in the PSK mode
differential (and therefore random) faults may not succeed.

5.1 Attacks

We first discuss how a full fault attack (in which the adversary can arbitrarily
substitute a value by a different one) on the Diffie-Hellman exponent renders the
TLS 1.3 handshake (EC)DHE protocol to be insecure, at least in theory. For the
attack the adversary persistently changes the client’s secret exponent x when it
is going to be accessed for computing gx by a value x∗ which is known to the
adversary. Then the adversary lets the client (using x∗) interact genuinely in a
session with a server instance. Since the pre-shared key PSK is set to 0 in this
variant, the only secret information entering key derivation is the Diffie-Hellman
value Y x∗

. But this value is now known to the adversary such that the adversary
can compute all session keys, too.

The attack can be mounted analogously on the server side, replacing y by
an adversarial y∗. Yet, in either case it requires to change the value exactly at
the right point in time and persistently. Assume for instance that the adversary
changes x to x∗ on the client side, between the sending of the key share with the
ClientHello message (still with gx) and the computation of the Diffie-Hellman
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key (then with Y x∗
). In this case client and server would derive different Diffie-

Hellman keys.
Another potential attack is to run a memory fault attack against the under-

lying signature scheme. TLS 1.3 lists for example ECDSA and EdDSA as a
potential signature algorithms. If one applies now the memory-fault attacks of
Poddebniak et al. [25] to the (derandomized versions of these) signature schemes
then an attacker can derive the party’s signing key. Once it holds the key it can
impersonate the party in another execution and thereby break the security of
the key exchange protocol. Note that these attacks only requires random faults
in order to succeed.

Finally, the Flip Feng Shui attack of Razavi et al. [26] on Diffie-Hellman
over residue classes could be applied to TLS 1.3 in principle. The attack works
for Diffie-Hellman protocols over Z

∗
p, where the parties use a subgroup in Z

∗
p

generated by g. By flipping bits in the prime p the parties then compute gx mod
p∗ instead. The attack now works if g generates a small subgroup relative to p∗.
In this case the adversary may be able to compute the Diffie-Hellman key of the
parties.

5.2 Resistance Against Differential Faults on Pre-shared Keys

We discuss here briefly that some types of memory fault attacks on the pre-
shared secret of TLS 1.3 are not very promising. But we first point out that if
the adversary is able to fully fault pre-shared keys in a client and in a server
session, both sessions possibly starting with different values PSKC resp. PSKS

(but under the same identifier), then it can break authenticity of the handshake
protocol. It can set both keys to the same value PSK∗ in a full-fault attack and
then let both parties execute a handshake for this shared secret. Then both par-
ties would successfully connect, even when checking the binder values, although
they should detect a mismatch for the original secrets PSKC and PSKS . If the
parties run the handshake in PSK-only mode, without Diffie-Hellman, then the
adversary can even compute the session keys with the help of PSK∗ for that
execution.

From now on we focus on differential fault attacks on PSK. We assume that
PSK is uniformly over |PSK| bits, i.e., if derived from previous connections. 2

We first observe that the value PSK is only used once in the handshake protocol,
when computing the early secret ES ← HKDF.Extract(0, PSK). We can hence
assume that the adversary faults PSK in a session at the beginning, before the
early secret is derived. Instead of diving into fault-resistance of key exchange we
focus on the fault-resistance of the extraction step.

The idea of the following definition is to let the adversary learn values ES ←
HKDF.Extract(0, 〈PSK〉Δ) for random PSK for which the adversary can add
an offset Δ. In the security game we demand that the outputs look random

2 While the PSK can in principle be derived out-of-band, TLS 1.3 emphasizes that
low-entropy and non-uniformly distributed secrets like passwords are susceptible to
offline attacks.
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Fig. 6. Security of fault-resistant related-key pseudorandom algorithm. Recall that
PSK[id]Extract denotes the vector of values which the variable PSK[id] holds during
the execution in fault attacks, in our case the original input value and the faulted
value accessed once.

Fig. 7. Extraction step

(but repeat if the disturbed value has appeared before). To capture attacks in
which the adversary manages to make PSK⊕Δ = PSK ′⊕Δ′ for independently
sampled PSK,PSK ′ collide, in which case two parties with different pre-shared
keys would agree on the same key, we let the output of HKDF.Extract run against
a random function which one applies to both values PSK and PSK ⊕ Δ, given
as the vector PSKHKDF.Extract according to our notation for fault attacks:

R(PSK,PSK ⊕ Δ) = R(PSKHKDF.Extract).

Doing so, if the adversary succeeds in creating collisions PSK⊕Δ = PSK ′⊕Δ′,
then HKDF.Extract would return the same value, yet the random function (which
also takes PSK �= PSK ′ as input) would return independent values. This would
allow the adversary to distinguish the two cases easily.

Definition 2 (Fault-Resistant Related-Key Pseudorandomness). For a
function Extract let the fault-resistant related-key pseudorandomness against
algorithm A be the advantage

AdvFrRkPRF
Extract,A := Prob

[
ExpFrRkPRF

Extract,A
]

for the experiment in Fig. 6.

To argue security we assume that HKDF.Extract is a related-key dual-PRF.
This means that for algorithm D let

Advrk-prfHKDF.Extract,D :=
∣∣∣Prob

[
DHKDF.Extract(0,key⊕·))() = 1

]
− Prob

[
DR(·)() = 1

]∣∣∣

be the distinguishing advantage of D when communicating either with oracle
HKDF.Extract(0, key⊕·) for key $←− {0, 1}|PSK| for which the adversary can choose
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the offset Δ, or with a random function R with the same output length as
HKDF.Extract.

Concerning the related-key pseudorandomness of HMAC, on which HKDF is
based, one knows that HMAC used with a weak hash function like MD5 allows
partial key recovery in related-key attacks [7,14,27]. For the strong hash function
suggested by TLS 1.3, the best bounds are generic ones, shown by Peyrin et al.
[24]. They show distinguishers based on related-key attacks of order 2n/2 for the
output length n of HMAC, improving over the generic bound 2�/2 for the size �
of the inner state of the hash function.

Theorem 2. The extraction construction from Fig. 7 is FrRkPRF-secure under
differential faults on variable PSK, assuming related-key dual pseudorandom-
ness of HKDF.Extract. More precisely, for any adversary A making at most q
oracle queries to OExtract, there exists an algorithm D against the related-key
dual pseudorandomness of HKDF.Extract, making at most q related-key queries,
such that

AdvFrRkPRF
HKDF.Extract,A ≤ Advrk-prfHKDF.Extract,D +

(
q

2

)
· 2−|PSK|. (2)

Proof. Start with the FrRkPRF attack and assume that the challenge bit b is 0
such that the attacker only receives HKDF values. We assume that the adver-
sary never uses the same offset Δ for the same id twice, because it can already
compute the answer. We also assume for simplicity that faults are transient,
such that the adversary picks a fresh fault Δ to the value PSK[id]. We can
easily simulate persistent faults by adding the previous fault value with the new
change. Denote this attack as Game0.

Game1. We first show that we can simulate attacks for multiple keys PSK[id]
and distinct id’s by a single key PSK. To this end, for each newly created key
for id and input Δ we can pick a random δid

$←− {0, 1}|PSK| and then query the
extraction procedure for key PSK about δid ⊕ Δ. This gives

HKDF.Extract(0, PSK ⊕ δid ⊕ Δ) = HKDF.Extract(0, PSK[id] ⊕ Δ)

for PSK[id] = PSK ⊕ δid. For another query involving the same id we re-use
the same value δid. Note that this is only a syntactical change.

Game2. In the next game hop replace HKDF.Extract for key PSK by a random
function R′ (which takes values δid ⊕ Δ as inputs). By the related key security
this can decrease the advantage by at most the distinguishing advantage against
HKDF.Extract.

Game3. Replace R′ by a random function R which takes the pair of values
(PSK[id], PSK[id]⊕Δi) as input as the two values which the variable PSK[id]
can take during the evaluation. This is the actual attack with test bit b = 1. The
only difference to the previous game is now that the random function R′ always
returns identical values for δid ⊕ Δ = δid′ ⊕ Δ′ for some values Δ in a call to id
and Δ′ for id′. The actual random function R, however, would return different
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values (unless accidentally δid = δid′) because it takes PSK[id] = PSK ⊕ δid
resp. PSK[id′] = PSK ⊕ δid′ as additional input.

Assume that the first mismatch in the answers occurs in the ith call to R′,
i.e., δid ⊕Δ = δid′ ⊕Δ′. Up to this point the adversary has only learned random
(and independent) answers. Since it now picks the offset Δ independently of the
uniformly distributed values PSK and δ1, . . . , δi−1, the probability of a collision
with any of the other at most i − 1 values is (i − 1) · 2−|PSK|. Summing over all
at most q queries gives the bound

(
q
2

) ·2−|PSK| for a collision. If no such collision
occurs then the answers of R′ and R are both uniform and independent. 	


6 Conclusion

We have shown how fault attacks can be used to mount successful attacks against
TLS 1.3. This may not come as a surprise because TLS 1.3 for example has not
been designed to withstand weak randomness or ephemeral state reveals, but
instead focuses on basic security guarantees. Also, the recommended AEAD
schemes are known to be insecure against nonce misuses. Still, we can provide
positive results, showing that the PSK key derivation withstands differential
fault attacks, and that one could harden attacks against faults by using rolling
IVs.

One of the points which is not answered by our work is the one of com-
position. We have shown how to prevent nonce repetitions under (differential)
fault attacks. Note that our adversary in the rIVTLS 1.3 scheme can fault the
nonce before it is output and potentially handed over to the AEAD scheme.
This raises the question if, combined with a specific AEAD scheme, we obtain a
fault-resistant channel protocol. Remarkably, the SIV approach does not seem to
provide the desired security because the attack in [13] still applies. It is a worth-
while question if common schemes like a fault-resistant version of AES-GCM
provide a resistant combination.
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Abstract. In this paper we introduce a classification of existing re-
keying-based approaches to increase the security of block cipher opera-
tion modes. We introduce the concepts of external and internal re-keying
putting the focus on the second one. Whereas the external re-keying app-
roach is widely used and provides the mechanism of key usage control
on a message stream processing level, the internal re-keying approach is
the first known mechanism providing such a control on a single message
processing level. These approaches can be applied completely indepen-
dently. The internal re-keying approach was already applied to the CTR
encryption mode and yielded the CTR-ACPKM mode. The mode is a
part of RFC 8645 “Re-keying Mechanisms for Symmetric Keys”, which
represents the consensus of the Crypto Forum Research Group (CFRG)
of the Internet Research Task Force (IRTF).

In the current paper we apply the internal re-keying approach to the
well-known GCM authenticated encryption mode. The main results of
this paper are a new internally re-keyed GCM-ACPKM mode and its
security bounds. We estimate the security of the GCM-ACPKM mode
respecting standard security notions. We compare both security and per-
formance of the GCM-ACPKM and GCM modes. The results show that
changing GCM mode by integrating the ACPKM internal re-keying pro-
cedure increases security, significantly extending the lifetime of a key
with a negligible loss in performance. Also we show how the re-keying
approaches could increase the security of TLS 1.3 and CMS cipher suites.

Keywords: Re-keying · Block cipher modes · AEAD · GCM ·
Provable security

1 Introduction

One of the main problems related to secure functioning of any cryptosystem is
the control of lifetimes of keys. Regarding symmetric keys the main concern is
constraining the key exposure by limiting the maximal amount of data processed
with one key. The restrictions can derive either from combinatorial properties
of the used cipher modes of operation (e.g. most modes of operation are secure
up to the birthday paradox bound [4]), or from resisting certain specific cryp-
tographic attacks on the used block cipher, e.g. differential [11] or linear crypt-
analysis [18]), including side-channel attacks [12] (in this case the restrictions
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are the most severe ones). The adversary’s opportunity to obtain an essential
amount of data processed with the same key leads not only to theoretical but
also to practical vulnerabilities (see, e.g., [9,26]). Thus, when the total length of
data processed with the same key reaches a threshold value, certain procedures
on encryption keys are needed. This leads to several operating limitations, e.g.
processing overhead caused by the new keys generation and the impossibility of
long message processing.

In the context of high-level protocols, the most obvious way to overcome
the above-mentioned limitations is a regular session key renegotiation. However,
such an operation assumes interrupting payload transmissions, sending addi-
tional service-based data in the channel, using random number generators and
even public key cryptography. Frequent key renegotiation is undesirable, since
this would drastically reduce the total performance.

Another way is to deterministically transform a previously negotiated key.
One mechanism, and the most common one in practice, is a key diversification
(e.g. key hierarchy [21] and HKDF [24]). As soon as a given amount of whole
messages is processed, the session key should be updated. Another mechanism,
called key meshing [23], assumes the key transformation during separate message
processing, which starts with the same key each time.

1.1 Related Work

Key Diversification. A key diversification scheme treats a shared key as a
master key, which is never used directly for data processing. As soon as a given
amount of whole messages is processed, a new session key should be derived (e.g.
224.5 records in TLS 1.3 for a certain safety margin [24]).

Key diversification was addressed by Abdalla and Bellare in [1]—a motiva-
tion was given, criteria for such mechanisms and concrete security bounds were
obtained, and two schemes were proposed (parallel and serial ones). One of the
main points of this work is that the “satisfactory” key diversification technique
allows you to essentially increase the key lifetime as compared to a direct usage
of a key for data processing. The obtained security bound of the key diversified
mode of operation allows to separately analyze the re-keying technique and the
base mode of operation. Such a clear separation of security analysis is the defini-
tive advantage of this mechanism. Another feature of this approach is a forward
security property, as discussed in [8].

Key Meshing. Another mechanism to increase the key lifetime was presented
for the first time in [23] and is called “CryptoPro Key Meshing” (CPKM). This
solution assumes that each message is processed starting from the initially nego-
tiated key, which is transformed as soon as a given relatively small amount of
data is processed. Such a transformation does not require any additional secret
values and uses the initial key directly for data processing. The security of this
mechanism had not been analyzed for a long time until the security bound for the
re-keyed CTR encryption mode was obtained in [2]. An operating disadvantages
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of CPKM is the usage of the decryption function. This can double the code
size for some block cipher modes and, consequently, reduce the performance.
Another disadvantage is that the probability of trivial-recovering the derived
key is nonzero.

To negate the disadvantages mentioned above the new ACPKM (advanced
CPKM) re-keying technique was proposed in CTCrypt 2018 for increasing the
lifetime of keys used in CTR mode. This technique uses only the encryption
function and the probability of trivial-recovering the derived keys is zero. The
paper [3] contains the analysis of the internally re-keyed CTR-ACPKM mode
for the standard IND-CPA notion. The obtained security bound shows that the
usage of ACPKM increases the key lifetime compared to the base CTR mode.

The internally re-keyed CTR-ACPKM mode is a part of RFC 8645 “Re-
keying Mechanisms for Symmetric Keys”, which represents the consensus of the
Crypto Forum Research Group (CFRG) of the Internet Research Task Force
(IRTF) [32]. Possible usage in TLS cipher suites [33] is one of examples in the
document. Also this mode is in the process of standardization in ISO (“Amend-
ment 1: CTR-ACPKM Mode of operation” to ISO/IEC 10116:2017, in devel-
opment in ISO/IEC JTC1 SC27 WG2 working group, currently on the DAM
stage).

1.2 Our Contribution

In the current paper we introduce concepts of internal and external re-keying
approaches—generalizations of key diversification and key meshing mechanisms.
We discuss the advantages and disadvantages of both the internal and external
re-keying approaches, the relationship between them and their application fields.
We show that the internal re-keying approach can be treated not as an alternative
of the external approach analyzed in [1] but rather as its powerful extension. It
allows us to avoid such an operating problem as the message length limitation
in the case when the key lifetime is rather strict [26]. Using the examples of TLS
1.3 and CMS we show that these approaches essentially increase the key lifetime.

In the current paper we integrate the ACPKM key update procedure into
the well-known GCM authenticated encryption mode. The main results of this
paper are a new internally re-keyed GCM-ACPKM mode and its security bounds
respecting both Privacy and Authenticity notions. We show that the ACPKM
re-keying improves not only privacy, that was already shown in [3] for the quite
similar CTR encryption mode, but also authenticity. The considered mode is
also a part of RFC 8645.

The ACPKM technique is chosen with performance aspects in mind—the key
transformation needs relatively small amount of encryption operations, which
code is already initialized and presented in the cache. We compare the perfor-
mance of the base GCM mode and the internally re-keyed GCM-ACPKM mode
with different section sizes. We consider base block cipher AES-256 with hard-
ware support. Slowdown due to using the ACPKM technique does not exceed 3%
for any section size.
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2 Preliminaries

For a bit string M ∈ {0, 1}∗ and a positive integer � � |M | let msb�(M)
(lsb�(M)) be the string, consisting of the leftmost (rightmost) � bits of M . For
nonnegative integers � and i let str�(i) be �-bit representation of i with the
least significant bit on the right. For a nonnegative integer � and a bit string
M ∈ {0, 1}� let int(M) be an integer i such that str�(i) = M . For any set S,
define Perm(S) as the set of all bijective mappings on S (permutations on S),
and Func(S) as the set of all mappings from S to S. A block cipher E (or
just a cipher) with a block size n and a key size k is the permutation family(
EK ∈ Perm({0, 1}n) | K ∈ {0, 1}k

)
, where K is a key. Throughout this paper,

we fix a blockcipher E with the block size n = 128. For a bit string U we denote
by Ui ∈ {0, 1}n, 1 � i � �|U |/n� − 1, and U�|U |/n� ∈ {0, 1}h, h � n, such strings
that U = U1‖U2‖ . . . ‖U�|U |/n� and call them blocks of the string U . We denote
by |U |n = �|U |/n� the length of the string U in n-bit blocks. If the value s is
chosen from a set S uniformly at random, then we denote s ∈U S.

We model an adversary using a probabilistic algorithm that has access to
one or more oracles. Denote by AO1,O2,... an adversary A that interacts with
oracles O1,O2, . . . by making queries. Notation AO1,O2,... ⇒ 1 means that the
algorithm A, after interacting with oracles O1,O2, . . ., outputs 1. The resources
of A are measured in terms of time and query complexities. For a fixed model
of computation and a method of encoding the time complexity includes the
description size of A. The query complexity usually includes the number of
queries and the maximal length of queries.

3 Block Cipher Modes and Re-keying

A block cipher is the permutation family, which on its own do not provide such
application-level security properties as integrity, confidentiality or authenticity
(see, e.g., [6]). The cipher is usually used as a base function for constructing other
schemes or protocols that solve the above-mentioned cryptographic challenges.
The security of such constructions is usually proven under assumption that the
block cipher is secure. In the paradigm of practice-oriented provable security
(see [7]) we should quantify the security as a function of the used primitive
security for given notions.

The above-mentioned cryptographic challenges can be solved with the use of
“block cipher modes of operation”. The modes define how to use the underlying
block cipher to process messages which can consist of more than one block. Thus,
a single key can be used for processing a large number of blocks. To achieve the
sufficient security level this number should be limited. The main reasons for this
are pointed out in Introduction.

Re-keying is an approach, which is widely used to overcome the above-
mentioned limitation for block cipher modes of operation. The main idea behind
this approach is as follows: the data is processed with a sequence of keys derived
from an initial “truly” random key.
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In this section we introduce the classifications of existing re-keying
approaches (internal and external) and of accompanying key update techniques
(with a master key and without a master key). These classifications are also
described in [32]. Two out of four possible combinations were mentioned in
Introduction: external re-keying with master key (key diversification) and inter-
nal re-keying without master key (key meshing). In this section we consider the
common approaches and discuss their properties, advantages and disadvantages.
We put the focus on the internal re-keying approach, since its properties were
not considered carefully.

3.1 External Re-keying

The main concept of this approach is as follows: a key, derived according to a
certain key update technique (we will also call it “subkey”), is intended to process
the fixed number of separate messages, after which the key should be updated.
Using external re-keying jointly with the block cipher mode of operation does not
change the mode internal structure, therefore we call this approach “external re-
keying”. The number of separate messages processed with the certain key before
it is updated is usually parameterised and is called “subkey lifetime”. The main
idea behind it is presented in Fig. 1.

Fig. 1. Idea behind external (a) and internal (b) re-keying. For simplicity, a case with
only six messages and the subkey lifetime equal to 2 is shown. In the case (a) every
two messages are processed under the corresponding subkey Ki. In the case (b) each
message is processed starting from the first derived section key K1 and this key is
changed each time a data section of fixed length has been processed.

Doubtless advantage of external re-keying is the possibility to explicitly use
the obtained security bounds for the base mode to quantify security of the cor-
responding externally re-keyed mode (see [1]).
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External re-keying is proposed to be performed each time a given amount of
messages is processed. However, the key lifetime is defined by the total length
of the processed messages and not by their number. In order to satisfy a certain
requirement on the key lifetime limitation, one should fix the maximal mes-
sage length. If this requirement is restrictive enough (e.g., to resist side-channel
attacks), it leads to some problems. Thus, long message processing requires addi-
tional fragmentation. Such a fragmentation can lead to frequent re-using a ran-
dom number generator for generating new IVs (e.g., in the case of data processing
in the CBC or CFB modes), that significantly affects the performance.

External re-keying is recommended for the usage in protocols, which process
quite small messages, since the maximum gain in increasing the key lifetime is
achieved by increasing the number of messages.

3.2 Internal Re-keying

The internal re-keying approach modifies the base mode of operation in such a
way that each message is processed starting from the same key, which is changed
using the certain key update technique during processing of the current message.
It is integrated into the base mode of operation and changes its internal structure,
therefore we call it “internal re-keying”. The main idea behind internal re-keying
is presented in Fig. 1b.

The concept of internal re-keying is inseparable from the concept of “section”.
A section is the string, which consists of all input cipher blocks processed using
the same key, which we will call a “section key”. In order to fully define a section
for a certain mode of operation there is a need to determine what section key
will be used to process a certain input block. Therefore, for correct processing
we need to define the order on all input blocks for the cipher. For several simple
encryption modes (CTR, CBC, OFB) the order can be defined trivially—in
accordance with the case of consequent message processing. However, for the
other modes of operation, particularly for AEAD modes, there are too many
ways to define a section in common. Indeed, for such modes the blocks processing
order for encryption can differ from the order for decryption, moreover, blocks
for plaintext encryption and tag computation can be processed in parallel. So,
we stress that internal re-keying should be determined in each specific case with
respect to security and operational features of the mode.

Obviously a section size is bounded by the key lifetime, which depends on the
combinatorial properties of the used operation mode or existing attacks on the
base block cipher including side-channel attacks. A certain section size can be
chosen optionally for different cases, because it affects the operating properties
and limits the number of messages: the larger the section size, the faster message
processing, but the smaller the section size, the greater the number of separate
processed messages.

Security analysis of internally re-keyed modes leads to the analysis of the
abstract modes where section keys are chosen independently at random. For
standard encryption modes of operation the security of corresponding modes
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with random keys can be easily analyzed, using the technique of hybrid argu-
ment. To obtain security bounds for more complicated modes (AEAD, MAC
types), where sections are not consistent, their base proof should be rethought.

Summing up the above-mentioned issues, we can conclude that internal re-
keying should be treated as a technique, which produces a new set of the re-keyed
modes of operation.

Internal re-keying mechanisms are recommended to be used in protocols,
which process large single messages (e.g., CMS messages), since the maximum
gain in increasing the key lifetime is achieved by increasing the length of a
message, while it provides almost no increase in the number of messages, which
can be processed with a single key.

3.3 Composition of Internal and External Re-keying

Both external re-keying and internal re-keying have their own advantages and
disadvantages discussed above. For instance using external re-keying can essen-
tially limit the message length, while in the case of internal re-keying the section
size, which can be chosen the maximal possible for operational properties, limits
the number of separate messages. There is no technique, which is more prefer-
able, because the choice of technique can depend on certain protocol features.
For example, for protocols, which allow out-of-order delivery and lost records
(e.g., [28,29]), external re-keying is preferable to be used, but if a protocol
assumes processing a significant amount of ordered records, which can be con-
sidered as a single data stream (e.g., [30,31]), internal re-keying is better suited.

In order to negate the mentioned disadvantages, the composition of external
and internal re-keying approaches can be applied. It can be easily done due
to the concepts of external and internal re-keying. Indeed, external re-keying
controls key lifetime on the protocol level (a message stream) and internal re-
keying controls key lifetime on the block cipher mode level (a single message).
This allows to compose these techniques independently.

3.4 Key Update Techniques

In the previous subsections we discussed the approaches to data processing with
a sequence of derived keys. The current subsection is dedicated to the several
techniques of producing such keys.

We distinguish two key update techniques: with a master key and without a
master key. The first one has the following property: a shared initial key is never
used directly for data processing but is used only for subkey derivation. Using
this technique in the internal and external ways allows to combine the arbitrary
key update function with the arbitrary mode of operation and to bound security
of the construction, separately analyzing the used components:

– for external re-keying—the key update technique and the base mode of oper-
ation [1];
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– for internal re-keying—the key update technique and the abstract mode with
random section keys.

Another advantage is the possibility to protect keys for some pieces of data
even in the case when keys for the other pieces are compromised.

The second technique directly uses the initial key as the first key for data
processing, and each next key is computed from the previous one. It seems to
be mostly useful in the case when the total amount of data for an initial key is
not known beforehand: we will not lose performance on useless operations if the
data is rather short, and we will not lack security when it occurs to be large.
We will derive new keys only when they are needed. As distinct from the first
technique we cannot consider the concrete key update function separately from
the mode of operation. In order to illustrate the importance of considering the
key update function and the mode of operation as a whole, we will show the
following example.

Consider the CBC-MAC mode providing message authenticity. We give a
rough specification of CBC-MAC: for the input message M = M1‖ . . . ‖M�,
� = |M |n the authentication tag T is computed as follows:

T = EK(EK(. . . EK(EK(M1) ⊕ M2) . . .) ⊕ M�).

Here we assume that the input message length is a multiple of the block size.
CBC-MAC is known to be provably secure up to the birthday paradox bound
when applied to prefix free message space [5].

Suppose k = n for the used block cipher and message length be at least 2
blocks. Let us internally extend the base mode with the following key update
function:

K1 = K, Ki+1 = EKi(C0) ⊕ EKi(C1), i = 2, . . . ,

where K ∈ {0, 1}k is the initially shared key, C0, C1 ∈ {0, 1}n are arbitrary
different constants. Let the section size be at least 2 blocks.

Due to the message length limitations (at least 2 blocks) the adversary is not
able to obtain the values of encrypted C0, C1 just by querying the authentica-
tion tags for one-block messages C0 and C1. However, this key update technique
does not increase the security of the base mode, because there is the attack,
which allows to find out the key of the second section with probability 1 and
2 · 2n/2 pairs (M,T ) for chosen M , |M |n = 2. The adversary requests authen-
tication tags for 2n/2 messages C0‖R1‖0n/2 and 2n/2 messages C1‖0n/2‖R2,
where R1 and R2 take all strings from {0, 1}n/2. Note that all messages are
prefix-free. Obviously, there is the collision T1 = T2 with probability 1, where
T1 = EK(EK(C0) ⊕ R1‖0n/2) and T2 = EK(EK(C1) ⊕ 0n/2‖R2). Thus, the
next section key K2 = EK(C0) ⊕ EK(C1) is R1‖R2. The revealed next section
key allows to trivially forge the tag for long (more than section) messages. The
similar attack can be applied to the OMAC mode (see [14,15,20]).

We may conclude that the proposed key update function is “bad”, but for
such encryption modes as CBC,OFB,CFB the considered attack is not appli-
cable because of using random initialization vector. Therefore, to be convinced
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that the proposed key update function is good, we should provide the security
proof in both cases of external and internal re-keying.

4 GCM and GCM-ACPKM Modes

In the current section we introduce an internally re-keyed authenticated encryp-
tion with associated data (AEAD) mode called GCM-ACPKM.

4.1 Description

Firstly recall the description of the GCM mode according to [19]. We consider
the GCM mode with the nonce length restricted to 96 bits.

GCM. Denote by GCME the GCM mode that uses a blockcipher E with the
block size n = 128.

Before considering the GCM mode in details define the auxiliary functions.
For bit strings A, B of arbitrary (may be zero) lengths and H ∈ {0, 1}n we have
the function

GHASHH(A,B) =
m∑

i=1

Xi · Hm+1−i,

where “
∑

” and “·” are addition and multiplication in GF (2n), and the
string X = X1‖ . . . ‖Xm, Xi ∈ {0, 1}n is computed as follows. Let
a = n · |A|n − |A|, b = n · |B|n − |B|, m = |A|n + |B|n + 1, then
X = A‖0a‖B‖0b‖strn/2(|A|)‖strn/2(|B|).

For 0 � a < n let incra : {0, 1}n → {0, 1}n be the encoding function, which
takes the input I ∈ {0, 1}n, and outputs the string

msbn−a(I)‖stra(int(lsba(I)) + 1 mod 2a).

Authenticated Encryption in the GCM Mode. A processed message for authen-
ticated encryption in the GCME mode is (N,A,M), where N is a nonce,
|N | = 96, A is an associated data, 0 � |A| � 2n/2 − 1, and M is a plain-
text, 0 � |M | � n(232 − 2). The result of GCM encryption under a key K is
a pair (C, T ), where C ∈ {0, 1}|M | is a ciphertext of M and T ∈ {0, 1}n is an
authentication tag, which are computed as follows:

C = M ⊕ msb|M |(EK(I1)‖ . . . ‖EK(I|M |n)),
T = EK(I0) ⊕ GHASHH(A,C).

Here H = EK(0n), Ii = incr32(Ii−1), 1 � i � |M |n, where I0 = N‖0311. The
nonces N are different for different messages processed with the same key K.

Now we introduce the internally re-keyed GCM-ACPKM mode.

GCM-ACPKM. Firstly, define the auxiliary function ϕi : {0, 1}n → {0, 1},
ϕi(X) = X(i), 0 � i < n. This function returns the i-th bit of string (counting
from left to right starting at zero).
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Unlike GCM, for GCM-ACPKM we allow to choose the nonce length, intro-
ducing a parameter n/2 � c < n denoted a nonce bit length. For the fixed value
of c key updating for the GCM-ACPKM encryption mode is defined as follows:

K1 = K, Ki+1 = ACPKM(Ki) = msbk(EKi(D1)‖ . . . ‖EKi(Ds)),

where s = �k/n�, D1, . . . , Ds ∈ {0, 1}n are pairwise different arbitrary constants
such that ϕc(D1) = . . . = ϕc(Ds) = 1 and K is an initially shared key.

We denote by GCM-ACPKME,c,� the GCME mode of operation with c-
bits nonces N , |N | = c, that takes the key updating according to the ACPKM
technique after each � processed blocks of the plaintext M (without consideration
of the associated data A). The internal state (counter) of the mode is not reset
for each new section. There is a certain reason for that: in order to protect
against a key-collision attack (see [10]), we should provide different input blocks
for encryption under different keys. The key for computing values EK(I0) and
H = EK(0n) is not updated and is equal to the initial key. So, the encryption
in the GCM-ACPKM mode is proceeded as follows:

C = M ⊕msb|M |(EK1(I1)‖ . . . ‖EK1(I�)‖ . . . ‖EKh(Ih(�−1)+1)‖ . . . ‖EKh(I|M |n)),

T = EK1(I0) ⊕ GHASHH(A,C),

where h = �|M |n/��, Ii = incrn−c(Ii−1), 1 � i � |M |n, where I0 = N‖0n−c−11.
The nonces N are different for different messages processed with the same key
K.

The plaintext length should be at most mmax = min(2n−c−1 − 2, 2n/2−1

n )
blocks. This restriction and the restriction on the constants D1, . . . , Ds guarantee
that blocks of the next key Kj never appear in a set of blocks EKj−1(Ii), where
1 � i � |M |n.

4.2 Security Bounds

Firstly, recall several security notions.

Block Cipher. Standard security notion for block ciphers is PRP-CPA
(“PseudoRandom Permutation under Chosen Plaintext Attack”). We will denote
by AdvPRP-CPA

E (A) the advantage of an adversary A succeeding in distinguish-
ing EK from a random permutation (for formal definitions see Appendix A).

AEAD Mode. For the AEAD modes we consider security notions Privacy
and Authenticity. We will denote by AdvPriv

AEADE
(A) and AdvAuth

AEADE
(A) the

advantage of an adversary A succeeding in breaking the privacy properties and
authenticity properties of the AEADE mode respectively, where E is the under-
lined cipher with parameters n and k. The privacy advantage is the increase in
the probability that an adversary is able to successfully distinguish an AEAD
ciphertext from the output of an ideal cipher. The authenticity advantage is the
probability that an adversary is able to forge a ciphertext that will be accepted
as valid (for formal definitions see Appendix A).
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GCM. Below we consider known results on the security of the GCM mode that
are obtained in [19] for the first time and then repaired and improved in [16,22].

Corollary 1 ([16]). Let E be the parameters of GCM. Then for any adversary
A with time complexity at most t that makes at most q queries, where the total
plaintext length is at most σ blocks and the nonce length is restricted to 96 bits,
there exists an adversary A′ such that

AdvPriv
GCME

(A)�AdvPRP-CPA
E (A′) +

(σ + q + 1)2

2n+1
, (1)

where A′ makes at most σ + q + 1 queries. Furthermore, the time complexity of
A′ is at most t+cnσA, where σA is the total input queries length, c is a constant
that depends only on the model of computation and the method of encoding.

Corollary 2 ([22]). Let E be the parameters of GCM. Then for any adversary
A with time complexity at most t that makes at most q encryption queries and q′

decryption queries, where the total plaintext length is at most σ blocks, the nonce
length is restricted to 96 bits and the maximal summary length of plaintext or
ciphertext and associated data in query is at most mA blocks, there exists an
adversary A′ such that

AdvAuth
GCME

(A) � AdvPRP-CPA
E (A′) +

[
q′(mA + 1)

2n

]
· exp

(
4σq

2n

)
. (2)

where A′ makes at most σ + q + q′ +1 queries. Furthermore, the time complexity
of A′ is at most t + cnσA, where σA is the total queries length, c is a constant
that depends only on the model of computation and the method of encoding.

GCM-ACPKM. Below we present the main results on the security of the
internally re-keyed GCM-ACPKM mode. The obtained results allow to claim
that this mode is secure if the base block cipher is secure and that the usage of
the ACPKM internal re-keying technique increases security, essentially extending
the lifetime of a key as compared to the base GCM mode.

Since the plaintext encryption for GCM-ACPKM is quite similar to the
encryption for CTR-ACPKM the security bound for Privacy is obtained by the
same way as described in [3]. Below we present the theorem for GCM-ACPKM
that shows the security bound for Privacy.

Theorem 1. Let E, c and � be the parameters of GCM-ACPKM mode. Then
for any adversary A with time complexity at most t that makes at most q queries,
where the maximal plaintext length is at most m blocks and the total plaintext
length is at most σ blocks, there exists an adversary A′ such that

AdvPriv
GCM-ACPKME,c,�

(A) � h · AdvPRP-CPA
E (A′) +

(σ1 + q + s + 1)2

2n+1
+

+
(σ2 + s)2 + . . . + (σh−1 + s)2 + (σh)2

2n+1
, (3)



34 L. Akhmetzyanova et al.

where s = �k/n�, h = �m/��, σj is the total data block length processed during
q plaintexts encryption under the section key Kj and σ1 + . . . + σh = σ. The
adversary A′ makes at most σ1 + q + s + 1 queries. Furthermore, the time com-
plexity of A′ is at most t + cnσA, where σA is the total input queries length, c
is a constant that depends only on the model of computation and the method of
encoding.

The proof can be found in Appendix B.

Remark 1. Note that the re-keyed mode is secure if the value s = �k/n� is rather
small. For the common block ciphers (AES-256 and AES-128) this condition is
satisfied: s ∈ {1, 2}. Note that if m � � (that is the case when the ACPKM
mechanism is not applied, σ1 = σ, h = 1) then the bound (3) totally coincides
with the bound (1) since GCM-ACPKM with � � m is exactly the GCM mode
with c-bits nonces. The bound for the internally re-keyed mode shows that the
insecurity of the mode reaches minimum if σ1 = . . . = σh, i.e. if all messages are
of the same length.

Now consider the security bound for Authenticity.

Theorem 2. Let E, c and � be the parameters of GCM-ACPKM mode. Then
for any A with time complexity at most t, which makes at most q encryption
queries and q′ decryption queries, where the maximal summary length of plaintext
or ciphertext and associated data in query is at most mA blocks and the total
plaintext length is at most σ blocks, there exists an adversary A′ such that

AdvAuth
GCM-ACPKME,c,�

(A) � AdvPRP-CPA
E

(A′) +

[
q′(mA + 1)

2n

]
exp

(
4(σ1 + s)q

2n

)
, (4)

where s = �k/n�, σ1 is the total data block length processed during q plaintexts
encryption under then section key K = K1, σ1 + s � 2n−1. The adversary A′

makes at most σ1+q+q′ +s+1 queries. Furthermore, the time complexity of A′

is at most t + cnσA, where σA is the total input queries length, c is a constant,
which depends only on the model of computation and the method of encoding.

The proof can be found in Appendix C.

Remark 2. Note that if m � � (that is the case when the ACPKM mechanism
is not applied, σ1 = σ, h = 1) then the bound (4) totally coincides with the
bound (2) since GCM-ACPKM with � � m is entirely the GCM mode with
nonce length restricted to variable number of bits.

4.3 Comparison of Bounds

Compare the security bounds of the GCM and GCM-ACPKM modes for a cipher
E such that s = �k/n� = 2.

Note that the obtained bounds for the GCM mode are tight. For the Privacy
notion it conventionally holds and for the Authenticity notions it follows from
the recently obtained results [17,22].
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Privacy. If t 	 2k then for any adversary A with time complexity at most t that
makes at most q queries, where the total plaintext length is at most σ blocks
and the maximal plaintext length is at most m blocks

AdvPriv
GCME

(A) ≈ (σ + q)2

2n+1
,

AdvPriv
GCM-ACPKME,c,�

(A) ≈ (σ1 + q)2 + σ2
2 + . . . + σ2

h−1 + σ2
h

2n+1
,

where h = �m/��. Here we neglect the constants and suppose
AdvPRP-CPA

E (A′) to be zero.
These relations indicate that the security of the GCM-ACPKM mode is

improved compared to the security of the base GCM mode for the Privacy notion
in the most typical cases due to σ2 � σ2

1 + . . . + σ2
h for all σ = σ1 + . . . + σh.

Authenticity. For the same reasons for any adversary A with time complexity at
most t that makes at most q encryption queries and q′ decryption queries, where
the total plaintext length is at most σ blocks and the maximal summary length
of plaintext or ciphertext and associated data in query is at most mA blocks,

AdvAuth
GCME

(A) ≈ q′mA

2n
· exp

(
4σq

2n

)
,

AdvAuth
GCM-ACPKME,c,�

(A) ≈ q′mA

2n
· exp

(
4σ1q

2n

)
.

The authenticity security of the GCM-ACPKM mode is also improved com-
pared to the security of the base GCM mode for all typical cases since σ1 < σ.

Remark 3. The paper [22] proposes the attack that recovers the hash-key H of
GCM with probability at least 1

2 based on
√

n/m·2n/2 encryption queries, where
m is the number of blocks present in plaintext of encryption queries. In the case
of GCM-ACPKM we need for now

√
n/� ·2n/2 encryption queries to recover the

hash-key H using the same attack where � is the section size.

The considered bounds can be rewritten in the term of the q and m param-
eters using σ � qm and σi � q� for all i:

AdvPriv
GCME

(A) ≈ (qm + q)2

2n+1
, AdvPriv

GCM-ACPKME,c,�
(A) ≈ m

�
· (q� + q)2

2n+1
,

AdvAuth
GCM-ACPKME,c,�

(A) ≈ q′mA

2n
· exp

(
4�q2

2n

)
.

Let fix a safety margin of privacy, which allows to process q messages with
plaintext length exactly m blocks in the base GCME mode. Note that the case of
equal length messages is practical: messages can be padded in purpose of achiev-
ing a length-hiding property. According to the approximate security bounds pre-
sented above the plaintext length can be (without loss in security) increased by
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internal re-keying up to min
(

m + 1
� + 1

· m, mmax

)
. Herewith, if the length of an

associated data (e.g. a header) is negligible compared to the maximal plain-

text length, then the forgery probability for q′ = 1 is still at
1
2c

as long as

q � 2n/2 − 1√
�

.

4.4 Performance

We analyze the correlation between efficiency of the internally re-keyed encryp-
tion mode and the section size �. The results are presented in Table 1, where
the first row is the section size in kilobytes and the second one is the appro-
priate processing speed in megabytes per second. The last row shows loss of
performance compared to the base GCM mode (in percent). We measure the
processing speed during the encryption of one long message in the GCM and
GCM-ACPKM modes with the hardware-supported AES-256 block cipher (using
OpenSSL source [27]). The computer with the following characteristics was used:
Intel Core i5-6500 CPU 3.20GHz, L1 D-Cache 32 KB x 4, L1 I-Cache 32 KB x 4,
L2 Cache 256 KB x 4. Speed of the encryption process in the base GCM mode
with the hardware-supported AES-256 cipher is 2690 MB/s.

Table 1. The performance of the GCM-ACPKM mode with the AES-256 cipher.

KB 64 128 256 512 1024 2048 4096

MB/s 2614.2 2628.2 2647.5 2661.6 2670.2 2680.1 2687.0

% 2.8 2.2 1.6 1.1 0.7 0.4 0.1

The section size can be varied depending on the different purposes. Obviously
processing speed is proportional to the section size. However, when choosing this
parameter, the following condition should be satisfied: the value q� (where q is
the number of separate processed messages, � is the section size) should be no
greater than the lifetime of a key.

5 Practical Significance

Consider the security bounds for GCM, for GCM-ACPKM, for key diversified
(externally re-keyed with master key) GCM (denoted by GCM) and for key
diversified GCM-ACPKM (denoted by GCM-ACPKM). The next theorem was
originally formulated for the LOR-CPA notion in [1]. For convenience we convert
it to the bound for the Privacy notion by the obvious reduction.
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Theorem 3. ([1]). Let SE be a base encryption scheme with key size k, G be
a stateful generator with block size k and p be a subkey lifetime. Let SEp

be
the associated re-keyed encryption scheme. Then for any adversary A with time
complexity at most t, which makes at most q encryption queries, where the max-
imal plaintext length is at most m blocks, there exist adversaries A′ and A′′ such
that

AdvPriv
SEp (A) � 2 · AdvPRG

G,N (A′) +
⌈

q

p

⌉
· AdvPriv

SE (A′′) ,

where A′ makes at most q queries with the maximal plaintext length at most m
blocks, and the time complexities of A′ and A′′ are at most t.

Corollary 3. The same bound can be applied for the Authenticity notion:

AdvAuth
SEp (A) � 2 · AdvPRG

G,N (A′) +
⌈

q

p

⌉
· AdvAuth

SE (A′′) .

If one assumes the approximations considered in Sect. 4.3 for the adversary
A, which makes q encryption queries, each of which consists of plaintext of the
m-blocks length without associated data (thus, σ < qm), and one decryption
query, then the approximations presented in Table 2 will be obtained.

Table 2. Approximate security bounds for the re-keyed GCM modes. Here q is the
number of queries to the encryption oracle, m is the number of plaintext blocks in
query, p (subkey lifetime) and � (section size) are the parameters of the external and
internal re-keying techniques.

SE AdvPriv
SE (A) AdvAuth

SE (A)

GCME
(qm + q)2

2n

m

2n
· exp

(
4mq2

2n

)

GCME
p q

p
· (pm + p)2

2n

q

p
· m

2n
· exp

(
4mp2

2n

)

GCM-ACPKME,c,�
m

�
· (q� + q)2

2n

m

2n
· exp

(
4�q2

2n

)

GCM-ACPKME,c,�
p qm

p�
· (p� + p)2

2n

q

p
· m

2n
· exp

(
4�p2

2n

)

Now consider re-keyed GCM modes with n = 128, the subkey lifetime p = 26

for external re-keying and the section size � = 26 for internal re-keying. Techni-
cally, these parameters mean that the initial key should be diversified after every
64 messages and each diversified subkey should be internally updated after every
kilobyte. Here we compare security bounds for these modes, taking into account
the following metrics:

– number of records equal to q in TLS 1.3 protocol [24], where the record size
(plaintext length) m is at most 210 blocks or 214 bytes.
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– plaintext length equal to m in CMS protocol [25], where only one message
can be processed under a single key (i.e. q = 1).

The comparison results are presented in Table 3 and in Table 4, where the
first column contains the number of processed records q or the plaintext length
m and the following columns contain the corresponding upper bounds for success
probabilities of attack on privacy (δpriv) and of a forgery (δauth). The success
probabilities were calculated using the approximate security bounds presented
in Table 2 and exp(4x/2128) � 2 for x � 2126.

Table 3. Key lifetime limitations in TLS 1.3 with record size (message length) m = 210

blocks (16 kilobytes) for GCM, GCM, GCM-ACPKM with parameters n = 128 bits,
p = 26 records (1 megabyte), � = 26 blocks (1 kilobyte).

q GCM GCM GCM-ACPKM

δpriv δauth δpriv δauth δpriv δauth

234 2−40 2−115 2−68 2−89 2−72 2−89

244 2−20 2−115 2−58 2−79 2−62 2−79

254 1 2−115 2−48 2−69 2−52 2−69

264 1 1 2−38 2−59 2−42 2−59

The results presented in Table 3 show that after processing maximum pos-
sible in TLS 1.3 number of records (264) with GCM, both privacy and integrity
will be totally corrupted. Herewith, the GCM mode still remains secure up to
2−38 for privacy and 2−59 for integrity. Thus, using the TLS 1.3 KeyUpdate
technique for key diversification allows to drastically increase the key lifetime in
TLS 1.3. Note that the ACPKM technique for key meshing improves the security
bound (2−42 for privacy) only a little, since in TLS 1.3 the message length is
rather small. Therefore, the ACPKM technique is better to be used for increas-
ing the parameter p without loss in security. For example, for the section size
� = 26, the subkey lifetime p can be set to 210 and both privacy and integrity
will still be on the same level as for the GCM mode. Increasing p may lead
to performance increase despite adding the ACPKM transformation. Indeed, in
TLS 1.3 the relatively slow Expand function is called and an additional Key
Update message is formed and sent to the channel each time key is updated,
while the ACPKM function is integrated in the mode and is based on the fast
block cipher. Moreover, m

� = 24 = 16 section keys for every new subkey can be
precomputed.

The significant growth in security because of using ACPKM is provided in
the protocols like CMS where the long messages can be processed. Note that
using key diversification technique (external re-keying) is meaningless there,
since only one message is processed under a single key. The base GCM mode
allows to process no more than 232 − 2 blocks providing high enough security.
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Table 4. Key lifetime limitations in CMS with number of messages Q = 1 for GCM and
GCM-ACPKM with parameters n = 128 bits, � = 26 blocks (1 kilobyte). Dash in the
column means that corresponding plaintext length m is not allowed to be processed
by the corresponding mode. The probability after the slash sign corresponds to the
modification of the GCM mode which allows longer message processing (the message
length is increased in the same way as in GCM-ACPKM, see Sect. 4.1 for detail).

m GCM GCM-ACPKM

δpriv δauth δpriv δauth

232 − 2 2−64 2−96 2−91 2−96

244 −/2−40 −/2−83 2−78 2−83

254 −/2−20 −/2−73 2−68 2−73

The GCM-ACPKM mode does not have such a limit: by choosing an appropri-
ate nonce length we can increase the maximal plaintext length. The results in
Table 4 show that GCM-ACPKM allows to process messages of 254-blocks length
remaining secure up to 2−68 for privacy and 2−63 for integrity, while for the GCM
mode (with increased message length in the same way as in GCM-ACPKM) the
privacy bound is not small enough (2−20).

6 Conclusion

In this paper, we have introduced the clear classification of existing re-keying
approaches and have discussed their advantages and disadvantages. We have
proposed a new internally re-keyed GCM-ACPKM mode and have studied its
security, respecting the standard notions. We have shown that the security for the
Privacy and Authenticity notion is increased compared to the base mode. There-
fore we are convinced that the overall security of GCM is drastically increased
by the ACPKM re-keying technique with only a minor loss in performance. Also
we have considered the internal and external re-keying approaches in more detail
and have provided certain parameters leading to improvements in applications,
particularly in TLS 1.3 and CMS.

One of the most interesting open problems is the analysis of the re-keying
influence on a multi-key, or multi-user, security of the proposed modes. This
notion challenges cryptographic algorithms to maintain high levels of security
when used with many different keys by many different users.
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A Security Notions

Define the PRP-CPA notion. For a cipher E with parameters n and k define

AdvPRP-CPA
E (A) = Pr

[
K ∈U {0, 1}k : AEK ⇒ 1

] −
−Pr [π ∈U Perm({0, 1}n) : Aπ ⇒ 1] ,

where the probabilities are defined over the randomness of A, and the choices of
K and π. Also further we will use the PRF notion. The PRF notion is defined
in the same way as PRP-CPA except for the random permutation π, which is
replaced by the random function ρ ∈U Func({0, 1}n).

Privacy. We consider an adversary A that has access to an encryption oracle E
or a random-bits oracle $. Before starting the work the encryption oracle chooses
a key K ∈U {0, 1}k. The adversary makes queries (N,A,M), where N is a nonce,
A is an associated data and M is a plaintext. The random-bits oracle in response
returns (C, T ), where C‖T ∈U {0, 1}|M |+n, n is a tag size. The encryption oracle
returns (C, T ), C ∈ {0, 1}|M |, T ∈ {0, 1}n,—the result of AEAD encryption of
(N,A,M) under the key K. For the AEAD mode define

AdvPriv
AEAD (A) = Pr

[
K ∈U {0, 1}k : AE ⇒ 1

] − Pr
[
A$ ⇒ 1

]
,

where the probabilities are defined over the randomness of A, the choices of K
and randomness of the random-bits oracle, respectively. We consider a set of
nonce-respecting adversaries, which choose N unique for each query.

Authenticity. We consider an adversary A that has access to an encryption
oracle E and a decryption oracle D. Before starting the work both oracles choose
a common key K ∈U {0, 1}k. The adversary interacts with the encryption oracle
in the same way as described in the Privacy notion. Additionally the adversary
can make queries (N,A,C, T ) to the decryption oracle, where N is a nonce, A is
an associated data, C is a ciphertext and T is an authentication tag. It returns
the result of AEADE decryption of (N,A,C, T ) under the key K: M ∈ {0, 1}|C|

or ⊥.
The adversary forges if the decryption oracle returns a bit string (other

than ⊥) for a query (N,A,C, T ), but (C, T ) was not previously returned to
A from the encryption oracle for a query (N,A,M) with some M . As in the
Privacy notion, we assume that A is nonce-respecting to encryption oracle. We
remark that nonces used for the encryption queries can be used for decryption
queries and vice-versa, and that the same nonce can be repeated for decryption
queries. For the AEAD mode define

AdvAuth
AEAD (A) = Pr

[
K ∈U {0, 1}k : AE,D forges

]
,

where the probability is defined over the randomness of A and the choice of K.
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B Proof of Theorem 1

Proof. Define the hybrid experiments Hybrid j(A), j = 0, 1, . . . , h. In the exper-
iment Hybrid j(A) the oracle in the Privacy notion is replaced by the oracle,
which operates in the following way:

– The oracle chooses key Kj+1 ∈U {0, 1}k;
– In response to a query (N,A,M) the oracle returns a pair (C, T ) which is

calculated as follows.
A ciphertext C = M ⊕msb|M |(G′‖Gj+1‖ . . . ‖Gh), where G′ ∈U {0, 1}n�j and
Gi = EKi(I(i−1)l+1)‖ . . . ‖EKi(Ii�), i = (j + 1), . . . , h, is the concatenation of
the appropriate � encrypted counter blocks under the Ki section key. Note
that the (j +1)-th section is processed under the truly random Kj+1 key and
each next key is produced from previous one according to ACPKM.
An authentication tag T = Z ⊕ GHASHH(A,C), where Z = EK1(I0),
H = EK1(0n) if j = 0, and Z,H ∈U {0, 1}n, otherwise.

The result of any experiment described above is what the adversary A returns
as a result. Further we denote by Hybrid j(A) ⇒ 1 an event, which occurs if the
result of the experiment Hybrid j(A) is 1.

Note that for the adversary A the oracle in the experiment Hybridh(A) totally
coincides with the oracle $, and the oracle in the experiment Hybrid0(A) coin-
cides with the oracle E , i.e. the following equalities hold:

Pr [Hybridh(A) ⇒ 1] = Pr
[
A$ ⇒ 1

]
,

Pr [Hybrid0(A) ⇒ 1] = Pr
[
K ∈U {0, 1}k : AE ⇒ 1

]
.

Construct a set of adversaries A′
j , j = 1, . . . , h, for the block cipher E in the

PRF model, which uses A as a black box.
After receiving a query (N,A,M) from A the adversary A′

j processes this
query as in the Hybrid j(A) experiment but the encrypted blocks for masking
the j-th section and blocks of the (j + 1)-th section key are obtained by making
queries to the oracles ρ or EK provided by the PRF experiment. The adversary
A′

j returns 1, if the adversary A returns 1, and returns 0, otherwise. Note that

– A′
1 makes at most σ1 + q + s + 1 queries (to obtain hash key H, s blocks of

the second section key, q masking values Zi and σ1 blocks needed to process
the fist sections of q messages);

– A′
j , j = 2, . . . , h − 1, makes at most σj + s (to obtain s blocks of the next

section key and σj blocks needed to process the fist sections of q messages)
queries;

– A′
h makes at most σh queries (σh blocks needed to process the fist sections

of q messages).

Note that Pr
[
K ∈U {0, 1}k : (A′

j)
EK ⇒ 1

]
= Pr

[
Hybrid j−1(A) ⇒ 1

]
and

Pr
[
ρ ∈U Func({0, 1}n) : (A′

j)
ρ ⇒ 1

]
= Pr

[
Hybrid j(A) ⇒ 1

]
. The last equality

is proceeded from that the input blocks for producing the Kj+1 section key and
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the input blocks for masking the j-th section and producing the Z and H values
are different for the random function. Therefore, the Kj+1 variable distribution
is statistically indistinguishable from the uniform one. Then for the advantages
of the adversaries A′

j

h∑

j=1

AdvPRF
E

(A′
j

)
=

h∑

j=1

(
Pr

[
K ∈U {0, 1}k : (A′

j)
EK ⇒ 1

]

−Pr
[
ρ ∈U Func({0, 1}n) : (A′

j)
ρ ⇒ 1

] )

=
h∑

j=1

Pr
[
Hybrid j−1(A) ⇒ 1

] −
h∑

j=1

Pr
[
Hybrid j(A) ⇒ 1

]

= Pr [Hybrid0(A) ⇒ 1] − Pr [Hybridh(A) ⇒ 1] = AdvPriv
GCM-ACPKME,c,�

(A) .

From the PRP/PRF switching lemma [13] for any block cipher E and any
adversary A′ making at most q queries we have

AdvPRF
E (A′) � AdvPRP-CPA

E (A′) +
q(q − 1)

2n+1
� AdvPRP-CPA

E (A′) +
q2

2n+1
.

Thus,

AdvPriv
GCM-ACPKME,c,�

(A) =
h∑

j=1

AdvPRF
E

(A′
j

)

�
(
AdvPRP-CPA

E (A′
1) +

(σ1 + q + s + 1)2

2n+1

)

+
h−1∑

j=2

(
AdvPRP-CPA

E

(A′
j

)
+

(σj + s)2

2n+1

)
+

(
AdvPRP-CPA

E (A′
h) +

σ2
h

2n+1

)

� h · AdvPRP-CPA
E (A′) +

(σ1 + q + s + 1)2

2n+1

+
(σ2 + s)2 + . . . + (σh−1 + s)2 + σ2

h

2n+1
,

where A′ is an adversary which makes at most σ1 + q + s + 1 queries. The last
relation is due to σ1 � . . . � σh and AdvPRP-CPA

E (A′′) � AdvPRP-CPA
E (A′)

for such adversaries A′ and A′′ with the same computational resources that the
queries number made by A′′ is less than the queries number made by A′. �

C Proof of Theorem 2

Proof. Without loss of generality, we assume a key size k be multiple of a block
size n, and s = k/n.
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We firstly consider the modification of the target mode – the abstract
GCM-ACPKM∗ mode – that works as follows. The only modification is that
instead of generating the initial key K = K1 the permutation π is chosen uni-
formly at random from Perm({0, 1}n). This permutation replaces the EK1 func-
tion, i.e. it is used to produce the following values:

– the hash key H = π(0n),
– blocks of the second section key π(D1), . . . , π(Ds), K2 = π(D1)‖ . . . ‖π(Ds),
– q masking values Zi = π(Ni‖0n−c−11), 1 � i � q,
– blocks needed to process the fist sections of q

messages, i.e. Γj
i = π(Ni‖strn−c(j + 1)), 1 � j � �i � �, 1 � i � q (note

that �1 + �2 + · · · + �q = σ1).

The other section is processed using EKi , where K2 = π(D1)‖ . . . ‖π(Ds) and
Ki = ACPKM(Ki−1), i � 3.

By the obvious reduction we obtain the following inequality

AdvAuth
GCM-ACPKME,c,�

(A) � AdvPRP-CPA
E (A′) + AdvAuth

GCM-ACPKM∗
c,�

(A) ,

where A′ makes at most σ1 + q + s + 1 queries.
Now consider the following modification of the Authenticity mode (Auth∗):

the adversary at the beginning of the game additionally takes as input blocks
π(D1), . . . , π(Ds). Note that the advantage of the adversary in this game is not
less then the same advantage in the initial game since in the Auth∗ game the
adversary is just given more information. Thus,

AdvAuth
GCM-ACPKM∗

c,�
(A) � AdvAuth∗

GCM-ACPKM∗
c,�

(A) ,

The goal of this modification is to show that giving to the adversary all infor-
mation about all section keys except for the first section key cannot break the
authenticity. Indeed, the ciphertext calculation process influences the authen-
ticity only by giving the additional inputs-outputs of π to the adversary. Key
updating technique allows to limit this information only to the inputs-outputs
which are used for the first section processing and producing blocks of the second
section key.

For the proposed GCM-ACPKM∗ mode the proof of security in the
Auth∗ model is the same as for Theorem 5 [22]. Below we present the light
overview of this proof (for details see the original paper).

Without loss of generality we assume that A is deterministic and the nonce
N ′ in the forging attempt (N ′, A′, C ′, T ′) is one of the nonce Ni in the encryption
queries (Ni, Ai,Mi) responsed with (Ci, Ti) (since otherwise the bound can be
shown to be smaller). Thus, the forgery probability is equal to the probability
of the event that GHASHH(A,C) ⊕ GHASHH(A′, C ′) = T ⊕ T ′.

Note that fixing the transcript of interaction between the challenger and the
adversary we fix all variables in this equation except for H. Thus, for fixed tran-
script we can estimate this probability by mA+1

2n , since the equation has only mA

solutions in the Galois field (equal to polynomial degree). The next step is to
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estimate the conditional probability of the event that such a fixed transcript is
realized (where the appropriate H = π(0n) is conditioned). It easy to see that the
fixed transcript is fully determined by the values Ti,Γ

j
i ,K

2, which in it turns are
determined by additionally fixing q+σ1+s input-output of π. Therefore this con-
ditioned probability should be 1

(2n−1)q+σ1+s
, where (a)b = a ·(a−1) · · · (a−b+1).

The total probability over all possible transcripts defined by Ti,Γ
j
i ,K

2 is esti-
mated exactly as in [22] using Bernstein’s upper bound of the interpolation
probability of a random permutation. �
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Abstract. In this paper we examine the central question that is how
well do side channel evaluation regimes capture the true security level of
a product. Concretely, answering this question requires considering the
optimality of the attack/evaluation strategy selected by the evaluator,
and the various steps to instantiate it. We draw on a number of pub-
lished works and discuss whether state-of-the-art solutions for the differ-
ent steps of a side-channel security evaluation offer bounds or guarantees
of optimality, or if they are inherently heuristic. We use this discussion
to provide an informal rating of the steps’ optimality and to put forward
where risks of overstated security levels remain.
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1 Introduction

Testing for side channel vulnerabilities is a central aspect of security evaluations
of implementations featuring cryptography. The effort that goes into testing
is considerable, and the stakes for companies are high. There exist two test-
ing/evaluation regimes at present. The first regime operates within the Common
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Criteria (CC) framework [23]1 whereby side channel (and other implementation
related) attacks have been picked up early as a threat that warrants specialist
consideration, in particular in the context of smart cards. The second regime
operates within the framework of FIPS 140 [36]; there is a transition effort cur-
rently ongoing to move from 140-2 towards 140-3, the latter explicitly considers
side channel attacks.

Within the context of CC, stakeholder groups such as JHAS2, are concerned
with achieving a balance between sound evaluation practices and the cost of eval-
uations. Their approach is to discuss and in some sense categorise attacks (they
maintain a confidential list of attack vectors that need to be attempted during
an evaluation), and come to a shared understanding of the difficulty of mounting
attacks via a specific rating system [48].

In contrast, the FIPS 140 approach is to keep the cost of evaluation to an
absolute minimum by mandating no more than conformance style testing as
specified in ISO 17825:2016 [24]. FIPS 140-3 (which has been agreed on in 2019
and will become effective later in 2020) adopts a variation of the so-called Test
Vector Leakage Assessment (TVLA) framework [16] to assess the threat of side
channel attacks.

Contributions. In this paper we are concerned with the central question of how
well do such evaluation regimes capture the true security level of a product.
Concretely, answering this question requires considering the optimality of the
attack/evaluation strategy selected by the evaluator, and the various steps to
instantiate it. We also point towards a third evaluation strategy, based on work-
ing backwards from the worst-case adversary, which has emerged in the academic
literature. We draw on a number of published works and discuss whether state-
of-the-art solutions for the different steps of a side-channel security evaluation
offer bounds or guarantees of optimality, or if they are inherently heuristic. We
use this discussion to provide an informal rating of the steps’ optimality and to
put forward where risks of overstated security levels remain.

1.1 Organisation and Outline of This Paper

We provide a brief explanation of the two evaluation regimes (Common Criteria
and FIPS 140) in Sect. 2. We suggest a third technique (we call this the worst
case adversary) in Sect. 3, and discuss some examples where such an approach
was in fact used in the academic community. Then we consider the optimality of
the steps or components that are the constituent parts of the three evaluation
approaches and comment on the overall assurance that contemporary evaluations
offer in Sect. 4.

1 The most recent version of all documents relating to CC evaluations can be found
on www.commoncriteriaportal.com.

2 (JIL Hardware Attacks Subgroup), they operate within the International Security
Certification Initiative (ISCI).

http://www.commoncriteriaportal.com
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2 State-of-the-Art Industrial Evaluation Approaches

Whilst there are a number of security evaluation approaches possible in principle,
two schemes (and derivatives thereof) dominate in industrial practice. Common
Criteria evaluations are “attack driven” and aim to systematically capture and
categorise attack vectors. The Common Criteria methodology is adopted as an
international standard via ISO 15408. Common criteria features a range of assur-
ance levels (so called EALs), and to reach the higher level requires more rigorous
testing. The goal of a Common Criteria evaluation is to check the security claims
made by a manufacturer and testing against side channels is typically included.

FIPS 140 evaluations are “conformance style” evaluations that rely on check-
ing some minimum criteria relating to the security of a product. FIPS 140-2 is
mandated in the US (FIPS 140-3 will replace FIPS 140-2 late in 2020), it is also
used in Canada and some other countries (e.g. Japan), have begun adopting it as
well. FIPS 140 is represented by a set of ISO standards (ISO/IEC 19790:2012(E)
and ISO/IEC 24759:2017(E)), and the difference between FIPS 140-2 and FIPS
140-3 is the inclusion of testing against side-channel attacks (the methodology
for this is given in ISO/IEC 17825:2016, with setups and calibration defined in
ISO/IEC 20085-1 and 20085-2).

Both approaches require that the product is tested by an accredited testing
laboratory and a government agency oversees this process.

2.1 CC

CC evaluations are complex and governed by several documents. The product
which is being certified is called the Target of Evaluation (TOE). For a TOE two
documents are of relevance: the Protection Profile (PP) and the Security Target
(ST). The Protection Profile is a generic document for a category of product (e.g.
Travel documents, Java Cards, IC, etc.), often created by a user community. It
provides an implementation independent specification of security requirements
for a “class of devices”: it lists threats, security objectives, assumptions, security
functional requirements (SFRs), security assurance requirements (SARs) and
rationales. Such document insures that a product is conform to a security goal
and provides the expected security features. It is not mandatory to rely on a PP,
but if one exists for a kind of products, it is recommended to use it. The Security
Target details the secure implementation of the TOE and may use (or not) a
PP as reference. It uniquely identifies the product and describes the assets, the
threats, the security objectives (both on the TOE and on the environment), the
perimeter of the evaluation, the SFRs and the life cycle. Vendors often make the
Security Target details available to their customers.

During the Common Criteria evaluation process, vendors must state an envi-
sioned security level. This is called the Evaluation Assurance Level (EAL). The
EAL indicates a minimal level for each subclass (development process, guidance,
conformity of security target, vulnerability assessment, etc.) that will be taken
into account during the evaluation. It reflects the rigour of the evaluation. There
are seven levels of EALs, with EAL 1 being the most basic and level 7 being the
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most rigorous. One can pick a level and “augment” it with specific requirements
from a higher level. It is imperative to understand that higher EALs do not
necessarily imply a higher level of security, they imply that the claimed security
assurance of the TOE has been more rigorously verified. Among all subclasses,
the more relevant for practical security is AVA VAN (vulnerability assessment),
with levels going from 1 (resistance to basic attackers) to 5 (resistance to attack-
ers with high attack potential). It describes the search for vulnerabilities and
define a rating scale for attacks, depending on the means of the adversary.

Smart Card/Integrated Circuit Evaluations. In the specific case of smart
cards, the International Security Certification Initiative (ISCI) brings together
stakeholders from every aspect of smart card security evaluations: certification
bodies, evaluation laboratories, hardware vendors, software vendors, card ven-
dors and service providers. ISCI has two working groups: ISCI-WG1, which aims
to define methodology and best practice for smart security device evaluation, and
ISCI-WG2 (also known as JHAS), which defines and maintains the state of the
art in potential attacks against smart security devices.

Two documents are essential for the evaluation of smart cards. The “Appli-
cation of Attack Potential to Smart Cards” [48] provides a “rating system” for
attacks. The “Attack Methods for Smart Cards and Similar Devices” [49] is a
confidential document and describes attack vectors that are considered “rele-
vant”. The purpose of the rating system is grounded in the need to be able
to compare the “security strength” of different products. The rating system is
designed to reduce subjectivity and it results in a total score. This score is the
sum of several factors during both the “Identification” and the “Exploitation”
phase of an attack (for reference: identification is broadly speaking about find-
ing, and characterising, leaks and corresponding attack vectors for the first time;
exploitation refers to attacks utilising the results from identification). The fac-
tors that are considered are: Elapsed time, Expertise, Knowledge of TOE, Access
to TOE, Used equipment, Open samples3. The same rating scheme is also used
by EMVCo (a “derivative” of the CC approach that we discuss).

2.2 FIPS 140-3

This Federal Information Processing Standard (140-2, and, from late 2020 on,
FIPS 140-3) specifies the security requirements for cryptographic modules. It
has four increasing, qualitative levels intended to cover a wide range of potential
applications and environments. FIPS 140-3 covers side-channel attacks via a
link to several ISO standards: a side-channel test regime is given in ISO/IEC
17825:2016, with setups and calibration defined in ISO/IEC 20085-1 and 20085-2
(NIST special publications SP800-140 A-F may modify these in the future).

For testing against basic power analysis attacks in the context of symmetric
encryption, ISO/IEC 17825:2016 relies on using leakage detection procedures
3 For the sake of succinctness we refer the reader to the JHAS documentation for a

precise definition of these factors [48].
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instead of attempting attacks. In all other scenarios it requires to test against
standard DPA style attacks (the type of attacks/methodology are listed in the
standard). Leakage detection involves producing evidence for the presence of
leaks using statistical hypothesis testing. It has been advertised as a “cheaper
process” than running full blown attacks, and ISO/IEC 17825:2016 suggests it
may be done instead of attacks. ISO/IEC 17825:2016 adopts a modified version
of the Test Vector Leakage Assessment (TVLA), which is a methodology to test
side-channel resistance. As such, it is a black-box tool that gathers evidence
against the absence/presence of leaks.

3 An Alternative: Backwards Evaluations

The goal of an evaluation is to ascertain the true security level of a product
(either in absolute terms by checking explicit claims by the manufacturer or in
relative terms via ensuring that it is at least as secure as given by some minimum
criteria) and our research question for this work is how well existing evaluation
regimes capture the true security level of a product. The NIST/FIPS approach
for side channels (via ISO/IEC 17825:2016) sets the bar rather low by man-
dating a testing regime that captures a well resourced and capable adversary
(we a provide a more in-depth critique in the next section). But it is far from
mandating even a “best practical adversary” (as it happens in the CC app-
roach). Defining the “best practical adversary” is hard because “practical” is
somewhat subjective and tends to change over time. In contrast, the definition
of a worst-case adversary (and working backwards, i.e. relaxing assumptions) is
often less ambiguous and therefore academic works have increasingly utilised this
approach. Such a worst-case adversary will utilize multiple leaking intermediate
variables, a multivariate characterization of each leaking intermediate variable,
divide-and-conquer or analytical information extraction and enumeration capa-
bilities. For this, various types of capabilities, for example in terms of knowledge
of the target implementation and profiling abilities, can be granted to the adver-
sary. Academic research has featured this type of adversary in published works,
and we will link to two concrete such examples in the next section.

3.1 Worst-Case Adversary

The worst-case adversary is assumed to be able to measure one or multiple
side channels from the target, and have full control over all inputs (plaintexts
or ciphertexts) as well as over the secret parameters (keys, randomness). They
can turn off any countermeasures (should the target allow turning them off),
and has detailed implementation knowledge (e.g., source code in the case of
software implementations, or a hardware level description in the case of hardware
implementations). The worst-case adversary is pushing the separation between
the identification of the attack and its exploitation to the extreme: it essentially
enables practically unbounded profiling efforts in order to reach the strongest
online attack.
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For instance in case of an AES hardware implementation that employs a
special logic style that does not require extra randomness, the worst-case adver-
sary would have full information about the properties of that logic style, and he
would be able to choose keys and inputs. They would also have full information
about the AES architecture. With this information, a profiling attack should be
attempted (using either statistical modelling, machine learning or deep learning).

In case of an AES software implementation that employs software mask-
ing and shuffling, the worst-case adversary would have the source code, control
over inputs (plaintexts/ciphertexts), key, and knowledge of randomness (for both
masking and shuffling). This is because in software it is realistic to output ran-
domness without significantly changing the leakage characteristics of the rest of
the implementation (therefore the countermeasure can be made accessible dur-
ing evaluation, but this access can be completely removed when the software is
deployed). With these assumptions, the evaluator can again conduct a profiling
attack and we describe in a subsequent section one such concrete example.

During an evaluation, a natural goal is therefore to come as close as possible
to the worst-case adversary, by first granting them with the maximum (even
if not always realistic) capabilities. Thanks to such advanced capabilities, it
is in general possible to (i) identify (from the documentation) the predictable
target values that may occur separated in the time domain, and the predictable
target values that occur within each clock cycle, (ii) attempt characterization
(potentially by using a biased trace set if documentation suggests when masks
may leak)4. As a result, a backwards evaluation suggests to start from such
a powerful (yet easier to specify) adversary and, once concretely analyzed, to
discuss the consequences of relaxing different adversarial capabilities for the
feasibility of the attack, and the additional (profiling or online) attack complexity
this relaxation implies. Arguing from this angle provides at least a stable starting
point, and a fairly well defined set of steps which fit to processes which are (to
the best of our knowledge) already standard.

Thus this approach advocates that, if at all possible, an attack for the worst-
case adversary should be demonstrated. After the feasibility of a worst-case
attack has been considered, and if there are sound reasons that explain why
this may not be possible, then the adversarial assumptions or capabilities can
be gradually relaxed, and attacks be considered and demonstrated for the con-
sidered relaxed assumptions. The impact of relaxing these strong adversarial
capabilities on the attack complexity should be discussed, in order to assess
the possible complexity gaps between worst-case attacks and ones with fewer
assumptions.

Because every evaluation requires a number of (potentially iterative) steps,
it is important to consider and spell out assumptions for each of the steps, which
will ultimately determine the assurance of the evaluation.

4 A target value is an intermediate value that the adversary/evaluator can predict
based on knowing (parts of) the input and guessing parts of the key.
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3.2 Evaluation Steps

We propose to consider any evaluation as a composition (possibly iterative) of
the following key steps:

1. Measurement and preprocessing. This step provides the adversary (eval-
uators) with leakages (e.g., the power consumption or electromagnetic radia-
tion of a chip, or their simulation in case simulated analyses are considered)
based on their input control, and possibly performs data-independent prepro-
cessing in order to improve the quality of these measurements.

2. Leakage detection and mapping. In leakage detection, the adversary
(evaluator) aims to detect the presence of any data-dependent leakage (inde-
pendent of whether this data-dependency is exploitable in a realistic attack).
Leakage mapping further aims to connect the detected samples to specific
operations performed by the target implementation.

3. Leakage exploitation. In this last step, the adversary (evaluator) aims to
exploit the leakages in order to perform an attack (e.g., a key recovery). It is
usually divided in three phases:
(a) (Optional) modelling phase. In this phase, the adversary (evaluator)

takes advantage of their profiling abilities to estimate a model for the
leakages.

(b) Information extraction phase. In this phase, the adversary (evalua-
tor) extracts information about intermediate values manipulated by their
target implementation thanks to a model (that can be obtained from a
modelling phase or assumed a priori).

(c) Information processing. In this final phase, the adversary (evaluator)
combines the partial information they extracted from their target imple-
mentation and aggregates this information in order to recover some secret
parameter (e.g., a master key).

We now illustrate the backwards approach based on the Worst-Case Adver-
sary with reference to two concrete papers that were published recently: a masked
AES implementation proposed by the French ANSSI (Agence Nationale de la
Sécurité des Systèmes d’Information) [2], recently analyzed in [5], and an (unpro-
tected) ECC scalar multiplication analyzed in [1,40].

3.3 Case Study: Masked AES Implementation

Instantiation of a Worst-Case Adversary. The ANSSI implementation that
was analysed by [5] is a protected implementation combining additive and multi-
plicative secret sharing into an affine masking scheme [14], which is additionally
mixed with a shuffled execution [20]. It is running on an ARM Cortex-M4 archi-
tecture. Preliminary leakage assessments did not reveal data dependencies with
up to 100,000 measurements (i.e. following a TVLA style leakage assessment).
Bronchain and Standaert considered a worst-case adversary with no specific
device preparation, a single device sample, full control of the AES inputs and
outputs, full profiling capabilities (i.e., knowledge of the key and randomness
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during profiling), knowledge of the (open source) software implementation, lim-
ited knowledge of the hardware details (i.e., the general architecture of the ARM
Cortex family), with a simple measurement setup worth a few thousands of euros.
The attack steps listed in Sect. 3.2 of their worst-case attack can be detailed as
follows.

Measurement Setup: The target board has been modified by removing decou-
pling capacitors and measurements were taken at 1 [Gsamples/s] with a Pico-
Scope (while the chip was running at 48 MHz). The probe position was optimized
in function of the Signal-to-Noise Ratio (SNR) [32] of the multiplicative mask.
No additional preprocessing (e.g., filtering) was performed on the traces. The
SNR of the computation samples was typically in the 0.1 range, while it was
significantly higher (more than 10) for the memory accesses needed during the
precomputations of the multiplicative mask tables.

Leakage Detection and Mapping: Most target intermediate variables are identi-
fied based on the SNR metric. In the case of the multiplicative mask precomputa-
tions, a dimensionality reduction based on principal component analysis (PCA)
was additionally performed (which allowed recovering this mask in full).

Modelling: All the randomized target intermediate variables can be modeled
with Gaussian mixtures as per [52,55]. Thanks to the knowledge of the random-
ness during profiling, this was done straightforwardly by estimating first-order
(sometimes multivariate) Gaussian templates [9].

Information Extraction: Bronchain and Standaert considered the dissection of
countermeasures. That is, they targeted the different countermeasures (i.e., the
additive mask, the multiplicative mask and the shuffling) independently in order
to reduce the physical noise amplification they respectively imply. Thanks to this
approach, the multiplicative mask was recovered in full, the shuffling permuta-
tion was recovered with high probability, leaving the adversary with the need to
attack a two-share Boolean masking scheme with multivariate templates.

Finally, the information extracted on the different target intermediate vari-
ables was accumulated on the long-term key using a standard maximum likeli-
hood approach. Key information was then post-processed with a key enumeration
algorithm [39]. As a result, the best attack was able to reduce the 128-bit key
rank below 232 with less than 2,000 measurements.

Relaxing Capabilities. Compared to the leakage assessment in [2], the main
improvement in the dissection attack described above is that it exploits multi-
ple target intermediate variables and multiple leakage samples per target. For
this purpose, the two most critical adversarial capabilities are (i) the imple-
mentation knowledge made available thanks to the open source library and (ii)
the possibility to profile models efficiently thanks to the randomness knowledge.
As discussed in [5], removing these capabilities makes the attack substantially
harder.
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On the one hand, purely black box approaches (e.g., based on machine learn-
ing) seem unable to efficiently identify the different countermeasures as exploited
in a dissection attack [5]. So in absence of implementation knowledge, it is
unlikely that an attack can directly target the additive and multiplicative masks
and the shuffling separately, implying a significant (multiplicative) increase of the
overall attack cost. Such a difficulty could be overcome with advanced techniques
such as [12] which are, however, less studied and understood than standard side-
channel attacks.

On the other hand, profiling Gaussian mixtures without mask knowledge is
known to be a hard task. A work by Lerman et al. discusses options for this
purpose [29], but the profiling cost is significantly higher than in the known
randomness case (another solution is [28]). Alternatively, one can attack using
a non-profiled higher-order side-channel attack [43]. However such a strategy
(based on the estimation of a higher-order statistical moment rather than a mix-
ture) becomes increasingly suboptimal as the level of noise in the implementation
decreases [50]. When combined together, the lack of implementation knowledge
and the unknown randomness during profiling additionally imply that tuples of
Points-of-Interest (POIs) must be detected exhaustively, which is also known to
be a hard task [6,11]. For illustration, the complexities of the worst-case attack
put forward by Bronchain and Standaert and the single-target attack discussed
in the preliminary security assessment of the ANSSI implementation differ by a
factor > 100,000

2,000 = 50.

3.4 Case Study: ECC Scalar Multiplication

Instantiating a Worst-Case Adversary. The ECSM implementation ana-
lyzed in [1,40] is a constant-time Montgomery ladder using Jacobian coordinates
on the NIST P-256 curve and the target device is an ARM cortex-M4 with no
specific preparation. The worst-case adversary is assumed to have full control
of the inputs and full profiling capabilities. The generic evaluation framework
designed by Poussier et al. [40] is horizontal (i.e. it utilises multiple leakage points
per leakage trace) and allows extracting most of the information in the leakage
traces. The main vector of the attack is that for each scalar bit a regular ECSM
performs a fixed and predictable sequence of operations. These operations lead
to several leakages on intermediate values that depend on the scalar bit and the
input point. Following an Extend and Prune (E&P) strategy, once one bit is
recovered, the internal state of the ECSM is known and the following bit can be
recovered in the same way. The general steps of the evaluation, as outlined in
Sect. 3.2, are summarised below.

Measurement Setup: The voltage variation was monitored using a 4.7 Ω resistor.
The traces were acquired using a Lecroy WaveRunner HRO 66 ZI oscilloscope
running at 200 MHz. The target micro-controller runs at 100 MHz. No prepro-
cessing was applied to the traces. The average SNR achieved by the targeted
ALU operations was around 0.018.



A Systematic Appraisal of Side Channel Evaluation Strategies 55

Leakage Detection and Mapping: POIs corresponding to target intermediate val-
ues are identified using classical selection techniques such as correlation [11]
(based on a simple estimated model) or SNR based ones.

Modelling: Once the time locations of all the target intermediates are found,
they can be modelled using classical Gaussian templates [9], but a full profiling
(i.e. assuming that all 32 bits in a variable can interact) on 32-bit variables is
too measurement intensive. As a result, Poussier et al. rather use a regression
based approach with only a linear 32-bit basis [45], which significantly speeds
up the modelling phase of the 32-bit target registers.

Information Extraction: Using the previous regression based modeling and a
single side-channel trace, the conditional probabilities of all the target interme-
diates are evaluated.

Finally, all the information is processed by simply multiplying all the inter-
mediate’s probabilities to evaluate the most likely value for the scalar bit. Based
on the E&P strategy, to recover the following bit at index i+1, the intermediate
values are not only predicted based on the value of the bit at index i + 1 but
also on the previously guessed value of the bit at index i. This is due to the
recursive nature of ECSM algorithms. On the target implementation, a scalar
bit is recovered with high confidence when 1000 or more intermediate values are
exploited.

While all previous steps were described for a single scalar bit, they can be
easily extended to consider words of the scalar. For example instead of con-
sidering only two possible sequences of intermediate values, the analysis can be
extended to n-bit limbs (n is typically small) and thus now the attack requires to
predict 2n intermediate value sequences instead of 2. After the previous attack,
in the case of ECDH, computational power can be exploited in order to mitigate
a possible lack of information using enumeration [27], and to recover the full
value of the scalar. For ECDSA, a potential strategy is to partially attack the
random nonces, recover their first few bits, and apply lattice cryptanalysis in
order to recover the secret scalar [37]. Lattice attacks are hindered by errors on
the nonces’ bits. However based on the nonces’ probabilities after a side-channel
attack, it is possible to select only a few nonces’ with a probability above a
certain threshold, and discard the others to maximize the success of the lattice
attack. Based on this combination of tools, the ECDSA key can be recovered
using 4 bits of 140 nonces.

Relaxing Capabilities. The previously described evaluation strategy is
designed to exploit the leakage of all the intermediate values computed dur-
ing the execution of the ECSM. This is made easy by the detailed knowledge
of the code that an open evaluation enables. However, even when the attacker
is not assumed to have access to this information, a similar evaluation strategy
is still possible for a lower (yet still high) number of intermediate values that
the attacker can guess. That is, while reverse engineering the ECSM code is a



56 M. Azouaoui et al.

possible but tedious option, the structure of the elliptic curve and the fact that
ECSM algorithms always perform point addition and point doubling routines
make it possible for the adversary to test a few “natural” options for how point
and field operations are implemented in practice. This step could be emulated
by the evaluator/adversary based on openly available ECC implementations, for
example.

Typically, the original attack of Poussier et al. [40] exploits 1,600 intermediate
values based on the knowledge of the multiplication algorithm. By mapping some
intermediate values to the side-channel traces, it is possible for an attacker to
try identifying the multiplication, addition and modular reduction algorithms
used. For instance (i.e., based on the above experiment), an attacker who has
knowledge of the multiplication algorithm could exploit roughly 46% of the key
dependent leakage, an attacker able to identify the addition algorithm (which is
in most cases the easiest to recover) can exploit 3% of the key dependent leakage
and an attacker having access to the modular reduction code can additionally
exploit over 50% of the leakage.

Tools such as the shortcut formula given by Azouaoui et al. [1] can then help
evaluators to predict the success rate of the previous attack for a varying number
of intermediate values, without having to implement the attack in full and with
minimal modeling.

Overall, we conclude that while the knowledge of the implementation details
is helpful to rapidly reach a close to worst-case attack, strong horizontal attacks
are still possible without this knowledge. This is in contrast with the case of a
masked AES implementation in the previous section. The main reason of this
observation is that an unprotected ECSM implementation has many targets that
can be very efficiently identified with simple (correlation or SNR) tools.

4 Optimality of Evaluation Steps

We now discuss the optimality of the state-of-the-art tools that can be used for
various attack steps in the context of the three evaluation approaches that we
have introduced.

4.1 Measurement and Preprocessing

In general, a measurement setup is composed of several elements, such as a probe,
preamplifiers, physical filters and a digital storage oscilloscope, that has to deploy
some specific characteristics, such as low-noise capability, suitable bandwidth
and sampling rate, as also reported in ISO/IEC 20085-1.

The choice of those components and how they interact with each other impact
greatly on the final outcome of the practical evaluation of a device. Based on
the knowledge of the device’s operating parameters (e.g., clock frequency, range
of admitted operating power supply voltage, etc.), the measurement setup has
to be designed in order to fulfil the expected leakage characteristics in order to
deploy a sound evaluation.
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Due to its physical nature, the optimality of the measurement and prepro-
cessing step is hard to quantify. The quality of a measurement setup is indeed
mostly dependent on hard to evaluate engineering expertise. A badly designed
setup may lead to higher noise in the time and amplitude domains that directly
affect the attack complexity [32], and the impact of which exponentially increases
whenever combined with countermeasures such as masking [10].

Preprocessing is similarly heuristic. Many published solutions exist to filter
the noise [38,41] and to resynchronise the traces [47,53], but their effectiveness
is typically application dependent. Based on this state-of-the-art, the best mit-
igation plan currently is to make measurement setups and preprocessing steps
as open and reproducible as possible so that the quality of the measurements
they provide can be compared thanks to simple and established metrics (e.g.,
the SNR for univariate evaluations [19,32] and information theoretic metrics for
multivariate evaluations [51]).

In the context of CC/JHAS and the worst case approach the emphasis is on
working towards the best setup. In the FIPS 140 case, the corresponding public
ISO standards advocate checking against some set target devices in order to
argue the quality of a setup. Neither approach is able to substantially change
the heuristic nature of setups and configurations, thus there cannot be any claims
towards optimality.

4.2 Detection and Mapping

The term leakage in the context of leakage detection refers to the presence of
sensitive data dependency in the trace measurements. Mapping of leaks is about
associating identified leaks with intermediate values. Leakage can be detected
using statistical hypothesis tests for independence. These can be based on (non-
parametric) comparisons between generic distributional features or on (paramet-
ric) comparisons between moments and related quantities, and vary in complex-
ity and scope depending on whether one is interested in univariate or multivariate
settings. There are two potential end results aimed at by a detection test:

Certifying vulnerability: Find a leak in at least one trace point. In such a
case it is important to control the number of false positives (that is, concluding
there is a leak where there is none).

Certifying security: Find no leaks having tested thoroughly. Here false neg-
atives (failure to find leaks that are really there) become a concern.

The statistical methods used for leakage detection cannot “prove” that there
is no effect, they can at best conclude that there is no evidence of a leak. Hence it
is especially important to design tests with ‘statistical power’ in mind – that is,
to make sure the sample size is large enough to detect a present effect of a certain
size with reasonable probability. Then, in the event that no leak is discovered,
these constructed features of the test form the basis of a reasoned interpretation.
A further, considerable challenge implicit to this goal is the necessity to be
convincingly exhaustive in the range of tests performed – that is, to target “all
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possible” intermediates and all relevant higher-order combinations of points.
(This suggests analogues with the idea of coverage in software testing).

Typically leakage detection is a precursor to leakage exploitation. However
in conformance style testing as detailed in ISO 17825:2016, leakage detection is
seen as a replacement for leakage attacks in specific circumstances (in particular
in the case of testing block ciphers against standard DPA attacks). We therefore
consider the case of an evaluation with detection as precursor to attack, and the
case of an evaluation that uses detection only.

Detect and Then Attack: CC and Worst Case Approach. It is impos-
sible to eliminate errors in statistical hypothesis testing; the aim is rather to
understand and minimise them. The decision to reject a null hypothesis when it
is in fact true is called a Type I error, a.k.a. ‘false positive’ (e.g. finding leakage
when in fact there is none). The acceptable rate of false positives is explicitly set
by the analyst at a significance level α. A Type II error, a.k.a. ‘false negative’ is
a failure to reject the null hypothesis when it is in fact false (e.g. failing to find
leakage when in reality there is some). The Type II error rate of an hypothesis
test is denoted β and the power of the test is 1 − β, that is, the probability of
correctly rejecting a false null in favour of a true alternative.

It is well known that the two errors can be traded-off against one another,
and mitigated (but not eliminated) by:

– Increasing the sample size, intuitively resulting in more evidence from which
to draw a conclusion.

– Increasing the minimum effect size of interest, which in our case implies
increasing the magnitude of leakage that one would be willing to dismiss as
‘negligible’. This is possible via an improved setup.

– Choosing a different statistical test that is more efficient with respect to the
sample size. In the case of first order leakage analysis, the t-test is already
the most trace efficient technique [35].

If detection is followed by attacks, then the purpose of detection is in line
with “certifying vulnerability”: i.e. we want to find any leaks and are particularly
interested to avoid false positives. Recall that false positives are trace points that
indicate a leak but there is none. If attacks are based on false positives, they
are likely to be inconclusive, and they waste evaluators’ time. Controlling false
positives in the context of leakage traces (which have many potentially correlated
leakage points) is all but straightforward. The principal difficulty is that for any
methods that are not detrimental to the detection power, something has to
be already known about the distribution of leaks in the leakage traces. This
obviously represents a catch-22 if detection precedes further analysis. However,
in the case where attacks follow detection, the consequences of missing out on
some leaks (because of a lack of statistical power) is not as severe (as a test with
a lower power is still o.k.), because any detected leak that is confirmed via an
attack leads to the rejection of the security claim about the device.

Note that in the open context of a worst-case adversary, the detection is
expected to be successful and it is only these positive results that are easy to
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interpret. By contrast, and as we argued before, negative detection results in
the context of a closed source protected (e.g., masked) implementation are not
necessarily indicative of a secure implementation [50].

A similar observation holds for the mapping step, which can be instantiated
using a variety of simple statistical tools [11]. By contrast, if one is not in the
worst case adversary setting, the dimensionality reduction problem may become
hard with no optimal solutions (in the context of higher-order and multivariate
attacks [6]).

Detect and Then Stop: ISO 17825. The goal of evaluations typically is
to “certify security”, and if this is based on leakage detection only as in the
case of ISO 17825 (for symmetric encryption), this is particularly difficult to
achieve. In this case we cannot tolerate low powered tests as any missed leak
may enable a device to pass certification. As explained before, the confidence
level of a test, the power of a test, the number of traces, the effect size and
the trace variance all play off each other. Setup manipulations may enable to
increase the effect size and/or decrease the trace variance, and an increase of the
number of traces enables to achieve better confidence and power simultaneously.
Consequently the trace “budgets” are very important factors in an evaluation
that relies exclusively on leakage detection.

In ISO 17825:2016, the security levels 3 and 4 are separated by the resources
(sample size = number of traces) available to perform the leakage detection, and
the degree of data pre-processing. For level 3 10.000 traces are mandated; for
level 4 100.000 traces are mandated. These criteria seem to be directly inherited
from FIPS 140-2, which originally was based on attacks (like CC and EMVCo
evaluations). The standard leaves ambiguous whether the sample size specifica-
tions apply per acquisition or for both fixed and random trace sets combined;
similarly whether they are intended per repetition or for both the first and the
confirmatory analysis combined.

Whitnall and Oswald [56] studied methods to account for multiple testing and
concluded that utilising the Bonferroni adjustment represents the best method to
retain both detection power and deal with long traces. They show that ISO 17825
needs to mandate more traces in the case of relying on detection only (which it
does in the context of testing implementations of symmetric cryptography).

We have so far ignored implementations that perhaps do not show any leakage
in the first moment. Generic leakage detection approaches that rely on mutual
information [35], or tests that rely on preprocessing to make higher order leaks
visible via first order statistics [46] can be utilised. However, these approaches
typically require more traces per se, are lower power powered than first order
statistics, or miss leakages that do not sit in central moments. A recent discussion
on this topic can also be found in [4].

4.3 Attacks and Exploitation

In the context of FIPS 140, leakage exploitation is foreseen only in the case of
implementations of public key cryptosystems (see ISO 17825:2016). The attacks
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are somewhat categorised and an upper time limit is provided as well as an upper
trace limit. The consideration of worst-case adversaries is not foreseen (limited
profiling). Consequently, it is unlikely that in this context an evaluation would
come close to an optimal, worst-case adversary.

In CC evaluations, considerably more rigour and effort goes into ascertaining
the possibility of worst-case attacks. Interaction between evaluators and imple-
menters/vendors is foreseen, and, thanks to JHAS, a list of up to date attack
vectors is maintained. However, as there are no scientific grounds for inclusion
(or exclusion) for this list provided, it is unclear if such a list can ever truly rep-
resent the state-of-the-art, or the worst-case adversary. Whilst evaluators select
methods from this list (and their own expertise) it is also unclear if in any con-
crete evaluation the optimal practical adversary is indeed considered (what if
that adversary is a combination of attack methods not yet on the list?).

In the remainder of this section we hence concentrate on arguing how confi-
dent we can be (in the context of the worst-case approach) to actually reach the
worst-case adversary with state-of-the-art methods.

Leakage Modeling (Profiling). In the current state of the art, optimally
modelling a (multivariate and higher-order) leakage function remains a complex
problem even when the source code and randomness are given to the evaluator.
The main reason for this is that the best model should be chosen in function
of the implementation’s security order (i.e., the lowest statistical moment of the
leakage distribution that depends on the key) and finding this security order
becomes expensive as the number of shares in a masking scheme increases. For
low security orders, the best known approach is to try higher-order detection on
selected tuples of samples (provided by the detection and mapping step) [46].
This is for example possible for the two additive shares of the ANSSI software
implementation analysed by Bronchain and Standaert in [5]. For high security
orders, this exhaustive approach remains expensive and may require considering
security margins [26].

From another perspective, the problem of accurate and efficient leakage mod-
eling is well illustrated by the numerous attempts to evaluate security with
machine learning and deep learning algorithms [7,21,30,31]. Such approaches
generally work with minimum assumptions on the underlying leakage distribu-
tion (e.g., they do not assume the independence of consecutive leakage samples).
But the cost of this generality is (in the current literature) a more expensive
profiling step. Since the independence of leakage samples is also the origin of the
security order reductions that make the optimal modelling of leakage distribu-
tions challenging, it is an important open problem to better understand the best
tools to deal with this problem in a systematic manner. Summarising, modelling
is challenging and well understood techniques can often only be utilised by worst
case adversaries.

Information Extraction. Given well detected Points-of-Interest (POIs) and
well estimated templates that accurately model the leakage distribution, the
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extraction of information for the relevant target intermediate values in an imple-
mentation can simply be performed by evaluating the templates with fresh sam-
ples. This part of the attack is not expected to lead to sub-optimalities (and can
be easily automated).

Information Processing. For this last step, one should first distinguish
between (what we next denote as) simple approaches and (what we next denote
as) advanced ones.

Simple approaches include Divide-and-Conquer (D&C) attacks in the con-
text of symmetric cryptography and Extend-and-Prune (E&P) attacks in the
context of asymmetric cryptography. In this context, the information about dif-
ferent parts of the target secret are first combined in a maximum likelihood
manner (which is optimal [9]). For symmetric algorithms, the remaining (full
key) candidates can then be enumerated or their rank can be bounded (thanks
to key knowledge). There is a large body of work on rank estimation that provides
tight bounds, see for example [15,33,34,39], and these state-of-the-art solutions
should be close enough to optimal. The case of asymmetric cryptography is less
covered but dedicated approaches have also been proposed there [27].

Advanced approaches include the algebraic (resp., analytical) attacks that
target the secret key at once, as for example considered in [44] (resp., [54])
in the context of block ciphers, or in [42] for asymmetric cryptography. These
attacks are in general more difficult to mount and to evaluate, due to their higher
computational cost and sensitivity to various inherently heuristic parameters
(e.g., to deal with cycles in the circuit graphs) [17,18]. It implies risks of security
overstatements whenever such attacks provide a significant gain over the simpler
D&C and E&P ones.

The different depths of understanding between simple and advanced
approaches motivate the suggestion to study both approaches in a backwards
evaluation, so that the distance between them can provide an indication of the
risk related to the more heuristic nature of advanced approaches.

5 Summary

An informal summary of the state-of-the-art solutions that can be used is given in
Table 1. As illustrated by the colour code (red signals most uncertainty, followed
by orange, yellow and green which indicates least uncertainty), some attack steps
are quite well understood (in this context, where adversaries are given full access
to randomness and keys) and there are various working solutions for them. This is
typically the case of detection and mapping, information extraction, and simple
(D&C and E&P) approaches to information processing, as discussed before.

The measurement and preprocessing step is introducing a first source of
(moderate) risk, as there are no (and probably cannot be) theoretical ways to
design optimal measurement setups. This step is determining the noise level of
the measurements, which is a key parameter for most algorithmic side-channel
countermeasures (e.g., masking [8,22], shuffling [20,55], . . . ). Yet, this risk can
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Table 1. Remaining uncertainty in evaluation steps.

Attack steps CC WCA FIPS-SK FIPS-PK

Measurement and preprocessing

Detection and mapping

Leakage Modeling (Profiling) - -

Information extraction - -

Information
Processing

Simple (D&C, E&P) -

Advanced (analytical) - -

Overall

and should be mitigated by the sound comparison of standard measurement
boards and the sharing of good practices, possibly combined with some security
margins for the expected measurement noise level.

Advanced information processing (with algebraic or analytical attacks) is
bringing another source of (moderate) risk due to their more heuristic nature.
Current practical evaluations however suggest that the security loss due to sub-
optimalities in these attacks is generally limited and can be captured by small
security margins as well.

6 Conclusions

Based on the previous summary we conclude that the main source of risk in side-
channel security evaluations remains in the modelling step. On the one hand,
this is where the impact of strong adversarial capabilities is the most critical.
On the other to accurately estimate higher-order and multivariate distributions
is likely to remain a hard problem with a need of risk management to be further
investigated.

Because leakage modelling is not within the scope of FIPS/ISO 17825, the
lack thereof implies that any resulting evaluation only provides very loose guar-
antees.

A key difference between the CC approach and backwards evaluations (the
approach that considers the worst case adversary first) is that in a backwards
evaluation it is much more likely that simpler tools can be deployed during
modelling and this lowers the risk of incorrectly estimating the true security
level of a product (it also implies less guesswork and therefore faster/cheaper
evaluations).

Our research suggest that any optimality can only ever be achieved when
considering worst case adversaries. These are adversaries that get full access
to implementation details, can select secret parameters, and thereby control
countermeasures during an initial profiling/modelling phase. The reason for this
is that only in this setting, can we utilise tools which are well understood and
for which we can assess/argue their optimality. Any attack vector which requires
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dealing with higher order or multivariate data leads to a loss of theoretical
guarantees in relation to “best methods”.
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Paar, C. (eds.) CHES 2002. LNCS, vol. 2523, pp. 13–28. Springer, Heidelberg
(2003). https://doi.org/10.1007/3-540-36400-5 3

10. Duc, A., Faust, S., Standaert, F.-X.: Making masking security proofs concrete (or
how to evaluate the security of any leaking device), extended version. J. Cryptol.
32(4), 1263–1297 (2018). https://doi.org/10.1007/s00145-018-9277-0

11. Durvaux, F., Standaert, F.-X.: From improved leakage detection to the detection
of points of interests in leakage traces. In: Fischlin, M., Coron, J.-S. (eds.) EURO-
CRYPT 2016, Part I. LNCS, vol. 9665, pp. 240–262. Springer, Heidelberg (2016).
https://doi.org/10.1007/978-3-662-49890-3 10

12. Eisenbarth, T., Paar, C., Weghenkel, B.: Building a side channel based disassem-
bler. In: Gavrilova, M.L., Tan, C.J.K., Moreno, E.D. (eds.) Transactions on Com-
putational Science X. LNCS, vol. 6340, pp. 78–99. Springer, Heidelberg (2010).
https://doi.org/10.1007/978-3-642-17499-5 4

13. Fischer, W., Homma, N. (eds.): CHES 2017. LNCS, vol. 10529. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-66787-4

https://doi.org/10.1007/978-3-030-16350-1_3
https://doi.org/10.1007/978-3-030-16350-1_3
https://github.com/ANSSI-FR/SecAESSTM32
https://github.com/ANSSI-FR/SecAESSTM32
https://doi.org/10.1007/978-3-030-15462-2
https://doi.org/10.1007/978-3-319-54669-8_1
https://doi.org/10.1007/978-3-319-54669-8_1
https://doi.org/10.1007/3-540-48405-1_26
https://doi.org/10.1007/3-540-48405-1_26
https://doi.org/10.1007/3-540-36400-5_3
https://doi.org/10.1007/s00145-018-9277-0
https://doi.org/10.1007/978-3-662-49890-3_10
https://doi.org/10.1007/978-3-642-17499-5_4
https://doi.org/10.1007/978-3-319-66787-4


64 M. Azouaoui et al.

14. Fumaroli, G., Martinelli, A., Prouff, E., Rivain, M.: Affine masking against higher-
order side channel analysis. In: Biryukov, A., Gong, G., Stinson, D.R. (eds.) SAC
2010. LNCS, vol. 6544, pp. 262–280. Springer, Heidelberg (2011). https://doi.org/
10.1007/978-3-642-19574-7 18

15. Glowacz, C., Grosso, V., Poussier, R., Schüth, J., Standaert, F.-X.: Simpler and
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CHES 2015. LNCS, vol. 9293, pp. 42–59. Springer, Heidelberg (2015). https://doi.
org/10.1007/978-3-662-48324-4 3

42. Primas, R., Pessl, P., Mangard, S.: Single-trace side-channel attacks on masked
lattice-based encryption. In: Fischer and Homma [13], pp. 513–533

43. Prouff, E., Rivain, M., Bevan, R.: Statistical analysis of second order differential
power analysis. IACR Cryptology ePrint Archive, 2010, 646 (2010)

44. Renauld, M., Standaert, F.-X., Veyrat-Charvillon, N.: Algebraic side-channel
attacks on the AES: why time also matters in DPA. In: Clavier, C., Gaj, K. (eds.)
CHES 2009. LNCS, vol. 5747, pp. 97–111. Springer, Heidelberg (2009). https://
doi.org/10.1007/978-3-642-04138-9 8

45. Schindler, W., Lemke, K., Paar, C.: A stochastic model for differential side channel
cryptanalysis. In: Rao, J.R., Sunar, B. (eds.) CHES 2005. LNCS, vol. 3659, pp.
30–46. Springer, Heidelberg (2005). https://doi.org/10.1007/11545262 3

46. Schneider, T., Moradi, A.: Leakage assessment methodology - extended version. J.
Cryptogr. Eng. 6(2), 85–99 (2016). https://doi.org/10.1007/s13389-016-0120-y

https://doi.org/10.1007/978-3-319-21476-4_2
https://doi.org/10.1007/978-3-319-21476-4_2
https://doi.org/10.1007/978-3-540-24660-2_18
https://doi.org/10.1007/978-3-540-24660-2_18
https://doi.org/10.1007/978-3-319-76953-0_21
https://doi.org/10.1007/978-3-319-76953-0_21
https://doi.org/10.1007/978-3-642-42033-7_25
https://doi.org/10.1023/A:1025436905711
https://doi.org/10.1007/978-3-642-37288-9_15
https://doi.org/10.1007/978-3-662-53140-2_4
https://doi.org/10.1007/978-3-662-48324-4_3
https://doi.org/10.1007/978-3-662-48324-4_3
https://doi.org/10.1007/978-3-642-04138-9_8
https://doi.org/10.1007/978-3-642-04138-9_8
https://doi.org/10.1007/11545262_3
https://doi.org/10.1007/s13389-016-0120-y


66 M. Azouaoui et al.

47. Skorobogatov, S.: Synchronization method for SCA and fault attacks. J. Cryptogr.
Eng. 1(1), 71–77 (2011). https://doi.org/10.1007/s13389-011-0004-0

48. SOG-IS: Application of attack potential to smartcards and similar devices (2019)
49. SOG-IS: Attack methods for smartcards and similar devices (2020)
50. Standaert, F.: How (not) to use Welch’s t-test in side-channel security evaluations.

In: Bilgin and Fischer [3], pp. 65–79
51. Standaert, F.-X., Malkin, T.G., Yung, M.: A unified framework for the analysis of

side-channel key recovery attacks. In: Joux, A. (ed.) EUROCRYPT 2009. LNCS,
vol. 5479, pp. 443–461. Springer, Heidelberg (2009). https://doi.org/10.1007/978-
3-642-01001-9 26

52. Standaert, F.-X., et al.: The world is not enough: another look on second-order
DPA. In: Abe, M. (ed.) ASIACRYPT 2010. LNCS, vol. 6477, pp. 112–129. Springer,
Heidelberg (2010). https://doi.org/10.1007/978-3-642-17373-8 7

53. van Woudenberg, J.G.J., Witteman, M.F., Bakker, B.: Improving differential power
analysis by elastic alignment. In: Kiayias, A. (ed.) CT-RSA 2011. LNCS, vol.
6558, pp. 104–119. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-
642-19074-2 8

54. Veyrat-Charvillon, N., Gérard, B., Standaert, F.-X.: Soft analytical side-channel
attacks. In: Sarkar, P., Iwata, T. (eds.) ASIACRYPT 2014, Part I. LNCS, vol.
8873, pp. 282–296. Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-
662-45611-8 15

55. Veyrat-Charvillon, N., Medwed, M., Kerckhof, S., Standaert, F.-X.: Shuffling
against side-channel attacks: a comprehensive study with cautionary note. In:
Wang, X., Sako, K. (eds.) ASIACRYPT 2012. LNCS, vol. 7658, pp. 740–757.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-34961-4 44

56. Whitnall, C., Oswald, E.: A critical analysis of ISO 17825 (‘Testing Methods for
the mitigation of non-invasive attack classes against cryptographic modules’). In:
Galbraith, S.D., Moriai, S. (eds.) ASIACRYPT 2019, Part III. LNCS, vol. 11923,
pp. 256–284. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-34618-8 9

https://doi.org/10.1007/s13389-011-0004-0
https://doi.org/10.1007/978-3-642-01001-9_26
https://doi.org/10.1007/978-3-642-01001-9_26
https://doi.org/10.1007/978-3-642-17373-8_7
https://doi.org/10.1007/978-3-642-19074-2_8
https://doi.org/10.1007/978-3-642-19074-2_8
https://doi.org/10.1007/978-3-662-45611-8_15
https://doi.org/10.1007/978-3-662-45611-8_15
https://doi.org/10.1007/978-3-642-34961-4_44
https://doi.org/10.1007/978-3-030-34618-8_9


Taming the Many EdDSAs

Konstantinos Chalkias, François Garillot, and Valeria Nikolaenko(B)

Novi/Facebook, Cambridge, USA
{kostascrypto,fga,valerini}@fb.com

Abstract. This paper analyses security of concrete instantiations of
EdDSA by identifying exploitable inconsistencies between standardiza-
tion recommendations and Ed25519 implementations. We mainly focus
on current ambiguity regarding signature verification equations, binding
and malleability guarantees, and incompatibilities between randomized
batch and single verification. We give a formulation of Ed25519 signa-
ture scheme that achieves the highest level of security, explaining how
each step of the algorithm links with the formal security properties. We
develop optimizations to allow for more efficient secure implementations.
Finally, we designed a set of edge-case test-vectors and run them by some
of the most popular Ed25519 libraries. The results allowed to under-
stand the security level of those implementations and showed that most
libraries do not comply with the latest standardization recommenda-
tions. The methodology allows to test compatibility of different Ed25519
implementations which is of practical importance for consensus-driven
applications.

Keywords: EdDSA · Ed25519 · Malleability · Blockchain · Cofactor

1 Introduction

The Edwards-Curve Digital Signature Algorithm (EdDSA) [5] is a deterministic
Schnorr signature [38] variant using twisted Edwards curves rather than Weier-
strass curves, at a significant performance gain. As of today, Ed25519 is the most
popular instance of EdDSA and is based on the Edwards Curve25519 providing
∼128-bits of security.

Due to its superior efficiency among Elliptic Curve schemes and better secu-
rity guarantees against side-channel attacks under weak randomness sources,
Ed25519 is widely adopted by such protocols as TLS 1.3, SSH, Tor, GnuPGP,
Signal and more [18]. It is also the preferred signature scheme of several
blockchain systems, such as Corda [16], Tezos [14], Stellar [3], and Libra [22].

Seeking to reap more performance and security benefits, some applica-
tions even rely on properties of Ed25519 beyond the usual staple of digital
signature algorithms. Those “extras” include for instance fast batch verifica-
tion, non-repudiation, strong unforgeability and correctness consistency. Serv-
ing these demands with—at first—little specification guidance, libraries imple-
menting Ed25519 have introduced tweaks to the original scheme that we will
c© Springer Nature Switzerland AG 2020
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https://doi.org/10.1007/978-3-030-64357-7_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64357-7_4&domain=pdf
https://doi.org/10.1007/978-3-030-64357-7_4


68 K. Chalkias et al.

explore in depth. Today, the wide adoption of Ed25519 heightens concerns about
backwards-compatibility, while clarity on the exact security guarantees of close
variants of EdDSA has progressed but recently [8]. It is therefore no wonder that
we have observed no agreement on the exact set of correct signatures between
different implementations.

Nonetheless, two standardization efforts for Ed25519 have made attempts
at such an agreement, one from IETF, RFC 8032 [20] (active since 2015 and
still sees modifications) and a recent one from NIST as part of FIPS 186–5 [34]
(published as a draft in October 2019). Although these efforts are similar, one of
the most divisive topics relating to EdDSA standardization is the discrepancy in
correctness definitions, i.e. in the verification equations, between standards and
software libraries. Specifically, RFC 8032 [20] allows optionality between using
a permissive verification equation (cofactored) and a more strict verification
equation (cofactorless)1.

For base point B, public key A and signature (R,S), RFC 8032 states:

Check the group equation [8][S]B = [8]R + [8][k]A. It’s sufficient, but not
required, to instead check [S]B = R + [k]A.

By contrast, NIST’s draft [34] allows no such optionality and only suggests a
more permissive (cofactored) verification equation. This comes in contradiction
to the choice of almost all software libraries, which use the more strict verification
equation (cofactorless), most likely for performance reasons.

Beyond the discrepancies that do occur in EdDSA standards, we also note
considerations they neglect. For instance, none of the standards formulate the
scheme in a way that offers non-repudiation, or resilience to key substitution
attacks (see Appendix A for an example). This choice makes it difficult to use
the scheme for such applications as

Contract Signing: if company A signed an agreement with company B using a
key that allows for repudiation, it can later claim that it signed a completely
different deal.

Electronic Voting: malicious voters may pick special keys that allow for repu-
diation on purpose in order to create friction in the process and deny results,
as their signed vote might be verified against multiple candidates.

Transactions: a blockchain transaction of amount X might also be valid for
another amount Y, creating potential problems for consensus and dispute
resolution.

Finally, we highlight that the application domain of Ed25519 has changed
over the years. For instance, Blockchain technology is a booming field, which
gained hundreds of billions of US dollars in market capitalization in the time
since the publication of the original EdDSA paper [4]. It features cryptographic

1 Cofactored means interpreting the verification equation modulo 8, which is a cofactor
of the Curve25519. Any signature accepted by a “cofactorless” equation will be
accepted by a “cofactored” equation, though the converse is false.
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signatures pervasively, and places a premium on performance. Yet, being strongly
reliant on Byzantine consensus algorithms, blockchains are vulnerable to any
disagreement on the validity of signatures between different implementations:
a sequence of carefully crafted signatures exploiting such a disagreement could
slow most consensus algorithms to a crawl.

Moreover, the adversarial ecosystem exploiting cryptographic flaws in
blockchains is now well-developed, and the stakes of even minor flaws of crypto-
graphic schemes have become consequential [11,17].

In order to stem the rapidly rising costs of the conflicting approaches to
Ed25519, we hope standardization bodies will lead the way for Ed25519 devel-
opers and equip them with the guidance necessary to produce high assurance
libraries that conform with each other. Specifically, the cryptographic community
at large would benefit if standards offered a set of more precise recommenda-
tions and test vectors that check for all the difficult edge cases left open by the
mathematics of EdDSA. We offer a first incarnation of those elements here.

Note that although this research paper focuses on Ed25519, the same meth-
ods apply to Ed448 and potentially to other non-prime order curves as well.

Our Contributions. In this paper, we give a precise formulation of Ed25519 sig-
nature scheme that achieves the highest level of security—strong unforgeability
and resilience to repudiation—with a minimal number of additional inexpensive
checks, and we explain why each of these checks is required. In doing so, we pre-
cisely link those checks with the formal security properties usually considered in
the establishment of a signature standard, but incorporate more modern consid-
erations as well, such as compatibility with EdDSA’s batch verification. To make
it easy for both the standards and the libraries to add the checks we recommend,
we equip the reader with specific procedures that perform them optimally. This
single scheme relieves developers from the burden of making distinct choices
based on their intended applications, and so it is our hope that it can help the
Ed25519 ecosystem to converge to a single interoperable scheme, one compat-
ible with the degree of determinism required by blockchain applications. But
even if a standard body was to disagree on some of our approach, we expect
that our systematic analysis will offer practical tools for crafting better Ed25519
implementations: for instance we highlight that beyond their differences on the
style of verification equation, neither standards nor software libraries offer non-
repudiation. We explain how to add non-repudiation via an inexpensive check
on the public key.

We also provide test vectors that help surface the differences between imple-
mentation choices as well as find common blunders in the wild. We run the
test vectors against most of the popular cryptographic libraries, and from the
results we deduce which libraries offer strong unforgeability, which guarantee
non-repudiation and which of them do cofactored verification. We carefully
explain the methodology, making it easy to analyze other libraries in the same
way. The test vectors can be used for blockchain applications to make sure the
participants agree on acceptance/rejection of those vectors, which should give
high assurance in that the participants would agree on the validity of all possible
signatures.
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Outline. In Sect. 2.1 we explain various security and malleability notions for a
signature scheme, in Sect. 2.2 we show the stakes of precise correctness definitions
(as surfaced recently in consensus-driven applications). We start Sect. 3 recalling
the structure of the Curve25519 group, including the structure of the small-
order subgroup, and we point out caveats regarding the checks for non-canonical
encodings, before detailing the Ed25519 key and signature generation algorithms.
In Sect. 3.1 we formulate a single signature verification algorithm that achieves
the strongest notion of security. We explain each line of the algorithm in detail
and eliminate ambigious implementation choices. In Sect. 3.2 we formulate batch
verification algorithm. We explain why only cofactored form of single signature
verification is compatible with batch verification. In Sect. 4 we explain how to
optimize the verification algorithm, especially the additional checks. In Sect. 5
we provide the test vectors and analyse the existing libraries using those vectors.
Related work is given in Sect. 6.

2 Background

2.1 Signatures Security

There are four security properties relevant to EdDSA which we sketc.h at a
high level here (the exact game-based definitions can be found in, e.g., Brendel
et al. [8]).

EUF-CMA (existential unforgeability under chosen message attacks)
is usually the minimal security property required of a signature scheme. It guar-
antees that any efficient adversary who has the public key pk of the signer and
received an arbitrary number of signatures on messages of its choice (in an adap-
tive manner): {mi, σi}Ni=1, cannot output a valid signature σ∗ for a new message
m∗ /∈ {mi}Ni=1 (except with negligible probability). In case the attacker outputs
a valid signature on a new message: (m∗, σ∗), it is called an existential forgery.

SUF-CMA (strong unforgeability under chosen message attacks) is a
stronger notion than EUF-CMA. It guarantees that for any efficient adversary
who has the public key pk of the signer and received an arbitrary number of
signatures on messages of its choice: {mi, σi}Ni=1, it cannot output a new valid
signature pair (m∗, σ∗), s.t. (m∗, σ∗) /∈ {mi, σi}Ni=1 (except with negligible prob-
ability).

Strong unforgeability implies that an adversary cannot only sign new mes-
sages, but also cannot find a new signature on an old message. Strongly unforge-
able signatures are used to build chosen ciphertext secure encryption schemes
and group signatures [7]. This property is highly desirable for blockchain appli-
cations, e.g., ECDSA signatures in Bitcoin are not strongly unforgeable, and
multiple attempts to fix the problem [25,41] only ended with a soft fork fixing
the signature serialization format [42]. As was shown in [8], additional checks in
the verification procedure makes Ed25519 signature scheme satisfy SUF-CMA.

Binding Signature (BS). We say that a signature scheme is binding if no
efficient signer can output a tuple [pk,m,m′, σ], where both (m,σ) and (m′, σ)
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are valid message signature pairs under the public key pk and m �= m′ (except
with negligible probability).

A binding signature makes it impossible for the signer to claim later [to a
judge] that it has signed a different message, the signature binds the signer to
the message. If the signer is able to produce another message for which the same
signature is valid, we say that the signer repudiates or breaks the non-repudiation
property of the signature scheme (see [43]).

Strongly Binding Signature (SBS). Certain applications may require a sig-
nature to not only be binding to the message but also be binding to the public
key. We say that a signature scheme is strongly-binding if any efficient signer can
not output a tuple [pk,m, pk′,m′, σ], where (m,σ) is a valid signature for the
public key pk and (m′, σ) is a valid signature for the public key pk′ and either
m′ �= m or pk �= pk′, or both (except with negligible probability).

As was shown in [8] certain variants of EdDSA (in particular, the one
described in the RFC8032 [20]) are not binding—there are special types of public
keys that allow the signer to repudiate. Rejecting those keys makes the ed25519
scheme strongly binding which we prove in Sect. 3.1. We extend the result of
Brendel et al. [8] giving a simpler check that helps achieve strong binding. We
define the SBS security as follows (this notion is stronger than M-S-UEO [8]).

Definition 1. A signature scheme with verification algorithm Verify is strongly
binding (SBS-secure) if for any probablistic polynomial time algorithm A the
following probability is negligible:

Pr

[
(m �= m′ ∨ pk �= pk′)

∧

Verify(pk, σ, m)
∧

Verify(pk′, σ, m′)

∣∣∣∣∣ (pk, pk′, σ,m,m′) $←− A()

]
< negl.

Malleable Signature: Signature malleability gets different meanings in differ-
ent contexts, in this writing we say that the signature is malleable if it is either
not strongly unforgeable or it is not strongly binding, or both. In other words,
we will call the signature scheme malleable if it does not satisfy the strongest
notion of security. Note that only the signature security property (EUF-CMA)
is necessary for any deployment of a signature scheme, the absence of the rest
of the properties might not necessarily weaken the security of the application,
but we advocate for any modern standard to design schemes with the highest
security guarantees.2

To see why these definitions cover all the possibilities for attacks, we recall in
Fig. 1 different capabilities for the signer and for the external (public) attacker
to alter parts of the public key, message, signature triplet.

Often, a signature scheme is proven to be secure at a certain level, but the
specific implementations may degrade the security level because of inappropriate
padding, ambiguous serialization or non-unique encoding.
2 Note that a malicious signer can always bypass the correct signing execution by

picking a random R and thus output two different signatures for the same message.
Thus, EdDSA cannot guarantee the signature-uniqueness property.
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Fig. 1. Different ways of altering signatures

In Sect. 3 we state the variant of Ed25519 that is strongly-unforgeable
and strongly-binding. We also highlight multiple caveats for implementing the
Ed25519 signature scheme securely.

2.2 Correctness of Cryptographic Signatures

Increasing number of applications are in need of unambigious description for
the set of valid signatures. It is most important for consensus-driven protocols,
where participants need to agree beforehand on the exact format of a valid
signature. An adversary may create a malformed signature such that half of
the participants will accept it as valid and half will not thus create issues for
consensus decisions on whether the signature is valid or not, potentially slowing
down applications. In particular, nearly all consensus mechanisms rely on a 2/3
majority of (honest) nodes reaching the same accept or reject decision on a
particular value for liveness. Imagine two signatures σ1 and σ2, where half of the
parties accept the first, but reject the second and the other half on the contrary
accept the second, but reject the first, the consensus might come to a halt.

We observe the discrepancy between the verification equations in the stan-
dards (IETF and NIST) and almost all the cryptographic libraries. We present
test vectors that surface the exact nature of these discrepancies in Sect. 5.

3 Ed25519 Signatures

The signature scheme is defined over the elliptic curve group

E = {(x, y) ∈ Fq × Fq : −x2 + y2 = 1 + dx2y2}
where d = −121665/121666 ∈ Fq and q = 2255 − 19. The neutral element of the
group is 0 = (0, 1), the complete twisted Edwards addition law is:
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Algorithm 1. Ed25519 Algorithm: Key Generation and Signature Generation

Key Generation
1: Sample uniformly random sk ∈ {0, 1}256.
2: Expand the secret with a hash function: (h0, h1, . . . , h511) ← SHA512(sk).
3: Compute a secret scalar s = 2254 + h253 · 2253 + · · · + h3 · 23 3.
4: Compute the public key pk = A, where A = s · B.

Signature Generation on message M and secret key (h256, . . . , h511) and s
5: Generate a 512-bits pseudorandom nonce r := SHA512(h256|| . . . ||h511||M).
6: Interpret the nonce as a scalar and obtain a curve point: R := r · B.
7: Compute the scalar S := (r + SHA512(R||A||M) ∗ s) mod L.
8: Encode the scalar S canonically (i.e. reduce S mod L prior to serializing).
9: Encode the curve point R canonically (i.e. reduce the R.y mod 2255 − 19 prior to

serializing).

(x1, y1) + (x2, y2) =
(

x1y2 + x2y1
1 + dx1x2y1y2

,
y1y2 + x1x2

1 − dx1x2y1y2

)
.

The number of points on the elliptic curve is |E| = 8 × L, where L = 2252 +
27742317777372353535851937790883648493 is prime. The base point B, specified
in the RFC (Sect. 5.1 [20]), has order L. It has been chosen to be the point with
the smallest u coordinate in Montgomery representation (u = 9, see Appendix A,
in [21]).

Note that the presence of the co-factor of 8 in the curve-order makes it harder
to use this curve in applications where a prime-order group is required for the
cryptographic proof. For example in [24], an adversary may send a key exchange
group element that lies in a small subgroup of order 8 instead of the correct
subgroup and use the honest user’s response to deduce some bits of this user’s
secret exponent.

Group Structure, Small-Order Subgroup: Elliptic curve group E is iso-
morphic to ZL × Z8. A base point B ∈ E generates a subgroup of order L and
there is a small torsion point T8 ∈ E that generates a subgroup of order 8. Any
point P of the group E can be uniquely represented as a linear combination of
B and T8: P = b ·B + t ·T8, where b ∈ 0, . . . , L − 1 and t ∈ 0, . . . , 7. We say that
the discrete log of P base B is b. We say that a point P is of “small order” iff
b = 0, “mixed order” iff t �= 0 and b �= 0, and “order L” iff b �= 0 and t = 0.

Table 1 shows the small order points with their orders. Any of the points of
order 8 can serve as a small subgroup generator, T8. For four intermediate rows

3
The least significant three bits of the scalar are unset to allow using the same secret key in the
DH-key agreement, where the EC point of another party is raised to the secret key. Raising to the
exponent divisible by 8 there erases the small-subgroup component and defends against attacks
that exploit the non-trivial co-factor of 8. The most significant bit is unset to make sure that
the number is indeed the multiple of 8 and was not wrapped around the modulus. The second
most significant bit is being set to prevent variable-time implementation of multiplication that
first looks for the first most significant bit that is set. Note however that the secret key has 251
pseudo-random bits and is not uniformly random mod a 253-bits prime L, though this loss of a
few bits of random bits is deemed acceptable.
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exact formulas exist, but they are cumbersome and irrelevant for our writing. We

will just mention that for one of these points y =
(√

−1+
√
1+d

d

)
, x =

√−1 · y,

and the remaining 3 points are combinations of x and y with various signs:
(−x, y), (x,−y) and (−x,−y). Full hexidecimal encodings of the small-order
points can be found in Appendix B.

Encodings, Non-canonical Encodings: An element of the scalar field mod L
is encoded with a 256-bits string in little-endian format. If the scalar is reduced
mod L its encoding is called canonical, otherwise it is called non-canonical.

A group element (x, y) is encoded as a 256-bits string, that consists of
255-bits encoding of y (in little-endian format: bytes placed from left to right
and from least significant to most significant) followed by a sign bit which
is 1 iff x is negative. Given the serialization, the x coordinate is restored as
x = ±√

(y2 − 1)/(dy2 + 1). If the y coordinate in the encoding of point (x, y)
is reduced mod q the encoding is called canonical, otherwise it is called non-
canonical. Two special points with x = 0 (y = 1 or y = 2255−20) are canonically
encoded only with a sign bit 0, otherwise the encodings are non-canonical.

There are 19 elliptic curve points that can be encoded in a non-canonical
form. Those points have y coordinates in the range [2255 − 19, . . . , 2255 − 1].

Table 1. Small order points of Curve25519
in its twisted Edwards form.

# Order Point Serialized point

Canonical serializations

1 1 (0, 1) 010000..0000

2 2 (0,−1) ECFFFF..FF7F

3 4
(−√−1, 0

)
000000..0080

4 4
(√−1, 0

)
000000..0000

5 8 . . . C7176A..037A

6 8 . . . C7176A..03FA

7 8 . . . 26E895..FC05

8 8 . . . 26E895..FC85

Non-canonical serializations

9 1 (−0, 1) 010000..0080

10 2 (−0,−1) ECFFFF..FFFF

11 1 (0, 2255 − 18) EEFFFF..FF7F

12 1 (−0, 2255 − 18) EEFFFF..FFFF

13 4
(−√−1, 2255 − 19

)
EDFFFF..FFFF

14 4
(√−1, 2255 − 19

)
EDFFFF..FF7F

Table 2. Non-canonically encoded
points.

y y + 2255 − 19 Valid Order

0 2255 − 19 ✓ 4

1 2255 − 18 ✓ 0

2 2255 − 17 ✗ -

3 2255 − 16 ✓ 8 · L
4 2255 − 15 ✓ 4 · L
5 2255 − 14 ✓ 8 · L
6 2255 − 13 ✓ 8 · L
7 2255 − 12 ✗ -

8 2255 − 11 ✗ -

9 2255 − 10 ✓ 2 · L
10 2255 − 9 ✓ 8 · L
11 2255 − 8 ✗ -

12 2255 − 7 ✗ -

13 2255 − 6 ✗ -

14 2255 − 5 ✓ 8 · L
15 2255 − 4 ✓ 4 · L
16 2255 − 3 ✓ 8 · L
17 2255 − 2 ✗ -

18 2255 − 1 ✓ 4 · L
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Among these points there are 2 points of small order and from the remaining
17 y-coordinates only 10 decode to valid curve points all of mixed order. The
details are given in Table 2. No evidence suggests that the discrete log base B
of any of those points is known except for the first two (the discrete log is zero
base B for those). Note that the base point was chosen “somewhat” verifiably
arbitrarily: it has y coordinate y = 4/5 (mod 2255 − 19).

3.1 Single Signature Verification

The Ed25519 signature scheme, as shown in Algorithm 2, achieves the strongest
notion of security (SUF-CMA + SBS); we explain all the extra-checks and impor-
tant caveats for correct deployment. Algorithm 2 generally conforms with the
standards [20,34], except for an addition of line #2. The implementations which
we analyse in Sect. 5 do disagree with the Algorithm in various ways.

Algorithm 2. Ed25519 Algorithm: single signature verification

Signature Verification on message M , public key A and signature σ = (R, S)
1: Reject the signature if S /∈ {0, . . . , L − 1}.
2: Reject the signature if the public key A is one of 8 small order points.
3: Reject the signature if A or R are non-canonical.
4: Compute the hash SHA512(R||A||M) and reduce it mod L to get a scalar h.
5: Accept if 8(S · B) − 8R − 8(h · A) = 0.

Reject S ≥ L (line #1, Algorithm 2): This check makes the scheme strongly
existentially unforgeable [8] (SUF-CMA). Many approaches have been used in
research or production-ready Ed25519 libraries to perform this validation and
unfortunately sometimes the check is incomplete or not optimized.

Reject Small Order A (line #2, Algorithm 2): This check makes the
scheme strongly binding (SBS-secure, see Definition 1 in Sect. 2), i.e. resilient to
key/message substitution attacks, as we prove in Theorem 1 (the proof resem-
bles the proof of Theorem 7 in [8]). Although this additional check is not part of
any standard yet and rarely appears in the libraries. The check can be done very
efficiently by simply verifying that 32-byte array of A received for verification is
not in the set of 14 small order points (including the non-canonical encodings)
shown on Table 1 with extended version in Appendix B. Note that for binding
the rejection of small order R is not required.

Theorem 1. Let Verify be Algorithm 2 with the hash function assumed to act
as a random oracle H with output length at least 2λ. Then Verify is SBS secure.

Proof. To successfully break SBS security the adversary A needs to output two
public keys A = aB + tT8 and A′ = a′B + t′T8, a signature σ = (R,S) and
two messages m and m′, s.t. (m �= m′) or (A �= A′) and Verify(A, σ,m) and
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Verify(A′, σ,m′) both accept. The success of the verifications imply that a �= 0
and a′ �= 0 (since small order public keys are rejected) and

8SB = 8R + 8H(R|A|m)A and 8SB = 8R + 8H(R|A′|m′)A′.

It follows that 8H(R|A|m)A = 8H(R|A′|m′)A′. Which implies H(R|A|m)a =
H(R|A′|m′)a′ mod L. Since a′ �= 0, it follows that

H(R|A′|m′)a′(a)−1 = H(R|A|m) mod L. (1)

For some fixed a,m′, a′ the probability for a random m to satisfy the equation is
�22λ/L�

22λ . Assuming the adversary can make up to Qh random oracle queries, the
probability of finding a collision that satisfies Eq. 1 and thus the probability of a
successful attack is �22λ/L�

22λ ·Q2
h. Given that the adversary runs in time polynomial

in λ, Qh is bounded by some polynomial in λ. Having that the bit-length of L
is close to λ, the overall probability of success is negligible. ��

On Rejecting Non-canonical Encodings of A and R (line #3, Algo-
rithm 2): The RFC 8032 and the NIST FIPS186-5 draft both require to reject
non-canonically encoded points, and as we show in Sect. 5 not all of the imple-
mentations follow those guidelines. For consistency with the standard, the non-
canonical points should be rejected. The non-canonical points of which the dis-
crete log is known are all of small order as explained in the beginning of this
section, therefore the security level of the scheme is judged by the acceptance/re-
jection of small order points, not by acceptance/rejection of non-canonical subset
of those.

On Computing SHA512 (line #4, Algorithm 2): If non-canonical points
are accepted, there are two possible ways to put them into the SHA512 hash:
[1] re-encode them in a canonical form or [2] put them in the hash as they
were received. This can cause discrepancy between implementations, thus it is
recommended to reject non-canonical points.

Note that if an implementation uses cofactorless verifcation (discussed next),
then it is absolutely required to fully reduce the scalar SHA512(R||A||M) to
[0, L) range before multiplying it by A. Otherwise, the implementations might
disagree on the validity of a signature with a public key of mixed order. Indeed,
consider a public key of mixed order: A = bB + tT8, where B is the base point,
T8 is a point of order 8 and 0 < t ≤ 7. Consider an unreduced integer h′ ≥ L
which is an output of SHA512 and a reduced scalar h = h′ mod L. With high
probability for a random h: ((h · t �= h′ · t) mod 8) (e.g., with probability 7/8
for t = 1), then h · A �= h′ · A causing the verifications to disagree depending on
whether they reduce the scalar or not. Despite this discrepancy, an implemtation
will incure significant performance loss if the scalar is not fully reduced prior to
scalar-to-point multiplication, therefore we never see this problem in practice.
However, if the RFC8032 [20] is read precicely it says to interpret the 64-octet
digest as an “integer” k and compute [k]A, where [n]X is defined as “X added to
itself n times”, whereas instead it should say to take the digest, reduce is as an
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integer to get 0 ≤ k < L. In general other applications where Curve25519 is used
should be very careful and not rely on the fact that (n mod L)((m mod L)P ) =
((nm) mod L)P as this is not generally true for a composite order point P .

On Cofactored vs. Cofactorless Verification (line #5, Algorithm 2):
The verification equation of Algorithm 2 is called cofactored. If implementation
computes the verification equation as stated on line #5, then the multiplication
by 8 should be done as a separate scalar-to-point multiplication, i.e. it is incorrect
to first compute (8h) mod L as the resulting scalar might not be divisible by 8 as
an integer and thus will not clear the low order component from A, if it exists.
This is a recommended way to verify EdDSA signatures in the standards [20,
34]. The original paper of Bernstein et al. [5] on line 5 of Algorithm 2 was
not multiplying by 8, which is called cofactorless verification. Almost all the
cryptographic libraries use the cofactorless version to make verification slighly
faster. In the next section we explain why multiplying by a cofactor is required
for applications that want to take advantage of batch verification. We therefore
would recommend to use cofactored verfication as it conforms with the standard,
it enables batch verification that could bring substantial speed-up (around 2x)
and in addition enables novel methods for faster single signature verification [32].

3.2 Batch Signature Verification

A batch verification technique allows verifying several signatures in a single oper-
ation, much faster than verifying signatures one-by-one (e.g., using the dalek
ed25519 library [19] on a 2.9 GHz 6-Core Intel Core i9 CPU single signature ver-
ification takes 50 µs, while batch verification with more than 20 signature costs
20 µs per signature). Bernstein et al. [5] proposed to use random linear combina-
tions to verify the batch of signatures, in Algorithm 3 we restate the technique
with a small alteration (i.e. in a cofactored form) that makes it compatible with
single signature verifcation.

Algorithm 3. Ed25519 Algorithm: batch signature verification

Batch Signature Verification on n tuples {Mi, pki = Ai, σi = (Ri, Si)}n
i=1

1: Reject the batch if any of the signatures fail any of the checks 1,2 or 3 of single
signature verification, Algorithm 2.

2: Sample n uniformly random integers zi ∈ {0, 1}128.
3: Compute SHA512(Ri||Ai||Mi) and reduce it mod L to get a scalar hi.
4: Accept if

(
8

(− ∑
i ziSi mod L

))
B + 8(

∑
i ziRi) + 8(

∑
i(zihi mod L)Ai) = 0.

The batch verification equation stated on line 4, Algorithm 3 is called cofac-
tored. The original paper of Bernstein et al. [5] on line 4, Algorithm 3 was
not multiplying by 8 which is called cofactorless verification. We claim that only
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cofactored verifications, single and batch, are compatible with each other4. Other
combinations (cofactorless-single with cofactorless-batch; cofactorless-signle with
cofactored-batch; cofactored-single with cofactorless-batch) are all incompatible.

Consider the following sequence of signatures of length n ≥ 1, we construct
a first signature maliciously (deviating from the standard signature generation
algorithm) and we construct the rest of the signatures in an ordinary way:

1. Given small integers tA and tR (where 0 ≤ tA, tR ≤ 7), generate the first
signature in a special way:
(a) Set A1 := s · B + tA · T8 for some secret scalar s.
(b) Set R1 := r · B + tR · T8 for some secret scalar r.
(c) Set S1 := r + SHA512(R1||A1||M)s.
(d) Set σ1 = (R1, S1).

2. For i = 2..n, construct the rest of the signatures σ2, . . . , σn in an ordinary
way, following the standard procedure for signature generation (Algorithm 1).

Table 3 demonstrates that only cofactorless single with cofactorless batch
verifications agree with each other accepting the signatures with overwhelm-
ing probability, other combinations do disagree with each other. Batch verifi-
cation is run on the batch constructed above, single verification is run on σ1

from the batch. For cofactorless single signature verification, the ✓p (or ✗p)
indicates that we search for M that succeeds (or fails) the verification which
happens with probability p for a random M . Next for cofactorless batch veri-
fication given M from the previous column, the ✓q (or ✗q) indicates that with
probability q over the choice of the first random scalar z1, the batch verifica-
tion will succeed (or fail) disagreeing with single signature verification. In all of
these cases, cofactorless batch verification will exhibit flaky behavior—sometimes
accepting and sometimes failing the batch depending on the choice of the ran-
dom scalars. Note that cofactorless single verification succeeds if and only if
((h · tA)mod L + tR)mod 8 = 0. Here h denotes h = SHA512(R1||A1||M1), note that
h depends on tA and tR. Cofactorless batch verification succeeds if and only
if ((z1 · h · tA)mod L + z1 · tR)mod 8 = 0. We assume that single verification (or
iterative verification over a batch) is a ground truth, so that batch verification,
seen as a “failure detection” procedure, can show false negatives (FN) when it
does not reflect an iterated failure or false positives (FP) when it fails a batch
where iterated verification would not. The combination that gives false positives
(cofactorless single + cofactorless batch) is the most dangerous for applications,
since an invalid sequence of signatures might pass the batch verification and be
accepted. Moreover those false positives are flaky, meaning that a batch of sig-
natures accepted by one verifier (through batch verification) might be rejected
by another verifier that used another set of random scalars. Unfortunately, this
combination is proposed in the original paper [5] and is the one most widely
implemented (e.g., in Dalek [19] and LibSodium [23] libraries).

4 The incompatibility in semantics between batch verification and cofactorless single
verification was known in the form of cryptography community folklore [29], but not
laid out precisely.
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Table 3. Examples of different combinations of tA and tR that cause inconsistency
between cofactorless single and batch verifications. FN denotes a false negative case,
FP denotes a false positive case, ok denotes no discrepancy.

cofactored cofactorless Example conditions

[1] [2] [3] [4] tA tR pk’s R’s [1]+[2] [1]+[4] [2]+[3] [3]+[4]

single batch single batch order order

✓1 ✓1 ✓1/8 ✗7/8 1 0 mixed L ok FN ok FN

✓1 ✓1 ✗7/8 ✓1/8 1 0 mixed L ok ok FN FP

✓1 ✓1 ✗1 ✓1/8 0 1 L mixed ok ok FN FP

✓1 ✓1 ✓1/8 ✗7/8 1 1 mixed mixed ok FN ok FN

✓1 ✓1 ✗7/8 ✓1/8 1 1 mixed mixed ok ok FN FP

The combinations that give false negatives (cofactorless single + cofactored
batch or cofactored single + cofactorless batch) are less devastating, but here
the batch verification can only be used as a heuristic and in case of its failure
the application will have to downgrade to verifying signatures iteratively to
confirm the failure. The only combination that works as expected and where
the batch verification can be trusted to conform with iterative verification with
overwhelming probability is cofactored single with cofactored batch.

Clearly, inconsistencies yielding false positives or false negatives could mis-
lead developers, and slow the adoption of the scheme in domains that would
benefit from the verification performance granted by batch verification.5

In summary, an Ed25519 implementation interested in either of:

– serving users which require near-perfect determinism in the behavior of sig-
nature verification, such as blockchains,

– batch signature verification and its performance,
– faster signature verification procedures based on linear combinations

(e.g., [32]),

would be well-served by at least adding a cofactored verification to their API,
if not switching to cofactored verification entirely, similarly to what the NIST
FIPS 186-5 suggests.

5 For much of the same reasons, cofactorless verification is incompatible with a method
for fast (single) signature verification initially suggested by Antipa et al. [1] and
recently made practical by Pornin [32], yielding speedups of about 15% on sin-
gle signature verification. In essence, this method relies on mutualizing point dou-
blings involved in checking a linear combination of the verification equation using a
carefully-chosen scalar. As this check’s outcome should not depend on the ability of
the scalar to clear small components in the equation, which is only achievable if the
verification equation is cofactored.
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4 Optimizations

This section presents some optimization tricks for faster canonicity checks and
for cofactored verification. Note that many libraries either omit canonicity checks
for micro-efficiency reasons or perform a validation logic that fully iterates over
the input byte-arrays which is not optimal. However, as there are no secrets
involved when verifying a signature, optimized variable-time implementations
can be applied; otherwise, if constant-time is required, such optimizations should
be used with caution.

Checking for Non-canonical S : Due to the very small probability of the 252-
th bit being set, for honestly generated S, a succeed-fast solution can initially
check if the four most significant bits of S are unset, and in the rare case when
it is set, one can fallback to the exhaustive check of S < L.

Listing 1.1. Optimized canonicity validation for S (in Rust)

fun i s c a n o n i c a l s ( s by t e s : &[u8 ] ) −> bool {
return

i f s by t e s [ 3 1 ] & 240 == 0 { t rue /∗ succeed f a s t ∗/ }
else i f s by t e s [ 3 1 ] & 224 != 0 { f a l s e /∗ f a i l f a s t ∗/ }
else { f u l l s c a n o n i c i t y c h e c k ( s by t e s ) }

}

Unfortunately, this optimization trick was only introduced very recently6,7

and many implementations usually perform the full exhaustive check. Even
worse, the original ref10 [33] and all of the libraries that ported that code,
perform the”incomplete” fail-fast check (only line#4 in Listing 1.1) which only
rejects signatures if any of the first 3 most significant bits are set. The latter
implies that non-canonical S values might be accepted, when S ∈ [2252, L) and
as a result this makes the scheme malleable (breaks SUF-CMA security), since
an S < 2252 − C can be altered to S′ = S + 2252 + C and still pass the check.

Recall that the order of the base point is L = 2252 + C, where C = 2774231
7777372353535851937790883648493, is slightly greater than 2252 + 2124 because
C = 2124 + 6474669844813699569391024826398135277 is a 125-bit number. Due
to this structure, serialized canonical S values (using a 32-byte array) do always
have their first three most significant bits unset, since for canonical S: S < L.
Along the same lines, for honestly generated signatures, the probability that the
fourth most significant bit (252th bit) is set is very small, roughly 1/2128:

Pr[252-th bit of S is set] = log2(1 − (2252 − 1)/L) ≈ 1/2128

Checking for Non-canonical y-coordinates: We present a succeed-fast
implementation for validating point canonicity with the minimum effort. The

6 Pull request to Libra: github.com/libra/libra/pull/907, merged Sep 11, 2019.
7 Pull request to Dalek: github.com/dalek-cryptography/ed25519-dalek/pull/99,

merged Dec 5, 2019.

https://github.com/libra/libra/pull/907
https://github.com/dalek-cryptography/ed25519-dalek/pull/99
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logic is very simple and based on the fact that 2255 − 19 is as 255-bit number,
where all of its bits, but the 2nd and 5th less significant bits, are set. That said,
the 8 less significant bits correspond to the decimal number 237. Thus, a succeed
fast algorithm checking the canonicity of the point could start with an “is less
than 237” check on the less significant byte, which will succeed with probability
237/256 = 92.5% and then perform inequality checks (“is not equal to 255”) for
every next byte, which results to 255/256 = 99.6% probability of success per
byte. The above results to an amortized cost of a single byte inequality compar-
ison in the happy path where most of the evaluated points are indeed canonical
(see Listing 1.2).

Listing 1.2. Optimized canonicity validation for y-coordinate (in Rust)

fun i s c a n o n i c a l y ( bytes : &[u8 ] ) −> bool {
i f bytes [ 0 ] < 237 { t rue }
else {

f o r i in 1. .=30 {
i f bytes [ i ] != 255 { return t rue }

}
( bytes [ 3 1 ] | 128) != 255

}
}

Faster Signature Verification: Note that there is a faster way to evaluate
the equation in line #5 of Algorithm 2: first compute V = SB − R − hA and
then accept if V is one of 8 small order points (or alternatively compute 8V
with 3 doublings and check against the neutral element). Similarly, for batch
verification, to evaluate the equation on line #4 of Algorithm 3 one can compute
V = (−∑

i ziSi mod L) B + (
∑

i ziRi) + (
∑

i(zihi mod L)Ai) and accept if V
is one of 8 small order points.

5 Test Vectors and Analysis of Implementations

We have generated several test vectors to help researchers and implementers
manage the complexity of the Ed25519 implementations, beyond the sanity
checks present in specification ([20,34]) and the limited set of serialization and
malleability checks from project WycheProof [6]. They aim at two goals, a)
detecting specific implementation choices: for example we strive to detect all
combinations of checks on individual components of a signature in vectors [0–4,
6] below, and b) detecting common implementation mistakes, which help explain
inconsistent behavior occurring in the wild, see vectors [5, 7–9] below.

By running the first set against an implementation, library users will be able
to notice at a glance whether that library is using cofactored verification or not,
and which security properties from Sect. 3 it provides. They will also know if
they can use batch verification soundly, as shown in Sect. 3.2, and if they work
in a context where determinism is key, they will able to list the checks that any
other library interfacing with their project should match exactly. Yet depending
on results, those same users may also discover bugs, so that by providing the
second set of vectors, we hope Ed25519 maintainers will also be able to remedy
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Table 4. Conditions satisfied by the test vectors.

# M σ S A’s R’s 8(SB) = SB =

order order 8R + 8(hA) R + hA

0 ..22b6 ..0000 S = 0 small small ✓ ✓

1 ..2e79 ..ac04 0 < S < L small mixed ✓ ✓

2 ..b9ab ..260e 0 < S < L mixed small ✓ ✓

3 ..2e79 ..d009 0 < S < L mixed mixed ✓ ✓

4 ..f56c ..1a09 0 < S < L mixed mixed ✓ ✗

5 ..f56c ..7405 0 < S < L mixed L ✓(1) ✗

6 ..ec40 ..a514 S > L L L ✓ ✓

7 ..ec40 ..8c22 S � L (2) L L ✓ ✓

8 ..8b41 ..5f0f 0 < S < L mixed small (3) - (3) - (3)

9 ..8b41 ..4908 0 < S < L mixed small (3) - (3) - (3)

10 ..155b ..ac04 0 < S < L small (4) mixed - (4) - (4)

11 ..c06f ..ac04 0 < S < L small (4) mixed - (4) - (4)

(1) #5 fails any cofactored verification that pre-reduces scalar 8h.
(2) #7 fails bitwise tests that S > L.
(3) #8–9 have a non-canonical R (vector #10 from Table 1); implementations
that reduce R before hashing will accept #8 and reject #9, while those that
do not will reject #8 and accept #9.
(4) #10–11 have a non-canonical A (vector #10 from Table 1); implementations
that reduce A before hashing will accept #10 and reject #11, while those that
do not will reject #10 and accept #11.

implementation shortcuts and constrain variations in Ed25519 implementations
to opinionated but valid approaches.

5.1 Tested Conditions and Bugs

Our test vectors are generated with a HC-128 RNG seeded with decimals of π,
and the source code generating them is publicly accessible [15]. The vectors are
reproduced in Appendix C. We lay out the conditions satisfied by our vectors in
Table 4, following the nomenclature used throughout the paper (public key A,
signature σ = (R,S), h = SHA512(R||A||M)). As the table lists conditions that
each vector verifies simultaneously, readers should be reminded that a verification
failure could be attributed to any one of them.

Test vectors 0–3 are made to pass both cofactored and cofactorless verifica-
tion, vectors 0–2 have small R, A or both, vector 3 only has mixed-order A and
R. Vector 4 is made to pass cofactored and fail in cofactorless verification, this
vector is the main indicator of what type of verification is used in the imple-
mentation (assuming that vector 3 passes which implies that mixed-order points
are not checked for). Vector 5 will be rejected in cofactored libraries that erro-
neously pre-reduce the scalar: compute (8h mod L)A instead of 8(hA), note that
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the former might not clear the low order component from A, while the later will
always do. Vector 6 or 7 will be accepted in libraries that accept non-canonical
S (i.e. S > L) or do an incomplete cheaper check. Vectors 8–9 have small R that
is serialized in a non-canonical way, libraries that reduce R prior to hashing will
accept vector 8 and reject 9, and libraries that do not reduce R for hashing will
behave in an oposite way on vectors 8–9. Vectors 10–11 behave in the same way
for a public A serialized in a non-canonical way.

SUF-CMA secure libraries should reject non-canonical S, i.e. reject vectors
6–7. Libraries that offer SBS security should reject small order public keys, i.e.
reject vectors 0–1. Vector 4 can be used to differentiate between cofactored vs.
cofactorless verification.

5.2 Test Results

We have tested a number of major implementations of Ed25519 which we list in
Table 5 .

We note that except for Zebra, all tested libraries implement a cofactorless
variant of EdDSA (as witnessed by vector 4). That is despite the fact that
libraries like Dalek or LibSodium offer batch verification, which, as we have
noted in Sect. 3.2, comes with semantics that are not compatible with cofactorless
verification.

On the plus side, most libraries do perform the check that a signature’s scalar
component S is in a canonical form (S < L, vectors 6–7), which is essential to
prevent malleability issues and is required for SUF-CMA security. The excep-
tions are ed25519-java, TweetNacl, python-ed25519, ed25519-donna, and ref10,
the latter two of which only perform the incomplete fail fast check (as shown
in Listing 1.1 line#4), rather than a full check of its size. This explains why
ed25519-donna and ref10 reject S >> L values of vector 7.

Only Libsodium checks for components of small order (vectors 0—2). The
absence of this check on the public key, A, (i.e. acceptance of vectors 0–1) could
lead to non-binding signatures. No common software library implements a full
check for mixed order points (vector 3), which is understandable since this would
require an expensive multiplication by the full order of the large subgroup and
does not necessarily enhance the security level of the scheme.

The nCipher nShield HSM has a cofactorless implementation, and does not
perform a modular reduction on the hash output. In this it follows the precise
reading of RFC 8032 referred to above rather than the example code. Vector
2 is accepted because there is no difference between reducing and non-reducing
implementations (the scalar multiple of the small-order component happens to
be a multiple of 8).

All libraries, except Zebra, reject non-canonical R in the signature (vectors 8–
9). The non-canonical A (vectors 10–11) is rejected by BouncyCastle, LibSodium
and nCipher nShield, the rest of the libraries accept the non-canonical A (despite
the RFC and NIST FIPS mandate its rejection) and all, except ed25519-java,
reduce it prior to hashing.
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Table 5. Test vector results

Library 0 1 2 3 4 5 6 7 8 9 10 11 SUF-CMA SBS cofactored

Algorithm 2 ✗ ✗ ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓

RFC 8032(∗) [20] ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✓

FIPS 186-5 [34] ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✓

BoringSSL ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗

BouncyCastle ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗

CryptoKit ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗

Dalek ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✓ ✓ ✗ ✗

ed25519-donna ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗

ed25519-java ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗

Go ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗

LibSodium ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗

nCipher nShield ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓

npm ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗

OpenSSL-3.0 ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗

PyCA ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗

python-ed25519 ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗

ref10 ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗

TweetNaCl.js ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗

Zebra ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✗ ✓

(*) The cofactored, recommended, version of the RFC 8032 is used.
BoringSSL: version 0.16.5, github.com/briansmith/ring,
BouncyCastle: Java version 1.8.0, www.bouncycastle.org/java.html,
CryptoKit: iOS 13, Apple Swift version 5.3,
Dalek: Version 1.0.0-pre.4, github.com/dalek-cryptography/ed25519-dalek,
ed25519-donna: commit 3a83a4f, github.com/signalapp/libsignal-protocol-c,
ed25519-java: Version 0.3.0, github.com/str4d/ed25519-java,
Go: version 1.11.5 darwin/amd64,
LibSodium: Version 1.0.18, github.com/jedisct1/libsodium,
nCipher nShield: Solo XC High (nC433N) FW 12.60.2, SW 12.50.5,
npm: Version 6.13.4, Node package manager,
OpenSSL-3.0: Version OpenSSL 3.0.0-alpha6-dev, github.com/openssl/openssl,
PyCa: Version 3.1, backed by OpenSSL 1.1.1g, github.com/pyca/cryptography,
python-ed25519: commit d57b8f2c, github.com/warner/python-ed25519,
ref10: from Libsodium version 1.0.18 (ED25519 COMPAT mode),
TweetNaCl.js: version 1.0.3, www.npmjs.com/package/tweetnacl,
Zebra: version 2.1.1, github.com/ZcashFoundation/ed25519-zebra

6 Related Work

6.1 Security Analyses of Ed25519

EdDSA signatures are a variant of Schnorr signatures and inherit the security
properties of the latter. Schnorr signatures are compiled from Schnorr’s identi-
fication protocol [37,38] using the Fiat-Shamir transform [12].

https://github.com/briansmith/ring
https://www.bouncycastle.org/java.html
https://github.com/dalek-cryptography/ed25519-dalek
https://github.com/signalapp/libsignal-protocol-c
https://github.com/str4d/ed25519-java
https://github.com/jedisct1/libsodium
https://github.com/openssl/openssl
https://github.com/pyca/cryptography
https://github.com/warner/python-ed25519
https://www.npmjs.com/package/tweetnacl
https://github.com/ZcashFoundation/ed25519-zebra
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Pointcheval and Stern [30,31] were the first to give a security proof for
Schnorr signatures reducing security to the hardness of the discrete logarithm in
the Random Oracle model using the celebrated Forking Lemma. However, the
reduction had a quadratic loss. It was later shown [28,39] that under a plausible
assumption for any algebraic reduction such loss is inevitable, the result was
recently extended [13] to show that unconditionally the security of Schnorr sig-
natures can not be tightly based (generically) on any non-trivial non-interactive
hardness assumption.

Neven, Smart, and Warinschi [27] gave a proof for Schnorr signatures in the
generic group model relying on two concrete properties of the hash function:
random-prefix preimage resistance, and random-prefix second-preimage resis-
tance. The generic group model proof combined with the conjectured optimal
hash function security by Neven et al. [27] therefore build confidence in the
parameter choices of EdDSA and specifically the output length of the hash func-
tion.

Most recently, Brendel et al. [8] analyzed the security of three instantiations
of EdDSA: the Ed25519-Original [5], the original reference implementation by the
authors of the EdDSA paper, the Ed25519-IETF [20], the version standardized
by the IETF in RFC 8032 and closely followed by NIST FIPS 186-5 [34], and
the implementation used by LibSodium [23], Ed25519-LibSodium. They showed
that the strongest notion of security would be achieved by LibSodium library
that rejects S not in the set {0, . . . , L − 1} and rejects A and R of orders other
than L. This variant achieves strong existentially unforgeability (SUF-CMA)
and resilience to key substitution attacks, M-S-UEO (slightly weaker than SBS).
We observe that to achieve SBS security it is sufficient to reject the public key
A of small order which we prove in Theorem 1. Though we rely on the security
analysis from [8], we focus on practical aspects of implementing the most secure
variant of the scheme correctly. We additionally bring attention to the question
of correctness of signatures and the disagreement around this question between
different libraries and the standard. We provide test-vectors alongside the way
of generating them to check for those inconsistencies.

We additionally observe two errors in the Brendel et al. [8] paper that does
not affect the overall merit or proofs of the paper. First, the LibSodium library
does not check the full order of the points, rather the library rejects public keys
and R components of small order (note that points that pass this check can
still have mixed-order 2L, 4L or 8L). This simpler and much cheaper check still
preserves the SUF-CMA security with strong binding that Brendel et al. prove.
Second, the LibSodium library does not multiply by a cofactor, eight, in the
verification equation, and we are only aware of the Zebra library [9,10] of Zcash
that does multiply by a cofactor in the verification equation.
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6.2 Attacks on Ed25519

In 2017, a vulnerability in the Monero crypto-currency allowed for arbitrary
double spending [26] due to the cofactor issue. This issue was mitigated by
checking the order of the key image using a full scalar multiplication. Samwel
et al. [36] showed the feasibility of side-channel attacks on the SHA512 hash
function used in EdDSA, and suggest as a protection to add randomness to the
output of the hash. Weisbart et al. [40] recently extended these results to show
that power analysis of a single trace using convolutional neural networks achieve
key recovery on a single trace. In [35] almost 100% key recovery through voltage
glitching and electromagnetic fault injection was demostrated. Aranha et al. [2]
studied the resilience under fault of “hedged” signatures —that hash secret key,
message and nonce to derive the per-signature randomness— and discriminate
the type of faults mitigated by this practice.

Acknowledgements. The authors would like to thank the reviewers of this paper
for comments that greatly improved its contribution. We would also like to thank
Yashvanth Kondi and Isis Lovecruft for fruitful discussions on the topic of this paper,
and Rob Starkey, Yolan Romailler, Irakliy Khaburzaniya, and Rajath Shanbag for
contributing to running our test vectors against EdDSA implementations.

Appendix A Test Vectors Breaking the Non-repudiation

The test vector in Table 6a attacks the non-repudiation property of Ed25519
signature scheme with a small-order public key and a signature that is valid for
two meaningful messages.

Appendix B Serialized Small Order Points

Table 6b shows 14 possible serializations of small order points. The ordering of
the points match the ordering in Table 1 of Sect. 3.

Appendix C Test Vectors

The test vectors discussed in Sect. 5 are given in little-endian hex-encoded format
in Table 6c.
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Table 6. Hex-encoded vectors.
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Abstract. In this modern day and age, where the majority of our com-
munication occurs online, digital signatures are more important than ever
before. Of the utmost importance are the standardised signatures that
are deployed not only across the Internet, but also in everyday devices,
such as debit and credit cards. The development of these signatures
began in the 1990s and is still an ongoing process to this day. We will
focus on RSA-based hash-and-sign signatures, specifically deterministic
hash-and-sign signatures. We will give a survey of all standardised deter-
ministic RSA hash-and-signatures, where we explore the history of each
one, from inception, to attacks and finally proofs of security. As the secu-
rity proofs have also appeared over the span of two decades, their state-
ments are not always compatible with one another. To ensure this, we
will consider only deterministic standardised signature schemes included
in PKCS, ISO, and ANSI standards, as well as the non-standardised
Full-Domain Hash, to provide a complete picture.

Keywords: Digital signatures · Random Oracle Model · RSA · Full
Domain Hash · Lossy TrapDoor Permutation · PKCS · ANSI · ISO ·
Standards

1 Introduction

In the early days of the Internet, several practical signature schemes based on the
intractability of the RSA problem appeared, both as industry standards and in
academic literature. While there was a range of schemes, they were all based on
the “hash-and-sign” paradigm, where any message was converted into a “mes-
sage representative” in the group ZN with the use of a hash function(s) and
possibly some padding. This was first suggested by Denning [21] and indepen-
dently by Gordon [27]. The first scheme to follow this blueprint was an industry
standard, namely PKCS#1 v1 Signature Scheme with Appendix, which first
appeared at the NIST/OSI Implementors’ Workshop in 1991. This would later
appear publicly in 1998 as the PKCS#1 v1.5 Signature Scheme with Appendix
RSASSA-PKCS1-v1 5 [40]. This scheme did not initially have a security proof,
and indeed the PKCS#1 standard has seen many attacks, mainly in the form
of Bleichenbacher’s attacks [8]. In contrast to this, the first scheme proposed
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in academic circles was the Full Domain Hash scheme RSA-FDH of Bellare and
Rogaway [2], which had an accompanying security proof, albeit a non-tight one.

While initially disparate, academia and standards did eventually converge
with the first provably secure standard being the IEEE P1363-2000 Inter Fac-
torization Signature Scheme with Appendix IFSSA [43] and the ISO/IEC 14888-
2:2008 RSA Signature scheme (14888-2 RSA Signature) [31], which is a variant
of the Probabilistic Signature Scheme RSA-PSS by Bellare and Rogaway [3,4].
The standardised variant was proven secure by Jonnson [35], the proof itself
being based on the proof for the original scheme due to Coron [14]. Ideally,
RSASSA-PKCS1-v1 5 would have been replaced with IFSSA, or indeed another
provable secure scheme, however, this is not the case. There has been an attempt
to replace RSASSA-PKCS1-v1 5 with IFSSA(the scheme is called RSASSA-PSS in
the standard), but this has been slow going. IFSSA was suggested as an even-
tual replacement for RSASSA-PKCS1-v1 5 in PKCS#1 v2.1 [34] in 2003 and was
upgraded to a requirement for new applications in PKCS#1 v2.2 [49]. How-
ever, RSASSA-PKCS1-v1 5 still remains, primarily for the purpose of backwards
compatibility.

“Although no attacks are known against RSASSA-PKCS1-v1 5, in the inter-
est of increased robustness, RSASSA-PSS is REQUIRED in new applica-
tions. RSASSA-PKCS1-v1 5 is included only for compatibility with existing
applications.” [49, Sec. 8]

This is of course not the complete story. After the initial release of the
PKCS#1 standard, other standards bodies developed RSA based hash-and-sign
signature schemes, with mixed success. The International Organization for Stan-
dardization (ISO) developed their own RSA hash-and-sign schemes in the form
of the ISO/IEC 9796-2 standard in 1997 [29]. However, this scheme was promptly
broken by Coron, Naccache and Stern [16]. The standard was withdrawn and
then updated version appeared in 2002 [30], but this was also later broken by
Coron, et al. [17]. This standard was also withdrawn and it was then replaced in
2010 [32]. This version remains active and in use and to the best of our knowl-
edge is not vulnerable to known attacks. What is quite interesting is that the
vulnerabilities of the ISO/IEC 9796 signatures did not apply to the EMV stan-
dard for card payments. The EMV standard uses the ISO/IEC 9796 signatures
scheme, but with strictly formatted messages, which meant that the payment
ecosystem’s security was not affected by this attack.

In addition to the ISO/IEC 9796 signatures being used by EMV payment
cards, the American National Standards Institute (ANSI) developed the X9.31
Standard for use in the banking sector [1]. While parts of the X9.31 Standard
have been withdrawn, to the best of our knowledge the X9.31 rDSA signature
scheme is still valid. This scheme has also been studied in the cryptographic
literature, with a proof for the Rabin-Williams variant by Coron [15], as well as
appearing in a survey by Menezes [47]. Since this scheme does follow the con-
struction pattern of the other known standards, we include it in our comparison
for completeness.
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There have also been some strides made forward in the academic side, not
only limited to attacks. Coron presented improved proofs for RSA-FDH [12] and
the original RSA-PSS [14], as well as showing that these proofs are indeed opti-
mal. The optimality was revisited by Kakvi and Kiltz [38] and shown to hold
only when RSA is a Certified TrapDoor Permutation (CTDP) [5,6,25,39]. We
say a trapdoor permutation is certified, if there is a polynomial time algorithm
that verifies that the public evaluation parameters of the trapdoor permuta-
tion are well formed i.e. that they do indeed define a permutation. Kakvi and
Kiltz exploited the fact that for small prime RSA exponents e, the RSA func-
tion is actually a Lossy TrapDoor Permutation (LTDP) [50] under the Φ-Hiding
Assumption [9]. This technique laid the groundwork for future proofs of stan-
dardised RSA based hash-and-sign signature schemes.

There was also progress more closely related to the standards themselves.
Most notably, Coron presented security proofs for 9796-2 Scheme 1 as well as
RSASSA-PKCS1-v1 5 with the restriction that e = 2, i.e. the Rabin-Williams
variant [15]. The caveat is that the output size of the hash function needed to be
2/3 of the bit length of the modulus N . Much later, Jager, Kakvi and May [33]
showed a security proof for RSASSA-PKCS1-v1 5 with the restriction that e be a
small prime, using the techniques of Kakvi and Kiltz [38]. This proof also requires
a large hash function output, but Jager, Kakvi and May require only 1/2 of the
modulus size, compared to Coron’s 2/3. There is the additional requirement that
the modulus must effectively double in bit length and the modulus must have
(at least) 3 prime factors1. While not explicitly stated, it is clear the proof of
Jager, Kakvi and May [38] also applies to the ISO/IEC 9796-2 schemes.

These proofs all crucially consider only the schemes themselves in isolation,
and one must ask how close this is to reality. For reasons of economy and effi-
ciency, it is common practice for key material to be shared amongst algorithms.
Most notably the EMV standard uses the same RSA key for both signatures
and encryption, which was shown to be vulnerable to attack [20]. While strongly
suggested against in the PKCS#1 standard, it is common practice to use the
same key for both RSASSA-PKCS1-v1 5 and RSASSA-PSS. In contrast to the EMV
setting, this was shown to be secure by Kakvi [36], with the same caveats as that
of Jager, Kakvi and May [33].

Given that these schemes are widely used in practice and have such a storied
history, we feel that it is worth revisiting all the previous schemes and proofs and
unifying their notations and security concepts. This will allow for a fair and accu-
rate comparison of the schemes in question. Furthermore, taking a look back at
older schemes, their security and how it has developed gives us a good overview
of how standardised digital signatures, and the corresponding security proofs,
have evolved over the years. We will only look at the deterministic schemes,
as they are generally preferable due to the difficulty of generating randomness,
especially on constrained devices. Furthermore, there is only one RSA-based ran-

1 The proof is presented with 3 prime factors, but it works for any number co-prime to
the modulus where one can compute eth roots, but requires an additional assumption
similar to the 2v3PA.
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domised digital signature scheme, RSA-PSS, which requires two hash functions,
thus making it difficult to compare with the deterministic schemes that use only
one.

Finally, we will compare all the schemes in all aspects, namely modulus size,
exponent size, number of prime factors and of course security loss, allowing us
to give a more complete comparison of parameters. As a small sample, we show
the parameters required for each scheme and what the (approximate) effective
security is, which we show in Table 1. All the security proofs consider unforge-
ability in the Random Oracle Model, which we explain in Sect. 2.2 in Fig. 1. The
computational assumptions are detailed in Sect. 2.3.

To compute these values, we assume qh = 260 hash queries and qs = 230 signa-
ture queries. An effective RSA modulus of k bits means that forging a signature
is as hard as solving the corresponding problem for a k bit RSA modulus. The
equivalent modulus size is computed by first using the equations of Lenstra [44]
to calculate the estimated cost of the NFS for that security level. We then take
the cost of the NFS and then find the modulus size to the nearest 10 bits that
most closely matches it. To compensate for losses that are constants and for
losses caused by running time increases, we simply reduce the modulus size by
the binary logarithm of the loss factor. We only provide an approximate equiv-
alent key size as there are several factors, such as time-memory trade-offs, that
need to be considered for an exact figure and considering these would detract
from the main goal. We believe that these figures are accurate enough to illus-
trate the security of each scheme. We provide a more comprehensive comparison
in Tables 2, 3, 4, 5. We provide a comparison of all schemes in Tables 6.

Table 1. Parameter sizes and security for deterministic RSA based hash-and-sign
schemes with a 1024 bit modulus

Scheme Proof Assumption No. prime
factors

Exponent e |H()| Equiv.
modu-
lus

RSASSA-PKCS1-v1 5 [15] Factoring 2 2 � 623 ≈ 560

[33] RSA 3 Arbitrary � 512 ≈ 280

[33] Lossines 3 Prime � 2256 � 512 ≈ 511

9796-2 Scheme 1 [15] Factoring 2 2 � 623 ≈ 552

[33] RSA 3 Arbitrary � 512 ≈ 273

[33] Lossines 3 Prime � 2256 � 512 ≈ 504

X9.31 rDSA [15] Factoring 2 2 � 623 ≈ 544

[33] RSA 3 Arbitrary � 512 ≈ 265

[33] Lossines 3 Prime � 2256 � 512 ≈ 497

We now recall the definitions of signature schemes and the relevant compu-
tational assumptions. We then present a brief discussion of the known attacks.
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After that we present each scheme and recall the security theorem(s) for each
scheme. We conclude with an overview of all the schemes.

2 Preliminaries

2.1 Notations and Conventions

We denote our security parameter as λ ∈ N, which determines our key sizes.
For all n ∈ N, we denote by 1n the n-bit string of all ones and by 0n the n-
bit string of all zeroes. We denote the concatenation of two bitstrings x and y
as x||y. For any set S, we use x ∈

R
S to indicate that we choose x uniformly

random from S. All algorithms may be randomised. For any algorithm A, we
define x ←$ A(a1, . . . , an) as the execution of A with inputs a1, . . . , an and fresh
randomness and then assigning the output to x. For deterministic algorithms,
we drop the $ from the arrow. We denote the set of prime numbers by P and we
denote the subset of κ-bit primes as P[κ]. Similarly, we denote the set of κ-bit
integers as Z[κ]. We denote by Z

∗
N the multiplicative group modulo N ∈ N. For

any a, b ∈ Z, with a < b we denote the set {a, a + 1, . . . , b − 1, b} with �a, b�.
For any n ∈ N and for any a ∈ N[κ], with κ < n, we denote by 〈a〉n the binary
representation of a padded to n bits, i.e. 〈a〉n = 0n−κ||a. For any bit string x of
sufficient length, we denote by MSBs(x, n) the n most significant (leading) bits
of x and LSBs(x, n) the n least significant (trailing) bits of x.

2.2 Signature Schemes

We first recall the standard definition of a signature scheme, as well as its secu-
rity.

Definition 1. A digital signature scheme Sig with message space M and signa-
ture space S is defined as a triple of probabilistic polynomial time (PPT) algo-
rithms Sig = (KeyGen,Sign,Verify):

– KeyGen takes as an input the unary representation of our security parameter
1λ and outputs a signing key sk and verification key pk.

– Sign takes as input a signing key sk, message m ∈ M and outputs a signature
σ ∈ S.

– Verify is a deterministic algorithm, which on input of a public key and a
message-signature pair (m,σ) ∈ M × S outputs 1 (accept) or 0 (reject).

We say Sig is correct if for any λ ∈ N, all (pk, sk) ←$ KeyGen(1λ), all m ∈ M,
and all σ ←$ Sign(sk,m) we have that

Pr[Verify(pk,m, σ) = 1] = 1.

For signature security, we consider the standard notion of UnForgeability
under adaptive Chosen Message Attack [26] in the Random Oracle Model [2]
(UF-CMA(ROM)). The security experiment is presented in Fig. 1. It must be
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Game UF-CMA(ROM)
Initialize(1λ)
(pk, sk) ←$ Sig.KeyGen(1λ)
return pk

Hash(m)
if (m, ·) ∈ H

fetch (m, y) ∈ H
return y

else
y ∈R {0, 1}�;
H ← H ∪ {(m, y)}
return y

Sign(m)
M ← M ∪ {m}
return σ ←$ Sig.Sign(sk, m)

Finalize(m∗, σ∗)
if Sig.Verify(pk, m∗, σ∗) == 1 ∧ m∗ M∈�

return 1
else

return 0

Fig. 1. UF-CMA security game in the Random Oracle Model

noted that all hash function calls are replaced with a call to the random oracle. In
the case where we have multiple hash functions, we have multiple oracles. All the
security statements we discuss in this paper are with respect to UF-CMA(ROM).

We say that Sig is (t, ε, qh, qs)-UF-CMA(ROM) secure if for any forger F
running in time at most t, making at most qh hash queries and making at most
qs signature queries, we have:

AdvUF-CMA(ROM)
F,Sig = Pr

⎡
⎣

1 ← Finalize(m∗, σ∗);
(m∗, σ∗) ← FHash(·),Sign(·)(pk)

pk ←$ Initialize(1λ)

⎤
⎦ � ε

2.3 Computational Assumptions

We now recall the computation assumptions that were used in the proofs of the
security statements that we will discuss, namely the RSA Assumption k-RSA[λ],
ϕ-Hiding Assumption k-ΦHA[λ], the Factoring Assumption FACT[λ] and the 2 vs
3 Primes Assumption 2v3PA. Note that all assumptions have additional parame-
ters k, which is the number of prime factors in our modulus, and λ, which is the
bit-size of the modulus. The number of prime factors does play a role in some
of the proofs, so we include it in all the theorem statements for consistency.

We begin by presenting the RSA Assumption, which essentially states that
given a modulus N , and exponent e and a random y ∈ Z

∗
N , it is hard to com-
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pute an eth root of y modulo N , equivalently, it is hard to find x such that xe

mod N = y.

Definition 2 (RSA Assumption [51]). The RSA Assumption, denoted by
k-RSA[λ], states that given (N, e, xe) it is hard to compute x, where N is a
λ-bit number and is the product of k distinct random prime numbers pi ∈ P,
for i ∈ �1, k�, for k constant, e ∈ Z

∗
ϕ(N), and x ∈

R
ZN . k-RSA[λ] is said to be

(t, ε)-hard, if for all adversaries A running in time at most t, we have

Advk-RSA[λ]
A = Pr [x = A(N, e, xe mod N)] � ε.

Next, we discuss the ϕ-Hiding Assumption by Cachin et al. [9], which essen-
tially states that given a modulus N and a sufficiently small exponent e, it is hard
to decide if e|ϕ(N) or not. In this case sufficiently small means that e < N

1
4 , as

for larger exponents, Kakvi, Kiltz and May. [39] show how to decide this using
Coppersmith’s method [10]. Note that when gcd(elos, ϕ(N)) = elos, the RSA
function xelos mod N is exactly elos-to-1, i.e. it is said to be elos-regular lossy as
defined by Kakvi and Kiltz [38].

Definition 3 (The ϕ-Hiding Assumption. [9]). The ϕ-Hiding Assumption,
denoted by k-ΦHA[λ], states that it is hard to distinguish between (N, einj) and
(N, elos), where N is a λ-bit number and is the product of k distinct random
prime numbers pi ∈ P, for i ∈ �1, k�, for k constant, and einj , elos ∈ P and
and 3 < einj , elos,≤ N

1
4 , with gcd(einj , ϕ(N)) = 1 and gcd(elos, ϕ(N)) = elos,

where ϕ is the Euler Totient function. k-ΦHA[λ] is said to be (t, ε)-hard, if for
all distinguishers D running in time at most t, we have:

Advk-ΦHA[λ]
D = Pr [1 ← D(N, einj)] − Pr [1 ← D(N, elos)] � ε

Now we mention the strongest assumption we need, namely the Factoring
assumption Factoring. While both RSA and ΦHA imply Factoring, it is also con-
jectured that ΦHA is equivalent to Factoring. Additionally, the problem of finding
quadratic residues modulo N is known to be equivalent to Factoring.

Definition 4 (Factoring Assumption). The Factoring Assumption, denoted
by k-FACT[λ], states that given N , which is a λ-bit number and is the product
of k distinct random prime numbers pi ∈ P, for i ∈ �1, k�, for k constant, it is
hard to compute the factors of N , p1, . . . , pk. k-FACT[λ] is said to be (t, ε)-hard,
if for all adversaries A running in time at most t, we have

Advk-FACT[λ]
A = Pr [(p1, . . . , pk) = A(N)] � ε.

The final assumption that we need to recall is the 2 vs 3 primes assumption
2v3PA. This assumption essentially states that you cannot decide if a given
modulus has 2 or 3 prime factors. This assumption has never formally been
studied and is simply widely believed to hold. This is needed to bring any proof
that requires a 3 prime factor modulus to the standard case of a 2 prime factor
modulus.



98 S. A. Kakvi

Definition 5 (2v3PA Assumption). The 2 vs. 3 Primes Assumption, denoted
by 2v3PA[λ], states that it is hard to distinguish between N2 and N3, where N2, N3

are λ-bit numbers, where N2 = p1p2 is the product of 2 distinct random prime
numbers p1, p2 ∈ P and N3 = q1q2q3 is the product of 3 distinct random prime
numbers q1, q2, q3 ∈ P. 2v3PA[λ] is said to be (t, ε)-hard, if for all distinguishers
D running in time at most t, we have:

AdvΦHA
D = Pr [1 ← D(N2)] − Pr [1 ← D(N3)] � ε

3 Attacks

Here we briefly discuss the known attacks on standardised RSA hash-and-sign
signatures. Even before the development of the standardised signatures, there
had been general cryptanalysis of the RSA primitive. One of the first general
RSA attacks was due to Davida [18], which was later generalised by Desmedt
and Odlyzko [22]. Indeed, the most general attacks on RSA-based system are
so-called “Coppersmiths attacks” as they are based on the initial results of Cop-
persmith [10] based on the LLL algorithm [45]. This has since been an active
research area and we refer the reader to May’s survey for further details [46].

Following this, attacks were found on more concrete settings by Gordon [27]
and DeJonge and Chaum [19]. The latter attacks were extended by Girault and
Misarsky [23,48]. For a more technical overview of the attacks, we refer the
reader to the invited survey of Misarsky [48].

Based on this, Denning [21] and Gordon [27] independently suggested what
would become the hash-and-sign paradigm. This knowledge was taken on board
during the design of the PKCS#1 signatures [42], as well as the ISO 9796 signa-
tures [28]. One would hope that this would result in secure and robust schemes.
This, however, proved not to be the case, as demonstrated by Bleichenbacher’s
“million message attack” for PKCS#1 v1.5 encryption [7], which used the mal-
leability of RSA to transform a valid ciphertext into a new (possibly invalid)
ciphertexts. These new ciphertexts were sent to the server, whose responses
could be used to eventually decrypt the original ciphertext. In some circum-
stances, the attack can also be extended to PKCS#1 v1.5 signatures. Also of
note are the attacks on ISO/IEC 9796 by Coron, Naccache and Stern [16] and
Coron et al. [17].

4 Full-Domain Hash

We start by looking at the RSA Full-Domain Hash signature scheme RSA-FDH.
While it is not included in any of the standards, it still bears investigation, as
the proof methodologies developed for it have led to proof methodologies for
all the other schemes. RSA-FDH was first introduced by Bellare and Rogaway [2]
and while they did have a security proof, it was a non-tight one. This was then
improved by Coron [12] who showed a better, but still non-tight proof. Coron’s
proof has a security loss that depends on the number of signing queries qs,
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as opposed to the number of hash queries qh, which is generally much larger.
Additionally, Coron showed that this proof was actually optimal by means of a
meta-reduction [12], removing any hope of a tight proof.

However, Kakvi and Kiltz [38] noticed that the meta-reduction crucially
requires that the RSA public key (N, e) be a CTDP [5,6]. We say a TDP is
certified, if there is a polynomial time algorithm that verifies that the public
evaluation parameters of the trapdoor permutation are well formed i.e. that they
do indeed define a permutation. This is not the case for RSA if the exponent e
is a small prime. In particular, if e � N1/4 then this defines an LTDP [50] under
the ϕ-Hiding Assumption [9]. Furthermore, Kakvi, Kiltz and May [39] showed
that for large prime exponents e, i.e. e � N1/4, one can check if an RSA key
does indeed define a permutation in polynomial time. Additionally, Goldberg et
al. showed an efficient non-interactive method to certify an RSA public key [25].
We recall the RSA-FDH scheme in Fig. 2 and then present the proofs.

Scheme RSA-FDH

KeyGen(1λ)
p, q ∈R P[λ/2]
N = pq
ϕ(N) = (p − 1)(q − 1)
e ∈R Z

∗
N , gcd(e, ϕ(N)) = 1

pick hash function H : {0, 1}∗ → {0, 1}λ

return (pk = (N, e, H), sk = (p, q))

Sign(sk, m)
y ← H(m)
return σ = y1/e mod N

Verify(pk, m, σ)
y′ = σe mod N
z = H(m)
if (z == y′)

return 1
else

return 0

Fig. 2. RSA Full-Domain Hash RSA-FDH

The original proof of Bellare and Rogaway [2] was simply to guess which
message would be forged and program the random oracle to give a solution to
the RSA problem. This is achieved by setting the hash value of the selected
message to be the RSA target value y. This works with probability 1/qh, where
qh is the number of hash function queries made by the adversary.
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Theorem 1 (Bellare-Rogaway [2]). Assume that 2-RSA[λ] is (t′, ε′)-hard.
Then for any (qh, qs), RSA-FDH is (t, ε, qh, qs)-UF-CMA secure in the Random
Oracle Model, where

ε′ =
ε

qh
·

t′ = t + (qh + qs + 1) · O(λ3).

Coron [12] improved this by embedding the RSA target value y into multiple
hash values. The drawback to this was that the reduction cannot simulate a
signature for any message whose hash value had y embedded in it. Therefore,
the proportion must be chosen carefully. The analysis by Coron showed that an
optimal choice yielded a loss of qs, where qs is the number of signature queries.

Theorem 2 (Coron [12]). Assume that 2-RSA[λ] is (t′, ε′)-hard. Then for any
(qh, qs), RSA-FDH is (t, ε, qh, qs)-UF-CMA secure in the Random Oracle Model,
where

ε′ =
ε

qs
·
(

1 − 1
qs + 1

)qs+1

≈ ε

qs

t′ = t + O(qh · λ3).

Kakvi and Kiltz [38] later revisited Coron’s optimality result and observed
that this only holds for the case when RSA is a CTDP [5,6]. This is only possible
for RSA if the exponent is a large prime (or a product thereof) [39], or if we
provide some additional information [25]. Kakvi and Kiltz leveraged the fact
that RSA is a lossy permutation for small prime e and were able to show a tight
proof in this case.

Theorem 3 (Kakvi-Kiltz [38]). Assume 2-ΦHA[λ] is (t′, ε′)-hard and gives an
η-regular lossy trapdoor function. Then, for any (qh, qs), we have that RSA-FDH
is (t, ε, qh, qs)-UF-CMA secure in the Random Oracle Model, where

ε =
(

2η − 1
η − 1

)
· ε′

t = t′ + O(qh · λ3)

We now compare these security statements and their effect on parameter
selection in Table 2, concretely for the case of 1024 bit moduli. We present these
in a similar manner to that of Table 1, but we drop some of the less relevant
parameters. Here we also provide the size of the modulus used in the reduction,
but this does not directly correspond to the security of the scheme, i.e. the
scheme is not necessarily as secure as the assumption. The scheme is as secure
as the assumption with a modulus of bit length given in the “Equiv. modulus”
column. To compute these values we have taken qh = 260, qs = 230. As with
Table 1, the key sizes are approximate due to the complexity of computing exact
key sizes.
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Table 2. Security of RSA-FDH with a 1024-bit modulus

Scheme Proof
methodology

Assumption Exponent e Equiv. modulus

RSA-FDH Bellare-Rogaway 2-RSA[1024] Arbitrary ≈ 250

Coron 2-RSA[1024] Arbitrary ≈ 560

Kakvi-Kiltz 2-ΦHA[1024] Prime � 2256 ≈ 1023

5 Public-Key Cryptography Standards #1

We will now look at the PKCS#1 signature scheme, which was one of the first
standardised hash-and-sign signature schemes. The PKCS#1 version 1 actually
predates Full-Domain Hash and hence the idea of a larger hash function was
not considered at first. The scheme was first made public with version 1.5 [40],
which is why the scheme is most commonly referred to as PKCS#1 v1.5. The
standard was updated to version 2.0 [41] in short order to include RSA-OAEP
as a replacement for the encryption algorithm due Bleichenbacher’s “million
message attack” [7].

While the signatures schemes were not affected by this, the consensus was
that RSASSA-PKCS1-v1 5 needed to be replaced with a secure signature scheme.
The natural candidate in RSASSA-PSS was added in version 2.1 [34]. However,
at this point it was a recommendation and not a requirement. This was fur-
ther changed in version 2.2 [49], where it was required for all new applications.
The main reason for this was that a large number of systems had implemented
RSASSA-PKCS1-v1 5 in hardware, in particular in middleware, which proved
problematic to upgrade2.

While no real attacks were found against RSASSA-PKCS1-v1 5, the lack of
security proof was of some concern. The only known proof was that of Coron [15],
but that was for the Rabin-Williams variant and required a larger hash function
output than the norm. This has since been improved somewhat by Jager, Kakvi
and May [33], who showed a proof for the small-exponent RSA case, but still
required a large hash function output, albeit smaller than that of Coron [15].
We now recall (a generalised variant of) RSASSA-PKCS1-v1 5 in Fig. 3 and then
we recall the security theorems.

The first statement of security was by Coron [15] for the Rabin-Williams
variant, i.e. with e = 2, which is secure based on the factoring assumption.
Coron’s theorem statements was quite general and in indeed it extended to the
ANSI X9.31 rDSA signatures directly. Coron considered signatures of the form
σ = (γ · H(m) + f(m))1/2, i.e. scheme with (potentially) message-dependent
padding. Coron gave the security of these schemes in Theorem 4.

Theorem 4 (Coron [15]). Assume that 2-FACT[λ] is (t′, ε′)-hard. Then for
any (qh, qs), any partial domain hash signature scheme i.e.,

2 cf. https://www.ietf.org/mail-archive/web/tls/current/msg19360.html.

https://www.ietf.org/mail-archive/web/tls/current/msg19360.html
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Fig. 3. RSA PKCS#1 v1.5 Signature RSASSA-PKCS1-v1 5

σ = (γ · H(m) + f(m))1/2, is (t, ε, qh, qs)-UF-CMA secure in the Random Oracle
Model, where

ε′ =
ε − 32(qh + qs + 1)(
 − 2λ

3 )(γ · 2
3
13 (�− 2λ

3 ))
8qs

t′ = t + γ

(

 − 2λ

3

)
(qh + qs + 1) · O(λ3).

For RSASSA-PKCS1-v1 5 we can see that γ = 1 and f(m) = PAD × 2�. If we
set 
 = 2λ

3 + 1, we get the following Theorem.

Theorem 5 (Coron [15]). Assume that 2-FACT[λ] is (t′, ε′)-hard. Then for
any (qh, qs), RSASSA-PKCS1-v1 5 with e=2 is (t, ε, qh, qs)-UF-CMA secure in the
Random Oracle Model, where

ε′ =
ε − 32(qh + qs + 1)(2

3
13 )

8qs
≈ ε

8qs
− 4qh

qs

t′ = t + O(qh · λ3).

For many years, this remained the only known proof for RSASSA-PKCS1-v1 5,
or any variant thereof, until the proof of Jager, Kakvi and May [33]. The main
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technical hurdle was that the fixed padding and relatively small size of the hash
function meant that signatures could not be simulated in polynomial time. Jager,
Kakvi and May overcame this with their novel Encode algorithm to allow sim-
ulation of signatures in polynomial time. Using this, combined with the proof
techniques for RSA-FDH of Coron [12,13] and Kakvi and Kiltz [37,38], they pre-
sented theorems with similar bounds.

The drawback, however, is that the Encode algorithm requires the bit size of
the modulus to be doubled, by multiplying it with a prime of the same size. That
is to say, if we wish to reduce the security of 2-ΦHA[λ] or 2-RSA[λ], we need a
2λ-bit modulus in our key, with the additional λ-bits made up by a third prime
factor. Therefore they proved security for keys where N = pqr, i.e. is the product
of three primes. Under the assumption that 3-prime moduli are indistinguishable
from 2-prime moduli, these results can be brought back to the case N = pq. We
now present the results of Jager, Kakvi and May [33].

Theorem 6 (Jager-Kakvi-May [33]). Assume that 2-RSA[λ] is (t′, ε′)-hard.
Then for any (qh, qs), RSASSA-PKCS1-v1 5 is (t, ε, qh, qs)-UF-CMA secure in the
Random Oracle Model, where

ε′ =
ε

qs
·
(

1 − 1
qs + 1

)qs+1

≈ ε

qs
· exp(−1)

t′ = t + O(qh · λ4).

Theorem 7 (Jager-Kakvi-May [33]). Assume 2-ΦHA[λ] is (t′, ε′)-hard and
gives an η-regular lossy trapdoor function. Then, for any (qh, qs),
RSASSA-PKCS1-v1 5 is (t, ε, qh, qs)-UF-CMA secure in the Random Oracle Model,
where

ε =
(

2η − 1
η − 1

)
· ε′

t = t′ + O(qh · λ4)

We now compare these security statements and their effect on parameter
selection in Table 3, concretely for the case of 1024 bit moduli. We present
these in a similar manner to that of Table 1. Here we also provide the size of
the modulus used in the reduction, but this does not directly correspond to
the security of the scheme, i.e. the scheme is not necessarily as secure as the
assumption. The scheme is as secure as the assumption with a modulus of bit
length given in the “Equiv. modulus” column. To compute these values we have
taken qh = 260, qs = 230. As with Table 1, the key sizes are approximate due to
the complexity of computing exact key sizes.

6 International Organization for Standardization 9796-2

We will now look at the ISO/IEC 9796-2:2010 signature scheme, which is one of
the most widely deployed signature schemes. This scheme is used in the EMV
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Table 3. Parameter sizes and security for RSASSA-PKCS1-v1 5 with a 1024 bit modulus

Scheme Proof

methodology

Assumption No. prime

factors

Exponent e |H()| Equiv.

modulus

RSASSA-PKCS1-v1 5 Coron 2-FACT[1024] 2 2 � 623 ≈ 560

Jager-Kakvi-May 2-RSA[512] 3 Arbitrary � 512 ≈ 280

+ 2v3PA[1024] 2 Arbitrary � 512 ≈ 280

Jager-Kakvi-May 2-ΦHA[512] 3 Prime � 2256 � 512 ≈ 511

+ 2v3PA[1024] 2 Prime � 2256 � 512 ≈ 511

payment system for so-called “chip and pin” cards. According to EMVCo. There
are around 9,893,000,000 (9.8 billion) EMV cards in circulation as of Q4 2019,
making up 63.8% of cards issued globally3. Despite this huge usage, the sig-
natures are known to be vulnerable to some attacks and indeed the ISO/IEC
9796 standard has had several iterations of breaks and fixes. It is worth not-
ing that while the scheme has been broken, the EMV implementation is not
vulnerable. The reason for this is that the attacks require signatures on some
specially crafted messages, which exploit the multiplicative property of RSA, but
are incompatible with the EMV standard. Messages in the EMV standard have
a very fixed format and include some identifiers and serial numbers, as well as
the date. Thus, it is very unlikely that an honest EMV endpoint would sign the
messages required for the attack to be successful. An equivalent way of looking
at this would be to say that the attacks only work on larger message spaces than
the messages space used by the EMV protocol.

The very first version, the ISO/IEC 9796-1 was very quickly broken and is
no longer in use, so we will not discuss in great detail, but instead refer the
reader to the articles by Coppersmith, Halevi and Jutla [11] and Girault and
Misarsky [24] for further details. It is for this reason that the ISO/IEC 9796-1
standard was replaced by the first version of the ISO/IEC 9796-2 standard in
1997 [29]. This version was also vulnerable to attack, specifically the attacks due
to Coron, Naccache and Stern [16]. The standard was then further updated in
2002 to combat these attacks [30], but eventually would fall to the attacks of
Coron et al. [17]. Finally, the standard was updated to its current form, that
is the ISO/IEC 9796-2:2010 [32], which is what we will focus on, particularly
Scheme 1.

The ISO/IEC 9796-2 Scheme 1 is a deterministic scheme with message
recovery. In particular it has two modes, namely full message recovery, which
works for messages that are sufficiently small, and partially message recovery for
larger messages. When signing, the starting bits of the message representative
indicate if we are using full or partial recovery. For partial recovery, the message
representative begins with 0x6A, and for full message recovery it begins with
0x4A. This is then followed by the message portion that is recoverable, padded
up with zeros, if needed, which is followed by the hash of the complete message.
The signatures then end with 0xBC. We recall the (generalised) scheme with

3 cf. https://www.emvco.com/about/deployment-statistics.

https://www.emvco.com/about/deployment-statistics
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partial recovery 9796-2 Scheme 1(PR) in Fig. 4a and the (generalised) scheme
with full recovery 9796-2 Scheme 1(FR) in Fig. 4b.

Fig. 4. The two versions of the ISO/IEC 9796-2 Scheme 1

While the two schemes are distinct, the proofs work identically for both.
Therefore, we will simply present the theorems for the scheme as whole and
not for each case individually. We first present the Rabin-Williams proof by
Coron [15]. Recall that Theorem 4 was stated for schemes of the form σ =
(γ ·H(m)+f(m))1/2. Here we can see that for 9796-2 Scheme 1, we have γ = 28

and f(m) = PADL||MSBs(m, ν) × 2�+8 + PADR. If we set l = 2λ
3 + 1, we see that

we get the following Theorem.

Theorem 8 (Coron [15]). Assume that 2-FACT[λ] is (t′, ε′)-hard. Then for
any (qh, qs), 9796-2 Scheme 1 is (t, ε, qh, qs)-UF-CMA secure in the Random
Oracle Model, where

ε′ =
ε − 32(qh + qs + 1) · 28 · 2

3
13

8qs
≈ ε

8qs
− 1024 · qh

qs

t′ = t + 28 · O(qh · λ3).

Although Jager, Kakvi and May did not explicitly prove the security of
9796-2 Scheme 1, the scheme fits almost perfectly into their setting. If we use
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the repeated Encode method of Kakvi [36], then we can adapt the proof accord-
ingly and we get similar bounds, with the similar 3-prime requirement as in
Theorems 6 and 7. We now present the Theorems for 9796-2 Scheme 1.

Theorem 9 (Jager-Kakvi-May [33]). Assume that 2-RSA[λ] is (t′, ε′)-hard.
Then for any (qh, qs), 9796-2 Scheme 1 is (t, ε, qh, qs)-UF-CMA secure in the
Random Oracle Model, where

ε′ =
ε

qs
·
(

1 − 1
qs + 1

)qs+1

≈ ε

qs
· exp(−1)

t′ = t + 27 · O(qh · λ4).

Theorem 10 (Jager-Kakvi-May [33]). Assume 2-ΦHA[λ] is (t′, ε′)-hard and
gives an η-regular lossy trapdoor function. Then, for any (qh, qs), 9796-2 Scheme

1 is (t, ε, qh, qs)-UF-CMA secure in the Random Oracle Model, where

ε =
(

2η − 1
η − 1

)
· ε′

t = t′ + 27 · O(qh · λ4)

We now compare these security results and their effect on parameter selection
in Table 3, concretely for the case of 1024 bit moduli. We present these in a
similar manner to that of Table 1. Here we also provide the size of the modulus
used in the reduction, but this does not directly correspond to the security of the
scheme, i.e. the scheme is not necessarily as secure as the assumption. The scheme
is as secure as the assumption with a modulus of bit length given in the “Equiv.
modulus” column. To compute these values we have taken qh = 260, qs = 230. As
with Table 1, the key sizes are approximate due to the complexity of computing
exact key sizes.

Table 4. Parameter sizes and security for 9796-2 Scheme 1 with a 1024 bit modulus

Scheme Proof methodology Assumption No. prime
factors

Exponent e |H()| Equiv.
modulus

ISO 9769-2

Scheme 1

Coron 2-FACT[1024] 2 2 � 623 ≈ 552

Jager-Kakvi-May 2-RSA[512] 3 Arbitrary � 512 ≈ 273

+ 2v3PA[1024] 2 Arbitrary � 512 ≈ 273

Jager-Kakvi-May 2-ΦHA[512] 3 Prime � 2256 � 512 ≈ 504

+ 2v3PA[1024] 2 Prime � 2256 � 512 ≈ 504
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7 American National Standards Institute X9.31
Signatures

We now look at the final deterministic hash-and-sign signature on our list,
namely, the ANSI X9.31 signatures [1]. While these signatures were standard-
ised at a similar time to the others, and follows a similar construction philos-
ophy, there is scant mention of them in the academic literature. To the best
of our knowledge, the signature were only ever investigated by Coron [15] and
Menezes [47]. While parts of the standard have been withdrawn, specifically
those related to the generation of random numbers, to the best of our knowledge
the signature is still valid. We now recall the (generalised) scheme in Fig. 5.

Fig. 5. American National Standards Institute X9.31 rDSA

As we can see the scheme is very similar to RSASSA-PKCS1-v1 5, with two
small differences. Firstly, the padding string is 0x6B . . . BA and not 0x0F . . . F0,
but this makes no difference for the proofs, as they are for both for arbitrary
padding. Secondly, the (fixed-length) hash function identifier is after the hash
as opposed to before it. Although both proofs can deal with this, it does affect
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the security differently. In the case of Jager, Kakvi and May [33], if we adapt
the proof using the repeated Encode sampling method of Kakvi [36], we get this
loss appearing only in the runtime of our reduction. On the other hand, in the
proof of Coron [15] this factor only appears in the both the running time and
the success probability, as if we express X9.31 rDSA in terms of Theorem 4, we
have γ = 216 (and f(m) = PAD× 2�+16 + IDH). As in the previous proofs, we set

 = 2λ

3 + 1. We now present the theorems for the security of X9.31 rDSA.

Theorem 11 (Coron [15]). Assume that 2-FACT[λ] is (t′, ε′)-hard. Then for
any (qh, qs), X9.31 rDSA is (t, ε, qh, qs)-UF-CMA secure in the Random Oracle
Model, where

ε′ =
ε − 32(qh + qs + 1) · 216 · 2

3
13

8qs
≈ ε

8qs
− 218 · qh

qs

t′ = t + 216 · O(qh · λ3).

Theorem 12 (Jager-Kakvi-May [33]). Assume that 2-RSA[λ] is (t′, ε′)-hard.
Then for any (qh, qs), X9.31 rDSA is (t, ε, qh, qs)-UF-CMA secure in the Random
Oracle Model, where

ε′ =
ε

qs
·
(

1 − 1
qs + 1

)qs+1

≈ ε

qs
· exp(−1)

t′ = t + 215 · O(qh · λ4).

Theorem 13 (Jager-Kakvi-May [33]). Assume 2-ΦHA[λ] is (t′, ε′)-hard and
gives an η-regular lossy trapdoor function. Then, for any (qh, qs), X9.31 rDSA

is (t, ε, qh, qs)-UF-CMA secure in the Random Oracle Model, where

ε =
(

2η − 1
η − 1

)
· ε′

t = t′ + 215 · O(qh · λ4)

We now compare these proofs and their effect on parameter selection in
Table 5, concretely for the case of 1024 bit moduli. We present these in a similar
manner the that of Table 1. Here we also provide the size of the modulus used in
the reduction, but this does not directly correspond to the security of the scheme,
i.e. the scheme is not necessarily as secure as the assumption. The scheme is
as secure as the assumption with a modulus of bit length given in the “Equiv.
modulus” column. To compute these values we have taken qh = 260, qs = 230. As
with Table 1, the key sizes are approximate due to the complexity of computing
exact key sizes.

8 Comparison

Having now examined all the schemes, we now present a complete comparison.
Unlike in the case of Tables 2, 3, 4, 5, we do not take any concrete figures, but
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Table 5. Parameter sizes and security for X9.31 rDSA with a 1024 bit modulus

Scheme Proof Assumption No. prime Exponent e |H()| Equiv.

methodology factors modulus

X9.31 rDSA Coron 2-FACT[1024] 2 2 � 623 ≈ 544

Jager-Kakvi-May 2-RSA[512] 3 Arbitrary � 512 ≈ 265

+ 2v3PA[1024] 2 Arbitrary � 512 ≈ 265

Jager-Kakvi-May 2-ΦHA[512] 3 Prime � 2256 � 512 ≈ 497

+ 2v3PA[1024] 2 Prime � 2256 � 512 ≈ 497

Table 6. Comparison of the security of the RSA hash-and-sign signatures

Scheme Proof

methodology

Assumption No. prime

factors

Exponent e |H()| Security

loss

RSA-FDH Bellare-Rogaway 2-RSA[λ] 2 Arbitrary λ qh

Coron 2-RSA[λ] 2 Arbitrary λ qs

Kakvi-Kiltz 2-ΦHA[λ] 2 Prime � 2λ/4 λ o(1)

RSASSA-PKCS1-v1 5 Coron 2-FACT[λ] 2 2 � 2λ/3 qs

Jager-Kakvi-

May

2-RSA[λ/2] 3 Arbitrary � λ/2 qs

+ 2v3PA[λ] 2 Arbitrary � λ/2 qs

Jager-Kakvi-

May

2-ΦHA[λ/2] 3 Prime � 2λ/4 � λ/2 o(1)

+ 2v3PA[λ] 2 Prime � 2λ/4 � λ/2 o(1)

ISO 9769-2 Scheme 1 Coron 2-FACT[λ] 2 2 � 2λ/3 qs

Jager-Kakvi-

May

2-RSA[λ/2] 3 Arbitrary � λ/2 qs

+ 2v3PA[λ] 2 Arbitrary � λ/2 qs

Jager-Kakvi-

May

2-ΦHA[λ/2] 3 Prime � 2λ/4 � λ/2 o(1)

+ 2v3PA[λ] 2 Prime � 2λ/4 � λ/2 o(1)

X9.31 rDSA Coron 2-FACT[λ] 2 2 � 2λ/3 qs

Jager-Kakvi-

May

2-RSA[λ/2] 3 Arbitrary � λ/2 qs

+ 2v3PA[λ] 2 Arbitrary � λ/2 qs

Jager-Kakvi-

May

2-ΦHA[λ/2] 3 Prime � 2λ/4 � λ/2 o(1)

+ 2v3PA[λ] 2 Prime � 2λ/4 � λ/2 o(1)

we instead use the parameters, to allow for a more general comparison. We first
compare all our signatures in Table 6.

As we can see from the tables above, there is a wide variety of schemes
and proofs, each with advantages and disadvantages, with no clear best or worst
scheme. While it would be ideal to be able to state with certainty that one scheme
is superior to others, the variety of parameter choices mean that one would have
to select the scheme best suited for their purposes. This decision would be based
on the specific use case and the factors therein e.g. hardware or communication
constraints. For example, if we have a device with constrained storage, we would
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want to keep the key size as low as possible, which would mean we would have to
avoid any schemes proven using the Jager-Kakvi-May methodology. On the other
hand if storage is not an issue, but we have computational constraints, then one
might consider picking the scheme that requires the smallest hash function. In
which case, the schemes proven with the Jager-Kakvi-May methodology would
be good candidates. Furthermore, in a system where we do not expect a large
number of signatures, a loss of qs might lead to acceptable parameters. It remains
an open question to get a tight, parameter preserving proof for a deterministic
standardised signature.
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Abstract. The Open Source Security Testing Methodology Manual
(OSSTMM) provides a “scientific methodology for the accurate char-
acterization of operational security” [Her10, p.13]. It is extensively ref-
erenced in writings aimed at security testing professionals such as text-
books, standards and academic papers. In this work we offer a fundamen-
tal critique of OSSTMM and argue that it fails to deliver on its promise
of actual security. Our contribution is threefold and builds on a textual
critique of this methodology. First, OSSTMM’s central principle is that
security can be understood as a quantity of which an entity has more or
less. We show why this is wrong and how OSSTMM’s unified security
score, the rav, is an empty abstraction. Second, OSSTMM disregards risk
by replacing it with a trust metric which confuses multiple definitions of
trust and, as a result, produces a meaningless score. Finally, OSSTMM
has been hailed for its attention to human security. Yet it understands
all human agency as a security threat that needs to be constantly mon-
itored and controlled. Thus, we argue that OSSTMM is neither fit for
purpose nor can it be salvaged, and it should be abandoned by security
professionals.

1 Introduction

Penetration testing textbooks advise their readers to follow a pre-established
methodology. For example, Johansen et al. write: “A penetration testing method-
ology defines a roadmap, with practical ideas and proven practices that can be
followed to assess the true security posture of a network, application, system, or
any combination thereof” [JAHA16]. Similarly, Duffy notes: “The biggest bene-
fit of using a methodology is that it allows assessors to evaluate an environment
holistically and consistently” and “when standard exploits do not work, testers
can have tunnel vision; sticking to a methodology will prevent that” [Duf15, pp.5-
6]. Penetration testing methodologies are therefore seen to enable a systematic
assessment of an organisation’s security.

However, the use of a penetration testing methodology contains within it a
tension. On the one hand, it ought to provide a complete coverage of the target,
thus enabling a better understanding of its security; deciding on a methodology
before engagement should enable a better understanding of the object after-
wards. On the other hand, fixing the steps and tests performed to understand
c© Springer Nature Switzerland AG 2020
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the security of a target before engaging with it, may subvert the understanding
of it. The methodology may simply not be adequate for the object under consid-
eration. For example, if a methodology does not cover IPv6, attack vectors via
IPv6 will be missed unless the tester deviates from the methodology under their
own initiative. Similarly, vulnerabilities involving, say, SCTP traffic are unlikely
to be captured, since methodologies typically focus on TCP and UDP.

This tension is, for example, identified by Wilhelm when he writes: “What
we need in our industry is a repeatable process that allows for verifiable findings,
but which also allows for a high degree of flexibility on the part of the pentest
analyst to perform ‘outside-the-box’ attacks and inquiries against the target
systems and networks” [Wil13, p.76]. Similarly, Stuttard and Pinto emphasise:
“Following all the steps in this methodology will not guarantee that you discover
all the vulnerabilities within a given application. However, it will provide you
with a good level of assurance that you have probed all the necessary regions of
the application’s attack surface and have found as many issues as possible given
the resources available to you” [SP11].

This tension does not invalidate the utility of penetration testing method-
ologies in many scenarios as the tested objects tend to exhibit a large level of
similarity, permitting presumptions to be made about the objects under con-
sideration. It does, however, caution against claims of actual security, i.e. a full
understanding of the object under consideration, when the object was not, in
fact, studied in its own right but through the lens of a predecided methodology.
The standardised nature of such methodologies also questions their ability to
yield reliable results about an organisation’s total security posture.

Significantly, however, this limitation of penetration testing methodologies
is not necessarily acknowledged by the methodologies themselves. In particular,
the Open Source Security Testing Methodology Manual (OSSTMM), which we
consider in this work, promises an accurate understanding of security – what
it terms “Actual Security” – as the result of the application of its scientific
methodology:

The primary purpose of this manual is to provide a scientific methodology
for the accurate characterization of operational security (OpSec) through
examination and correlation of test results in a consistent and reliable
way. [Her10, Introduction, p.13]

OSSTMM. The methodology was first introduced in 2000. The current ver-
sion is 3.0 and was released in 2010 by the Institute for Security and Open
Methodologies (ISECOM). There is also a draft version 4.0, but it seems to be
hardly considered, plausibly due to the fact that it is only available to ISECOM
members.

OSSTMM is structured similarly to other security testing methodologies. It
introduces its basic premises, notions and processes in chapters one to six. This is
followed by five chapters on particular areas, each discussing concrete tests. The
methodology finishes with pointers on compliance, reporting, expected outcomes
and the licence. OSSTMM opens its Introduction with:
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The Open Source Security Testing Methodology Manual (OSSTMM) pro-
vides a methodology for a thorough security test, herein referred to as
an OSSTMM audit. An OSSTMM audit is an accurate measurement of
security at an operational level that is void of assumptions and anecdotal
evidence. [Her10, Introduction, p.11, emphasis added]

With this, the authors announce OSSTMM’s two out of three core contri-
butions to security testing which distinguish it from other methodologies: its
security metrics (Chapter 4) and its trust analysis (Chapter 5).

First, OSSTMM defines a unified security score – the rav – to be measured
which ought to express the deviation from perfect security:

The rav is a scale measurement of an attack surface, the amount of uncon-
trolled interactions with a target, which is calculated by the quantitative
balance between porosity, limitations, and controls. In this scale, 100 rav
(also sometimes shown as 100% rav) is perfect balance and anything less
is too few controls and therefore a greater attack surface. More than 100
rav shows more controls than are necessary which itself may be a problem
as controls often add interactions within a scope as well as complexity and
maintenance issues. [Her10, Ch.1, p.22]

Second, for the avoidance of bias and reliance on assumptions, OSSTMM
defines security independent of risk, the environment and threats:

However, to remove bias from security metrics and provide a more fair
assessment we removed the use of risk. Risk itself is heavily biased and
often highly variable depending on the environment, assets, threats, and
many more factors. [Her10, Ch.1, p.28]

To avoid the pitfalls it associates with risk, OSSTMM proposes quantifiable, fact
based trust metrics:

Our intention is to eventually eliminate the use of risk in areas of security
which have no set price value of an asset (like with people, personal privacy,
and even fluctuating markets) in favor of trust metrics which are based
completely on facts. [Her10, Instructions, p.2]

The third major contribution of OSSTMM is its “holistic” [Her10, Ch.4, p.68]
approach to security. That is, OSSTMM applies this metric and its methodology
to a comprehensive variety of areas, including, and in contrast to other such
methodologies, to Human Security (Chapter 7):

This is a methodology to test the operational security of physical locations,
human interactions, and all forms of communications such as wireless,
wired, analog, and digital. [Her10, Instructions, p.2]

This contribution is often highlighted in the literature, in e.g. [PR10]
OSSTMM is recognised for being the first methodology “to include human fac-
tors in the tests, taking into account the established fact that humans may be
very dangerous for the system”.1

1 The seminal work criticising this notion is [AS99], see Section 5.1.
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OSSTMM’s Impact. ISECOM offers various certifications for security pro-
fessionals, such as OPST (OSSTMM Professional Security Tester), OPSE
(OSSTMM Professional Security Expert) and CTA (Certified Trust Analyst),
and for organisations, infrastructure and products, such as STAR (Security Test
Audit Report) and the OSSTMM Seal of Approval. Furthermore, ISECOM has
several related projects that build on OSSTMM, such as SCARE (Source Code
Analysis Risk Evaluation) which applies the rav to source code analysis, HSM
(Home Security Methodology and Vacation Guide) which applies the rav to
securing a home, HHS (Hacker Highschool) which teaches security awareness
to teenagers based on OSSTMM, and BPP (The Bad People Project) which is
a security and safety awareness programme for children and parents based on
OSSTMM’s rav and trust metrics. These projects further emphasise the cen-
trality of the rav, trust and human interactions, i.e. the aspects of OSSTMM
focused on in this work, to the ISECOM mission.

Beyond these affiliated projects, it is difficult to assess how widely OSSTMM
is used. However, in a 2015 survey [KBM15], 10 out of 32 penetration testing
providers cite OSSTMM as an influence for their own methodology.2 Further-
more, CREST’s A guide for running an effective Penetration Testing programme
refers to OSSTMM as an authoritative source for a “standard penetration testing
methodolog[y]” and notes its comprehensiveness [Cre17]. NIST Special Publica-
tion 800-115 calls it a “widely used assessment methodology” [SSCO08] and the
PCI Penetration Testing Guidance for the PCI Data Security Standard (PCI
DSS) lists it as one of five “industry-accepted methodologies” [Cou15]. A similar
note is struck in [Sha14]: “There are not many standards in use today for assess-
ments and pen tests: PTES, OSSTMM, etc.”3; in [HHM+14] Holik et al. refer to
OSSTMM as “heavily reputable in penetration testers community”; in [PR10]
Prandini and Ramilli go further and refer to OSSTMM as “the de-facto standard
for security testers” and in [FML+14] the authors refer to it as one of “the two
most important standards in cyber-security”. OSSTMM is referenced in many
textbooks on penetration testing, e.g. [Wil13,Off14,Duf15,JAHA16,McP17], is
the methodology of choice in “Hacking Exposed Linux” [ISE08], and is used
in [Sch09] for Information Assurance testing and certification by the US Defense
Information Systems Agency (DISA). Several academic works reference and
build on OSSTMM, e.g. [CZCG05,CCZC05,FMP+15,dJ16,CK16,TFS+18].
Overall, OSSTMM has more than 150 citations according to Google Scholar
as of Summer 2020.

Contributions. In this work, we investigate if the Open Source Security Testing
Methodology Manual delivers on what it promises with a particular focus on its
main contributions. As a consequence, we offer a fundamental critique of this

2 For context, 16 mentioned OWASP generally but only three mentioned the OWASP
testing guide, PTES was mentioned by six providers, three providers mentioned
NIST SP 800-115.

3 See Sect. 5.1 for a discussion of other security testing methodologies.



118 M. R. Albrecht and R. B. Jensen

methodology. We do so by addressing its three main contributions, OSSTMM’s
raisons d’être, in turn.

First, OSSTMM’s central premise and promise is that security across many
areas can be understood as a quantity of which an entity has more or less.
In Sect. 2, we explain and demonstrate why this is incorrect and show how
OSSTMM fails to deliver on its promise of bringing security to the fore by
supplanting an understanding of its object with a method that disregards it. The
end result of this process, the rav, is a number that can be readily calculated
but conveys little about the security of the considered object.

Second, OSSTMM’s Trust definition, which is essential to the methodology
and intended to replace risk, not only shares the shortcomings of the rav, but also
collapses under its own contradictions on inspection. In particular, OSSTMM’s
attempt to identify sociological, psychological and technical notions of trust pro-
duces nonsensical claims and meaningless metrics, as we explain in Sect. 3.

Third, this leads us to question OSSTMM’s decision to treat all areas of
security the same in Sect. 4. This decision, combined with the resolve to disregard
any notion of risk or threat, leads OSSTMM to conceptualise all human agency
as a security threat. This results in a Human Security testing approach treating
all employees effectively as potential insurgents and testing procedures that test
the “requirements to incite fear, revolt, violence, and chaos” [Her10, Ch.7, p.110].

Our critique of OSSTMM’s core components invalidates its intended function.
Overall, we find that OSSTMM imposes its abstractions against the reality they
are designed to model, producing an understanding of security that is empty
at best and outright harmful when Human Security is concerned. As such, our
conclusion is that OSSTMM’s approach to security (testing) cannot be salvaged
and the use of OSSTMM should be abandoned by practitioners. We discuss this
further and set out broader lessons in Sect. 5.

Method. While information security research routinely features critiques of
security technologies in the form of “attack papers”, analogues of such works for
policies, frameworks and conceptions are largely absent from its core venues. This
work is a textual critique of OSSTMM based on a close reading of the method-
ology and pursues two purposes. First, immediately, to show that OSSTMM is
inadequate as a security testing methodology, despite being referenced routinely
in the security testing literature. Second, more mediated, to show that the ideas
at the core of OSSTMM are wrong. As we show in Sect. 5, these ideas are not
OSSTMM’s privilege. It is for this reason that we chose the form of a textual
critique over alternative approaches such as empirical studies to the effectiveness
of OSSTMM in practice.

2 The Rav

The central concept in OSSTMM is its security score – the rav – as illustrated
by ISECOM’s “OSSTMM Seal of Approval”:
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This seal defines an operational state of security, safety, trust, and pri-
vacy. The successfully evaluated products, services, and processes carry
their visible certification seal and rav score. This allows a purchaser to see
precisely the amount and type of change in security that the evaluated
solutions present. It removes the guesswork from procurement and allows
one to find and compare alternative solutions. [Her10, Introduction, p.16]

2.1 Health Analogy

OSSTMM illustrates its approach with an analogy to health in its chapter on
Operational Security Metrics. Since this analogy provides a succinct summary,
we also start there.

Imagine a machine exists that can audit all the cells in a human body.
This machine works by monitoring the cells in their environment and even
prodding each cell in a way it can react to better categorize its purpose. We
could then see what various cells do and how they contribute to the overall
make-up of the human body. Some cells make up tissue walls like skin cells
do. Some, like white blood cells, provide authentication and attack other
cells which are on its “bad” list. Then some cells are foreigners, like bacteria
which have entered at some point and thrived. The machine would classify
all the cells that make up the person, a defined scope, rather than say
which are “bad” or “good”. [Her10, Ch.4, p.64]

The starting point of the thought experiment is the ability to audit every cell
in a human body. While the analogy appeals to an atomic view of health – cells
– initially the audit is not atomic. That is, the hypothetical machine observes
cells “in their environment” as part of the human body. Yet, this perspective is
immediately abandoned:

By counting the cells the machine can tell mostly how well the person as an
organism works (health) and how well they fit into their current environ-
ment. It can also determine which cells are broken, which are superfluous,
and of which type more might be required for the person to be more effi-
cient, prepared for the unexpected, or for any number of specific require-
ments. Since the cells are dividing and dying all the time, the machine
must also make regular tests and chart the person’s ability to improve or
at least maintain homeostasis. [Her10, Ch.4, p.64]

OSSTMM moves from understanding cells in their environment to counting
them. This transition is premised on the fact that these different parts of the
body are all called “cells” which gives the impression that they share the same
unit and the premise that they can be added up to understand a person’s health.
Furthermore, this is premised on the idea that health is a totally ordered set.
Finally, note that OSSTMM here promises to make “the person [. . . ] more effi-
cient [. . . ] for any number of specific requirements” by exclusively considering
the inner workings of the body without any reference to for what purpose said
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person ought to be made more efficient. We shall see below that these ideas
shape OSSTMM’s consideration of security.

2.2 Introducing the Rav

Having introduced the key ideas of its security metric, OSSTMM is ready to
introduce its security score: the rav.

Unfortunately there is no such machine for counting all cells in a human
body. However it does exist for security. Analysts can count and verify
the operations of targets in a scope as if it is a super-organism. They
record its interactions and the controls surrounding those interactions.
They classify them by operation, resources, processes, and limitations.
Those numbers the Analysts generate are combined so that controls add
to operational security and limitations take away from it. Even the value of
the limitations, how badly each type of problem hurts, is also not arbitrary
because it’s based on the combination of security and controls within that
particular scope. So a bad problem in a protective environment will provide
less overall exposure than one in a less controlled environment. [Her10,
Ch.4, p.64]

As it does for health, OSSTMM considers security – Actual Security in
OSSTMM terms – to be one ranking in which an entity scores higher or lower, a
totally ordered set. It is, perhaps, common to say “System A is more secure than
System B because System A has Advanced Cyber Thread Analysis Blockchain
TechnologyTM”. However, is a system with a local privilege escalation bug that
requires physical access more or less secure per se than a server vulnerable to a
Denial of Service attack from an IoT botnet? Is a person using a menstruation
app to avoid pregnancy that is running on a phone to which their partner has
access more or less secure than a server running the stable release of Debian
GNU/Linux patched four days ago? These questions make no sense. What we
mean by security depends on the object and the threats we are considering.4

OSSTMM computes its rav score from “Porosity” (also referred to as
“OpSec”), “Controls” and “Limitations”.

Porosity. To establish Actual Security, OSSTMM starts by considering the
porosity of the target, where each “pore” is either “Visibility”, “Access”, or
“Trust”. For example, a server with ports 22, 80 and 443 open, would have an
Access of three. Since porosity is always considered as a negative for security,
the minimal rav in this example would be −3 (up to some normalisation).

4 Indeed, in e.g. cryptography where quantitative statements of security are abound
in the form of advantages and computational complexities, these are always related
to specific security goals and attacker capabilities. For example, any cryptographic
textbook will distinguish between the collision resistance and preimage resistance of
a cryptographic hash function and will shy away from unifying those into one score.
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The minimum rav is made by the calculation of porosity which are the
holes in the scope. The problem with security metrics is generally in the
determination of the assessors to count what they can’t possibly really
know. This problem does not exist in the rav. You get what you know
from what is there for a particular vector and you make no assumptions
surrounding what is not there. You count all that which is visible and
interactive outside of the scope and allows for unauthenticated interac-
tion between other targets in the scope. That becomes the porosity. This
porosity value makes the first of 3 parts of the final rav value. [Her10,
Ch.4, p.67]

We will return to porosity, with a focus on Trust, in Sect. 3. For now, note
that OSSTMM’s critique of other security metrics is that they aim to count what
they cannot possibly know. That indeed sounds like something worth avoiding.
Presumably, though, those metrics wish to include a certain bit of information
– which they nevertheless do not have – because it is relevant. Thus, there is
a dilemma: we need information which we do not have. OSSTMM resolves this
dilemma by discarding what it needs to know in order to simply count what
is known. The task – understanding the security of the object at hand – is
replaced by a counting method whose appeal is merely that it is feasible. It
is one thing to give an account of what you know, it is another thing entirely
to claim that whatever you are able to observe from your vantage point is the
correct understanding of the object, when you know it is not.

Controls. Next, OSSTMM identifies control classes, all of which are always
to be acknowledged in all domains, or “channels”, that OSSTMM considers:
Human, Physical, Wireless, Telecommunications, and Data Network Security.
Thus, from the perspective of OSSTMM, these different domains share a high
level of similarity. Here, the argument relies on homographs. We illustrate this
using the control class “Integrity”:

Count each instance for Access or Trust in the scope which can assure
that the interaction process and Access to assets has finality and can-
not be corrupted, stopped, continued, redirected, or reversed without it
being known to the parties involved. Integrity is a change control pro-
cess. In COMSEC data networks, encryption or a file hash can provide
the Integrity control over the change of the file in transit.5 In HUMSEC,
segregation of duties and other corruption-reduction mechanisms provide
Integrity control. Assuring integrity in personnel requires that two or more
people are required for a single process to assure oversight of that process.

5 It is worth noting that neither cryptographic mechanism described here provides
integrity protection: for example, CBC mode encryption and textbook RSA are
famously malleable, e.g. [AP13,Ble98], and hash functions are public functions oper-
ating on public data so an adversary can simply recompute the hash after message
modification. The authors should have recommended a message authentication code
or a digital signature.
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This includes that no master Access to the whole process exists. There
can be no person with full access and no master key to all doors. [Her10,
Ch.4, p.70]

The COMSEC example in the above quote refers to the integrity of messages,
i.e. the prevention of message modification by someone other than the sender.
The recommended controls are intended to ensure that whatever message the
sender intended to send is indeed received. The HUMSEC example, however,
is concerned with distrust in the sender. It recommends “corruption-reduction
mechanisms” to hedge against the originators of actions. Thus, the two controls
are aimed at different threats: the first aims to ensure an honest actor’s messages
are not corrupted in flight, the second aims to ensure an actor itself is not cor-
rupt.6 The only relation is that the words “integrity” and “corruption” are used
in both cases. We see that the identification is merely facilitated by their iden-
tical linguistic features and not by their distinct meanings. The control classes
identified by OSSTMM are anything but self-evident. Yet, OSSTMM does not
justify them.

Overall OSSTMM defines ten such control classes – “authentication”,
“indemnification”, “subjugation”, “continuity”, “resilience”, “non-repudiation”,
“confidentiality”, “privacy”, “integrity”, and “alarm” [Her10, p.72-75]. The con-
trols from all the classes are then added up with weights 1/10 for each class.

The next part is to account for the controls in place per target. This means
going target by target and determining where any of the 10 controls are
in place such as Authentication, Subjugation, Non-repudiation, etc. Each
control is valued as 10% of a pore since each provides 1/10th of the total
controls needed to prevent all attack types. This is because having all 10
controls for each pore is functionally the same as closing the pore provided
the controls have no limitations. [Her10, Ch.4, p.67]

For example,7 two such controls would be “log file is in place” and “authen-
tication is required” and we would obtain

1/10 × “log file is in place” + 1/10 × “authentication is required”.

At this point, the reader may think of the above expression as a formulaic way
of saying “one log file is in place and authentication is required”. However,
as OSSTMM explains above, this is meant to be a weighted sum where each
summand is “valued” at 1/10, i.e. as far as OSSTMM is concerned, the sum of
a log file and “authentication required” is meaningful in a mathematical sense.
This reasoning presumes that all controls are the same in some quantifiable way.
The authors of OSSTMM explain:

6 An analogous cryptographic control would be the use of secret sharing and secure
multiparty computation techniques.

7 We give a full worked example of a rav calculation in Appendix A.
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It is difficult to work with relative or inconsistent measurements like choos-
ing a specific hue of yellow to paint a room, starting work at sunrise, hav-
ing the right flavor of strawberry for a milkshake, or preparing for the
next threat to affect your organization’s profits because the factors have
many variables which are biased or frequently changing between people,
regions, customs, and locations. For this reason, many professions attempt
to standardize such things like flavors, colors, and work hours. This is done
through reductionism, a process of finding the elements of such things and
building them up from there by quantifying those elements. This way,
colors become frequencies, work hours become hours and minutes, flavors
become chemical compounds, and an attack surface becomes porosity, con-
trols, and limitations. The only real problem with operational metrics is
the requirement for knowing how to properly apply the metric for it to be
useful. [Her10, Ch.4, p.62]

OSSTMM claims to have identified “the elements” of a log file and the
requirement for authentication. However, while e.g. adding up the frequencies of
colours indeed produces a new colour (frequency), i.e. colours have a quantita-
tive side to them that permits addition, this does not hold true for log files and
authentication requirements.

One log file and one authentication requirement is not the same as one log
file and a message authentication code; log files, message authentication codes
and (user) authentication requirements are different and protect against different
threats. Thus, there are no inherent weights when adding these things that are
not reducible to the same dimension.

Even assuming that “having all 10 controls for each pore is functionally the
same as closing the pore provided the controls have no limitations”, this does
not imply adding up (a subset of) ten controls to obtain a score since each of
the specific controls needs to be in place. OSSTMM’s appeal to the diversity of
the controls does not produce the posited identity. Rather, the sentence merely
implies that the ten classes should sum to one (or whatever stands in for “all
good”) when they are all in place. The weights are irrelevant when all control
classes are in place since they are designed to sum to one in this case, but matter
for when a particular control class is missing, i.e. they are meant to encode
the importance attributed to this particular lack. This, in turn, will depend on
what is being protected and the nature of the threat under consideration. It is
not at all clear that adding an authentication requirement closes a pore to the
same extent as adding a log file documenting access after the fact does. The
choice 1/10 “authentication required” and 1/10 “log file” is as much a choice as√

2π/e “authentication required” and 1/10 “log file”. OSSTMM is not “void of
assumptions” [Her10, Introduction, p.11].

Limitations. To complete the rav, limitations are considered:

The third part of the rav is accounting for the limitations found in the
protection and the controls. These are also known as “vulnerabilities”.
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The value of these limitations comes from the porosity and established
controls themselves. [Her10, Ch.4, p.67]

To make this concrete, too, we may think of this operation of adding up
several “buffer overflows” with, say, one “CR/LF escape”.

Sums. With all components in place, the rav can be calculated.

With all counts completed, the rav is basically subtracting porosity and
limitations from the controls. This is most easily done with the rav spread-
sheet calculator. [Her10, Ch.4, p.67]

Thus, OSSTMM goes beyond the idea of security as a ranking and consid-
ers security to possess an additive structure.8 Enabling encryption “adds to”
security, having a telnet port open permitting root login “takes away” security.9

Mathematics also speaks of “adding” and “taking away”, when referring to addi-
tion and subtraction over, say, the Integers, and thus, so OSSTMM’s leap, we
shall add and subtract open ports and authentication:

c0 × log file + c1 × auth. − c2 × open port − c3 × buf. overfl.,

where ci are some weights.10 These sums can further be extended to not only
cover the moments of an IT system but across all areas considered by OSSTMM:

One important requirement in applying the rav is that Actual Security
can only be calculated per scope. A change in channel, vector, or index
is a new scope and a new calculation for Actual Security. However, once
calculated, multiple scopes can be combined together in aggregate to cre-
ate one Actual Security that represents a fuller vision of the operational
security [of] all scopes. For example, a test can be made of Internet-facing
servers from both the Internet side and from within the perimeter network
where the servers reside. That is 2 vectors. Assume that, the Internet vec-
tor is indexed by IP address and contains 50 targets. The intranet vector
is indexed by MAC address and is made of 100 targets because less con-
trols exist internally to allow for more collaborative interaction between
systems. Once each test is completed and the rav is counted they can be
combined into one calculation of 150 targets as well as the sums of each
limitations and controls. This will give a final Actual Security metric which

8 These are not equivalent. The letters in the alphabet are ordered but this does
not endow them with an addition rule. The integers modulo some prime p have an
addition (multiplication, division) rule but do not possess a natural ordering.

9 “Those numbers the Analysts generate are combined so that controls add to opera-
tional security and limitations take away from it” [Her10, Ch.4, p.64].

10 These weights are not always constants. In particular, limitations are weighted
according to their class and porosity. Thus, the actual expression is more complex
than given here for illustration purposes.
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is more complete for that perimeter network than either test would provide
alone. It would also be possible to add the analysis from physical security,
wireless, telecommunications, and human security tests in the same way.
Such combinations are possible to create a better understanding of the
total security in a holistic way. [Her10, Ch.4, p.68]

In other words, OSSTMM not only adds and subtracts ports and log files
but also doors (Physical Security), “whispering or using hand signals” [Her10,
Ch.4, p.74] or “a cultural bias” [Her10, Ch.4, p.76] (Human Security). The com-
putation continues for a few more steps to produce the final rav value (see
Appendix A for a more detailed example). However, already at this stage this
score is an arbitrary choice produced by eradicating the differences between the
features considered in order to combine them using some chosen weights. As
its opening gambit OSSTMM promises the reader the avoidance of “general
best practices, anecdotal evidence, or superstitions” [Her10, p.1], but the answer
OSSTMM gives as to the “Actual Security” of the studied object is vacuous and
is based on category mistakes and unsubstantiated choices.

Remark 1. While it is possible to construct examples where an OSSTMM score
contradicts an expert’s verdict on security, since e.g. all controls are weighted
the same, being vacuous does not mean that the score must commonly and strik-
ingly disagree with the reality it subsumes. Consider the following hypothetical
example: if the rav score for, say, an unpatched Windows 7 system exposing SMB
on the Internet were to be lower than for, say, an up-to-date copy of OpenBSD
in the default configuration, no one would question the security of the latter in
favour of the former. Rather, if this was the case, the rav would change. In con-
trast, if we were to rethink the security of a patched OpenBSD and an unpatched
Windows 7, it would be because we had learned something new about these sys-
tems. Echoing Kay [Kay09], the rav tells us nothing that we have not previously
told the rav. It does, however, obscure what we tell it. The rav score itself is
not useful to an engineer tasked with improving it: the engineer would have to
return to the data that was used to compute it to understand which security
controls were missing and where. The sentence “telnet is open” contains more
information than whatever numerical value OSSTMM assigns to it.

3 Trust

As mentioned above, in OSSTMM terms, Access, Visibility and Trust make up
Porosity (also referred to as OpSec), and security is defined as the separation
of a threat and an asset. While Access is roughly what you would expect –
the ability to interact with the asset – Visibility is “a means of calculating
opportunity” [Her10, Introduction, p.23]. From this perspective, an asset needs
to be visible to be targeted.

For OSSTMM, Trust is a core component of security testing and, unlike
e.g. Access and Visibility, requires its own separate analysis, which is why
OSSTMM dedicates the whole of Chapter 5 to it. This attention to Trust
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is chiefly motivated by ISECOM’s ambition to replace considerations of risk
with trust metrics, as discussed in our introduction. Thus, examining Trust in
OSSTMM is examining one of its key tenets. The centrality of this notion to
ISECOM’s mission is underlined by ISECOM offering certification specifically
for its Trust analysis:

The Certified Trust Analyst proves a candidate has the skills and knowl-
edge to efficiently evaluate the trust properties11 of any person, place,
thing, system, or process and make accurate and efficient trust deci-
sions. [Her10, Introduction, p.15]

Whether applied to a person, an object or a process, Trust has a numerical
value – zero or more Trusts – that determines “Trust”, the unit of analysis.

3.1 What Trust?

In what follows, we use “Trust” to denote the concept of trust as defined in
OSSTMM and “trust” for its wider conceptions, such as the diverging notions
of trust in computer science and the social sciences, as outlined in our discus-
sion of related work in Sect. 5.1. Critically, this distinction and the plurality of
trust definitions are not recognised by OSSTMM. Rather, in order for its trust
analysis to capture what it needs it to capture, OSSTMM collapses multiple
trust definitions, making its understanding and application of trust nonsensical.
While OSSTMM maintains that “people [. . . ] misuse trust as a concept” [Her10,
Ch.5, p.87], we show how this statement directly applies to OSSTMM. We iden-
tify and discuss this below by showing how OSSTMM needs to appeal to under-
standings of trust within computer science as well as sociological and behavioural
notions of trust in order to facilitate its trust analysis.

Computer Science. The Trust unit in OSSTMM is better understood as mod-
elling the need to trust. Trust is always measured as a negative in OSSTMM,
a person with a Trust score of five, for example, is understood to be a riskier
proposition than someone with a Trust/need-to-trust score of, say, two (the same
goes for any other object):

Where security is like a wall that separates threats from assets, trust is a
hole in that wall. [Her10, Ch.5, p.87]

Trust in OSSTMM terms is couched in an understanding of trust as a risk
of exploitation and as a vulnerability. This notion of trust is not necessarily
controversial from a computer science perspective. For example, this mirrors the
notion of trust in cryptography where constructions not relying on a trusted
third party are considered preferable to ones that do. Indeed, cryptographic
protocols can be characterised as emulating a trusted third party by mutually
distrustful parties.12

11 We discuss OSSTMM’s ten trust properties in Sect. 3.2.
12 As Goldreich writes: “A general framework for casting (m-party) cryptographic (pro-

tocol) problems consists of specifying a random process that maps m inputs to m
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Sociological. More specifically, OSSTMM defines Trust as Internal Access.

In operational security, Trust is merely a contributor to porosity, just
another interaction to control. It differs from Access (the other form of
interaction), in how it relates to other targets within the scope. So where
Access is interaction between two sides of a vector into and out of the
scope, Trust is measured as the interactions between targets within the
scope. [Her10, Ch.5. p.87]

This notion of trust assumes interaction and thus relies on relations between
objects within the environment. Recalling that OSSTMM also attempts to model
Human Security, it thus models human interactions which are social in nature.
Put differently, access – internal or not – is (also) social. Thus, we observe that
OSSTMM relies on a sociological conception of trust precisely because it insists
that Trust is understood as Internal Access.

However, trust, regardless of disciplinary grounding, is fundamentally differ-
ent from access and it needs to be recognised as such.13 It is therefore not only
unhelpful to employ the two terms in similar ways, as done here by OSSTMM,
it also obfuscates both the cognitive and emotional aspects that make up trust
interactions [LW85]. Furthermore, OSSTMM’s Trust metric assumes that trust
relations do not exist outside the environment as this is simply considered as
Access by OSSTMM. Thus, why label Internal Access as Trust? If Trust is sim-
ply another form of Access, shaped by different types of interactions, why not
declare it as such?

Behavioural. On the same page, OSSTMM introduces a third definition:

Trust is a decision. While some people claim it is an emotion, like love,
or a feeling, like pain, its clearly a complex quality we humans are born
with. Unlike an emotion or a feeling, we can choose to trust or not to trust
someone or something even if it feels wrong to do so. It appears that we
are capable to rationalize in a way to supersede how we feel about trusting
a target. [Her10, Ch.5, p.87]

Here, OSSTMM posits trust as either an emotion/feeling or a decision, in
order to then reject the former in favour of the latter.14 OSSTMM is interested

outputs. The inputs to the process are to be thought of as local inputs of m parties,
and the m outputs are their corresponding (desired) local outputs. The random pro-
cess describes the desired functionality. That is, if the m parties were to trust each
other (or trust some external party), then they could each send their local input
to the trusted party, who would compute the outcome of the process and send to
each party the corresponding output. A pivotal question in the area of cryptographic
protocols is the extent to which this (imaginary) trusted party can be ‘emulated’ by
the mutually distrustful parties themselves.” [Gol04].

13 For example, the cryptographic literature would not refer to interactions, typically
modelled as oracle access, in a cryptographic protocol as “trust”.

14 We may note a category mistake in the initial dichotomy being offered: trust is a
content of thought – what we think – whereas an emotion is a form – how it appears.
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in this conclusion because it wants to posit that trust is an object of reason
or rationality: trust is open to reflection.15 This is not controversial. However,
declaring trust as an atomic decision is. Since OSSTMM insists that Trust is
Internal Access, and given its appeal to Human Security, it requires a broader
understanding of trust; an understanding that acknowledges the contextual and
the “environment” in which trust interactions emerge and take form. Within
these environments, trust does not exist in isolation, in the same way that trust-
decisions are not made in a vacuum. Rather, here, trust is a key building block
of the (social) environment in which interactions take place – hence, OSSTMM’s
notion that trust is solely a choice is deceptive in this context.

This is also evident in the wider social sciences where, for example, in psy-
chological terms, a person’s self-efficacy is critical to any understanding of how
an individual makes security decisions [Ban82]. From a sociological perspective,
societal structures and interpersonal relations influence how people make secu-
rity decisions [WC03]. From an organisational perspective, workplace culture as
well as formal and informal policies influence security decisions [VNVS10,DG14].
Exemplified by these works, trust decisions, like security, are deeply interwoven
into human relations and contextual settings.

3.2 Trust Properties

Countable. However, these objections are moot when we recall that OSSTMM
simply defined Trust as Internal Access. Yet, so is OSSTMM’s discussion above:
“While some people claim internal access is an emotion, like love, or a feeling,
like pain, it is clearly a complex quality we humans are born with” makes no
sense. OSSTMM wants both: to redefine Trust as Internal Access as well as
maintaining this redefinition captures the notion of trust as a human capacity.
This confusion is meant to enable OSSTMM to make trust quantifiable for the
rav:

This means we can quantify it by applying a logical process. It also means
we can assign trust values to objects and processes as well as people based
on these values. This brings new power to those who can analyze trust and
make decisions based on that analysis. [Her10, Ch.5, p.87]

This does not mean that at all. As far as OSSTMM is concerned, to rationally
understand an object, to reason about it, means to quantify it; a leap OSSTMM
simply asserts here. This is like saying to reason about OSSTMM we should
count, say, its number of pages, words, characters, revisions and so on. Or, since
OSSTMM appeals to mathematics, this is like saying we understand the ring
Z7681[x]/(x256 + 1) when we know it has 7681256 elements.

However, since this line of enquiry would take us away from the object at hand, we
abandon it here.

15 This is why OSSTMM can afford to contradict itself by re-admitting trust emotions
one sentence later. It is not actually invested in the either-or question but that the
former can override the latter.
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Properties. To compute Trust, OSSTMM proposes ten Trust Proper-
ties [Her10, Ch.5, p.90]. These range from seemingly calculable notions such
as size and value to more evasive ones such as symmetry and consistency:16

The Trust Properties are the quantifiable, objective elements which are
used to create trust. We can say these properties are what we would say
give us “reason to trust”.17 These properties are to be made into base-
line rules based on the target and situation which we are verifying. Dur-
ing research, many potential Trust Properties were discovered which are
commonly in use and even official, government and industry regulations
recommend [sic.], however they failed logic tests and were discarded from
our set of properties leaving only ten. [Her10, Ch.5, p.88]

As this paragraph exemplifies, all Trust Properties identified in the method-
ology are treated as quantifiable and unbiased. However, at no point does
OSSTMM attempt to explain from where these Trust Properties have emerged
– or which properties were excluded – except that they were discovered “during
research” and either passed or failed “logic tests”. Which and whose research,
and what logic, we do not know. One could say that we are being asked to blindly
trust the methodology, which OSSTMM, ironically, tells us should be avoided.
While we might accept that a property such as size is addable and comprises
quantifiable elements, other properties hold no calculable features – claiming
that they do renders the methodology increasingly futile. To this end, let us
take a closer look at one of the Trust Properties identified by OSSTMM: consis-
tency – which is defined as the “historical evidence of compromise or corruption
of the target” [Her10, Ch.5, p.90].

Rules. In order to make this Trust Property (like all ten Trust Properties)
calculable, OSSTMM introduces Trust Rules [Her10, Ch.5, p.91]. This, it claims,
translates properties into rules through a series of questions which will produce
unbiased numbers as answers.

Using the trust properties allows us to create only quantifiable rules, not
“soft” rules that can either substantiate the trust level nor disrupt it with a
biased, emotional weight. However, the properties on their own are useless
if they cannot become quantifiable properties, objective, or understandable
by the common person not necessarily involved in the security field. [Her10,
Ch.5, p.91]

OSSTMM gives an example which concerns making better hiring decisions.
Here, humans (as the potential new hires) are the target, meaning that a series
of human qualities are assessed; framed within the ten Trust Properties and
16 The ten Trust Properties identified by OSSTMM are: Size, Symmetry, Visibility,

Subjugation, Consistency, Integrity, Offsets, Value, Components, Porosity.
17 As we shall see below, these are actually reasons not to trust, i.e. a high score in one

of the Trust Properties implies a high need to trust.
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measured using the Trust Rules. Thus, let us return to the Trust Property con-
sistency to explore how OSSTMM translates this into a Trust Rule that can be
used in the hiring of new staff:

5. Consistency :
5.1. The total number of months which the applicant has not been
employed divided by the total number of months the applicant has been
on the workforce and eligible for employment.
5.2. The total number of criminal offenses known divided by the current
age less eighteen years (or the legal age of an adult in your region) of the
applicant.
5.3. The number of neutral or negative references from past employers
divided by the total number of past employers.
5.4. Record the average of these results. [Her10, Ch.5, p.93]

These questions introduce several uncertainties and unknowns. For example,
calculating the number of criminal offences “known” naturally ignores poten-
tially unknown criminal offences, but more importantly, it ignores what the
offences were, when they happened and how they might influence the work of
the applicant.18 Moreover, assessing whether a reference is “neutral” or “nega-
tive” requires individual interpretation and qualitative judgement, which is not
accounted for in OSSTMM. So, while these calculations can be done – i.e. they
are feasible – and will result in a number, what this number tells us is unclear
at best. Similarly, every object of calculation is chosen to be weighted exactly
the same, one neutral reference per past employer and one criminal offence per
year are treated the same and carry the same value. Finally, why the average
number, instead of, say, the median or the max, of the answers to these questions
is equally obscure.19

In summary, in OSSTMM’s Trust Properties and Rules, the category mistake
we have encountered when discussing the rav, i.e. assigning – without justifica-
tion – quantities to qualitative data, reappears.

3.3 Risks and Threats

As discussed in the introduction, the reason OSSTMM gives for introducing its
trust metric is to avoid risk analysis, which OSSTMM maintains “speculates”
and “derives opinions” [Her10, Ch.3, p.53]:

The fundamental difference between doing a risk analysis versus a security
analysis is that in security analysis you never analyze the threat. [Her10,
Ch.5. p.53]

18 Many legal systems distinguish between criminal convictions such as felonies and mis-
demeanours. Similarly, the nature of an offence is taken into account by e.g. the Solic-
tors Regulation Authority in England and Wales https://www.sra.org.uk/solicitors/
handbook/suitabilitytest/part2/content.page.

19 For example, taking the computer science perspective of trust, one would expect the
max i.e. worst-case security, not average-case: one vulnerability suffices to subvert
security goals.

https://www.sra.org.uk/solicitors/handbook/suitabilitytest/part2/content.page
https://www.sra.org.uk/solicitors/handbook/suitabilitytest/part2/content.page
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Threats, in any form or shape, do therefore not form part of Actual Security.
This is perhaps not surprising given OSSTMM’s sole focus on what can be
observed and the assertion that the existence, timing and direction of a threat
can only be assumed and not known.

In OSSTMM terms, then, doing away with considerations of threats allows
for the creation of “Perfect Security, the exact balance of security and controls
with operations and limitations” [Her10, Ch.1, p.20]. This invites the question
of what standard it has to judge this balance as perfect. OSSTMM posits a
balance of controls (adding security) with operations (taking away security) or
a balance of means to achieve security in light of functionality requirements,
without discussing the end that is pursued by these means, i.e. against what
security ought to be achieved. OSSTMM’s balance is not a relation between the
object and the environment but exists purely within the object by definition:

In reality, “perfect” is a subjective concept and what may not be per-
fect for one person may indeed be perfect for another. Within the context
of this manual, “perfect” means a perfectly balanced equation when cal-
culating the attack surface consisting of OpSec and Limitations against
Controls. [Her10, Ch.3, p.55]

The balanced equation is attained when each access has all ten, unlim-
ited controls since, as we noted above, “having all 10 controls for each pore
is functionally the same as closing the pore provided the controls have no lim-
itations” [Her10, Ch.4, p.67]. Thus, in any field, OSSTMM’s security goal is
achieved when no conceivable threat has any access to the asset under protection,
all pores are “functionally” closed. OSSTMM’s security is perfectly balanced
when all controls that OSSTMM can think of are in place without limitations,
i.e. when no degree of freedom exists beyond these totally encompassing con-
trols.20 In Data Network Security this approach may lead to “interactions within
a scope as well as complexity and maintenance issues” [Her10, Ch.1, p.22]. In
Human Security, it develops a whole different impact to be reckoned with.

4 Human Security

Recall that one of the key features of OSSTMM is that it employs one single
security testing methodology for all five channels identified in the document:
Human (Chapter 7), Physical (Chapter 8), Wireless (Chapter 9), Telecommuni-
cations (Chapter 10), and Data Network Security (Chapter 11). Thus, it produces
a methodology that can, in principle, be applied to anything or anyone amongst
those irrespective of the object under consideration. To do this, the same 17
“Testing Modules”21 are employed for each of the five channels; meaning that

20 Note that this is a worst-case notion of security, in contrast to the average-case
notion used when applying the Trust Rules.

21 Posture Review, Logistics, Active Detection Verification, Visibility Audit, Access
Verification, Trust Verification, Controls Verification, Process Verification, Training
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the methodology determines which aspects of each channel matter in security
terms. As a result, and as we highlight in the introduction, OSSTMM considers
itself a “holistic” methodology and has been recognised for its “comprehensive”
approach to security testing [Cre17]. Particularly its attention to Human Secu-
rity separates it from other methodologies (see Sect. 5.1).

OSSTMM’s treatment of trust gives a first account of how it conceptu-
alises human interactions. For example, in the hiring process of new employees,
OSSTMM suggests the following Trust Rule under the heading “Porosity”:

The number of employees living in the same community as the appli-
cant divided by the total number [of] people in the community. [Her10,
Ch.5, p.93]

An employee at age 50 with one prior conviction for fraud is the same security
liability (1/32) as an employee living in a town of 5,000 people together with 156
other employees. That is, an employee living in a small town with many other
employees of the same organisation is considered a possible “hole in [the] wall”,
i.e. a security threat. This might seem counter-intuitive, when starting from a
perspective of, say, social cohesion, but is consequential in OSSTMM’s logic.
These small-town employees have social relations with other employees outside
the control of the employer, i.e. they engage in processes outside the control of
it. In OSSTMM’s perspective on human agency and relations, they appear as
potential threats. It thus laments that social norms prevent the security enthu-
siast from treating people accordingly:

Unfortunately, while using more controls works with objects and processes,
it may not work between people. Many times social norms consider controls
beyond simple authentication like matching a face or voice with an identity
to be offensive to the person to be trusted. Society often requires us to
be more trusting as individuals in order to benefit society as a whole
and sometimes at the expense of everyone’s individual protection. [Her10,
Ch.5, p.87]

When OSSTMM rhetorically takes the standpoint of the individual’s pro-
tection that is being undermined by “society as a whole”, it practically takes
the standpoint of an uninhibited authority against the individuals under its com-
mand. To this imagined authority any moment merely out of reach of surveillance
and control is to the detriment of an organisation’s security, which, we recall,
makes no reference to threats. Using the same example as above, OSSTMM
demonstrates this in another Trust Rule:

The number of hours per day the applicant will be working alone, unas-
sisted, unmonitored divided by the number of working hours. [Her10,
Ch.5, p.92]

Verification, Configuration Verification, Property Verification, Segregation Review,
Exposure Verification, Competitive Intelligence Scouting, Quarantine Verification,
Privileges Audit, Survivability Validation, and Alert and Log Review [Her10, Ch.6].
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This view of human agency, as something that needs to be controlled, is
also evident throughout Chapter 7 on Human Security Testing. Here, OSSTMM
takes a more pro-active approach and, for example, suggests to test Trust as:

In Terrorem. Test and document the depth of requirements to incite fear,
revolt, violence, and chaos, through the disruption of personnel and the
use of rumor or other psychological abuse. [Her10, Ch.7, p.110]

How OSSTMM proposes to carry out these tests is unaccounted for. How it
can be done without breaking ethical guidelines and legal frameworks remains
unanswered.

OSSTMM’s proposition to target people through psychological means,
including “fear”, “rumor”, and “abuse” to test the level to which they can
be trusted is reminiscent of modern counterinsurgency operations, which, com-
pared with traditional military campaigns, rely as much on psychological means
as on physical action. A quick search through a few military counterinsurgency
field manuals and doctrines, such as [Arm09,AC10,MOD15], demonstrates these
similarities by identifying the need to influence individual perceptions through
“aggressive” information operations [AC10, p.152] aiming “to influence, disrupt,
corrupt, or usurp the decision making TAs [target audiences] to create a desired
effect to support achievement of an objective” [oD14, p.x].

This standpoint of requiring counterinsurgency-like techniques to test the
resilience of an organisation paired with a desire for total control over human
(inter)actions is no accident but the consequence of two of OSSTMM’s key tenets:
first, Human Security is treated identically to all other areas of security; humans
are treated as objects, just like computers, buildings and so on. Second, security
is defined without any regard to risk or threat.

While, as discussed above, perfect security is conceptualised as a balance of
operations and controls, this balance itself has no reference to any threat. Hence,
OSSTMM contains no notion of proportionality; whether a control measure is
justified in light of a threat or not cannot be determined given OSSTMM’s
rejection of threats altogether. To illustrate this consider the legal category of
proportionality first developed by High State Administrative Courts in Germany
to review actions of the police, i.e. the Security State [Hir81].22 It is part of
European Human Rights law under the European Convention of Human Rights
(ECHR) and in UK Human Rights law it is interpreted as follows: “it is necessary
to determine (1) whether the objective of the measure is sufficiently important to
justify the limitation of a protected right, (2) whether the measure is rationally
connected to the objective, (3) whether a less intrusive measure could have been
used without unacceptably compromising the achievement of the objective, and
(4) whether, balancing the severity of the measure’s effects on the rights of the
persons to whom it applies against the importance of the objective, to the extent
22 Also in military campaigns, from where OSSTMM appears to borrow some of its

language and approach, proportionality is a legal obligation and according to one
US Field Manual“requires that the advantage gained by a military operation not be
exceeded by the collateral harm” [AC10, p.247].
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that the measure will contribute to its achievement, the former outweighs the
latter” [UKS13].

In contrast, OSSTMM, while referencing human rights as a consideration “to
assure a safe, high quality test” [Her10, Ch.7, p.105], is conceptually incapable
of “balancing the severity of the measure’s effects on [the rights of] the persons
to whom it applies against the importance of the objective”.23

OSSTMM does not see people as a strength in security terms but holds an
increasingly criticised view of humans in the security loop (see e.g. [PSF14]),
one where humans are always perceived as the “weakest link” rather than as
the subject of security. Instead, OSSTMM anticipates that people will “make
mistakes, forget tasks, and purposefully abandon tasks” [Her10, Ch.2, p.33],
and it aims to eradicate these “traits” by reducing the human to an object
whose interactions should be monitored, controlled and restricted. It does so
by developing a methodology that replaces the notion of people as subjects of
security with one where people are understood solely as objects of security. It
models human agency as a wild-card to be controlled:

Unfortunately, how we interact is just based on a collection of biases
we accumulate during life, which are subjected to the emotional or bio-
chemical state we are under when we have them. [Her10, Ch.14, p.204]

This position contradicts most writings in security studies which recognise the
human as a critical security actor, e.g. [BWDW98] and explored further below
in Sect. 5.1. The rejection of human agency is not only a problem in academic
terms. By not seeing the human as a key security actor, capable of doing the
securing, security itself is weakened. OSSTMM chooses to frame human agency
as a problem, rather than as a potential solution. This view does not stop with
those being tested. Indeed, OSSTMM’s suspicion of human agency also applies
to those doing the testing:

We are, after all, only human. Most often though our opinions are limited
and restricted to a small scope we know as “our little world”. We apply
them everywhere because they make life easier. But when we take them
with us and try to adhere them to larger, different, more complicated series
and types of interactions, we will likely make mistakes. What may make
perfect sense to us based on our experiences may not make any sense at
all outside of “our little world”. So what we need is a better, less biased
way of looking at the bigger, more dynamic, less personal, world beyond
ourselves. [Her10, Ch.14, p.204]

OSSTMM’s methodology for studying human security eliminates the human
from security: both in the form of the recognising subject – the tester – whose
verdicts it fundamentally distrusts as biased and replaces with a score with little
meaning, and in the form of recognised subjects – the tested – whose agency is
a “hole in [the] wall”. In OSSTMM’s view, the human mind is a security threat.
23 This is not a claim about OSSTMM’s legality but ought to explain that its heavy-

handed approach to human security is a logical consequence of its conception of
security.
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5 Discussion

We have reviewed OSSTMM’s main contributions to the field of security test-
ing. In Sect. 2, we observed that OSSTMM commits a type error by treating
categorical values that are specific to different domains as ordinal values that
apply across a wide range of domains. As a consequence it presents a security
score using homographs and unmotivated choices which has little relation to the
object being measured. In Sect. 3, we observed that OSSTMM’s notion of Trust
confuses and identifies different notions of trust, producing nonsensical claims.
This lack of clarity serves to create a unified Trust score to replace considerations
of risk and threats, producing a notion of security that is internal to the object
being studied, independent of attacker goals or capabilities. Finally, in Sect. 4,
we criticised the effects of OSSTMM’s approach to identify Human Security with
other areas of security, disregarding the subjectivity of the objects under consid-
eration. This produces an approach to security testing that alienates those who
are relied on to do the securing, which ultimately weakens security itself.

In summary, we found none of OSSTMM’s key contributions to survive under
scrutiny and that the flaws identified in OSSTMM render it incorrect. These
flaws, however, are an artefact of OSSTMM’s ambition to be “scientific”, which
it characterises as “not [being] about believing or relying on your experience, no
matter how vast, but on knowing facts we can build upon” [Her10, Ch.3, p.53].
In OSSTMM’s view this means quantifying its data.24 As we have shown, to
square this circle OSSTMM has to rely on unmotivated choices and assertions
throughout. OSSTMM does not provide justification or evidence to ground its
methodology, rendering it unscientific on its own terms. We conclude that the
serious flaws identified in our analysis make the methodology futile. Thus, we
suggest that security professionals abandon the use of OSSTMM as a guide to
security testing.

Remark 2. It might be objected that OSSTMM has utility despite the flaws
identified in this work. Indeed, in addition to its conceptualisation of secu-
rity, it – like any other security testing guideline – also does advise a secu-
rity tester to scan, say, port 80 on each host in a network using a TCP SYN
scan, which is sound advice. We remark, however, that the flaws we identified
invalidate OSSTMM’s key concepts, as expressed by ISECOM itself and others,
i.e. OSSTMM in its own right. Put differently, removing what makes OSSTMM
OSSTMM from OSSTMM might result in a functional, albeit by now somewhat
outdated, security testing checklist.

5.1 Related Work

OSSTMM’s claim that it is a “holistic” security testing methodology that covers
both technological and human security, with a scoring system that captures trust
24 “It appears that we are capable to rationalize in a way to supersede how we feel about

trusting a target. This means we can quantify it by applying a logical process” [Her10,
Ch.5, p.87].
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as well as access and visibility, necessitates engagement with a diverse set of
literatures and bodies of work.

Security Metrics. A growing number of works focus on the use of security met-
rics and the benefits of such metrics to organisations, e.g. [KH06,Pay06,Jaq07,
Hay10,BH11,Bra14,Cam14], while only a small body of writings offers critical
reflections on such claims and on the wide use of metrics to satisfy security
assessments. For example, in an overview of security metrics Ahmed [Ahm16,
p.108] writes: “They [security metrics] do not provide any help in measuring or
monitoring the effectiveness of controls. Instead they measure the existence of
controls”. Moreover, Kaur and Jones [KJ08, p.45] note the tension embedded in
security metrics: “It is difficult to have one metrics [sic.] that covers all types of
devices. To be effective the level of detail and granularity needed is high. How-
ever, to have a large scope and cover all manner of devices requires a general
metrics [sic.] which will not meet all security challenges”. Recently, CERT/CC
published a critique of the widely used Common Vulnerability Scoring System
(CVSS) [SHH+18] where the authors note the data type error committed by
CVSS by treating ordinal values as interval values, the difficulty of assigning
a single score irrespective of differing requirements and suggest “the way to fix
this problem is to skip converting qualitative measurements to numbers”. Hence,
while security metrics and standardised forms of assessing the robustness of an
organisation’s security posture are widely used and generally accepted, some
criticisms, albeit a small selection, do exist.

Metrics. Beyond information security, the pitfalls of translating qualitative
statements into quantities (which may then be algebraically manipulated) are
a subject of active debate in the social, psychological and clinical sciences, see
e.g. [KUM96,PS13] and the references therein. These discussions testify to the
need for critical engagement with the methods of evaluation before offering con-
clusive findings. This is also evident in economics, where e.g. Kay criticises the
“modern curse of bogus quantification” [Kay11] and points out that the “index
[. . . ] is not telling us anything we have not already told the index [. . . ]” [Kay09].
Such critiques thus warn against relying on metrics for a complete understanding
of the objects under evaluation.

Trust. Measuring trust is a key component of OSSTMM. Yet, as evidenced in
our critique and exemplified by a broad range of literature, trust is not a mono-
lithic concept. It carries multiple meanings depending on perspective, purpose
and disciplinary grounding. Within the social and behavioural sciences, disci-
plines such as sociology, (social) psychology and behavioural economics disagree
on trust definitions and methodological approaches, see e.g. [BNH10,Coo05,
CLH09,Kra99,RS08,Har04,Har13], which in turn differ from notions of trust in
computer science, e.g. [BFL96,LN10,GW11]. A common understanding of trust
does therefore not exist. This is epitomised by Mollering [Mol06] when outlining
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three schools of thought on trust: trust as reason, trust as routine and trust
as reflexive. More specifically, for (social) psychologists, e.g. [BV04,DF11], the
notion of trust as a rational choice – as a decision – dominates, whilst behavioural
economic understandings of trust focus on averting negative outcomes of oppor-
tunism and to limit the risk of exploitation [Lin00,Tul08]. These positions rely
heavily on individualistic and psychological positions put forward by experimen-
tal and quantitative researchers, and they contrast with the notion of trust as
a “sociological reality” where “[t]rust in everyday life is a mix of feelings and
rational thinking” [LW85]. While sociology defines trust in relation to social
processes and relations, behavioural notions of trust founded in psychology or
behavioural economics take an individualistic approach.

While some seminal writings have placed trust at the centre of sociologi-
cal theorising [Luh79,Bar83], most computer security perspectives on humans
largely ignore this branch of trust research – trust as a social construction –
and, instead, conceptualise trust in line with psychology and behavioural eco-
nomics [LN10,BFL96,Col09] as their primary aim is usability, e.g. [BCL15,
CJL+13,KOB+08,RSM03,RSM05,RSM07,Tad10]. This therefore also leads to
a reductive and individualistic view of trust, and the mistaken assumption that
trust and trusted in computer science carry the same meaning as in the social
sciences. For example, Camp et al. [CNM01, p.96] note: “trusted in the social
sciences has exactly the same meaning of trusted in computer science [. . . ] that
which is trusted is trusted exactly because if it fails there is a loss”. This not only
assumes a common understanding of “trusted” in social and computer science,
but also within the social sciences themselves; an assumption that is invalidated
by the works cited above. From this non-exhaustive, yet, multi-perspective dis-
cussion on trust, it is evident that no single definition exists and that each
distinct definition of trust serves its own specific purpose.

Human Agency. As we have seen, applying its security tests to humans is a
key aspect of OSSTMM; an aspect that also distinguishes it from other security
testing methodologies, see e.g. [PR10]. Critically, however, humans have agency
which means that they have the capacity to act independently or collectively
upon their environment, to influence their surroundings and to make choices. The
notion of human agency has also received increased attention in scholarly writ-
ings pertaining to organisational consequences of technological advancements,
e.g. [FP03,SO04,BR05]. In this body of literature, the notion of an “agentic
turn” describes the increased agency of actors in relation to the organisation.
From this perspective, security processes and technologies are shaped as much
by the humans that use them as by their material objects.

However, Pfleeger and Caputo [PC12] note that while a key aspect of improv-
ing information security involves understanding human behaviour, most efforts
“focus primarily on incorporating new technological approaches in products and
processes”. Similarly, Sasse and Flechais [SF05] argue that a secure system is
a sociotechnical system based on an understanding of human behaviours to
“prevent users from being the ‘weakest link’ ”. This is a view that was already
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cemented in Adams and Sasse’s seminal work. It showed that a lack of under-
standing of users resulted in an absence of user-centred design in security mech-
anisms [AS99], which led users to both intentionally and unintentionally circum-
vent such mechanisms (see also later work, e.g. [CJL+13,FC12,Wol17]). Such
writings evidence the critical need to recognise and understand human agency in
security terms, rather than treating humans as passive objects that need security
to be done to them.

Security Testing Methodologies. OSSTMM is one of a handful of established
penetration testing methodologies, standards and guidances such as [RBD+06,
SSCO08,Cou15,NKR+12,MM14]. Most of these documents focus on technical
steps to be carried out by the tester [RBD+06,MM14], while some focus more on
pre- and post-engagement [Cou15] or provide a combination of both [NKR+12].
Besides OSSTMM no methodology lays any claim to being scientific or attempts
to capture such a broad range of areas in which security could be consid-
ered.25 Indeed, typically these methodologies focus on network- and infrastruc-
ture penetration testing, while specialised methodologies for web applications
exist [MM14], i.e. the focus in other documents is considerably narrower than in
OSSTMM. These methodologies are largely compatible by exhibiting a signifi-
cant level of similarity in suggesting variants of a stepped discovery, enumeration
and exploitation approach. It is worth noting, however, that regardless of this
similarity some methodologies are incompatible. For example, the popular Pene-
tration Testing Execution Standard [NKR+12] and OSSTMM are incompatible.
The former prominently features threat modelling, whereas the latter insists on
disregarding threats.

Academic treatments of OSSTMM or penetration testing methodologies as
objects of study only come in the form of comparisons of various methodologies,
either in the preliminaries of academic works to justify their particular choice of
methodology or as publications in their own right, e.g. [Sha14,SJ15,KCSK15].
However, these comparisons restrict their attention to high-level features, such
as the level of detail or what is and is not covered, as well as the genealogies of
the different versions. To our knowledge, prior to this work no work existed in
the literature that conceptually examines penetration testing methodologies on
whether they deliver on what they promise.

25 “Therefore, with version 3, the OSSTMM encompasses tests from all channels –
Human, Physical, Wireless, Telecommunications, and Data Networks. This also
makes it a perfectly suited for testing cloud computing, virtual infrastructures, mes-
saging middleware, mobile communication infrastructures, high-security locations,
human resources, trusted computing, and any logical processes which all cover multi-
ple channels and require a different kind of security test.” [Her10, Introduction, p.11].
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5.2 Future Work

This work provokes the question of whether broader lessons can be drawn from
it. While OSSTMM might be unsuitable for interrogating security, do its failings
point to broader issues that should be addressed?

On the one hand, other standard security testing methodologies, such as
PTES [NKR+12] or OWASP [MM14], avoid many of the issues which we criticise
in this work. They do not define scores, they do not posit new notions of trust
and they do not focus on human and social aspects of security. On the other
hand, some of the issues we highlight in OSSTMM are more general.

Scores. While OSSTMM expresses the methodological dogma that scientific
knowledge equals quantification particularly crudely this is not its privilege.26

Rather, this conviction is common across information security, as exemplified,
for example, in CVSS which claims to score security vulnerabilities by a sin-
gle magnitude. Moreover, the somewhat bad reputation of security testing as a
“tickbox exercise” speaks of the same limitation: counting rather than under-
standing. Echoing the critique of CVSS in [SHH+18], we thus suggest, too, that
security professionals “skip converting qualitative measurements to numbers”.
The healthy debates in other disciplines (see Sect. 5.1) provide material for a
debate within information security to examine the correctness and utility of
assigning numerical values to various pieces of data.

Social. A mistake we criticise in OSSTMM is the failure to recognise that the
moments of a social organisation are different from the moments of a computer
network. This, too, is no privilege of OSSTMM as can be easily verified by the
prevalence of mantras along the lines of “humans/people/users are the weakest
link”. This standpoint, which is as prevalent as it is wrong [AS99,PSF14], offers
the curious indictment that people fail to integrate into a piece of technology that
does not work for them. In the context of security testing this standpoint has a
home under the heading of “social engineering” and its most visible expression:
routine but ineffective phishing simulations [KS12]. It is worth noting, though,
that even when the focus is exclusively on technology, not engaging with the
social relations that this technology ought to serve may produce undesirable
results, for example leading to designs of technological controls with draconian
effects where less invasive means would have been adequate [DG10].

26 Perhaps the most prominent quote in this spirit is attributed to Lord Kelvin: “When
you can measure what you are speaking about, and express it in numbers, you know
something about it; when you cannot measure it, when you cannot express it in
numbers, your knowledge is of a meager and unsatisfactory kind; it may be the
beginning of knowledge, but you have scarcely, in your thoughts, advanced to the
stage of science.”.
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More broadly, the tendency of information security to rely on psychol-
ogy, dominated by individualistic and behavioural perspectives and quan-
titative approaches to understanding social and human aspects of secu-
rity [BCL15,CJL+13,FC12], may represent an obstacle. Alternative method-
ological approaches from the social sciences, particularly from sociology and even
anthropology, such as semi-structured interviews, participant-led focus groups
and ethnography offer promising avenues to deeply understand the security prac-
tices and needs in an organisation, see e.g. [GRF15].

A A Synthetic Toy Example

In the following, we symbolically work through OSSTMM’s calculation [Her10,
Section 4.4] of the rav using a synthetic toy example of one host in a network
providing a remote login service. To keep expressions compact we also do not
model all the accesses, trusts and controls typically found in such a scenario.
OSSTMM starts from the scope’s Visibility PV , Access PA and Trust PT . In our
case, one host is visible PV = 1h which responds on one port PA = 1p (and on
the IP layer, which we do not model here). In the interest of compactness, we
will also assume PT = 0. OSSTMM defines Operational Security as OpSecsum =
PV +PA+PT = 1h+1p. From this, OSSTMM computes the Operational Security
base value

OpSecbase = log2 (1 + 100h + 100p) .

Considering a logarithm is motivated in [Her10, Section 1.5] and [Her10,
Section 4.1] but the particular choice of log2(·) is not motivated, the additive fac-
tor 1 is motivated to obtain zero in case of no attack surface. OSSTMM defines
control meta classes A = {Au, Id,Re, Su,Ct} and B = {NR, It, Pr, Cf,Al}, see
Sect. 2. We assume only authentication LCAu is enforced via a login LCAu = 1�.
In OSSTMM’s terms the sum of loss controls in this example is thus

LCsum

∑

λ∈A∪B

LCλ = 1�.

Let λ ∈ A ∪ B be any control type. Then, OSSTMM further defines Missing
Controls as

MCλ = max (OpSecsum − LCλ, 0)

and the sum of these missing controls as MCsum =
∑

λ∈A∪B MCλ. True Con-
trols are then defined as

TCλ = OpSecsum − TCλ = OpSecsum − max (OpSecsum − LCλ, 0)
= min (LCλ, OpSecsum)



The Vacuity of the Open Source Security Testing Methodology Manual 141

In our case, we would have to decide if 1h + 1p > 1�, i.e. if one active host
added to one port is greater than a login being applied. OSSTMM considers all
formal variables as equal to the integer 1, suggesting the inequality does not hold
in OSSTMM’s model. The idea of this check is you cannot miss less than zero
controls. OSSTMM does not motivate why controls are not normalised by 1/10
here in contrast to other formulas. Following along, we obtain the True Controls
base TCbase and the Full Controls base FCbase:

TCbase = log2 (1 + 100 × (OpSecsum − MCsum/10))

= log2 (10� + 1)

= log2 (1 + 10 × LCsum)
= FCbase

SecLimsum = (LV × (OpSecsum + MCsum)/OpSecsum) + (LW × (OpSecsum + MCA)/OpSecsum)

+ (LC × (OpSecsum + MCB)/OpSecsum)

+ (LE × ((PV + PA) × MCvg + LV + LW + LC )/OpSecsum)

+ (LA × (PT × MCvg + LV + LW + LC )/OpSecsum)

=
(11 h − � + 11 p)2

(h + p)2
+

(
10 h − � + 10 p + 10 (11 h−�+11 p)

h+p
+ 10 (6 h−�+6 p)

h+p
+ 60

)2

100 (h + p)2

+
(6 h − � + 6 p)2

(h + p)2
+

( 11 h−�+11 p
h+p

+ 6 h−�+6 p
h+p

+ 6
)2

(h + p)2
+ 36

Fig. 1. Security limitations

These expressions are then combined into various Limitations Formula encod-
ing vulnerabilities LV , weaknesses LW , concerns LC , exposures LE , anomalies
LA which are then combined to obtain the Security Limitations sum as given
Figure 1 where MCvg = MCsum/(10 × OpSecsum). As before, SecLimbase is
defined as log2(1 + 100 × SecLimsum). Finally, Actual Security, the “true state
of security as a hash of all three sections” [Her10, p.85] is defined as

ActSec = 100 + FCbase − OpSecbase − log(1 + 100 × SecLimsum)
− 1/100 × OpSecbase × (FCbase − log(1 + 100 × SecLimsum))
+ 1/100 × FCbase × log(1 + 100 × SecLimsum).

Expanding this formula for our toy example produces Figure 2. To compute the
numerical rav value OSSTMM evaluates this expression at one for all formal
variables. In our example, this gives a value of ≈ −12. The reader is invited to
compare information provided by the symbolic or numerical Actual Security to
the information provided by our initial informal description of the toy example.
We stress that while the methodology, for example, forces the analyst to recognise
that our login service provides no confidentiality (LCCf = 0 in OSSTMM terms),
this does not distinguish OSSTMM from other security testing methodologies.
Rather, OSSTMM’s key procedure is the rav computation producing Figure 2.
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ActSec = log

⎛
⎝ 19401 h4

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
−

3420 h3�

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
201 h2�2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

77604 h3p

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

−
10260 h2�p

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

402 h�2p

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
116406 h2p2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
−

10260 h�p2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
201 �2p2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

77604 hp3

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

−
3420 �p3

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

19401 p4

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
4600 h3

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
−

860 h2�

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
40 h�2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

13800 h2p

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

−
1720 h�p

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

40 �2p

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
13800 hp2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
−

860 �p2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
4600 p3

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

105800 h2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

−
18400 h�

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
+

800 �2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
211600 hp

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4
−

18400 �p

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

+
105800 p2

h4 + 4 h3p + 6 h2p2 + 4 hp3 + p4

⎞
⎠

2

·
( 1

100
log (100 h + 100 p + 1)2 −

1

100
log (10 � + 1)2 − 1

)

−
1

100

(
log (10 � + 1)2 + 100

)
log (100 h + 100 p + 1)2 + log (10 � + 1)2 + 100

Fig. 2. Actual security
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Abstract. Due to the widespread COVID-19 pandemic, there has been
a push for ‘immunity passports’ and even technical proposals. Although
the debate about the medical and ethical problems of immunity pass-
ports has been widespread, there has been less inspection of the technical
foundations of immunity passport schemes. These schemes are envisaged
to be used for sharing COVID-19 test and vaccination results in gen-
eral. The most prominent immunity passport schemes have involved a
stack of little-known standards, such as Decentralized Identifiers (DIDs)
and Verifiable Credentials (VCs) from the World Wide Web Consor-
tium (W3C). Our analysis shows that this group of technical identity
standards are based on under-specified and often non-standardized doc-
uments that have substantial security and privacy issues, due in part
to the questionable use of blockchain technology. One concrete proposal
for immunity passports is even susceptible to dictionary attacks. The
use of ‘cryptography theater’ in efforts like immunity passports, where
cryptography is used to allay the privacy concerns of users, should be
discouraged in standardization. Deployment of these W3C standards for
‘self-sovereign identity’ in use-cases like immunity passports could just
as well lead to a dangerous form identity totalitarianism.

Keywords: Immunity passports · Decentralized identifier · Verifiable
credentials · W3C · Security · Privacy · Standardization

1 Introduction

With the outbreak of COVID-19 in 2020, there became a surge of interest in what
are called ‘immunity passports’ and various technical proposals to implement
these passports in order to allow people to work and travel. In fact, one academic
paper claims that in terms of COVID-19 immunity passports, there’s “an app
for that” [13]. Indeed, given the scale of the crisis inflicted on the world by
COVID-19, it should not be surprising that the vision of a digital application
that could allow people to return to work and travel would be appealing to
many governments, and some governments such as Chile1 and El Salvador are
1 https://www.thelancet.com/journals/lancet/article/PIIS0140-6736(20)31096-5/

fulltext.
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continuing to propose COVID-19 immunity passports.2 A vaguely UN-related
organization called ‘ID2020’ has begun to certify digital immunity passports by
companies such as BLOCK BioScience as a “good ID” to sell to governments.3

Therefore, even though there is yet no evidence that a negative test after COVID-
19 infection presents long-lived immunity, there appears to be momentum for
digital immunity passports. While there has already been considerable medical,
ethical, and legal objections to immunity passports [26], there has yet to be a
technical analysis of the proposed standards used by immunity passports.

Although the possible social benefits and harms of immunity passports are
outside of the scope of a technical analysis and so will only be briefly discussed,
it should go without saying that the status of a person’s COVID-19 antibody
test results are sensitive personal data. Therefore, a technical analysis should
provide a comprehensive overview of the privacy and security properties of any
given immunity passport system. The particular use-case of immunity passports
and the wider context of digital identity is reviewed in Sect. 2. Then each compo-
nent of the proposed technical architecture of the COVID Credentials Initiative
(CCI),4 which has already gained considerable media coverage5 and claims over a
hundred members, will be inspected. CCI currently has at least fifteen members
building on World Wide Web Consortium (W3C) standards, a membership-
driven standards bodies known for such standards as XML and early versions of
HTML. Note that while we use the term ‘immunity passport’ (as well as ‘immu-
nity credential,’ the digital implementation of an ‘immunity passport’) in this
analysis, our usage of the term and analysis also covers antibody test results in
general, including vaccination test results.

For each component, we will first present the standard and then a critique.
First, the W3C Verifiable Credentials Data Model is analyzed in Sect. 3 and
then W3C Decentralized Identifier standards in Sect. 4. This lets us analyze
in detail the technical architecture put forward when used in an actual user-
facing immunity passport app that is built on these W3C standards in Sect. 5.
In conclusion, we’ll review the dangers of unscoped and premature optimization
in standardization and ways to prevent emergencies such as COVID-19 from
leading to the abuse of security standardization in Sect. 6, before concluding
with our vision for next steps and future research in Sect. 7.

2 https://www.premiumtimesng.com/coronavirus/408007-el-salvador-to-give-
immunity-passport-to-those-who-recovered-from-covid-19.html.

3 https://www.biometricupdate.com/202008/id2020-certifies-blok-bioscience-
immunity-passport-with-self-sovereign-approach-to-digital-id.

4 https://www.covidcreds.com/.
5 https://www.coindesk.com/covid-19-immunity-passport-unites-60-firms-on-self-

sovereign-id-project.

https://www.premiumtimesng.com/coronavirus/408007-el-salvador-to-give-immunity-passport-to-those-who-recovered-from-covid-19.html
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2 Immunity Passports: The Killer Use-Case of Digital
Identity?

2.1 Immunity Passports

An immunity passport can be thought of as a kind of digital credential that con-
tains information needed to determine if an individual has contracted a particular
disease or not and whether or not they may be immune to future development
of the disease. The concept of immunity credentials were inspired by the idea of
a digital update to the well-known ‘Carte Jeune’ paper cards needed to prove
yellow fever vaccination and so authorize travel in certain countries. However,
it has been noted the development of yellow fever is not analogous to COVID-
19, but rather to measles, as measles became widespread in the population and
vaccination was mandatory (and so no paper card for travel was needed) [26].
However, a possible future COVID-19 vaccine could be proposed as a kind of
‘immunity passport’ to allow travel and work.

An immunity credential for COVID-19 would have to contain the measure-
ment of antibodies taken by a particular institution at a particular time. The
serological antibody measurements include both Immunoglobulin M (the largest
antibody) and Immunoglobulin G (the most common antibody) responses to
COVID-19 [29]. There are other tests that are commonly available that include
tests for the presence of COVID-19 DNA, such as polymerase chain reaction
(PCR) tests and antigen tests, but these tests only detect if COVID-19 is active
and so do not detect whether or not a person has been infected or vaccinated in
the past.

Critique. There are a large number of critiques of the very concept of immunity
credentials and we will only overview a selection. It has been thought that having
COVID-19 antibodies would lead to immunity for a period of time, although
recently there have been documented cases of reinfection [29]. Of course, the
primary critique is that the immunoglobulin tests do not actually provide any
level of immunity medically and that, even if they did, the level of false positives
and negatives is still too high to be acceptable [26]. The effects of antibodies is
to confer some level of immunity for an unknown, but likely very short, period
of time [26]. Medical research is still unclear how long antibodies could prevent
COVID-19, if at all, and whether the COVID-19 virus itself is mutating such
that antibodies are even relevant [29].

Social effects of immunity credentials are possibly dangerous as immunity
credential holders could become an ‘immunity elite’ with increased social strati-
fication from those without certificates, violating existing laws on discrimination
in many countries [25]. One dangerous outcome would be people attempting to
infect themselves in order to gain the advantages conferred by immunity [26].
Although the term ‘immunity passport’ has gotten such a bad reputation that it
may seem unlikely to be implemented, the push for COVID-19 vaccination could
cause the idea of a digital certificate for COVID-19 test results to be revived in
the near future. A digital certificate for COVID-19 test results would be subject
to the same critique on a social level as an immunity passports.
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2.2 Digital Identity

The field of digital identity has long existed in national standards for identity
databases, but became a focus of standardization after the tremendous success of
the World Wide Web led many people to become interested in the prospects for
an internet-enabled digital identity. On the one hand, the Web used an identity
system, the domain name system (DNS), which has been wildly successful at
providing unique names for web-sites. On the other hand, the internet did not
include any provision for providing unique identities for people and organizations
that worked across websites, with cookies as a means for implicitly establishing
user identities being added later in the development of the Web by browsers.

An augmented social network built on digital identity was theorized as pos-
sibly leading to another cycle of innovation and profit as powerful as the original
Web [24]. Although obviously limited and ontologically problematic [18], digi-
tal identity is usually construed as an unique identifier connected to a set of
attributes, such as a name, age, and citizenship. ‘Self-sovereign’ identity gave
the identified individual themselves the ability to control these attributes, as
opposed to a centralized government or corporation.6

The goal of digital identity is to avoid identifier collision by assigning globally
unique identifiers. The first proposed standard that tried to assign humans and
organizations permanent identifiers was eXtensible Resource Identifiers (XRIs)
at the OASIS standards body.7 Individuals are given identifiers such as +david.8

Like DNS, XRIs are resolved by XDI (XRI Data Interchange), which would then
retrieve an XRDS (Extensible Resource Descriptor Sequence) with the person’s
attributes such as name and address. Also like DNS, XDI was run by a single
organization called XDI.org that held a license to patents from the Cordance
company.9 Although XRIs were put into early federated identity versions of
OpenID [35], XRIs failed to gain real-world usage, and they were eventually
dropped from the more successful federated OpenID Connect system [37], which
was instead built instead on the IETF OAuth standard for authorizing accessing
to data without globally unique identifiers [19].

In contrast to the standards for digital identity that focus on assigning glob-
ally unique identifiers, cryptographic research focused on anonymous credentials
that allowed users to directly show to verifiers their claims without revealing their
identity, much less using a globally unique identifier [10]. Of particular interest
are zero-knowledge proofs for identity [7] that led to attribute-based creden-
tial systems such as Microsoft’s U-Prove [6] and IBM’s Idemix [8] (currently

6 https://www.lifewithalacrity.com/2016/04/the-path-to-self-soverereign-identity.
html.

7 OASIS is the Organization for the Advancement of Structured Information Stan-
dards, was mostly known for various XML related standards and allowing, unlike
the W3C and IETF, patent licensing fees in standards.

8 https://www.oasis-open.org/committees/download.php/15376/xri-syntax-V2.0-cs.
html.

9 https://danbri.org/words/2008/01/29/266.

https://www.lifewithalacrity.com/2016/04/the-path-to-self-soverereign-identity.html
https://www.lifewithalacrity.com/2016/04/the-path-to-self-soverereign-identity.html
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https://danbri.org/words/2008/01/29/266
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used in Hyperledger Fabric.10) These anonymous credential schemes offered a
high degree of privacy without trusted third parties. Although some schemes
use blockchain technologies to achieve decentralization, these are still too com-
putationally expensive for real-world use [14]. There has even been some initial
work like the SecureABC proposal on deploying cryptographic anonymous cre-
dentials in the context of immunity passports, although the ethical concerns still
remain and there seems to be no move towards widespread implementation of
the SecureABC anonymous credential scheme for immunity passports [21].

One of the core problems with digital identity was the requirement for a
centralized database of these globally unique identifiers. Blockchain technology
appeared to both guarantee the non-collusion of identifiers and not require a
centralized database of identifiers while enabling a seemingly infinite number of
identifiers to be minted. Thus, the vision of a decentralized database of globally
unique identifiers for people seems plausible technically, and many of the efforts
and people involved in prior work on digital identity re-emerged in the W3C in
order to re-invent standards for a globally unique identity for every person on
top of blockchain technology. This effort received relatively little attention until
COVID-19 led to a push for immunity passports. While there earlier seemed no
real use-case for a cross-border global identity system, immunity passports were
seized upon as the ‘killer’ use-case by groups like CCI. Given the rush to push
for immunity passports and vaccination test results to revive travel by various
governments, with trials even starting in the United Kingdom11 and funding for
W3C digital identity standards by the Department of US Homeland Security,12

it would seem that a technical analysis of the W3C standards being pushed into
these immunity passports is in order.

3 W3C Verifiable Credentials

Currently, all proposed immunity credential schemes rely on an obscure stan-
dard, the W3C Verified Credential Data Model 1.0 standard [38]. A verified
credential is defined by the specification as “a tamper-evident credential that
has authorship that can be cryptographically verified” [38], or in other words,
a cryptographically signed message. However, rather than simply sign a byte-
string, W3C Verifiable Credentials present an abstract data model for the idea
of claims, which are any list of attributes and values pertaining to a subject, the
“entity about which claims are made” [36]. These claims are created by an issuer
who then creates a verifiable credential, which in turn are processed by a verifier.
The issuer is split into the issuer and the holder roles. For example, the issuer
could be a medical laboratory that is testing the COVID-19 immune response
of a patient, the subject and holder of a verifiable claim about their antibody

10 https://hyperledger-fabric.readthedocs.io/en/release-2.0/idemix.html.
11 The United Kingdom is testing the closed-source CommonPass by the Commons

Project, as announced at https://thecommonsproject.org/newsroom/safer-travel-
and-accelerate-border-reopenings.

12 https://www.sbir.gov/sbirsearch/detail/1302459.

https://hyperledger-fabric.readthedocs.io/en/release-2.0/idemix.html
https://thecommonsproject.org/newsroom/safer-travel-and-accelerate-border-reopenings
https://thecommonsproject.org/newsroom/safer-travel-and-accelerate-border-reopenings
https://www.sbir.gov/sbirsearch/detail/1302459
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status. While the specification is written to have one assume the holder is the
person themselves, there is nothing to prevent the holder being a government
database that the patient has no knowledge of.

More importantly, the claims are not a simple list of attribute value pairs or
even arithmetic circuits that could be verified in zero-knowledge, but instead a
graph build from the nearly forgotten W3C Semantic Web standards [4], which
has important ramifications upon processing. Namely, the Verified Credential
specification recommends JSON or the Semantic Web serialization that uses
JSON, JSON-LD [39]. Cryptographic signatures can either be specified by IETF
JSON Web Tokens [23] or the non-standardized “Linked Data Proofs” docu-
ment [31]. An example of a W3C Verifiable Credential for immunity credentials
created by a member of the COVID Credentials Initiative is given in Fig. 1.13

{

"@context": [

"https://www.w3.org/2018/credentials/v1",

"https://w3c-ccg.github.io/vc-examples/covid-19/v1/v1.jsonld"

],

"id": "http://example.com/credential/123",

"type": [

"VerifiableCredential",

"ImmunoglobulinDetectionTestCard"

],

"issuer": {

"id": "did:web:vc.transmute.world",

"location": {

"@type": "CovidTestingFacility",

"name": "Stanford Health Care",

"url": "https://stanfordhealthcare.org/"

}

},

"issuanceDate": "2019-12-11T03:50:55Z",

"expirationDate": "2020-12-11T03:50:55Z",

"name": "Immunoglobulin Detection Test Card",

"description": "Immunoglobulin detection tests are based on the qualitative detection of IgM and IgG...",

"credentialSubject": {

"id": "did:key:z6MkjRagNiMu91DduvCvgEsqLZDVzrJzFrwahc4tXLt9DoHd",

"type": "ImmunoglobulinDetectionTestSubject",

"givenName": "Louis",

"familyName": "Pasteur",

"birthDate": "1958-07-17",

"IgM": false,

"IgG": true,

"image": "data:...’’

}

}

Fig. 1. Example W3C Verified Credential for an “Immunity Passport”

As can be seen from this example, Verifiable Credentials essentially offer a
number of mandatory properties, such as type to determine the kind of creden-
tial, an id (to refer to a W3C DID [36]), and issuer property with a date of
issuance (issuanceData) and date of expiration (expirationDate), as well as
information stored about the subject as credentialSubject. Following W3C
Semantic Web conventions used in the W3C Resource Description Framework
(RDF) standard [30], nearly all identifiers are identified either with a standard
https: URL or a kind of DID [36]. As such a verifiable credential is simply a
data format, the role of an application, as illustrated in Fig. 2,14 will be creating
13 https://github.com/decentralized-identity/c19-vc.com/blob/master/src/

bindingModels/ImmunoglobulinDetectionTestCard.json.
14 The image is from https://github.com/decentralized-identity/c19-vc.com.

https://github.com/decentralized-identity/c19-vc.com/blob/master/src/bindingModels/ImmunoglobulinDetectionTestCard.json
https://github.com/decentralized-identity/c19-vc.com/blob/master/src/bindingModels/ImmunoglobulinDetectionTestCard.json
https://github.com/decentralized-identity/c19-vc.com
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what is termed by the W3C as a verifiable presentation that presents some of
subset of the attributes for human inspection or further machine processing.

Critique. Note that injectivity of the serialization scheme is necessary for the
security of digital signatures. The W3C Verifiable Credentials standard can
depend on the problematic Semantic Web RDF format, which lacks standard-
ized bit-serialization necessary for signatures [9]. RDF does not specify a syntax
like XML, but ‘semantic’ graphs of URIs (Uniform Resource Identifiers, such as
http://example.org) and values where the same graph can be serialized in dif-
ferent manners [30]. Worse, there is no unified way to skolemize ‘blank nodes’
(i.e. existential variables) across serialization formats. Instead, RDF features
a number of ad-hoc canonicalization forms given in non-standard documents,
with W3C VC relying on a non-standard algorithm.15 Also, Semantic Web seri-
alization can depend on the resolution of external documents to URIs to ‘link’
data, similar in spirit to XML namespaces [30]. The Semantic Web also even
has issues with TLS support [17]. Further increasing the likelihood of attacks,
implementers are recommended that Linked Data Proofs “are detached from
the actual payload.”16 The combination of these problems, where a variable
number of signatures can be arbitrarily detached and re-attached to messages
combined with the (possibly insecure) retrieving of unknown external documents
leads RDF in general, and likely Verifiable Credential implementations that use
RDF, to be vulnerable to the same kind of attacks that rendered XML digital
signatures insecure in practice [33].

In detail, this leads to signature exclusion and signature replacement attacks
where an adversary can remove the signature of a signed message, perhaps
replace it with another signature, and to trick the verifier into falsely accept-
ing the message as valid due to ambiguity in parsing. There exists a mitigation
of these canonicalization and serialization issues as VCs can be used without
RDF, and instead serialized with the well-specified IETF JSON Web Tokens
(JWT) serialization [23]. Yet even in this case, there still exist in some JWT
implementations (although the IETF specifications have fixed these issues in
the specification) the ability to easily misuse cryptography, which can lead to
intentional cryptographic downgrade attacks on the cryptography in JWTs [22].
In general, it seems as if all that is needed is to prove a signature of a valid health
care provider or hospital on a credential presented by a user; it is unclear why
an error-prone data format without a clear byte order that is badly suited for
cryptography should be used. A simple signature over a byte-string signifying
the result would suffice.

The most likely reason for using Semantic Web standards is that W3C Verifi-
able Credentials are to be used for data integration rather than privacy. Semantic
Web standards are notoriously inefficient due to being stored as labeled graphs
with existential variables as well as cycles, making canonicalization difficult [15].
Each blank node must be uniformly given a stable identifier, and different graphs

15 The“RDFDatasetNormalization”documenthttp://json-ld.github.io/normalization/
spec/.

16 https://www.w3.org/TR/vc-imp-guide/.

http://json-ld.github.io/normalization/spec/
http://json-ld.github.io/normalization/spec/
https://www.w3.org/TR/vc-imp-guide/
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Fig. 2. Verifiable presentation of an ‘Immunity Passport’

can be output in different orders. Even if canonicalized and then serialized, the
graph isomorphism problem is NP complete so it cannot be determined if two
graphs match efficiently. The Semantic Web has found usage in government data
integration by the Department of Homeland Security [11] as the goal of the W3C
standards is to allow the “linking” of data via the reuse of URIs as labels of nodes
in the graph [39]. Linking of user data seems at odds with user privacy, as pri-
vacy is typically defined as unlinkability [34]. However, the ability to link patient
data may have use cases for the government and medical data.

4 W3C Decentralized Identifiers

Decentralized identity management means that identity is provisioned using a
decentralized technical infrastructure such as distributed ledger technology [12],
and so there is no single identity provider or key registry. A Decentralized
Identifier (DID) is a W3C standard under development to provide a uniform
naming scheme for what is termed “subjects” to be identified [36]. The scope of
subjects has cosmic ambitions: “Anything can be a DID subject: person, group,
organization, physical thing, digital thing, logical thing” but the DID document
maintains that each DID is unique per subject, so that “a DID has exactly one
DID subject” and that somehow “a DID is bound exclusively and permanently
to its one and only subject” [36]. In the context of immunity credentials, a DID is
an attempt to create one or more universally unique identifiers for every person
that includes whether or not they have been infected by COVID-19 or not.

Technically, a DID is simply a URI scheme that specifies a DID method,
which in turn is used to resolve a DID into a concrete (if possibly unsigned)
DID document. The DID document in turn contains references to key material
and routing information to one or more DID service endpoints that allow access
to yet another document describing the subject of the DID and so including
explicitly personally identifiable information (PII) in RDF using VCs. DIDs are
represented as an id relationship in a DID document. An example DID is shown
in Fig. 1 as did:key:z6MkjRagNiMu91DduvCvgEsqLZDVzrJzFrwahc4tXLt9DoHd.
This method, as defined in yet another non-standardized document,17 defines a

17 https://w3c-ccg.github.io/did-method-key/.

https://w3c-ccg.github.io/did-method-key/
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DID document where a single Ed25519 public key is used for signing documents
as well as authentication. More complex DID methods exist and each new DID-
enabled system can add register a new method.18

For example, another kind of DID could resolve to a DID document via
access to a blockchain such as the DID-centric Sovrin blockchain.19 For exam-
ple, the DID did:sov:29wksjcn38djfh47ruqrtcd5 retrieves a DID document
from the Sovrin blockchain,20 which is considered a verifiable registry as much
as a centralized server or the Bitcoin blockchain according to the W3C Verifiable
Credentials standard [38]. Verifiable registries are simply a public key infrastruc-
ture for the key discovery needed to verify a W3C VC, and so a blockchain is
used in this context merely as a global public database of time-stamped DID
documents that contain keys and service end-points. An end-point can retrieve
additional personal data about DID subjects like an immunity credential.

Critique. Although the idea of a registry with at least one unique identifier for
every possible object that may exist could be considered itself a suspect concept
for a standard, W3C DIDs suffer from a number of purely technical weaknesses.
The resolution from a DID to a DID document is customized per implementation,
and in practice permissioned federations such as Sovrin resolve the DID to the
necessary DID document, and so the blockchain is equivalent to using a public
database of DID documents (without access control) replicated by a threshold
number of trusted authorities. In other words, there seems to be no technical
reason outside availability to use a blockchain rather than a trusted public third
party database for the verifiable registry containing DIDs [41]. Unlike other
blockchain-based systems like Claimchain [28], there is no access control specified
and all identifiers are shared in public. The privacy issues are to some extent
worse in W3C DIDs than in even centralized or federated identity systems, as
correlation attacks may not only be done by a malicious identity provider, but by
any actor as typical DIDs are stored in public chains and, if the DID document
is public, anyone can search the chain to discover the times of changes not only
to DIDs, but to key material if the DID document is public.21

Most importantly, there is no way to enforce the privacy of any attributes
attached to the Verifiable Credentials produced by service end-points accessed
via DID documents and DIDs. As for DID documents themselves, it is only stated
that “it is strongly recommended that DID documents contain no PII” [36]. As
they are effectively permanent identifiers written to a public blockchain, W3C
DIDs may of course be correlated. One-time use DIDs are not enough, as the
W3C DID standard notes “the anti-correlation protections of pseudonymous
DIDs are easily defeated if the data in the corresponding DID Documents can

18 https://w3c.github.io/did-spec-registries/.
19 https://sovrin-foundation.github.io/sovrin/spec/did-method-spec-template.html.
20 https://sovrin.org/library/sovrin-protocol-and-token-white-paper/.
21 Although the DID standard permits these attacks, these issues could in theory be

addressed per implementation in a customized manner, as Microsoft claims is done
in their ION identity system: https://techcommunity.microsoft.com/t5/identity-
standards-blog/ion-booting-up-the-network/ba-p/1441552.

https://w3c.github.io/did-spec-registries/
https://sovrin-foundation.github.io/sovrin/spec/did-method-spec-template.html
https://sovrin.org/library/sovrin-protocol-and-token-white-paper/
https://techcommunity.microsoft.com/t5/identity-standards-blog/ion-booting-up-the-network/ba-p/1441552
https://techcommunity.microsoft.com/t5/identity-standards-blog/ion-booting-up-the-network/ba-p/1441552
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be correlated” [36]. While it could be claimed that simply storing key material
and end-points for services does not compromise user privacy and only identifiers
without personal data is stored on the chain, storing identifiers as well as keys and
service end-points publically can leak valuable data. For example, the addition
of service end-points for COVID-19 testing centers would leak the fact that a
person with this key material had been tested for COVID-19, along with the
likely approximate physical geolocation as correlated with the hospital and day
of the test, as given by the update to the DID document.

Although DIDs claim to support zero-knowledge proofs, there is no advanced
cryptography used outside of RSA and elliptic curve Ed25519 signatures in the
standards themselves [36]. In other publications, at least one of the authors of
the W3C DID standard believes a “trusted witness,” i.e. a trusted third party
nominated by the user with control over their personal data, is a better paradigm
than zero-knowledge proofs due to the lack of trust in the verifier or holder of
a credential [1], although the solution of adding yet another trusted third party
does not seem to solve the actual problem, but merely displace it. Other DID
deployments, like those at Microsoft, claim to that they will use zero-knowledge
proofs but end up being anonymous credentials with no special need for the
identity machinery of DIDs and VCs.22

Another question is whether or not the blockchain is necessary at all. If
DIDs are indeed supposed to be for one-time usage, then why use DIDs on
a blockchain at all rather than just an anonymous credential scheme without
DIDs? The actual Verifiable Credentials are not stored on the blockchain but
stored by service end-points, which can be centralized servers rather than some
necessarily decentralized actor. Indeed, it appears that in many of these cases, it
is assumed the actual party that holds the VC document is a third-party service
that functions as an identity provider. This identity provider could be relatively
benign, such as the hospital that performed the test, but it could be yet another
for-profit blockchain-based digital identity startup. Rather than disintermediate
identity providers like Facebook or government identity databases, the actual
database access simply requires the additional step of contacting yet another
third party database, namely the verifiable registry, before communicating with
their actual personal data pointed to from the verifiable registry. The blockchains
used as verifiable registries can be decentralized but can also be federated per-
missioned blockchains using “proof of authority” where a quorum, or sometimes
any member, can simply add a block with a new DID identifier. So not only
is there no gain in terms of privacy, but no gain in terms of decentralization
if decentralization is to be defined as the absence of a trusted component in
a system [40]. A system would leak far less data if the holder of a VC simply
included a method to directly contact the issuer with the VC itself rather than
use excessive redirection based on a public blockchain for key management.

22 https://github.com/decentralized-identity/snark-credentials/blob/master/
whitepaper.pdf.

https://github.com/decentralized-identity/snark-credentials/blob/master/whitepaper.pdf
https://github.com/decentralized-identity/snark-credentials/blob/master/whitepaper.pdf
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5 Immunity Credential Systems: A Case Study

Although there are many systems for immunity credentials being built (currently
over fifteen) in countries ranging from Hong Kong to Italy according to the
COVID-19 Credential Initiative Implementation Workstream Homepage,23 most
of the published proposals are high-level sketc.hes [2]. As of late 2020, only one
academically published immunity credential system has a detailed specification
called “COVID-19 Antibody Test/Vaccination Certification: There’s an App For
That,” by Eisenstadt et al. [13]. Like the CCI work, this app uses the DID and
VC W3C standards. The paper puts forward the technical design goals that
an immunity credential is meant to address in addition to the non-technical
requirements of being “cost-effective” and “easy to administer” [13]:

– Privacy-preserving
– Un-forgeable
– Scalable: “to millions of users”
– Easily verifiable: “while still preserving privacy”

The overall motivation for using digital certificates for immunity passports
is that, not only are they more cost-effective and more scalable but that they
can be secure as “a paper version is too vulnerable to alteration or forgery” [13].
It seems as if the primary security argument of Eisenstadt et al. is that digital
signatures are unforgable, and so could prevent both a hospital from forging a
credential or a person from using a false credential. They also seemingly narrowly
conceive of privacy as only the explicit prevention of the release of personal
identifying information such as a patient’s name and social security number,
while traditionally it would be considered that linking usages of a credential
would violate privacy. There is no explicit threat model given, but it does seem
like the authors are aiming for a weak local passive adversary, rather than an
active adversary that can observe changes of state in the blockchain used by
DIDs in order to re-identify subjects or one that can carry out replay attacks
with credentials.

The minimal PII needed by each actor in the immunity credential system is
not detailed. The privacy and security properties are claimed to be fulfilled by
the use of W3C DIDs in tandem with the actual VCs containing the immunity
results stored using a Semantic Web architecture known as ‘Solid,’ designed by
W3C director and inventor of the Web, Berners-Lee [32]. This architecture is
composed of pods which store RDF data like VCs using HTTP access points.
The core concept is that personal data can be stored locally on a device like a
mobile phone or even a “favorite cloud server” [13]. The claim of Eisendstat et
al. is that “the provider’s access to the data is limited by the user’s preference,”
although currently it appears no cryptographic techniques are used to encrypt
the data in Solid [13]. There is an unformalized access control language used by

23 https://docs.google.com/document/d/1dbWvs1m8uziTsbhUQv nPofTXAyDSkxI5
CZtoo1SlRY.

https://docs.google.com/document/d/1dbWvs1m8uziTsbhUQv_nPofTXAyDSkxI5CZtoo1SlRY
https://docs.google.com/document/d/1dbWvs1m8uziTsbhUQv_nPofTXAyDSkxI5CZtoo1SlRY
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pods.24 Currently backed by a startup called Inrupt,25 the platform is build in
Javascript.

The app uses a distributed ledger called OpenEthereum, a fork of Ethereum
by the Open University and ran by a consortium (and so is call a “Consortium
blockchain”). In contrast to Ethereum but similar to other DID-based chains
like Sovrin, it is based on “proof of authority” (i.e. a permissioned blockchain
where any validator or quorum of validators may write to the chain, but not
other actors like users). It is then argued that while DIDs allow pseudonyms
and Solid pods give an user “a choice regarding whether and where to host
personal information” (which would include the results of the COVID-19 tests),
“a hash of the Verifiable Credential is stored on the Consortium blockchain”so
that the immunity credential itself can be verified [13].

The information flow of the application is given below and illustrated in
Fig. 3, where information is assumed to shared using QR codes:

– Step 1. The patient (the holder, also the “subject” of a DID) and the hospital
doing the immunoglobulin tests (the issuer) are assigned DIDs (A) that can be
resolved on the permissioned blockchain (B). After an identity check (C), the
patient gives their DID and required personal information for an immunity
credential to the hospital.

– Step 2. The hospital gives antibody test (D) and sends its DID with the test
results signed by its public key to the patient (E), which then receives it and
uploads a hash of the signed immunity credential to the blockchain.

– Steps 3. The patient can then show their employer (the verifier) the immu-
nity credential (F) with associated DID (G), who can then check the hash of
the credential by looking up the DID and verifying if the signature of the test
results in the immunity credential are correctly attributed to the hospital by
retrieving the hospital’s DID and retrieving the hash of immunity credential
from the blockchain to compare it to the immunity credential shown by the
patient (H), and then approve or deny the patient some action.

Critique: As Solid is being backed by the inventor of the Web, one would
hope it would offer privacy or security properties. Yet Solid offers no security
properties or privacy properties, currently having only the aforementioned access
control language but usage of kernel security modules or other ways of providing
assurance are missing. There are draft ideas on authentication.26 It seems that
giving a user the choice of where to store their COVID-19 antibody test results
will likely not lead to more security, as users may store their test results on
a mobile phone whose operating system needs updating, a insecure personal
server, or in some other location that is highly unlikely to be secure in terms of
systems administration. While Solid democratizes storage and avoids creating a
centralized honey-pot of test results, does it make sense to allow people to be
given a technical choice over where to store their data rather than embedded
24 https://github.com/solid/web-access-control-spec.
25 https://inrupt.com/.
26 https://solid.github.io/authentication-panel/solid-oidc/.

https://github.com/solid/web-access-control-spec
https://inrupt.com/
https://solid.github.io/authentication-panel/solid-oidc/
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Fig. 3. Information Flow of an W3C Verified Credential and DID for an “immunity
passport” as given in Eisenstadt et al. [13]

in the operating system or using secure enclaves? The use of RDF, due to the
underlying graph model, has poor scalability compared to traditional relational
databases or key-value stores [15]. The main purpose of VCs using RDF in Solid
appears to be to integrate data using unique identifiers based on URIs like DIDs.

The use of Semantic Web technologies appears to be designed to make med-
ical data more amendable to fusion and analytics by hospitals or governments,
given there is a dearth of user-centric services that consume or produce Seman-
tic Web data. This makes it difficult to believe that “pairwise-unique DIDs and
public keys” will be used in practice, as that would eliminate any benefits of
using Semantic Web techniques [13]. If a DID was used just once, then why have
an identifier at all? Another core idea is that “user preference” can also eliminate
the capture of data by servers, as Eisenstadt et al. claim that “Everything in
this app is decentralized. Anyone wishing to abandon involvement in this kind
of certification can just delete the Verifiable Credentials stored on their Solid
Pods. There will be no records whatsoever, as if they had never been on the sys-
tem” [13]. Yet there is no serious proposal to prevent the operating system of a
mobile phone or a server from copying the immunity certificate for the purposes
of sharing, and deletion cannot be guaranteed to have actually happened.

The authors of the paper also seem to have misconceptions about cryptog-
raphy, leading to insecure uses of hashes for storing immunity credential infor-
mation in a publicly accessible blockchain. In particular, the authors hold that
storing the hash of their immunity certificate on the blockchain allows “individ-
uals who have been tested to change their minds and quit the scheme, knowing
that even cryptographically encoded data will be ‘orphaned’ (no data pointing
to it), rendering it meaningless” [13]. The authors seem not to be aware of dictio-
nary attacks and how the storage of sensitive data using hashes can be securely
implemented. Although it is true that for arbitrary data, a hash is a one-way
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function that can not be reversed per se and maps this data to fixed size values,
by itself a hash function is typically deterministic and the possible claims embed-
ded in the credential are finite. For example, the number of unique birth-dates
of living individuals is on the order of fifty thousand, and so if one wishes one to
discover a hashed birthdate, one simply iterates through the birthday values (as
in a ‘dictionary’) with the hash function until a match is discovered. This would
be even simpler for test results that are either positive or negative, and continues
to holds true even when “deleting data on the Solid Pods” although the authors
claim that this “will also turn the hashes on the blockchain into ‘orphans’ (no
data pointing to the hash), i.e. the hashes will become meaningless: it is not
possible to recover the original data from a hash” [13]. If an adversary knows
some fairly basic personal data about a person such as their name and birthday,
as per the example in Fig. 1, and one wished to discover their test results, an
adversary could simply iterate through the possible results of an immunity test
to determine the results of a patient’s immunity test from only the hash on the
blockchain.

The storage of even hashed immunity certificates on a public blockchain also
is a poorly thought out idea for avoiding leaking sensitive data on a public
blockchain. Using a hash would only make sense if appropriate salting could be
done, but the salt would have to be somehow shared to verify the hash. Simply
using a seemingly ‘random’ string of bytes in the VC like a photo would not
be enough to secure the hash, as the photo would be revealed and remain the
same over usages of the credential and so would not be a salt, as an adversary
could capture it. Alternatively, publishing the ciphertext of the results encrypted
under an ephemeral asymmetric public key on the blockchain, where the corre-
sponding decryption key could be given on an as needed basis, would be a better
design. Nonetheless, having such sensitive data permanently available on a pub-
lic blockchain, even if encrypted, would be a risk. W3C DIDs attempt to do
the right thing by publishing only a reference to a key on chain. Even in the
case where only a public key is published on the blockchain, it would be bet-
ter to use encryption than hashing to preserve privacy, as has been explored
in work with well-defined privacy and security properties for decentralized key
management [28].

Given these earlier problems, it should not come as a surprise that this immu-
nity credential architecture does not address the fundamental problem of digital
immunity passports: Having this information in digital form by nature increases
the ability for this data to be copied and altered. Although the use of cryptog-
raphy can prevent some of these attacks, this is not the case in the proposed
architecture. For example, the verifier could not copy the passport and do a
replay attack with the credential. This is easily possible, as no private key mate-
rial operations are required for usage of the immunity credential that require
the holder having any secret key material such as decryption of or selectively
disclosing the credential.

Surprisingly, the only cryptographic operation the verifier has to do is retrieve
the public key of the issuer from the blockchain. Despite various claims that
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“the app allows the user selectively to present only the specific test result,” no
details on zero-knowledge proofs are given by Eisenstadt et al. [13]. It is rec-
ommended by Eisenstadt et al. that when using digital credentials an identity
check with a physical photographic identity card is done, although this method-
ology would also argue in favor of simply using physical paper certificates as
immunity credentials [13]. Eisenstadt et al. propose that it should be possi-
ble to have “burned” the photographic identity into the credential, i.e. have a
copy of a valid visual identity as part of the credential so that physical national
identity paperwork should not have to be checked when showing an immunity
credential [13], although this increases the amount of sensitive data used in the
credential. In terms of W3C standardization, methods for verifying a creden-
tial holder’s identity is left outside of the scope of the document. There is a
mention of a challenge-response protocol to prevent replay attacks given in the
non-normative Verifiable Credentials Implementation Guidelines but the proto-
col, as outlined, uses an unsigned nonce and so is vulnerable to replay attacks.27

The privacy properties of the immunity passport scheme proposed are
claimed to result primarily from the supposed virtues of the underlying W3C
standards “the concepts underlying Verifiable Credentials and the Decentralized
Verification of Data with Confidentiality are diametrically opposed to any kind
of central data storage or Big Brother-style snooping and data collection, and
indeed provide excellent and agreed standards for avoiding such snooping and
data collection” [13]. As shown earlier, these claims over the privay and security
of the W3C DID and VC standards are dubious. The immunity passport design
put forward by Eisenstadt et al. seems aimed at those with a background in
the “Semantic Web” (a cluster of W3C standards for data management [20])
and are missing cryptographic security assumptions as well as a realistic privacy
impact assessment. However, there may be other immunity credential schemes
that address these concerns in the future that may be attempted to be rolled
out in the future. The problem is both the idea of immunity credentials and the
standards used to implement, and these are separable if interlinked problems.
Trying to move the paradigm from the ill-conceived idea of immunity passports
to the newer but very similar idea of vaccination test certification, Eisenstadt et
al. (whose earlier versions28 envisioned deployment to the whole population) now
state that credentials “should only be applied to workers in healthcare and other
comparable key sectors” and added the term “vaccination” to their title [13]. Yet
the design still has the same problems. The other problem is that there is a more
structural issue regarding how these W3C standards like VCs and DIDs came
to become standardized and therefore assumed to be suitable for high assurance
use-cases like immunity credentials.

27 https://www.w3.org/TR/vc-imp-guide/.
28 https://arxiv.org/abs/2004.07376.

https://www.w3.org/TR/vc-imp-guide/
https://arxiv.org/abs/2004.07376
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6 The Abuse of Security Standardization

The goal of security standardization should be both to guarantee the security
and privacy properties of a particular technology and then promote their widest
deployment. The technical proposals for immunity passports have almost all
entirely been based on the World Wide Web Consortium’s Decentralized Iden-
tifier (W3C DID) and Verifiable Credentials (W3C VC) standards, and these
standards are currently being proposed for widespread usage by groups like the
COVID-19 Credentials Initiative. The problem is two-fold: 1) a lack of clarity on
what is a standard at the W3C and 2) the lack of review by the wider security
and privacy community despite being standardized, in the case of W3C VC, or
“standards-track” like W3C DID. A diagnosis of the underlying issues is required
in order to assure the high quality of future security standardization.

First, what makes a standard? In the case of the W3C, a standard is a
standard by virtue of a guarantee of royalty-free licensing of the underlying
technology. In the case of the growth of the Web, the importance of the W3C
is that it is in effect a patent pool for the World Wide Web that allowed many
developers and companies to build on the Web in a permission-less fashion.29

W3C standards are explicitly licensed by W3C members under a royalty-free
license.30 In contrast, the IETF “Note Well” policy simply requires disclosure of
known patents by individuals.31 The much stronger W3C policy creates a kind
of ‘patent war-chest’ composed of all W3C standards, from XML to HTML5.
This patent pool is then enforced by a ‘balance of terror’ so that any member
that makes a patent claim on a W3C standard triggers their loss of royalty-free
licensing for all W3C standards. The W3C patent pool was created precisely as
an attempt to prevent patents from becoming part of standards at the W3C. The
membership requirement of the W3C, as opposed to the more informal IETF,
is due in part to the licensing requirements of patents. This protection against
patents is one of the primary features of standards as a common good.

The problem is that the line between what is a standard and what is not
a standard at the W3C has blurred. Over the years the relative importance of
patents declined and the importance of communities based on open standards
and protocols increased, first due to the development of HTML as a ‘living stan-
dard’ by WHATWG outside of the W3C,32 and then as shown by the explosion
of interest in blockchain technologies since 2017. This led to the formation at the
W3C of Community Groups, which are open to all and have no review from the
rest of the W3C but can produce documents that appear to have the imprimcater
of the W3C without review, with patent licensing being only to contributions
and only opt-in to the entire specification.

In the case of W3C’s digital identity efforts around W3C VCs and DIDs,
there is a larger extended group of documents, ranging from the nascent DID
29 Note that a patent holder can still claim patent infringement even if an idea is

embodied in a standard (such as an IETF RFC) and in open source code.
30 https://www.w3.org/Consortium/Patent-Policy-20040205/.
31 http://www.rfc-editor.org/rfc/rfc3979.txt.
32 https://html.spec.whatwg.org/.

https://www.w3.org/Consortium/Patent-Policy-20040205/
http://www.rfc-editor.org/rfc/rfc3979.txt
https://html.spec.whatwg.org/
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Authentication to Linked Data Proofs, that it appears are also crucial to immu-
nity passports and DID usage in general. These documents originate in either
a W3C Community Group or the newly created Decentralized Identity Foun-
dation,33 but are considered as “standards” by proponents of W3C Verifiable
Credentials and DIDs. This could confuse anyone, including a government inter-
ested in immunity passports, into thinking the underlying technology was both
unburdened of intellectual property and of a high standard in terms of security
and privacy. Furthermore, this development of an endless multitude of non-
standards (mostly by the same small editorial group as the W3C VC and DID
standards) makes implementation by developers an error-prone work of end-
less exegesis and seems to serve primarily to deflect criticism from the actual
problems with the existing W3C standards for digital identity. Every privacy
and security issue with DIDs and VCs can be claimed to be ‘solved’ by yet
another half-baked non-standard document or a product that has some yet-to-
be-released non-standardized feature. Therefore, standards bodies should clearly
separate standards from non-standards, scope standardization efforts to a finite
number of documents, and reduce the dependency of the former on the latter.

Second, the purpose of security standardization can be construed as wide
review and analysis of the security properties of standards. It is unclear how Ver-
ifiable Credentials and DIDs became W3C standards without review by security
and privacy experts. One reason could be the influx of dues-paying blockchain
companies as W3C members and a lack of attention from browser-oriented com-
panies. As Verifiable Credentials were relatively unsuccessful in a large number of
fields, ranging from internet of things [3] to educational credentials [27], the work
did not attract the attention of the security research community. Also, as the
standardization effort has no clear boundaries, it is unclear where to begin or end
such a security and privacy review. With the growing interest from governments
in immunity passport schemes, the security community should focus on these
global identity schemes. Yet these identity standards have crucial dependencies
on non-standardized documents that are in a state of flux.

The W3C and other standards bodies should impose more stringent guide-
lines for security and privacy review on their future work. Overall, although the
group of documents needed for W3C VC-based immunity passports is vast, these
documents do not possess the technical (and in particular, cryptographic) detail
needed for a security and privacy analysis, much less formal verification. Our
thesis is that the underlying effort around immunity passports and associated
W3C efforts are examples of cryptography theater, which we define as the appeal
to cryptography without a concrete specification or protocol in order to claim
to be secure without necessarily being so. While the designers of W3C DIDs
and VCs may have designed the technology to the best of their ability, every
standard should have a rigorous security review. A state of emergency caused by
COVID-19 should require more, not less, review in terms of security and privacy
for immunity passports given the possibility of widespread usage and abuse.

33 https://identity.foundation.

https://identity.foundation
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7 Conclusion

Our vision of security standardization is that it should either provide wide review
of proposed standards in order to correct security and privacy flaws, or prevent
their standardization in the first place. The fact that specifications like W3C
Verifiable Credentials even became standards is problematic without security
and privacy review by experts, and it would be better if future standards that
touched upon security and privacy were done at the IETF and follow a more
rigorous multi-stakeholder process that involves academics and verification of
the claims of security properties of the standards, as was done in TLS 1.3 [5].
The unnecessary complexity and lack of review of these standards can lead to
concrete privacy and security harms for users, who are naturally confused by
claims of privacy and security dependent on cryptography.

The use of W3C standards to legitimize immunity passports is a prime
example of how a security standardization process, without an actual functional
standards body that achieves wide review by experts, can be hijacked by self-
interested government or business interests without providing any protection for
users. It simply is dangerous to build on standards that are not well-understood,
and standards bodies like the W3C that ‘rubber stamp’ such standards should
be held to account by the security research community.

As shown, there may be concrete steps that can help the W3C. For example,
all RDF related formats can be dropped from VCs until bit-serialization is stan-
dardized. Work on DIDs at the W3C can simply be halted as global identity on
a blockchain cannot be done in a secure and privacy-preserving manner without
advanced cryptography, which DIDs lack. For the use-cases of identity manage-
ment, there are many well-known cryptographic techniques that offer strong and
rigorous guarantees of privacy and security, although they are not used as the
foundation of the W3C standards for digital identity, but merely included as
an optional afterthought. One somewhat surprising aspect of immunity pass-
port proposals is their reliance on blockchain technology. Blockchain technology
has uses, but these uses should be justified in terms of concrete security and
availability properties given by design goals.

The most concrete immunity passport proposal dangerously puts the hash
of personal data on the blockchain [13]. Even the use of blockchain technology
by specifying resolution of an on-chain mapping of an identifier to a key in
systems like Sovrin ends up being a redirect to centralized servers, undermining
a claim of the blockchain promoting decentralization. As the use of blockchain
technology does not seem necessary for the goals of the immunity passports and
likely hinders rather than helps privacy, immunity passports – and more widely
both W3C DIDs and VCs – use blockchain for blockchain’s sake.34

The problem is not just one of broken standards and an off-the-rails stan-
dardization process at the W3C. The conflict over DRM at the W3C demon-
34 One plausible reason for a blockchain would be censorship-resistance via peer-to-peer

gossip networks, but this seems to be an implausible goal for immunity credentials.
Lastly, a decentralized PKI in of itself does not require a blockchain even for cen-
sorship resistance of key material [28].
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strated already the W3C standards process was prone for corporate capture and
capable of being abused [16]. The underlying problem is the cultish desire for a
“self-sovereign” global identity system runs counter to privacy. Standards bod-
ies should avoid cults. The technical proposal for immunity passports based on
W3C DIDs could allow the COVID-19 crisis to be a driver for a larger vision of
a global digital identity system where every single human has a permanent and
globally unique identifier. This form of digital identity runs counter to privacy,
opening the door for a new form of identity totalitarianism where every person
must be identified in a database – of which a blockchain is merely a fashionable
new form – in order to be part of society.

The question should not be whether or not immunity passports can be tech-
nically secure and private, but whether or not they should be built at all. Due to
the state of emergency caused by COVID-19, fundamental rights – such as the
freedom of movement – could be taken away based on data connected to persis-
tent digital identity. Yet temporary measures meant for a purpose as seemingly
harmless as reviving tourism could become normalized as the blockchain-based
identity databases are by design permanent and are difficult to disassemble once
the crisis has past. Blockchain technology could just as easily allow automated
discrimination based on personal data as it could enable travel during COVID-
19, and form the technical basis for a ‘social credit’ system that crosses borders.

Digital identity has many use-cases outside of immunity passports, from the
relatively benign domain of education to the critical infrastructure of medical
data, but also many dangers. For example, the use of blockchain identities for
refugees could be useful in allowing them access to bank accounts, but could also
be easily used for surveillance.35 Identity systems exist to help large institutions
manage and control populations. The promotion of digital immunity passports
using the rhetoric of decentralization and self-sovereignty may be appealing and
done with the best of intentions, but the COVID-19 crisis should not be treated
as an excuse to push out standards or software that may harm users.
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