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CyberICPS 2020 Preface

This book contains revised versions of the papers presented at the 6th Workshop on
Security of Industrial Control Systems and Cyber-Physical Systems (CyberICPS 2020).
The workshop was co-located with the 25th European Symposium on Research in
Computer Security (ESORICS 2020) and was held online as a virtual event on
September 17, 2020.

Cyber-physical systems (CPS) are physical and engineered systems that interact
with the physical environment, whose operations are monitored, coordinated, con-
trolled, and integrated by information and communication technologies. These systems
exist everywhere around us, and range in size, complexity, and criticality, from
embedded systems used in smart vehicles, to SCADA systems in smart grids, to control
systems in water distribution systems, to smart transportation systems, to plant control
systems, engineering workstations, substation equipment, programmable logic con-
trollers (PLCs), and other Industrial Control Systems (ICS). These systems also include
the emerging trend of Industrial Internet of Things (IIoT) that will be the central part
of the fourth industrial revolution. As ICS and CPS proliferate, and increasingly
interact with us and affect our lives, their security becomes of paramount importance.
CyberICPS 2020 brought together researchers, engineers, and governmental actors
with an interest in the security of ICS and CPS in the context of their increasing
exposure to cyberspace, by offering a forum for discussion on all issues related to their
cyber security.

CyberICPS 2020 attracted 21 high-quality submissions, each of which was assigned
to 4 referees for review; the review process resulted in 8 papers being accepted to be
presented and included in the proceedings. These cover topics related to threats, vul-
nerabilities, and risks that cyber-physical systems and industrial control systems face;
cyber attacks that may be launched against such systems; and ways of detecting and
responding to such attacks.

We would like to express our thanks to all those who assisted us in organizing the
event and putting together the program. We are very grateful to the members of the
Program Committee for their timely and rigorous reviews. Thanks are also due to the
event’s Organizing Committee and to the ESORICS Organizing Committee. Last, but
by no means least, we would like to thank all the authors who submitted their work to
the workshop and contributed to an interesting set of proceedings.

October 2020 Sokratis Katsikas
Frédéric Cuppens

Nora Cuppens
Costas Lambrinoudakis
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SECPRE 2020 Preface

This volume contains revised versions of the papers presented at the 4th International
Workshop on SECurity and Privacy Requirements Engineering (SECPRE 2020),
which was co-located with the 25th European Symposium on Research in Computer
Security (ESORICS 2020), and held virtually in Surrey, UK on September 17, 2020.

Data protection regulations, the complexity of modern environments (such as IoT,
IoE, Cloud Computing, Big Data, Cyber-Physical Systems, etc.) and the increased level
of users awareness in IT have forced software engineers to identify security and privacy
as fundamental design aspects, leading to the implementation of more trusted software
systems and services. Researchers have addressed the necessity and importance of
implementing design methods for security and privacy requirements elicitation,
modeling, and implementation in the last decades in various innovative research
domains. Today Security by Design (SbD) and Privacy by Design (PbD) are
established research areas that focus on these directions. The new GDPR regulation sets
even stricter requirements for organizations regarding its applicability. SbD and PbD
play a very critical and important role in assisting stakeholders in understanding their
needs, complying with the new legal, organizational, and technical requirements, and
finally selecting the appropriate measures for fulfilling these requirements. SECPRE
aimed to provide researchers and professionals with the opportunity to present novel
and cutting-edge research on these topics.

SECPRE 2020 attracted seven high-quality submissions, each of which was
assigned to four referees for review; the review process resulted in four papers being
selected for presentation and inclusion in these proceedings. The topics covered
include: security and privacy requirements and GDPR compliance issues, security and
privacy verification on Cyber-Physical Systems, security and privacy in ITS domain, as
well as vulnerability analysis though goal modeling.

We would like to express our thanks to all those who assisted us in organizing the
events and putting together the programs. We are very grateful to the members of the
Program Committee for their timely and rigorous reviews. Thanks are also due to the
Organizing Committee of the events. Last, but by no means least, we would like to
thank all the authors who submitted their work to the workshop and contributed to an
interesting set of proceedings.

October 2020 John Mylopoulos
Christos Kalloniatis

Annie Anton
Stefanos Gritzalis
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ADIoT 2020 Preface

This volume contains the papers that were selected for presentation and publication at
the Third International Workshop on Attacks and Defenses for Internet-of-Things
(ADIoT 2020), which was held virtually online on September 18, 2020. The Internet of
Things (IoT) technology is widely adopted by the vast majority of businesses and is
impacting every aspect of the world. However, the nature of the Internet, communi-
cation, embedded OS, and backend recourses make IoT objects vulnerable to cyber
attacks. In addition, most standard security solutions designed for enterprise systems
are not applicable to IoT devices. As a result, we are facing a big IoT security and
protection challenge, and it is urgent to analyze IoT-specific cyber attacks to design
novel and efficient security mechanisms. This workshop focused on IoT attacks and
defenses, and sought original submissions that discuss either practical or theoretical
solutions to identify IoT vulnerabilities and IoT security mechanisms.

This year, 2 full papers and 2 short papers (extended abstract) out of 12 submissions
were selected with an acceptance rate of 33.3%. All papers were reviewed by at least
three members of the Program Committee. We would like to extend our thanks to the
Program Committee members as well as the additional reviewers who contributed their
precious time and expertise to provide professional reviews and feedback to authors in
a timely manner. We would also like to express our thanks to all the authors who
submitted papers to ADIoT 2020.

October 2020 Weizhi Meng
Steven Furnell
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Integrated Analysis of Safety and
Security Hazards in Automotive Systems

Rhea C. Rinaldo(B) and Dieter Hutter

German Research Center for Artificial Intelligence (DFKI), Bremen, Germany
{rhea.rinaldo,dieter.hutter}@dfki.de

Abstract. Safety has always been a primary concern in automotive
development, but with the growing connectivity requirements due to the
increasing demand for autonomous features, security concerns are rising
dramatically. Safety and security are partly intertwined, as faults and
incidents with one may adversely affect the other. Consequently, eval-
uating both properties separately is illusive in general, yet still widely
adopted in automotive development.

In this paper we introduce an approach to analyze the interaction
of the various components in a vehicle with respect to possible safety
and security hazards based on the weaknesses of these individual com-
ponents. We introduce the notion of a dependency graph to specify the
interrelation of the components and provide an automated mechanism to
transfer these specifications to Markov Decision Processes, which allow
us to automatically analyze such systems by using probabilistic model
checkers. We describe our approach by means of a simple vehicle example
and present parts of its automatic analysis.

Keywords: Safety · Security · Hazard analysis · Threat analysis ·
Autonomous vehicles · Safety-security interactions · Probabilistic
model checking

1 Introduction

The modern vehicle is a historically grown system that combines highly safety-
critical modules, such as the engine control unit, with interconnected information
devices, like the infotainment system. Due to the increasing connectivity related
to the expansion of autonomous features, the risk for security attacks is rising
dramatically. According to [22], there are already about 50 million connected
vehicles in the U.S. and every major automaker is integrating connectivity fea-
tures in their vehicles. This trend and the recurring reports of security attacks
on cars [6,13,14] clarify the need for appropriate protection. These risks did not
remain unrecognized in the automotive industry [22], however, whereas safety

This research is supported by the German Federal Ministry of Education and Research
in the project SATiSFy (Timely Validation of Safety and Security Requirements in
Autonomous Vehicles) under grant 16KIS0821K.

c© Springer Nature Switzerland AG 2020
S. Katsikas et al. (Eds.): CyberICPS 2020/SECPRE 2020/ADIoT 2020, LNCS 12501, pp. 3–18, 2020.
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4 R. C. Rinaldo and D. Hutter

has always been a priority concern, security is still not targeted satisfyingly.
Moreover, the widely adopted separate evaluation of safety and security is illu-
sive, as the two properties are partly intertwined. For instance, on one hand the
corruption of a critical component by an attacker endangers the correct opera-
tion of other components and on the other hand the failure of a cryptography
module increases the vulnerability of a component using this module. Likewise,
solutions that merely focus on either safety or security are often contradictory
regarding the other. A good example is the highly safety-optimized CAN Bus
which employs strong safety features that, however, make it very vulnerable to
attacks, as they can easily be exploited by an intruder (see also [3]). The authors
of [4] argue that even though this problem has been recognized by the automo-
tive industry, challenges due to “the differing maturity levels, grey areas in law,
[and] dissimilarities in content” exist, constraining the integrated evaluation of
safety and security. Despite resolving the described challenges, they state that
the development of tools that can be used by both, the safety and the security
community, would support the integration.

In the present paper we address this issue by developing a methodology that
operates on a system design level of composing individual components (e.g. Elec-
tronic Control Units (ECUs) in terms of vehicles) that provides an integrated
analysis of the safety and security risks of a design with respect to the oper-
ativeness of a vehicle. Privacy aspects are not considered in this approach as
the corresponding information flow control mechanisms typically require a given
implementation of the system.

We represent an automotive system as a graph, called a dependency graph,
and formalize the safety and security effects as state changes of components anno-
tated by probabilities for their individual occurrences. For analysis purposes, we
formalize a translation from this graph into a probabilistic automaton, which
yields a Markov Decision Process (MDP). In order to conquer the complexity
yielding from the state explosion problem, we developed a tool called ERIS that
helps us with the description of dependency graphs and automatically trans-
fers such an input graph into an MDP, providing for a further analysis with a
probabilistic model checker (e.g. PRISM).

The novel contributions of this paper are manifold: 1. To model the sys-
tem architecture we provide an abstraction level that supports the interplay of
security and safety incidents: security issues may be caused by safety failures in
components providing security functionalities (or mechanisms) and safety issues
may arise due to corruption of safety-critical components. 2. The modeling lan-
guage allows for the specification of redundant components as well as for different
attack probabilities of components depending on the availability of individual
security mechanisms in an actual state. 3. The resulting models can be auto-
matically translated and analyzed with the help of a probabilistic model checker
to identify weak points of an architecture.

The paper is structured as follows. In Sect. 2 we discuss the related work.
Section 3 discusses the chosen abstraction level of our modeling and assump-
tions about the system in an autonomous vehicle. In Sect. 4 we formalize our
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abstraction of the vehicle in terms of dependency graphs and in Sect. 4.1 we
present their transformation into probabilistic automata to support their anal-
ysis by corresponding model checkers. Section 5 provides an illustration of our
approach with the help of a small example and a short description of our tool
ERIS. Section 6 concludes this paper and discusses further work.

2 Related Work

Inspired by fault tree approaches to analyze potential risks or hazards in the
domain of safety (cf. [1]), attack trees (or graphs respectively) have been devel-
oped to analyze vulnerabilities in the domain of security (cf. [5,10] for detailed
surveys). Attack graphs allow one to model and visualize the combination (or
formation) of attack events (or exploits) that enable a successful attack on a
given system in order to analyze the vulnerabilities of that system. The nodes
of an attack graph are denoting attack events while the subnodes of a node rep-
resent the individual (minor) events that contribute to the attack of the node.
Preconditions relate these underlying events in a temporal or logical way to for-
malize situations in which the event of the node can happen while postconditions
provide information about the state of system after this event has happened.

Attack graphs allow for the calculation of probabilities of successful attacks
if probabilities are assigned to each node in the graph to represent the likeli-
hood of that vulnerability being exposed. Attack graphs or attack trees (see
also [19]) represent the combination of multiple vulnerabilities, allowing multi-
ple paths, from the intruder’s entry point to a target (root) node. Thereby a
condition directly leading to an exploit requires the condition to be satisfied,
and the other way round, the execution of the exploit satisfies the condition.
Exploits have a probability indicating the relative likelihood that the exploit is
executed by an attacker. For example, [20] presents an approach to quantify the
probability of network attacks based on attack graphs with a set of vulnerability
exploits and a set of security-related conditions that represent the system state
and transition relations between these states. Based on this the authors provide
a metric for computing the attack probabilities and apply them in their context
of network systems, in order to understand and measure the various exploits an
attacker could combine to reach his goal. The authors of [16] also developed a
method for evaluating attack probabilities based on attack graphs. They focus on
the improvement of the risk assessment and mitigation. Therefore they enhance
attack graphs with the notion of Bayesian belief networks for enabling the rea-
soning about causal dependencies. In their approach, precise systems, possible
attacks and their consequences are viewed. This approach descriptively shows
the calculation of attack-probabilities on realistic scenarios, however, its abstrac-
tion level is very low and thus it requires the users to have precise information
of the individual components, possible attacks and their specific consequences.

The authors of [11] also use attack trees as a basis as a topology-based risk
assessment analysis of automotive systems. They introduce a threat model of the
vehicle and extend each step of it by its attack feasibility. To take the underlying
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network into account, they update these values according to the specific vehicular
topology. In the next step, they make use of attack trees to compute the risk and
feasibility of each attack, resulting in a report of security-related critical points
of the input architecture. Based on these assessment results and empirically-
generated constraints the authors produce a security-hardened topology.

In [15] a system-level security analysis regarding automotive architectures
is presented. The authors provide a method for establishing exploitability rates
of a component, depending on its type (ECUs, Buses and Messages) and the
employed security mechanisms (encryption, authentication etc.). Similar to our
approach, they transform the architecture into a Markov model (CTMC) to
evaluate the risks and find security flaws using the PRISM model checker. Even
though this approach is merely focused on security, it shows strong parallels
to ours and confirms that this kind of modeling and evaluation technique is
suited to analyze automotive architectures on the premise that an appropriate
abstraction level is chosen.

Many approaches that target the combination of safety and security exist
on a methodological level (cf. e.g. [8]). Frequently, well known safety analyses
are combined with established security reasoning such as in [12], where Hazard
Analysis and Risk Assessment (HARA) is combined with the STRIDE threat
model. [2] integrate fault and attack trees by unifying the notations of safety
faults and attack goals as (general) events allowing them to treat such events in
a uniform way using an integrated fault and attack tree. As argued in [4], the
reason for this rather shallow integration may be that even though engineering
processes in safety and security seem to be similar on a high abstraction level,
both are entirely different in their nature and thus the combination of existing
analyses can be problematic in practice.

Concerning the design of secure systems, John Rushby sketched a general
architecture for secure systems in [17] which later on became known as (Multiple
Independent Level of Security) MILS-architecture and presented it in more detail
in [18]. The idea is to start with a logical decomposition aiming to isolate security
critical functionality into components that are as small and as simple as possible
to ease the later verification work. This logical decomposition of the system is
unconcerned with the later physical realization of the system but is entirely
driven by security issues.

3 Modeling

Cars are controlled by an orchestration of numerous distributed components
(e.g. ECU), each providing a narrowly defined functionality and communicating
with each other with the help of dedicated bus systems (like CAN, FlexRay, or
Ethernet). Rather than inspecting the safety and security of particular compo-
nents, we are interested in the interplay of these components; in how security
attacks or safety failures of individual components will propagate to a loss of
the entire system. While an outage or a program failure of a component differ in
their cause and output behavior, the consequences for a subsequent processing
component are identical, as it cannot rely on the data anymore.
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Concerning the interaction of safety and security issues, we model both the
implications of security faults to safety and the implications of safety failures
to security. If the attacker succeeds to capture a component of the vehicle, they
obtain the ability to manipulate its internal program. The result is twofold: on
the one-hand side the manipulated program may compute wrong output data
and cause also a malfunction of the subsequent components relying on the now
manipulated output. Furthermore, the attacker may use the captured compo-
nent as a basis to attack further components in its neighborhood (e.g. residing
on the same bus or providing some wireless access, etc.). Residing initially only
in the environment of the vehicles, the attacker may step by step capture essen-
tial components inside the vehicle. The probability that such an attack succeeds
depends on the type of connection (or protocol) used between the components
and the strength of the security mechanisms installed and operating in the tar-
geted component. We annotate each component with a probability indicating the
feasibility to mount a successful attack, under the presumption that an attacker
has some physical access to it. This probability depends in a current state on
the active security mechanisms protecting the component. Examples are HW-
components like Hardware Security Modules (HSMs) providing a root of trust
or SW-based cryptographic libraries enabling secured communication. The out-
age of such components providing these security mechanisms will increase the
vulnerability of all components relying on them.

Concerning safety we abstract from the concrete functionality or timing
behavior of a component, and consider a component as an abstract computation
unit receiving some input, providing some output and executing an internal pro-
gram. We assume that a component operates correctly if the component executes
its designated internal program and all components providing required inputs
are operating correctly as well. Verifying the correctness of the internal program
is subject to a detailed safety analysis of the (implementation of the) component
while typically the probability of failures of a component is determined by the
probability of hardware deficits.

In general the outage of a component results in a reduction of functionality
or a decrease of redundancy. While in a normal mode the vehicle exposes its
full functionality, an emergency mode, for instance, may only allow to bring the
vehicle to a safe stop on the hard shoulder of a road. We support the analysis
of different modes of operation in our approach. Modes are specified by their
extensions, i.e. by the set of all subsets of (operational) components that together
have the continuing ability to provide this mode.

4 Formalization

Following the general modeling sketched in the previous section, we formalize
the dependencies of the components of an automotive system as a dependency
graph. Each node of the graph denotes a particular component of the vehicle
(typically ECUs in today’s cars or isolated processes running on a central pro-
cessing unit in future autonomous vehicles). There is a special node Env denoting
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the environment of the car and we assume that from the start this environment
is controlled by the attacker.

The links of the graph refer to various interrelationships between components
(or between components and the environment, respectively). First, there are
functional dependencies as, for instance, an actor typically relies on the output of
some sensors. These are represented by Fct-links. Second, Reach-links represent
the connectivity between individual components, i.e. a Reach-link indicates that
the source component is (potentially) able to directly communicate to the target
component (e.g. via some open port in a client/server solution). A Reach-link
from the environment node expresses that the connected system node can be
accessed from the outside. Initially, such nodes are the only entry points for an
attacker. Finally, Sec-links represent a selective class of functional dependencies
as they model the provision of security functionalities to the target component.
Failure of the source does not result in a malfunction of the target as a start but
raises the probability of a successful attack on it.

Definition 1. A dependency graph G = 〈N ∪ {Env},L〉 is a finite, directed
graph where

– N is a list of nodes representing the individual components of the architecture.
• each node n ∈ N is annotated by a probability pSafen ∈ [0, 1] and
• each node n ∈ N is also annotated by a function Secn : 2SrcSec(n) → [0, 1]

mapping sets of components providing security mechanisms to a probabil-
ity of a successful attack on n, where 2X denotes the powerset of X.

– L ⊆ (N ∪ {Env}) × N is a set of links between nodes. Each link l ∈ L is
annotated by a type τ(l) ∈ T with T = {Fct,Sec,Reach} being the set of link
types.

Let t ∈ T , Lt(n) = {〈n′, n〉 | 〈n′, n〉 ∈ L ∧ τ(〈n′, n〉) = t} denotes all links of L
to n of type t and Srct(n) = {n′ | 〈n′, n〉 ∈ Lt(n)} the set of all their sources.

Concerning security, the vulnerability of a component n depends on the avail-
ability of security mechanisms implemented by other components (denoted by
Sec-links). Concerning safety, the correct operation of a component depends on
the correct input from other components (denoted by Fct-links).

Figure 1 shows the dependency graph of a simplified autonomous vehicle,
illustrating the above definition which was designed with our tool ERIS (cf.
Sect. 5). The system contains 17 nodes including the environment node. Nodes
that are directly connected to the black-drawn environment node by Reach-link,
such as the telematics unit (n1) and the smartphone (n2) may be accessed by
the outside and thus may potentially be corrupted by an attacker. Furthermore,
outgoing from corrupted nodes, all nodes that are connected via continues Reach-
link, e.g. the gateway (n7), the Artificial Intelligence (AI) computers (n9, n10)
etc. may also become corrupted.
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Fig. 1. Dependency graph of an abstracted autonomous vehicle

A state of a dependency graph combines the states of all its nodes. For
simplicity, we distinguish three different states of a node. ok denotes a correctly
operating component that performs its computations as specified but may receive
incorrect input. def means that the component does not work correctly due to
internal hardware or software failures. Finally, corr indicates that the attacker
has successfully taken over the component. We assume that a corrupted node is
no longer working correctly and may be arbitrarily abused by the attacker.

Definition 2. Let G = 〈N∪{Env},L〉 be a dependency graph. Σ = {ok, def, corr}
is the set of different node states. A state of the dependency graph G is a mapping
s : N → Σ. SG denotes the set of all states of G (if G is known from the context
we simply write S).

Let s ∈ SG, σ ∈ Σ, and n ∈ N then s[n ← σ] is the state defined by
s[n ← σ](n) = σ and ∀n′ ∈ N \ {n}. s[n ← σ](n′) = s(n′).

The functionality that a vehicle offers in a particular state depends on the
conditions of its individual components. We distinguish different modes of oper-
ations providing different degrees of functionality depending on the remaining
operational components. In practice there is, for instance, a mode called fail to
operation in which the system may have a reduced functionality but is still able
to reach a final state in which it can be safely switched off (e.g. in case of an
autonomous vehicle to leave the motorway and drive to a parking lane). For-
mally, a mode of operation is a collection of sets of nodes. Each set represents a
set of components which together can guarantee the intended functionality.

Definition 3. Let G = 〈N ∪ {Env},L〉 be a dependency graph. A set Ops ⊆ 2N

of subsets of N is a mode of operation for G iff Ops is a upper set i.e.

∀N,N ′ ⊆ N . N ⊆ N ′ ∧ N ∈ Ops =⇒ N ′ ∈ Ops.
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A state s ∈ SG provides a mode of operation Ops, Ops � s for short, iff
{n ∈ N | s(n) = ok} ∈ Ops.

A mode of operation Ops induces an equivalent relation ∼Ops on S by

s ∼Ops s′ iff s = s′ ∨ (Ops �� s ∧ Ops �� s′)

S\Ops denotes the set of all equivalence classes of S and [s]Ops the equivalence
class of a state s ∈ S w.r.t. ∼Ops . Fail denotes the equivalence class [s]Ops with
Ops �� s.

This definition allows for the specification of a redundant design in which a com-
ponent is included multiple times as separate nodes. Then, a mode of operation
Ops may demand that in each N ∈ Ops at least e.g. one copy (i.e. node) of the
component occurs. Modes of operations are specified in terms of a boolean for-
mula. In our example given in Fig. 1 we may define a mode of restricted operation
by

N ∈ Ops ≡ (n5 ∈ N ∧ n6 ∈ N ∧ (n9 ∈ N ∨ n10 ∈ N) ∧ n11 ∈ N ∧ n12 ∈ N

∧ n13 ∈ N ∧ (n14 ∈ N ∨ n15 ∈ N) ∧ n16 ∈ N).

The mode is characterized by the redundancy of the two AI-controller (n9 and
n10) responsible for the autonomous driving. Only one of them is needed for the
mode. Analogously, the mode demands only the correct operation of one radar
sensor from n14 and n15.

4.1 Markov Decision Processes

In the next step we analyze a dependency graph with respect to the probabili-
ties that the described (distributed) system will fail to satisfy a given mode of
operation. Therefore, we translate the dependency graph into a corresponding
probabilistic automaton, i.e. a Markov Decision Process, which will allow us to
make use of a probabilistic model checker for a thorough analysis of the risks
of the system design. Such a Markov Decision Process (MDP) is defined as a
tuple D = (S, sinit, Act, P, L) consisting of a set of states S with an initial state
sinit ∈ S, a set of actions Act and discrete probability distributions over S for
each action act assigning each state s a probability distribution of possible suc-
cessor states when performing act. Finally L is labeling function mapping states
to some atomic propositions.

The states of our MDP correlate to the states of the dependency graph.
Actions are the failure or the corruption of an individual node. We assume
that in one step only one node can change its state, which helps us to reduce
the number of possible transitions. Considering the rather low probabilities of
failures of components, this interleaving of potentially concurrent events seems
to be a realistic assumption.

Considering the probability distributions, our specifications allow for safety
and security incidents. A component can fail because of hardware problems which
render it ineffectual in its default functionality but also as an operating platform
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of the attacker. Therefore, we allow transitions which change the state of a com-
ponent to def regardless whether the previous state was ok or corr. The prob-
ability for such a local (hardware) failure is assumed to be fixed and specified
by pSafe

n . Second, an operational component may be captured by an attacker
provided that the attacker has access to the component and it exposes some
weaknesses. This may be caused either by some vulnerability exposed by the
component itself or by the failure of some other component that provides nec-
essary security mechanisms. The dependency graph allows for the specification
of different probabilities Secn for a successful attack of a component depending
on which components providing required security mechanisms are operational in
the current state.

Definition 4. Let s be a state of a dependency graph G = 〈N ∪ {Env},L〉
then the attack probability of n in s is defined as pSecn (s) = Secn({n′ ∈
SrcSec(n) | s(n′) = ok}))

In practice it may be difficult to calculate realistic attack probabilities for
components. For instance, the attack probability of a component may depend on
known vulnerabilities or existing exploits of particular libraries used in the com-
ponent. Approaches like [7,21] explore entries in Common Vulnerabilities and
Exposures (CVE) databases to calculate attack probabilities. Furthermore, met-
rics as in [15] and risk assessment approaches as in [11] can be used to identify
the exploitability of components and topologies, providing a basis for establish-
ing probabilities for security attacks. Rather than encoding the vulnerability of
libraries in a fixed attack probability of the components that implement it, our
approach also allows one to model a library as a separate component with its own
attack vulnerability being a functional requirement for the original component.

The following definition formalizes the Markov Decision Process specified
by a dependency graph and a given mode of operation. The MDP operates on
the equivalence classes that the mode of operation induces on the states of the
dependency graph. Hence, all states that do not satisfy the mode, are considered
as a single Fail-state in the MDP.

Definition 5. Let G = 〈N ∪{Env},L〉 be a dependency graph with states S and
nodes N = {n1, . . . , nk}. An MDP D = (S, sinit, P, L) is a Dependency Markov
Process (DMP) of G with respect to a mode of operation Ops iff

– S = S\Ops and sinit = [s]Ops with ∀n ∈ N . s(n) = ok
– L(Fail) = 〈Fail〉 and L([s]Ops) = 〈s(n1), . . . s(nk)〉
– Act = N × {corr, def}
– P is given by (for n ∈ N , act ∈ Act, s ∈ S, s, s′ ∈ S)

• P (Fail, act,Fail) = 1
• P ([s]Ops , 〈n, corr〉, [s[n ← corr]]Ops) = pSecn (s) and

P ([s]Ops , 〈n, corr〉, [s]Ops) = 1 − pSecn (s)
if Ops � s ∧ s(n) = ok ∧ ∃〈n′, n〉 ∈ LReach.(n′ = Env ∨ s(n′) = corr)

• P ([s]Ops , 〈n, def〉, [s[n ← def]]Ops) = pSafen and
P ([s]Ops , 〈n, def〉, [s]Ops) = 1 − pSafen

if Ops � s ∧ s(n) �= def
• and P (s, act, s′) = 0 otherwise
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5 Automating the Risk Analysis

The translation of a dependency graph into an MDP allows us to analyze the
probabilities that the specified system will enter particular (undesirable) states.
In general, we are interested in the probability that the system will enter the
Fail-state in a given period of time (or steps, respectively). Hence, we want to
compute the probability for a system loss either by safety problems or by system
corruption caused by an attacker within a given number of transition steps. We
want to identify whether it is more likely that the system will fail because of some
safety problem or that it is successfully corrupted by an attacker. Furthermore,
we want to investigate the impact of security mechanisms.

The ultimate goal of our approach is to evaluate possible architectures of auto-
motive IT-systems. Considering admission and standardization processes espe-
cially in the automotive industry, we want to evaluate whether risks are within
certain bounds that could be given by legal documents in that area, by answering
questions such as “is the probability for the corruption of the critical node below
10%?” Furthermore, we want to analyze the interplay-effects of nodes and identify
possible weaknesses of systems and components by answering questions such as “is
the corruption of node A more probable when node B is defective?”.

Our approach is based on known probabilities for safety failures and success-
ful attacks for each individual component of this system. However, in the past it
turned out to be rather difficult to specify reliable probability numbers except
for hardware deficits. For instance, how should we assess the probability that a
component contains some software bug causing a malfunction or the probabil-
ity that an attacker can find some zero-day exploit to corrupt the component?
Hence, we are less interested in computing the absolute (concrete) probability
that a specific dependency graph enters the Fail-state depending on the fail-
ure probabilities of its components. We are more interested in the impact of the
design of the architecture to the overall failure probability, i.e. given two different
dependency graphs, which of them is more robust with respect to potential fail-
ures (independently of the failure rates of the individual components)? Based on
the achieved results, the most suitable architecture between multiple concurrent
dependency graphs can be chosen or the modification of the desired dependency
graph can be performed and the analysis can be revisited. This would provide
for the analysis of the safety and security risk changes of a given architecture
modification, such as the addition of a new connection from the telematic unit
to an existing component, before it is actually performed. For instance, we can
equip critical components with different security mechanisms and compare the
impact of these variations to the overall failure probability. Compared to attack
tree approaches as described in Sect. 2, this conception adds more flexibility to
our approach, since we are not depending on the precise definition of known
attacks and their individual probability for occurrence.

In the following we experimentally modify our dependency graph of Sect. 4
and discuss the results. Therefore we define example probability values for all
components. Since we are not interested in the value-based results but rather
in their relation between different modifications, the values do not need to be
realistic, but demonstrative.
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The number of states of an MDP grows exponentially with the number of
components in the dependency graph that are not part of the underlying mode
of operation Ops (see also Sect. 5.4), which makes a translation to an MDP by
hand very difficult and inefficient. To cope with this complexity we developed a
tool called ERIS to support us in the design of dependency graphs and offer an
automatic analysis. ERIS is written in C++ and provides a QT1 GUI which offers
great practicality in the designing of the graphs and setting probability values
as well as formulating redundancy definitions. For automation, ERIS provides a
translation from a given input dependency graph into an MDP in terms of the
PRISM language, which allows us to use the probabilistic model checker PRISM
[9] for a thorough analysis.

Listing 1 shows an excerpt of the translated vehicle example. We mapped the
state of the nodes to numerical values: ok → 0, def → 1 and corr → 2. Firstly,
some example probabilities are defined for node n1 and n7. The formula Ops
representing the mode of operation as described in Sect. 4, Definition 3.

In row 7 the node with its three possible states is initialized and subsequently the
transitions are defined according toDefinition 5: In every statewheren1 is ok (n1 =
0) or corr (n1 = 2) and Ops holds, there is a probability pn1SAFE that a safety
incident occurs and n1 transitions in the state def (n1′ = 1) and there is a rest
probability that n1 stays in the original state. Analogously, whenever n1 is ok and
Ops holds there is a probability pn1SEC that n1 transitions in the state corr and
a rest-probability n1 stays in the original state. Given by the architecture, n1 can
reach n7 and thus whenever n1 is corr, there is a probability pn7SEC that n7 is
corrupted and that the rest-probability is applied and the state is not changed.

1 The QT Framework, www.qt.io, visited 10.04.2020.

www.qt.io
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5.1 HSM Integration

Due to the major conflict between component increase, cost-efficiency and
safety/security requirements in automotive development, countermeasures for
remaining cost-efficient can include the removal or the combination of compo-
nents. A good example for sparing resources is the HSM. Instead of having one
HSM for every critical component, a HSM usually provides security mechanisms
for multiple components as pictured in our example vehicle. In order to save more
resources, we make use of the unused computing power of the gateway n7 by inte-
grating the HSM in it. Thereby we keep the same security mechanisms offered
and the same failure probability, however, since the gateway can be reached an
attack probability exists. As a result, the probability for attacking one of the
critical nodes n11, n12 or n13 rises dramatically which can be observed in the
left diagram of Fig. 2, exemplary for the engine control unit n11. The reasons
for that are, firstly the security mechanisms provided from the gateway cannot
even be applied, because whenever either of the legacy components n11, n12 or
n13 are about to get intruded, the gateway n7 has already been corrupted and
thus cannot offer security mechanisms anymore. Secondly, in comparison to the
original vehicle, the gateway is more exposed as it can be accessed by Reach-links
and, consequently, a probability for an attack on it exists.

Fig. 2. Diagrams: System failure and corruption of the engine control unit

5.2 Infotainment Dependency

We define an additional dependency so that the body control module requires
the infotainment to be operational. This could be a realistic requirement as in
certain architectures the BCM may get its user input from the infotainment (e.g.
passengers changing the light settings). We expect the failure probability of the
system to rise dramatically, since any failure (defect/corruption) of the rather
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exposed infotainment causes the critical BCM to fail as well. However, quite
the contrary is the case; we only detect a slight increase of the system’s failure
probability, which can only be observed after several steps, as shown in the right
diagram of Fig. 2. This effect is explained by the distributed probabilities: the
probabilities for the infotainment’s failure and corruption are relatively low com-
pared to the probabilities for a system failure. The attack probability, remains
unchanged as no Reach-links to from the infotainment to the BCM exists.

5.3 Redundant AI Sensors

Fig. 3. Redundancy modification and failure of AI
computer (n9 and n10)

In the following scenario we
add redundant sensors for both
AI computers, meaning that
each AI computer has its own
two RADARs and one LIDAR
that are independent from one
another. Thus the failure of the
sensors, in the worst-case one
RADAR and one LIDAR, leads
to failure of one AI Computer,
while the other one can still
operate normally. The mode of
operation still being satisfied,
the failure of the sensors does
not directly lead to the loss of
the system’s functionality any-
more. Consequently, this modification significantly decreases the failure proba-
bility of the AI Computers as shown in Fig. 3.

5.4 Scalability

The states of our DMP (MDP) increase exponentially, as a state in the DMP
is represented by a state-constellation of all nodes of our dependency graph
and each node can have three different health states. We reduce the amounts
of DMP states by disregarding state-changes originating in the Fail-state and
by disregarding impossible transitions such as the corruption of a node, that
cannot be reached. However, every node may turn defective independently from
the state of the other nodes (except if the Fail-state is already reached). Security
mechanisms provided by other nodes are considered depending on the state of
the providing node, meaning, a different transition is taken when the node is
operational or not, which increases the amount of transitions.

To get a feeling for the time consumption of the analysis we present a small
benchmark of the previously described evaluation of the vehicle example and its
modifications in Table 1. Construction indicates the time needed by PRISM to
construct the input model from ERIS to an internal representation of an MDP
and Model Checking comprises the time needed to evaluate all (10) properties
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constituting to the individual graph. The tests were run on a Linux machine
(Kubuntu 18.04) with an Intel Core i5-8250U CPU 1.60 GHz and 8 GB RAM.

Table 1. Model checking benchmark

Model Construction States Transitions Model checking

Corruption of N11

Original 0.156 s 32656 146904 0.578 s

HSM integration 0.116 s 16328 71592 0.258 s

System failure

Original 0.156 s 32656 146904 0.395 s

Infotainment dependency 0.108 s 11808 46572 0.512 s

Failure of AI computers

Original 0.156 s 32656 146904 0.47 s

AI sensor redundancy 0.607 s 296224 1441648 1.234 s

In the evaluation of the Failure of AI Computers a high increase of consumed
model checking time can be observed. This is mainly explained by the heavy
increase of states and transitions compared to the original example, due to the
addition of three more nodes representing the redundant sensors. Furthermore it
should be noted that this architectural change, also requires the model checking
property to be adjusted to include these three redundant AI sensor, meaning
more states are included in the model checking property, which can influence
the consumed time as well. However, overall it can be seen that the evaluation
can be performed within seconds which confirms that our approach can easily be
used for abstracted architectures around the size of our example, or for smaller
examples such as fractions and parts of bigger architectures.

In the future, we want to investigate this topic and the limitations of our
approach further.

6 Conclusion and Future Work

In this paper we presented a methodology for the integrated evaluation of safety
and security risks in automotive systems. We introduced the notion of depen-
dency graphs to specify both, the functional dependencies between components
as well as the security impacts of failed components providing security functions
(mechanisms) to other components. Furthermore, dependency graphs provide
mechanisms to specify the redundancy of components to increase availability. A
formalization to transform dependency graphs to a corresponding probabilistic
automaton in terms of a Markov Decision Process is defined. For automation,
we developed the tool ERIS that supports the design process of dependency
graphs and offers an automatic translation into MDPs in order to make use of
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probabilistic model checkers such as PRISM. Rather than obtaining concrete
probabilities for an attack on an individual system architecture, we use the
value-based results for the comparison of different alternative architectures with
respect to their resistance against possible attacks. This approach reduces the
need for precise probability values for the attack resistance of the individual
components, which are difficult to compute and changing over time.

In the future, we would like to investigate the scalability of our approach for
large system architectures containing more than fifty components and the devel-
opment of heuristics to avoid potential state explosion. Another aspect is asso-
ciated with recent developments in the automotive industry. Due to strong fail-
safe and fail-operational requirements of autonomous vehicles, recovery strate-
gies such as the reconfiguration, degradation and restoration of components,
becomes a necessity.

The integration of these strategies into the present approach could help to
analyze the benefits as well as the possible weaknesses of them. Further we want
to examine the use of PRISM’s reward functions that could add more details
to our model such as elapsed time (rather than steps), or required costs for an
attack etc. However, this firstly requires to have precise information about these
parameters for every component, which is already problematic concerning the
probabilities.
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Abstract. The identification and analysis of potential paths that an
adversary may exploit to attack Cyber Physical Systems comprising sub-
systems enables the comprehensive understanding of the attacks and the
impact that may have to the overall system, thus facilitating the defini-
tion of appropriate countermeasures that will satisfy the pertinent secu-
rity requirements. To this end, several attack modelling techniques can
be employed, the attack graph being the most prevalent among them.
Unfortunately, the discovery and analysis of all possible attack paths
in an attack graph is not possible in systems even of a moderate size.
In this work we propose a novel systematic method for discovering and
analyzing attack paths in real-world scale interconnected Cyber Phys-
ical Systems. The method considers the criticality of each sub-system
in discovering paths and the risk to the overall system that each path
presents to analyze and prioritize paths. We illustrate the workings of
the method by applying to the navigational Cyber Physical Systems of
the Cyber-Enabled Ship to identify and analyze highly critical attack
paths originating from the Automatic Identification System (AIS) and
targeting the Autonomous Navigation System (ANS).

Keywords: Cyber physical systems · Attack path analysis ·
Navigational system · Autonomous ships

1 Introduction

Various cyberattacks targeting Cyber Physical Systems (CPSs) have been
reported and analyzed in the last decade [1]. Such attacks may have severe
impact on both the physical and the cyber parts of the CPS. This is particularly
so in autonomous systems, as the higher the level of autonomy, the greater the
impact of a cyberattack, due to the extended interconnections and interdepen-
dencies among the networked components of such systems [2].

The fourth industrial revolution in shipping is known as cyber-shipping or
Shipping 4.0 [3]. This digital transformation increases the cyber risks in the
already vulnerable to cyberattacks maritime domain. Various cyberattacks in
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this domain have occurred, have been studied and analyzed in the literature
[4–6]; the increasing proliferation of interconnected on-board CPSs increases the
attack surface of contemporary vessels. The emerging technology of the remotely
controlled and autonomous vessels, both variants of the Cyber-Enabled Ship (C-
ES) [7], will increase even further the attack surface. Thus, C-ESs of the future
will need to be cyber-secure-by-design. The analysis of potential cyberattacks
that target CPSs of the C-ES is an important step in this process, as it provides
comprehensive insight into possible attacks and facilitates the identification of
the necessary mitigation strategies and measures.

Attack models are an important instrument for improving our perception and
understanding of cyberattacks; both are fundamental in evaluating the security
of a networked system and in subsequently selecting appropriate countermea-
sures [8]. Attack models are the result of employing attack modelling techniques,
that allow the representation of the sequence of events that lead to a successful
cyberattack. Such techniques are grouped in three categories, namely (1) tech-
niques that are based on the use case framework; (2) techniques that present
a cyberattack from a temporal perspective; and (3) graph based techniques [9].
Among the latter, attack graphs and attack trees are the most commonly used
methods for representing cyberattacks.

Attack graphs are conceptual diagrams used to analyze how a target can be
attacked, so as to improve its security posture. This is performed in four stages,
namely (1) Acquisition of system information; (2) Attack graph generation; (3)
Attack graph analysis; and (4) Use of the results. In the first stage, information
about the system (e.g. network topology, sub-systems, vulnerabilities, network
configuration, connectivity) is collected. This information is subsequently used
to generate the attack graph, which is then used for performing the analysis of
attacks. Finally, the results of the analysis are used to inform the risk manage-
ment process.

In a system of networked assets, whereby an asset may well be a system in
its own right, an attack path is an ordered sequence of assets that can be used
as stepping stones by an attacker seeking to attack one or more assets on the
path.

The main advantage of an attack graph over other types of attack models is
that it helps to identify all possible attacks on a system [10]. Notwithstanding the
advantages of graph-based attack models in describing important elements of a
cyberattack, these models suffer from a scalability problem if all possible attack
paths are considered [11]. This is why, even though the analysis of all attack paths
can lead to the identification of the optimal security solutions, techniques that
allow the identification of those attack paths that present the most significant
risk to the overall system are sought. Examples of such techniques are [12–14].

The analysis of potential attack paths is commonly based only on the vulner-
abilities of the systems on the attack path. This limits considerably the insight
into the possible attack scenarios, and limits the subsequent selection of counter-
measures to only those that reduce the vulnerability, excluding countermeasures
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that reduce the other elements of risk, namely the likelihood of the threats and
the extent of the impact, and their combinations.

In this paper we propose a method for cyberattack path discovery and pri-
oritization for CPSs comprising a number of sub-systems. The method is based
on the criticality of the sub-systems on each path and on the cyber risk to the
overall system that each attack path represents. Thus, we provide a holistic view
of the attack, that can be further exploited in designing the necessary and most
appropriate mitigation techniques and strategies.

The most vulnerable CPSs on board the C-ES are those comprising the
navigational system [7]. We therefore illustrate the workings of our method by
applying it to the navigational CPS system of the C-ES.

The contribution of this work is twofold:

– We have developed a novel method for discovering and analyzing attack paths
in interconnected CPSs, and

– we have applied it to discover and analyze attack paths for the navigational
CPSs in a C-ES.

The remaining of the paper is structured as follows: Sect. 2 reviews the related
work. Section 3 describes the proposed method. In Sect. 4 the method is applied
to the navigational system of the C-ES. Finally, Sect. 5 summarizes our findings
and indicates possible future work.

2 Related Work

Attack graphs find their origins in Dacier’s PhD thesis and early papers [15–
17], where the concept of the privilege graph was introduced. The concept of
the attack graph was proposed in [18]. Attack graphs are classified into five
categories, namely generic; alert correlation; vulnerability ; miscellaneous; and
dependency [9]. Several approaches for attack graph generation and analysis have
been proposed in the literature. S. Khaitan et al. in [19] surveyed approaches
that generate attack graphs in wired and wireless networks, and focused on
the limitation of existing approaches to handle complex and scalable networks.
Typically, graph construction attempts to identify all possible attacks paths
[20]. The process may also be supported by software tools, such as the early tool
presented in [21], MulVal [22]; TVA [23]; NuSMV [24]. A survey of attack graph
analysis methods can be found in [25].

According to [26], attack graphs face a combinatorial explosion. Thus they
can be applied to small network systems only [23]; for large-scale systems it is
necessary to reduce the complexity of the attack graph. Methods for doing so
include path pruning, network properties compression, and property matching
time reducing [25]. Examples of such methods are found in [24], where a Breadth-
first search method is used to identify the vulnerabilities and build the attack
graph; in [27], that introduces the concept of group reachability to reduce graph
complexity; in [28], where the authors propose a multi-agent-based distributed
approach to generate the attack graph using Depth-first search; in [29], where
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the use of a dynamic algorithm that generates an attack graph consisting of the
K most probable to be exploited attack paths; in [30], where a a Bayesian-based
attack graph generation method is proposed; in [31] that is based on a cut and
divide method and a series of division rounds and uses Depth-first search to
search the smaller graphs; and in [32], where the authors exploit risk flow within
an attack graph for performing security risk assessment. J. H. Castellanos et al.
in [33] propose a method to identify attack paths that uses data-flow graphs,
and N. Polatidis et al. in [34] propose an attack path discovery method that is
used as a component of a maritime risk management system. The method uses
constraints and Depth-first search to effectively generate attack graphs and has
been used for identifying attack paths and security mechanisms in the maritime
domain [34,35].

The main characteristics and goals of attack graph analysis methods for CPSs
have been discussed in [36]. Out of the nine methods examined therein, only one
considers potential security risks in analyzing and prioritizing potential attack
paths, whilst the rest focus on vulnerabilities for performing this analysis; this
is also the case with all the methods referenced above.

In the C-ES context, safety-related cyberattacks for autonomous inland ships
have been studied in [37]. Cyberattack scenarios against autonomous ships have
been analyzed in [7] by leveraging the STRIDE methodology. However, none of
these works considered possible paths that an attacker may follow to launch a
cyberattack against a C-ES.

3 Discovering and Analyzing Attack Paths

3.1 Problem Formulation

We assume a CPS comprising sub-systems that is described by a directed graph
G(V,E) whose nodes respresent the sub-systems and the edges represent inter-
connections between nodes. The goal is to discover and analyze attack paths
between selected entry and target sub-systems, based on information regard-
ing the criticality of the sub-systems and the overall cyber risk to the overall
system that an attack path represents. The results are to be used to inform the
risk management process in selecting appropriate countermeasures to reduce the
overall cyber risk.

3.2 Components of the Proposed Method

The proposed method integrates a number of components, that are briefly
described in this section.

Identifying Critical Components in CPSs: Because of the distributed
nature of almost all CPSs, in many cases suffices to destroy or damage only
a few influential nodes or links in a system to inflict failure of the entire system.
An aggregated index (the Z index) that leverages the characteristics of both
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nodes and links to rank the components of a CPS according to their criticality,
and a method to calculate it by means of a multiple attribute decision making
(MADM) method was proposed in [38]. The method involves the use of novel
graph metrics, namely the Tacit Input Centrality (TIC) and the Tacit Output
Centrality (TOC) that measure how frequently each link in a system is utilized
and reflect the importance of a link in relation to the nodes it connects. It also
involves the Closeness Centrality (CC) of a node that measures how close the
node is to all other nodes, by calculating the shortest path length from the node
to every other node in the network.

Estimating the Risk of Each CPS Component: The DREAD method was
developed by Microsoft as a complement to STRIDE [39], to provide a quantita-
tive estimate of the risk in a software system [40]. DREAD stands for Damage,
Reproducibility, Exploitability, Affected users, and Discoverability. Damage rep-
resents the damage that a cyber-attack may inflict to the system; together with
Affected Users/Systems they reflect the Impact of the attack. Reproducibility
reflects the ability of the attacker to reproduce the attack, and Exploitability
represents the ability to exploit the system’s vulnerabilities and perform the
attack. Discoverability reflects the capacity of the adversary to identify system
vulnerabilities. The sum of Reproducibility, Exploitability, and Discoverability
reflects the Likelihood of the cyberattack [41].

Table 1. DREAD criteria

High (3) Medium (2) Low (1)

D The adversary is able to

bypass security

mechanisms; get

administrator access;

upload/modify the CPS

content

Leakage of confidential

information of the CPS

(functions/source code);

inflict partial

malfunction/disruption to

the system

Leaking non-sensitive

information; the attack is

not possible to be extended

over other CPSs

R The cyberattack can be

reproduced anytime to the

targeted CPS

The adversary is able to

reproduce the attack but

under specific risk

conditions

Although they know CPS’s

vulnerabilities/faults, the

attacker is not able to

perform the cyberattack

E The cyberattack can be

performed by a novice

adversary in a short time

A skilled adversary could

launch the attack

The attack requires an

extremely skilled person

and in-depth knowledge of

the targeted CPS

A All CPSs are affected Partial users/systems,

non-default configuration

The attack affects only the

targeted CPS

D The CPS’s vulnerabilities

are well known and the

attacker is able to get

access to the relevant

information to exploit the

vulnerabilities

The CPS’s

vulnerabilities/faults are

not well known and the

adversary needs to get

access to the CPS

The threat has been

identified and the

vulnerabilities have been

patched
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Each of the DREAD variables accepts an integer value in [0,3], the value
being assigned by considering the criteria listed in Table 1 that is adapted from
[40] to capture also aspects of CPSs.

The DREAD score is calculated as follows [41]:
∑

(Damage,Affectedsystems)
2

= Impact (1)

∑
(Reproducibility, Exploitability,Discoverability)

3
= Likelihood (2)

DREADscore =
(Impact + Likelihood)

2
(3)

The DREAD risk level is determined as follows:

– If DREAD score ≤ 1 then DREAD risk level := Low
– If 1 < DREAD score ≤ 2 then DREAD risk level := Medium
– If : 2 < DREAD score ≤ 3 then DREAD risk level := High

Integrating the Stakeholders’ Views: The assessment of the importance of
each possible attack path is based upon the combination of two values, namely
the risk of each CPS component on the path (as estimated by e.g. the DREAD
method); and the effect that a failure of each such component would have to
the operation of the overall system, as seen from the perspective of the system
stakeholders; this is captured by the CPSImp metric. CPSImp is assigned to
each CPS by the administrator/designer/operator/relevant stakeholder of the
system to reflect the importance of each sub-system to the overall system. It can
take one of three distinct values as follows:

– 1: Low importance (potential system damage or disruption cannot inflict any
significant damage to the overall system);

– 2: Medium importance (if the system is damaged or disrupted, overall system
malfunctions may occur, but no crucial deviation from normal operation);

– 3: High importance (if the system is damaged or disrupted, the operation of
the overall system will be severely affected).

The importance of the overall attack path taking into account both the
risk level and the stakeholders’ view is calculated according to the following
equation [35]:

AttackPathImportance = 0.6 ∗ CPSImp + 0.4 ∗ Risk (4)
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3.3 Input Data

The proposed method operates on the following input data:

1. A directed graph G(V,E) representing the CPS under study, as defined in
Sect. 3.1. Such a graph can be generated using automated tools such as the
CASOS ORA tool from Carnegie Mellon University [42].

2. The entry CPS (e) and the targeted CPS (t) in G.
3. The profile of the assumed adversary. One of the novel features of the proposed

approach is that it is both risk driven (as opposed to only vulnerability driven)
and is intended to in turn drive the subsequent risk management process.
Thus, the adversary model must also be considered when discovering and
analyzing attack paths, following the suggestion in NIST SP800-30 [43]. The
adversary is profiled by means of the following attributes, adapted from [35]:

– Accessibility is a measure of the adversary’s logical and physical accessi-
bility of the adversary to the attack surface of each entry sub-system. It
assumes a ”yes” or ”no” value.

– Capability represents the ability of the adversary to access the necessary
resources (technical, physical, and logical) to perform an attack against
each entry sub-system. It is measured in a qualitative scale ranging from
“Low” to “Medium” to “High”.

– Motivation represents the determination of the adversary to carry out
the attack. It is measured in a qualitative scale ranging from “Low” to
“Medium” to “High”.

When the adversary does not have the required levels of accessibility, capa-
bility, and motivation, there are no possible attack paths.

3.4 The Proposed Method

As shown in Fig. 1 the proposed method is structured in six steps. These are
described below.

1. Step 1 - Load input data: All input data as specified in Fig. 1 are loaded.
2. Step 2 - Check adversary profile: The profile of the adversary is checked

against threshold values. If the adversary is deemed incapable of launching an
attack against e, no possible attack paths exist and the method terminates.

3. Step 3 - Determine the criticality of the nodes in G : The method in
[38] is applied to G to determine the criticality of each node. The result of this
step is a list of all nodes in G sorted according to their Z value in ascending
order1 (the L list). The reader is referred to [38] for the detailed workings of
the method that are hereby omitted in the interest of saving space.

4. Step 4 - Discover attack paths: By performing a depth-first search, all
non-circular paths starting at e and terminating at t that include at least one
of the top n nodes in L are discovered.

1 The lower the Z value of a sub-system the more critical the sub-system is.
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Fig. 1. Process

5. Step 5 - Calculate the risk of the attack paths: The risk to the overall
system that each attack path among those discovered in Step 4 represents
is calculated, by applying the DREAD method [39] on each of the nodes on
each path. The risk of the path equals the maximum risk of its nodes.

6. Step 6 - Determine the importance of the attack paths: The impor-
tance of each attack path among those discovered in Step 4 is calculated by
means of equation (4), and the list of attack paths is prioritized.

3.5 Characteristics of the Method

The proposed method enjoys some desirable characteristics that are not always
shared with alternative methods for discovering and analyzing attack paths in
CPSs:

– The proposed method allows the analysis of attack paths against composite
CPSs i.e. cyber-physical systems that comprise subsystems; it thus consti-
tutes a step towards attack path analysis against systems-of-systems.

– The proposed method incorporates a component that allows the identification
of critical subsystems in a composite CPS. This is particularly useful when
designing the set of countermeasures, as the protection of critical subsystems
would be prioritized.
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– The proposed method analyzes attack paths by considering all the elements
of risk rather than simply vulnerabilities. This is also particularly useful when
designing the set of countermeasures, as it allows the informed selection of
controls that may reduce more than one of the elements of risk.

– The proposed method incorporates a component that involves the stakehold-
ers to determine the importance of the discovered attack paths, thus enabling
the extraction of realistic results, particularly in complex environments where
multiple stakeholders exist.

– The proposed method scales well with the number of subsystems of the com-
posite CPS.

– The proposed method is domain-agnostic; it can be applied in any CPS
domain.

4 Attacks Against the Navigational CPSs of the C-ES

The generic ICT architecture of the Cyber-Enabled Ship in the form of a hierar-
chical tree structure was proposed in [7]. The detailed interconnections, depen-
dencies and interdependencies among the CPSs of the C-ES, including those in
the navigational system were determined in [2]. The latter, along with their inter-
connections are depicted in Fig. 2. According to [7,44], the three most vulnerable
systems on board the C-ES are the Automatic Identification System (AIS), the
Electronic Chart Display Information System (ECDIS), and the Global Maritime
Distress and Safety System (GMDSS); among these, the Automatic Identifica-
tion System (AIS) is the most vulnerable. On the other hand, a potential failure
of the Autonomous Navigation System (ANS) or the Autonomous Ship Con-
troller (ASC) can result in a cascade failure effect among the CPSs of the C-ES,
with significant impact [2]. Accordingly, in order to illustrate the workings of
the proposed method, we selected to analyze attack paths for the navigational
system of the C-ES that have as entry point the AIS and as target system the
ANS.

Assuming that the adversary is deemed capable of launching the attack, Step
3 of the proposed method returns the Tacit Input Centrality - TIC, Tacit Output
Centrality - TOC, Closness Centrality - CC, and Aggregated index - Z values for
the systems in Fig. 2 as depicted in Table 2.

Table 2. Navigational CPSs metrics

ANS AIS ECDIS RADAR GPS ASC C.A. ASM AP VDR Gyro GMDSS Satellite

TIC 0.772 0.590 0.545 0.409 0.50 1 0.590 0.636 0.545 0.545 0.409 0.590 0.5

TOC 0.727 0.590 0.545 0.409 0.50 1 0.590 0.636 0.545 0.545 0.409 0.181 0.045

CC 0.767 0.697 0.676 0.657 0.657 0.920 0.719 0.719 0.697 0.657 0.622 0.697 0.657

Z 0.538 0.851 0.940 1.193 1.116 0 0.843 0.736 0.933 0.803 0.984 1.034 1.53

Assuming that we are interested in analyzing attack paths that include the
five most critical components, we set n equal to 5 in Step 4 of the proposed
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Fig. 2. Navigational CPSs of the C-ES

Table 3. Attack paths from AIS to ANS

Path ID Cyber-attack path

1 AIS, ANS

2 AIS, ASC, ANS

3 AIS, ASC, ASM, ANS

4 AIS, ASC, ASM, C.A., ANS

5 AIS, ASC, C.A., ANS

6 AIS, ASC, C.A., ASM, ANS

7 AIS, ASM, ANS

8 AIS, ASM, ASC, ANS

9 AIS, ASM, ASC, CA, ANS

10 AIS, ASM, C.A., ANS

11 AIS, ASM, C.A., ASC, ANS

12 AIS, C.A., ANS

13 AIS, C.A., ASC, ANS

14 AIS, C.A., ASC, ASM, ANS

15 AIS, C.A., ASM, ANS

16 AIS, C.A., ASM, ASC, ANS

method. The five systems with the lowest Z values are shown as red nodes in
Fig. 2. Step 4 then results in identifying sixteen attack paths having as entry
system the AIS and as target system the ANS. These are depicted in Table 3.
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Table 4 presents the CPSImp values assigned to the sub-systems involved
in the discovered attack paths. Note that the CPSImp of the AIS, Advanced
Sensor Module (ASM), and Collision Avoidance (C.A.) sub-systems is set to
2, while the CPSImp of the Autonomous Navigation System (ANS) and the
Autonomous Ship Controller (ASC) sub-systems is set to 3. This is because the
former are navigational systems that provide voyage, dynamic, and static data;
the redundancy of such data is sufficient since other on-board systems gener-
ate and transmit dynamic and voyage data respectively. Therefore, potential
malfunction in any of the AIS, Advanced Sensor Module (ASM), or Collision
Avoidance (C.A.) sub-systems cannot cause significant damage to the overall
system. On the other hand, the CPSImp of the Autonomous Navigation System
(ANS) and of the Autonomous Ship Controller (ASC) is 3 since both systems

Table 4. Importance of navigational CPSs

CPS CPSImp

AIS 2

ANS 3

ASM 2

CA 2

ASC 3

Table 5. Prioritized list of attack paths

Path ID Affected CPSs Attack Path Importance

6 AIS, ASC, C.A., ASM, ANS 8.08

9 AIS, ASM, ASC, CA, ANS 8.08

11 AIS, ASM, C.A., ASC, ANS 8.08

14 AIS, C.A., ASC, ASM, ANS 8.08

4 AIS, ASC, ASM, C.A., ANS 8.08

16 AIS, C.A., ASM, ASC, ANS 8.08

5 AIS, ASC, C.A., ANS 6.88

8 AIS, ASM, ASC, ANS 6.88

13 AIS, C.A., ASC, ANS 6.88

3 AIS, ASC, ASM, ANS 6.88

10 AIS, ASM, C.A., ANS 6.28

15 AIS, C.A., ASM, ANS 6.28

2 AIS, ASC, ANS 5.68

7 AIS, ASM, ANS 5.08

12 AIS, C.A., ANS 5.08

1 AIS, ANS 3.88
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control other navigational systems, and they also have attained the highest TIC
and TOC values, as shown in Table 2.

The application of Steps 5 and 6 of the proposed method on the attack paths
of Step 4 yields the prioritized list of attack paths shown in Table 5.

5 Conclusions

In this work we proposed a novel systematic method for analyzing attack paths
in interconnected CPSs. Contrary to existing alternatives, the method handles
the scalability problem of attack graphs by considering highly critical nodes and
analyzes the resulting paths by considering the cyber risk that each of these
represents to the overall system rather than only considering vulnerabilities. We
illustrated the workings of the method by applying it to the navigational CPSs
of the C-ES, to analyze the possible attack paths that start at the AIS and target
the ANS. Five highly critical attack paths have been identified. The results of this
analysis can then be fed back to the risk-based process of identifying appropriate
countermeasures to satisfy the relevant security requirements and check whether
indeed the selected countermeasures alter the possible attack paths and decrease
the risk. One pathway for future work is to apply the method as part of an holistic
process to identify and analyze cyberattack paths for all the on-board CPSs of
the C-ES, so as to propose a complete system security architecture for the C-ES.
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Abstract. Critical infrastructures consist of numerous components, and
even more interactions, many of which may not be expected or fore-
seen by the system designers. The existence of these so-called implicit
interactions indicates design flaws that, if not mitigated, could result in
losses of system stability, safety, and security. In this paper, we apply
a formal methods-based approach for identifying and analyzing implicit
interactions in a real-world Wastewater Dechlorination System provided
by a municipal wastewater treatment facility. A system model is devel-
oped using the C2KA modeling framework and the analysis is automated
using a software prototype. The analysis results include a summary of
the identified implicit interactions and a calculation of their severity and
exploitability, which helps to inform mitigation efforts at early stages of
system design. We validate the results with a questionnaire which shows
that the rigorous, practical approaches applied in this case study have
the potential to improve overall system security and resilience.

Keywords: Implicit interactions · Critical infrastructure · Industrial
control systems · Wastewater systems · Formal methods

1 Introduction

Critical infrastructures, including water and wastewater distribution systems,
transportation systems, communications networks, manufacturing facilities, and
energy systems often consist of numerous components linked in complex ways.
This can lead to unforeseen interactions among components that may not be
expected or intended by the designers and operators of the system. Such inter-
actions have come to be known as implicit interactions [11,12]. The presence
of implicit interactions in a system can indicate unforeseen flaws that, if not
mitigated, could result in the loss of system stability, safety, and security.

In previous work, we developed a rigorous, formal methods-based approach
for identifying the existence of implicit interactions in critical infrastructures and
industrial control systems [11,12]. We also developed an approach for analyzing
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the identified implicit interactions to determine how they can be exploited to
directly or indirectly influence the behavior of critical system components [8].

In this paper, we describe our recent experience in applying, testing, and vali-
dating the developed approaches to identify and analyze the existence of implicit
interactions in a real-world Wastewater Dechlorination System (WDS) provided
by a municipal wastewater treatment facility. In particular, we model the sys-
tem using the Communicating Concurrent Kleene Algebra (C2KA) modeling
framework and automate the analysis using a software prototype. We report our
experimental findings demonstrating the existence, severity, and exploitability of
implicit interactions in the system. Furthermore, we validate the applicability,
value, and usefulness of the approaches for identifying and analyzing implicit
interactions in critical infrastructure and industrial control systems.

This paper is organized as follows. Section 2 provides a short overview of
the system modeling and analysis approaches applied in this paper. Section 3
briefly describes a real-world WDS and specifies the system model using C2KA.
Section 4 presents the experimental results of our implicit interactions analysis
on the WDS. Section 5 describes the validation of our approaches and results
through a stakeholder questionnaire. Section 6 highlights the lessons learned from
our experience and the feedback obtained from the stakeholder questionnaire.
Section 7 discusses related work and lastly, Sect. 8 concludes.

2 Modeling and Analysis Approaches

2.1 System Modeling Approach

We use the algebraic modeling framework known as Communicating Concurrent
Kleene Algebra (C2KA) [7,10] for system modeling. A C2KA is a mathemati-
cal system

(
S,K

)
that characterizes the response invoked by a stimulus on a

system behavior as a next behavior mapping (denoted by ◦) and a next stimu-
lus mapping (denoted by λ). K =

(
K,+, ∗, ; , 0, 1

)
forms a concurrent semiring

where K is a set of agent1 behaviors, + is a choice between behaviors, and ;
and ∗ denote a sequential and parallel composition of behaviors, respectively.
The inactive behavior 0 is neutral with respect to + and the idle behavior 1 is
neutral with respect to ; and ∗. Similarly, S =

(
S,⊕,�, d, n

)
forms an idempo-

tent semiring where S is a set of stimuli, ⊕ is a choice between stimuli, and �
is a sequential composition of stimuli. The deactivation stimulus d influences all
agents to become inactive. The neutral stimulus n has no influence on agent
behavior. We refer the reader to [7] for a detailed presentation of C2KA.

C2KA provides three levels of specification for agent behaviors. The stimulus-
response specification specifies the next behavior mapping ◦ and next stimulus
mapping λ for each agent. The abstract behavior specification represents each
agent behavior as an algebraic term restricting the agent to its desired behaviors
in the system. Lastly, the concrete behavior specification provides the state-level

1 An agent refers to any component, combination of components, or process which
can execute a discrete set of actions [14].
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specification wherein the concrete programs for each agent behavior are given
using any suitable programming or specification language.

2.2 Approach for Identifying Implicit Interactions

Systems typically have intended sequences of communication and interaction to
perform their operations. Let Pintended be the set of intended interactions for a
given system. Pintended can be derived from the system description and require-
ments. An implicit interaction is any potential for communication [9] that is
unfamiliar, unplanned, or unexpected, and is either not visible or not imme-
diately comprehensible by the system designers. Implicit interactions represent
previously unknown linkages among system components. Because system design-
ers are generally unaware of such linkages, they indicate vulnerabilities that can
be exploited to impact system stability, safety, and security [11].

To identify the implicit interactions in a system modeled using C2KA, we first
identify all of the possible interactions (direct and indirect) among each pair of
agents by performing an analysis of the potential for communication of the given
system specification. Then, we verify whether each possible interaction exists as
part of a characterization of the intended system interactions resulting from the
system design. Any interaction that deviates from this intended behavior is an
implicit interaction. The full details of the approach can be found in [11,12].

2.3 Approach for Analyzing Implicit Interactions

In a system formed by a set A of agents, an interaction2 is represented
as: pTn

n
def= An →Tn

An−1 →Tn−1 . . . →T2 A1 →T1 A0 where each Ai ∈ A for
all 0 ≤ i ≤ n, and each Tj ∈ {S, E} for all 1 ≤ j ≤ n. In an interaction pTn

n , An is
called the source agent and A0 is called the sink agent. Furthermore, →S denotes
communication via stimuli (e.g., message passing) and →E denotes communica-
tion via shared environments (e.g., shared variables). We refer the reader to [7]
for more details about communication via stimuli and shared environments.

Severity Analysis. The severity of an implicit interaction is a measure indi-
cating how much of the interaction is unexpected in the system. The severity
measure is interpreted as the relative non-overlap between a given interaction
and the intended interactions of a system. Intuitively, the less that an interac-
tion overlaps with the intended system interactions, the more unexpected that
interaction is. In this way, an interaction with a high severity measure indicates
that the interaction can pose a higher threat to the system in which it exists
and therefore should be granted higher priority for mitigation. Formally, this
intuition is captured in Definition 1.

2 When the context is clear, we also refer to an interaction simply as p.
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Definition 1. (Severity Measure [11]) Let p be a possible interaction in a sys-
tem with intended interactions Pintended. The severity of p is computed by:

σ(p) = 1 − max
q∈Pintended

{ |lcs
(
p, q

)
|

|p|

}

where lcs
(
p, q

)
denotes the longest common substring of interactions p and q.

The severity measure of an interaction p is a numeric value σ(p) such that
0 ≤ σ(p) ≤ 1. Any intended, or expected, interaction in a given system has
a severity measure of 0, and conversely any implicit interaction has a severity
measure greater than 0. This means that intended interactions present no (addi-
tional) threat to the system because they are known and expected by the system
designers and it is assumed that the designers are aware of any risks inherently
present with the behavior associated with these interactions. The full details of
the derivation of the severity measure can be found in [11].

Exploitability Analysis. The exploitability of an implicit interaction measures
the percentage of ways in which a source agent can influence its neighboring
agent’s behavior in a way that propagates the influence along the implicit inter-
action to eventually influence the sink agent’s behavior. Formally, this intuition
is captured in Definition 2.

Definition 2. (Exploitability Measure [8]) The exploitability of an implicit
interaction pTn

n is computed recursively by:

ξ
(
pTn
n

)
=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ξ
(
p

Tn−1
n−1

) |Infl(An−1) ∩ attack
(
pTn
n

)
|

|Infl(An−1)|
if Tn = S ∧ n > 1

ξ
(
p

Tn−1
n−1

) |Ref(An−1) ∩ attack
(
pTn
n

)
|

|Ref(An−1)|
if Tn = E ∧ n > 1

1 otherwise

where for any agent A ∈ A, Infl(A) is the set of stimuli that can influence
(i.e., cause an observable change) the behavior of A, Ref(A) is the set of ref-
erenced variables for A, and attack

(
pTn
n

)
is the set of possible ways in which a

compromised3 source agent of pTn
n can influence the behavior of the sink agent.

The exploitability of an implicit interaction pTn
n is a numeric value ξ

(
pTn
n

)

such that 0 ≤ ξ
(
pTn
n

)
≤ 1. Intuitively, the fewer possibilities that each agent in an

implicit interaction has to cause a “chain reaction” of influence in its neighboring
agents, the lower the exploitability of interaction, and therefore the lower the
priority for mitigation. The full details of the derivation of the exploitability
measure can be found in [8].

3 A compromised agent can issue any stimulus and/or alter or define any program
variable in a way that is not consistent with its original or intended specification [8].
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2.4 Tool Support

To automate the approaches described above, we use a prototype software tool,
first described in [7]. The tool is implemented in the Haskell programming lan-
guage and uses the Maude term rewriting system [2]. It allows for the specifica-
tion of systems using C2KA and automatically identifies the implicit interactions
in a given system. The prototype also computes the severity and exploitability
measures for each identified implicit interaction. Example usage of the software
prototype for identifying and analyzing implicit interactions can be found in [11].

3 System Modeling and Specification

3.1 Wastewater Dechlorination System Description

The WDS described in this section was provided by the supervisory control and
data acquisition (SCADA) system operators at a municipal wastewater treat-
ment facility. The objective of the system is to reduce the total residual chlorine
in the plant’s final effluent to comply with the Federal Government’s regulated
level. The general operation of the system is summarized in Fig. 1.

When the process is ready to begin, a start event4 is triggered. A Sample
Pump (SAP) feeds the effluent (eff , effluent) to a sulfite (SO3) Analyzer (SO3)
and a Sample Flow Meter (SFM). The SO3 Analyzer (SO3) measures the residual
Sodium Bisulfite (SBS) in the effluent and sends its results (res, residual) to
the Programmable Logic Controller (PLC). Simultaneously, the Sample Flow
Meter measures the flow rate from the Sample Pump and sends its results (rate,
flowRate) to the PLC. The PLC controls the chemical feed pumps which are in a
lead-lag configuration. The PLC’s proportional-integral-derivative (PID) control
algorithm calculates the SBS flow (in L/h), demanded by the Chlorine Contact
Tank (CCT), and determines if the SBS flow should be increased or decreased
based on the SBS residual feedback received from the SO3 Analyzer; residual
is the process variable for the PID control. If the SBS feedback is decreasing

Fig. 1. Summary of the Wastewater Dechlorination System operation

4 Because this is a continuous process, the start event can be viewed as a time triggered
event which is sent infinitely often to discretize the continuous process.
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below the set-point, then the CCT demand for SBS increases. The PLC always
runs the Lead Pump (CFP1) to match the SBS flow demanded by the CCT
(leadFlow), up to a maximum flow of 75L/h. When the SBS flow, demanded
by the CCT, exceeds the Lead Pump maximum flow, the PLC stages on the
Lag Pump (CFP2); both the Lead and Lag Pumps will then be controlled by
the PLC to satisfy the SBS flow demand (leadFlow and lagFlow). When the
SBS flow, demanded by the CCT, falls below 70L/h (minus a satisfactory 5L/h
dead-band), the PLC turns off the Lag Pump. Alternatively, if the SBS feedback
is increasing above the set-point, the CCT demand for SBS decreases.

The Sample Pump is located downstream of the dechlorination zone and
continuously draws a sample of the final effluent for analysis by the SO3 Ana-
lyzer. The analysis takes about 20 s to send an SBS residual value to the PLC.
The PLC verifies that the Sample Pump is providing a continuous flow of final
effluent to the SO3 Analyzer greater than 2L/s, otherwise an alarm is sent to
the Operator (OP) to notify them of a Sample Pump failure.

The Operator has an option to select from one of two dosing methods: (1) PID
control or (2) Ratio control. PID control is more efficient and cost effective than
Ratio control. However, if PID control fails, for example, due to SO3 Analyzer or
Sample Pump failure5, as determined by the PLC, the Operator will be notified.
In this case, the Operator will switch the CCT dosing method from PID to Ratio
control until maintenance can get the SO3 Analyzer or Sample Pump back online
(repair). SBS dosing is always required to satisfy the government regulations.

3.2 C2KASpecification of the WDS

The system consists of seven agents as shown in Fig. 1: {SAP, SO3, SFM, PLC,
CFP1, CFP2, OP}. The set of agents is derived from the system description
(see Sect. 3.1) and represents the primary components involved in the system
operation. For the C2KA specification, let the set of all agent behaviors K be
generated using the operations of the structure K and the set of basic behaviors
given by: {sample, fail, getSO3, error, getFlow, pid, ratio, off1, on1,
off2, on2, monitor, alarm}. The basic behaviors correspond to the opera-
tions that each system agent can perform. Similarly, let the set of all stimuli S
be generated using the operations of the structure S and the set of basic stimuli
given by: {start , fault , eff , res, rate, off1 , on1 , off2 , on2 , alarm, fixed , repair}.
The basic stimuli correspond to messages that are passed between agents that
will trigger the execution of their behaviors.

Assumptions. To simplify the modeling and specification of the WDS, we
assume that valves are incorporated as part of the pump system, so they are
controlled internally by the PLC. We also assume that system faults causing
failures in the SO3 Analyzer or Sample Pump, and repairs to system faults are
external events outside of the control of the WDS. As such these events are
propagated to the PLC to be handled. These assumptions have been validated
by the SCADA operators that provided the WDS description for this case study.
5 SO3 Analyzer or Sample Pump failure can be caused by an external fault .
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Abstract Behavior Specification. The abstract behavior of each agent is
represented as shown in Fig. 1. For example, the abstract behavior specification
of the Sample Pump is given as SAP 	→

〈
sample + fail

〉
which shows that, at

any given time, SAP can exhibit any of the two behaviors sample or fail which
represent the normal continuous sampling of final effluent and the failure of the
Sample Pump, respectively. This is reflected in the use of the choice operator +
in the term representing the Sample Pump behavior. Similarly, the abstract
behavior specification of the PLC (i.e., PLC 	→

〈
pid+ratio

〉
) shows that it can

be in its PID control mode or in its Ratio control mode.

Stimulus-Response Specification. The stimulus-response specification of the
WDS agents is compactly specified as shown in Fig. 2. In each table, the row
header shows the basic behaviors that the agent can perform in the system, and
the column header shows the basic stimuli to which the agent may be subjected
in the system. These sets of basic behaviors and stimuli are dictated by the
sets K and S of the C2KA structure described above. Each table grid shows
the next behavior or next stimulus (respective to the operator shown in the top
left cell) that results when the stimulus in the column header is applied to the
behavior in the row header. For example, in the stimulus-response specification
of SAP, when a fault event occurs while it is operating in its normal sample
behavior, the response is to change SAP to its failure behavior fail and to
broadcast the fault so that it can be handled by another agent (namely PLC).
Alternatively, when an alarm, event occurs while SAP is operating in its normal
sample, behavior because SAP does not respond to an alarm event, it remains
operating in its normal sample behavior, and it does not provide any output
stimulus (denoted by the neutral stimulus n).
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Sample Pump (SAP):
◦ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
sample sample fail sample sample sample sample sample sample sample sample sample sample

fail fail fail fail fail fail fail fail fail fail fail sample fail

λ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
sample eff n n n n n n n n n n n

fail n fault n n n n n n n n n n

SO3 Analyzer (SO3):
◦ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
getSO3 getSO3 error getSO3 getSO3 getSO3 getSO3 getSO3 getSO3 getSO3 getSO3 getSO3 getSO3

error error error error error error error error error error error getSO3 error

λ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
getSO3 n fault n n n n n n n n n n

error n n n n n n n n n n n n

Sample Flow Meter (SFM):
◦ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
getFlow getFlow getFlow getFlow getFlow getFlow getFlow getFlow getFlow getFlow getFlow getFlow getFlow

λ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
getFlow n n rate n n n n n n n n n

Programmable Logic Controller (PLC):
◦ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
pid pid ratio pid pid pid pid pid pid pid pid pid pid

ratio ratio ratio ratio ratio ratio ratio ratio ratio ratio ratio pid ratio

λ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
pid n alarm n n n n n n n n n n

ratio n n n n n n n n n n fixed n

Lead Chemical Feed Pump (CFP1):
◦ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
off1 off1 off1 off1 off1 off1 off1 on1 off1 off1 off1 off1 off1

on1 on1 on1 on1 on1 on1 off1 on1 on1 on1 on1 on1 on1

λ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
off1 n n n n n n n n n n n n

on1 n n n n n n n n n n n n

Lag Chemical Feed Pump (CFP2):
◦ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
off2 off2 off2 off2 off2 off2 off2 off2 off2 on2 off2 off2 off2

on2 on2 on2 on2 on2 on2 on2 on2 off2 on2 on2 on2 on2

λ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
off2 n n n n n n n n n n n n

on2 n n n n n n n n n n n n

Operator (OP):
◦ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
monitor monitor monitor monitor monitor monitor monitor monitor monitor monitor alarm monitor monitor

alarm alarm alarm alarm alarm alarm alarm alarm alarm alarm alarm alarm monitor

λ start fault eff res rate off1 on1 off2 on2 alarm fixed repair
monitor n n n n n n n n n n n n

alarm n n n n n n n n n n n fixed

Fig. 2. Stimulus-response specification of the Wastewater Dechlorination System

Concrete Behavior Specification. We use a fragment of Dijkstra’s guarded
command language [3] for the concrete behavior specification of the WDS agents
as shown in Fig. 3. For example, the concrete behavior specification of SO3 shows
that in its normal measuring behavior getSO3, it computes the SBS residual
of the effluent from the Sample Pump (MEASURE SBS RESIDUAL(effluent))
and assigns it to a control variable residual. Alternatively, in its error behavior
error, because of the error, SO3 is unable to effectively compute the SBS
residual of the effluent received from the Sample Pump and instead has an
undefined control variable residual (represented by NULL).
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SAP �→
{
sample

def= effluent := SAMPLE()

fail
def= effluent := SAMPLE()

SO3 �→
{
getSO3

def= residual := MEASURE SBS RESIDUAL(effluent)

error
def= residual := NULL

SFM �→
{
getFlow

def= flowRate := MEASURE FLOW RATE(effluent)

PLC �→

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

pid
def= if flowRate >= FLOW SETPOINT −→ skip

�� flowRate < FLOW SETPOINT −→ send alarm
fi;
targetFlow := COMPUTE FLOW(residual);
if targetFlow > MAX PUMP FLOW −→ send on2 ; leadFlow := MAX PUMP FLOW;

lagFlow := targetFlow − MAX PUMP FLOW

�� targetFlow ≤ MAX PUMP FLOW ∧ targetFlow ≥ DEADBAND −→ leadFlow := targetFlow

�� targetFlow < DEADBAND −→ send off2 ; leadFlow := targetFlow

fi

ratio
def= skip // details not provided as part of the system description

CFP1 �→
{
off1

def= leadPumpOn := FALSE; pumpRate := 0

on1
def= leadPumpOn := TRUE; pumpRate := leadFlow

CFP2 �→
{
off1

def= lagPumpOn := FALSE; pumpRate := 0

on1
def= lagPumpOn := TRUE; pumpRate := lagFlow

OP �→
{
monitor

def= mode := PID

alarm
def= mode := RATIO

Fig. 3. Concrete behavior specification of the Wastewater Dechlorination System

3.3 Intended System Interactions

We use the visualization of the WDS system operation in Fig. 1 to derive the
sequence of control or data transferred among the system agents as shown in
Fig. 4, where solid arrows denote communication via stimuli and dashed arrows
denote communication via shared environments. Since some agents in the system
respond to the same stimulus at the same time, the expansion of the concurrent
interaction of the agents is captured by branches in its execution trace. This
concurrent interaction is translated and embodied as a set of possible walks of the
system’s underlying communication graph. In other words, the set of intended
system interactions characterizes the possible execution traces representing the
interleavings of the concurrent behaviors of the system agents.

Fig. 4. Execution trace of the Wastewater Dechlorination System intended interactions
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4 Identification and Analysis of Implicit Interactions

4.1 Identification of Implicit Interactions

After using the software prototype to apply the approach for identifying implicit
interactions on the WDS model, we found that 74 out of 141 possible interactions
(≈ 52%) are implicit interactions. The identification is summarized in Fig. 5 and
Table 1. The summary shows that, with respect to the system specification, some
agents do not have the potential to communicate at all. For example, CFP1 can-
not communicate with CFP2 and vice versa. Intuitively, this makes sense because
these chemical feed pumps are controlled by PLC and therefore should not be
able to influence one another’s behavior. Instead, we see that there is exactly
one interaction from PLC to CFP1 and CFP2, respectively. Alternatively, the
summary shows that of the six possible interactions between PLC and SO3, five
are implicit. This means that these five interactions deviate from the intended
control flow (or sequence of interaction) among the system agents. Similarly, all
interactions between SFM and SO3 are implicit, showing that these two agents
which normally should not interact with one another, do in fact have the potenial
to interact in the system which can lead to unexpected or undesirable system
behaviors affecting system stability, safety, and security.

The existence of implicit interactions indicates that there is an aspect of the
system design (whether accidental or intentional, innocuous or malicious) allow-
ing for this kind of interaction to be present. For example, referring to Table 1,
implicit interaction x43 (PLC→S OP→S SAP→E SO3) shows that it is possible
for PLC to influence the behavior of OP with a stimulus communication (denoted
→S), which will cause OP to influence the behavior of SAP with another stimulus
communication, which in turn will cause SAP to write a shared variable (denoted
→E) which will be read by, and ultimately influence the behavior of, SO3. One
such scenario may involve an attacker causing a false alarm in the PLC, trigger-
ing the Operator to waste time finding and fixing a fault , which can affect how
the Sample Pump feeds effluent to the SO3 Analyzer, which may then com-
pute incorrect SBS residual readings, potentially impacting system safety and
stability. Considering the set of intended system interactions shown in Fig. 4, it

Fig. 5. Implicit interactions identified in the Wastewater Dechlorination System
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is easy to see that there is no subpath matching the implicit interaction x43. It
is important to note that these implicit interactions are not easily found without
the rigorous analysis of the system based on its C2KA specification.

4.2 Severity Analysis of Implicit Interactions

After having identified the implicit interactions present in the WDS, we used
the software prototype to compute their severity. The severity analysis is sum-
marized in Table 1. The summary shows that the severity of the implicit inter-
action x43, for example, is 0.67. This indicates that this implicit interaction is
rather unexpected and may provide a more “stealthy” way for an attacker to
cause unintended system behaviors if they can compromise the source agent
of the interaction (i.e., PLC). When comparing the severities of the implicit
interactions provided in Table 1, some interactions are more severe than others
because they involve more intermediate agent interactions that are not expected
or foreseen as part of the intended system behavior. Therefore, these interactions
present a greater risk because the system designers are generally more unaware
of such potential communication sequences.

4.3 Exploitability Analysis of Implicit Interactions

We also used the software prototype to compute the exploitability of the
implicit interactions in the WDS. The exploitability analysis is summarized in
Table 1.

Of particular note is that, for some interactions, we computed an exploitabil-
ity of 1.00 (e.g., x11, x12, etc.). Consider x43 which has an exploitability of 1.00.
According to the specification of PLC (i.e., the source agent), of all of the possible
ways in which PLC can influence the behavior of OP to cause it to influence the
behavior of SAP to cause it to influence the behavior of SO3, any of them will
have the desired effect. Examining the C2KA system specification more closely,
we can see that if PLC is compromised such that an attacker is able to force it
to send an alarm stimulus or a repair stimulus, it can indirectly influence the
behavior of SO3. This indicates that implicit interactions with an exploitabil-
ity of 1.00 are maximally exploitable, meaning that as long as a compromised
source agent influences the behavior of its neighboring agent, then it will ulti-
mately influence the behavior of the sink agent. This makes the compromised
source agent very powerful in its ability to cause unintended or expected system
behaviors. Consequently, these particular implicit interactions present the most
serious threat to the safety, security, and reliability of the system and ought to
be assigned the highest priority for mitigation.

Conversely, for some interactions, we computed an exploitability of 0.00 (e.g.,
x3, x6, etc.). For interactions pSn , where the initial interaction from the source
agent is via stimuli (i.e., →S), this indicates that these implicit interactions
can only be exploited trivially by having the compromised source agent issue a
deactivation stimulus d which will cause all other agents in the system to fail.
In this way, these interactions pose little threat to the system since this very
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Table 1. Summary of the implicit interaction analysis for the Wastewater Dechlorina-
tion System

ID Implicit Interaction Severity Exploitability

0 ≤ σ(xi) ≤ 1 0 ≤ ξ
(
xi

)
≤ 1

x1 OP →S PLC →E CFP1 0.50 0.50

x2 OP →S SO3 →E PLC →E CFP1 0.33 1.00

x3 OP →S SO3 →S PLC →E CFP1 0.33 0.00

x4 OP →S PLC →E CFP2 0.50 0.50

x5 OP →S SO3 →E PLC →E CFP2 0.33 1.00

x6 OP →S SO3 →S PLC →E CFP2 0.33 0.00

x7 OP →S SAP →S PLC 0.50 0.00

x8 OP →S SO3 →S SAP →S PLC 0.50 0.00

x9 OP →S SAP →E SFM →E PLC 0.33 0.00

x10 OP →S SO3 →S SAP →E SFM →E PLC 0.33 0.00

x11 OP →S SO3 →E PLC 0.50 1.00

x12 OP →S SAP →E SO3 →E PLC 0.33 1.00

x13 OP →S SAP →S SO3 →E PLC 0.33 0.00

x14 OP →S SO3 →S PLC 0.50 0.00

x15 OP →S SAP →E SO3 →S PLC 0.33 0.00

x16 OP →S SAP →S SO3 →S PLC 0.33 0.00

x17 OP →S SAP 1.00 1.00

x18 OP →S SO3 →E PLC →S SAP 0.67 0.00

x19 OP →S SO3 →S PLC →S SAP 0.67 0.00

x20 OP →S SO3 →S SAP 1.00 0.00

x21 OP →S PLC →S SO3 →S SAP 0.33 0.00

x22 OP →S SAP →E SFM 0.50 1.00

x23 OP →S PLC →S SAP →E SFM 0.33 0.50

x24 OP →S SO3 →E PLC →S SAP →E SFM 0.67 0.00

x25 OP →S SO3 →S PLC →S SAP →E SFM 0.67 0.00

x26 OP →S SO3 →S SAP →E SFM 0.67 0.00

x27 OP →S PLC →S SO3 →S SAP →E SFM 0.50 0.00

x28 OP →S SO3 1.00 1.00

x29 OP →S SAP →S PLC →S SO3 0.67 0.00

x30 OP →S SAP →E SFM →E PLC →S SO3 0.50 0.00

x31 OP →S SAP →E SO3 0.50 1.00

x32 OP →S PLC →S SAP →E SO3 0.33 0.50

x33 OP →S SAP →S SO3 0.50 0.00

x34 OP →S PLC →S SAP →S SO3 0.33 0.00

x35 PLC →S OP →S SAP 0.50 1.00

x36 PLC →S OP →S SO3 →S SAP 0.67 0.00

x37 PLC →S SO3 →S SAP 0.50 0.00

(continued)
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Table 1. (continued)

ID Implicit Interaction Severity Exploitability

0 ≤ σ(xi) ≤ 1 0 ≤ ξ
(
xi

)
≤ 1

x38 PLC →S OP →S SAP →E SFM 0.67 1.00

x39 PLC →S SAP →E SFM 0.50 1.00

x40 PLC →S OP →S SO3 →S SAP →E SFM 0.67 0.00

x41 PLC →S SO3 →S SAP →E SFM 0.67 0.00

x42 PLC →S OP →S SO3 0.50 1.00

x43 PLC →S OP →S SAP →E SO3 0.67 1.00

x44 PLC →S SAP →E SO3 0.50 1.00

x45 PLC →S OP →S SAP →S SO3 0.67 0.00

x46 PLC →S SAP →S SO3 0.50 0.00

x47 SAP →S PLC →S OP →S SO3 0.33 0.50

x48 SAP →E SFM →E PLC →S OP →S SO3 0.25 0.00

x49 SAP →S PLC →S SO3 0.50 0.50

x50 SAP →E SFM →E PLC →S SO3 0.33 0.00

x51 SFM →E PLC →S OP →S SAP 0.33 1.00

x52 SFM →E PLC →S SAP 0.50 0.00

x53 SFM →E PLC →S OP →S SO3 →S SAP 0.50 0.00

x54 SFM →E PLC →S SO3 →S SAP 0.67 0.00

x55 SFM →E PLC →S OP →S SO3 0.33 1.00

x56 SFM →E PLC →S SO3 0.50 0.00

x57 SFM →E PLC →S OP →S SAP →E SO3 0.50 1.00

x58 SFM →E PLC →S SAP →E SO3 0.67 0.00

x59 SFM →E PLC →S OP →S SAP →S SO3 0.50 0.00

x60 SFM →E PLC →S SAP →S SO3 0.67 0.00

x61 SO3 →S SAP →S PLC →S OP 0.33 0.00

x62 SO3 →S SAP →E SFM →E PLC →S OP 0.25 0.00

x63 SO3 →S SAP →S PLC 0.50 0.00

x64 SO3 →S SAP →E SFM →E PLC 0.33 0.00

x65 SO3 →E PLC →S OP →S SAP 0.33 1.00

x66 SO3 →S PLC →S OP →S SAP 0.33 0.50

x67 SO3 →E PLC →S SAP 0.50 0.00

x68 SO3 →S PLC →S SAP 0.50 0.50

x69 SO3 →S SAP 1.00 1.00

x70 SO3 →E PLC →S OP →S SAP →E SFM 0.50 1.00

x71 SO3 →S PLC →S OP →S SAP →E SFM 0.50 0.50

x72 SO3 →E PLC →S SAP →E SFM 0.67 0.00

x73 SO3 →S PLC →S SAP →E SFM 0.67 0.50

x74 SO3 →S SAP →E SFM 0.50 1.00
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specific and trivial way to exploit the interaction is straightforward to monitor
and mitigate. Alternatively, for interactions pEn, where the initial interaction from
the source agent is via shared environments (i.e., →E), this indicates that these
implicit interactions cannot be exploited in the given system. Therefore, these
interactions can be considered benign, which is very useful when we need to
determine where and how to spend valuable resources in mitigation efforts.

In addition to the special cases discussed above, Table 1 also shows there are a
number of implicit interactions with exploitability measures that fall in between
the two extremes of benign or trivially exploitable and maximally exploitable.
For example, the exploitability of x1 is 0.50. This indicates that if an attacker
compromises OP (i.e., the source agent) and chooses at random to send a stimulus
to influence PLC, there is only a 50% chance that they will be successful in
influencing the behavior of CFP1 (i.e., the sink agent).

Further analysis of the exploitability of the identified implicit interactions
for the WDS indicates that 43 implicit interactions are benign, 21 are maxi-
mally exploitable, and 10 have an intermediate exploitability. This means that
a significant proportion (43/74 ≈ 58%) of the identified implicit interactions do
not present a significant risk to the system. This leaves notably fewer implicit
interactions which require our attention.

4.4 Additional Observations

By further studying the implicit interactions, we can identify potential mitiga-
tions to ensure that such interactions are either not possible in the system, or
that they are detectable. For instance, many of the identified implicit interactions
(especially those that are exploitable) involve PLC, OP, and SO3. This indicates
that these agents are somehow problematic in terms of enabling implicit interac-
tions in the system. With this information, analysts can focus their attention on
identifying and implementing countermeasures to prevent these implicit inter-
actions from being realized. The automated analysis generated here intends to
simplify and facilite this kind of reasoning and decision-making.

5 Validation of the Model and Analysis Results

5.1 Model Validation

We worked very closely with the SCADA operators at the municipal waster
water treatment facility that provided the WDS case study to validate the sys-
tem model and obtained analysis results. The SCADA operators received and
reviewed documents including background papers on the developed methods
and approaches for identifying and analyzing implicit interactions, and detailed
reports of the specifications and analysis results of the provided WDS. Among
these reports was the informal system description (Sect. 3.1), the C2KA system
model (Sect. 3.2), and the system analysis results generated by the software pro-
totype (Table 1). Each of these artifacts were reviewed, validated (by domain
expert inspection), and approved by the Senior Control Systems Engineer and
the team responsible for the WDS, confirming that the system model and anal-
ysis results are valid in real-world contexts and scenarios.
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5.2 Domain Expert Questionnaire

We developed a simple questionnaire to further validate and measure the applica-
bility, value, and usefulness of the approaches and the analysis results presented
in Sect. 4. We aimed to better understand the perceptions of potential end-users,
practitioners, and stakeholders regarding the ability to utilize the analysis results
in conducting cybersecurity assurance activities and assessments.

The questionnaire was divided into two parts. Part I, which consisted of
Q1–Q3 as shown below, was concerned with the modeling and analysis of the
WDS as described in Sects. 3 and 4. Part II, which consisted of Q4–Q9 as shown
below, was concerned with the overall approach for identifying and analyzing
implicit interactions as described in [8,11,12] and summarized in Sect. 2. Q1–Q6
had a possible response of Yes, No, or Maybe. Respondents were also asked to
provide an explanation of their response for each question in a free-form text
field. Q7–Q9 were free-form text fields giving respondents an opportunity to
provide additional comments and feedback.

Q1 Did the obtained and presented analysis results match your expectations
based on your understanding of the WDS?

Q2 Are the obtained and presented analysis results understandable?
Q3 Are the obtained and presented analysis results valuable to you, your team,

and/or your organization/others?
Q4 Do you believe that the approach for identifying and analyzing implicit

interactions has value?
Q5 If you had a tool to perform the analysis offered by the approach for iden-

tifying and analyzing implicit interactions, would it benefit your activities?
Q6 If you had a tool to perform the analysis offered by the approach for iden-

tifying and analyzing implicit interactions, would you use it?
Q7 In your opinion, what are the strengths of the approach for identifying and

analyzing implicit interactions?
Q8 In your opinion, what are the weaknesses of the approach for identifying

and analyzing implicit interactions?
Q9 Please provide any other comments/feedback about the approach for iden-

tifying and analyzing implicit interactions?

5.3 Questionnaire Results

The questionnaire was distributed to relevant stakeholders at the municipal
wastewater treatment facility that provided the WDS for this study. It was com-
pleted by six respondents, each of which were involved in SCADA operations.

In Part I, there was consensus (100% Yes for Q1–Q3) that the analysis results
exceeded expectations and were understandable and valuable to their operations.
More specifically, several respondents commented that the analysis results “pro-
vided an alternative perspective on the analysis of the dechlorination process”
and that they “highlight subtle weaknesses of certain interactions in the process.”

In Part II, again there was consensus (100% Yes for Q4) that found the over-
all approach for identifying and analyzing implicit interactions to be valuable
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because it is capable of “identifying some weaknesses in the process.” Addition-
ally, it was found that a tool to perform the implicit interaction analysis would
not benefit the activities of the respondents and that there was only a chance
that they would use such a tool (100% No for Q5, and 100% Maybe for Q6).
This is because each of the respondents were involved in SCADA operations.
The respondents pointed out that such a tool “should be used by the integrator
or developer in the early stages of the design” and that the SCADA operators
could use such a tool “to verify the integrator’s or developer’s design.”

The responses for Q7 highlighted that “the analysis is good at pointing to
the source of problem areas in the system” and “the value of the approach is in
finding issues early in the engineering design of systems.” One respondent stated
“the analysis may also find a use as part of the internal continuous improvement
processes, especially, if it is easy to perform with good tool support.”

The responses for Q8 pointed to some challenges of the approach including
the fact that it “requires end-user expertise on the subject matter.” In addition,
the responses highlight some areas for improvement that can be addressed in
future work. It was suggested that “it would be nice if in addition to showing the
implicit interactions, some advice on mitigations for the identified interactions
could be provided” and that “a summary of problematic areas would be helpful
as part of the reporting of the results.” Finally, the responses again indicated
that “the analysis may be more useful for system integrators rather than system
operators; as operators, this kind of analysis would be nice to have included in
proposals from integrators that are contracted to upgrade the system, etc.”

The responses to Q9 summarized that “if used in the early stages of system
development, the approach can identify hidden problems and perhaps provide
cost savings and time.”

6 Lessons Learned

First and foremost, the results of our questionnaire indicate that the approaches
for identifying an analyzing implicit interactions are useful for identifying poten-
tial issues early in the design of the system. There is promise for the approaches
to find adoption and use among system integrators in support of their security
assurance efforts. By incorporating such a formal and rigorous analysis early in
the system development lifecycle, evidence that systems have been designed to
be resilient to cyber-threats as part of the proposal for system upgrades can be
useful to owners and operators making important contracting decisions. Moving
forward, we will turn our attention to this important group of potential end-users
to further validate the developed approaches to ensure transition to practice.

Based on our experience in applying the approach for identifying and ana-
lyzing implicit interactions in the WDS, we found that the approach scaled
reasonably well, but that it could be improved. Using the software prototype on
a 2.7 GHz Intel Core i5 processor and 8 GB RAM, the analysis results reported
in Table 1 were obtained in 01:06:04. The WDS is of moderate size and complex-
ity, but many industrial control systems that are part of critical infrastructures
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are larger and more complex than the system studied in this paper. Thus, more
effort in developing appropriate tool support capable of more efficiently apply-
ing these approaches to conduct the analysis will help to reduce the barriers of
adoption of the proposed approaches in practical settings.

Finally, while the approaches have been applied in the context of a wastewa-
ter treatment process, the analogous communication and dependencies are found
in nearly all industrial control systems, meaning the approaches can be applied
in other contexts as well including energy, utility, chemical, transportation, man-
ufacturing, and other industrial and critical infrastructure sectors.

7 Related Work

Many approaches for studying component interactions in complex systems by
analyzing information flows [4] have been proposed using formalisms such as
state machines (e.g., [15]), Petri nets (e.g., [16]), process algebras (e.g., [4]),
and typing systems (e.g., [5]). However, information flow analyses are often con-
ducted at later stages of system development, such as the implementation stage.
Instead, our approach helps to identify implicit interactions at earlier stages of
system development. A similar idea has been carried out with the proposal of
FlowUML [1]. Similarly, a number of risk formulations and analysis approaches
for critical systems have been proposed. Many of these are based on network
analysis and fault trees (e.g., [13]) and anomaly detection (e.g., [6]). However,
probabilistic risk assessments typically focus on identifying and dealing with
failure events, with design errors only being considered indirectly through the
probability of the failure event. Problems resulting from unwanted or unexpected
component interactions and systemic factors are often not considered. By con-
trast, we described an alternative approach meant to aid designers in systemati-
cally examining the interactions of system components by analyzing the potential
communication paths that arise from the system design and specification.

8 Concluding Remarks

Identifying and analyzing implicit interactions in critical infrastructures and
industrial control systems provides a step towards uncovering potential cyber-
security vulnerabilities that can help to improve system stability, safety, and
security. In this paper, we demonstrated that the approaches for identifying
and analyzing implicit interactions described in [8,11,12] are applicable in a
real-world context. We described our experience in modeling and analyzing a
WDS provided by a municipal wastewater treatment facility and we reported
our experimental analysis results. The value and usefulness of the approaches
and results in practice were validated by domain experts operating within the
wastewater treatment facility that provided the WDS description.

This case study has shown that the approaches for identifying and analyzing
implicit interactions can enable system designers and integrators to systemati-
cally analyze their designs to uncover potential vulnerabilities early in the system
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development life-cycle. In turn, this gives them an enhanced understanding of
the hidden complexity and coupling in the systems that they design and build.
The analysis results can be used to inform mitigation efforts at early stages
of the system design, including prioritization when there are limited resources
available to address safety, security, and reliability concerns for such systems.

Disclaimer. The views and conclusions contained in this document are those of the

authors and should not be interpreted as necessarily representing the official policies,

either expressed or implied, of the U.S. Department of Homeland Security.
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Abstract. The adoption of new means of communication in the form
of internet-based communication, power line communication, wireless
communication and other communication protocols have allowed smart
grids many additional functionalities over traditional power grid sys-
tems. Nonetheless, The many downsides of using these communication
protocols have also started to affect smart grids. Smart grids are now vul-
nerable to cyber-attacks and more specifically attacks that try to inter-
cept, alter or damage data that is communicated through the various
networks of smart grids. With the essential role that these grids play in
daily life activity and the functioning of industrial systems, protecting the
grids against attacks that may compromise their communication chan-
nels is crucial. To safeguard communication channels and networks, many
authentication schemes have been established and adopted in smart grid
network communication. Due to the properties and requirements of smart
grid, finding a suitable authentication scheme can be a challenging task.
In this paper, we survey different cryptographic-based authentication
schemes adopted in smart grids, including both traditional authentica-
tion schemes and also more recent proposals. We analyse the attributes
of each scheme, to list their advantages and disadvantages. After estab-
lishing what are the required attributes for smart grid communication,
we try to determine which cryptography algorithms are best suited for
smart grid network security.

Keywords: Survey · Authentication scheme · Elliptic curve ·
Cryptography · Smart Grid

1 Introduction

Smart grids rely on internal means of communication to process real-time data
regarding customer consumption and then satisfy the demands by distributing
the sufficient amount of power [29]. This and other additional functionalities have
been the contributing factors that allowed smart grids to significantly cut the
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costs associated to power distribution. Smart grids have integrated many widely
used communication protocols, including the ethernet protocol, TCP/IP [31]
and other popular wireless and wired communication technologies [11] for their
internal communication and for data exchange with external parties. Unfortu-
nately, many of the protocols used in smart grid network communication do
not prioritize guaranteeing high levels of security [8]. In fact, the adoption of
new communication protocols has brought a slew of vulnerabilities to cyber-
attacks and threats that exposed the security of the grids. Due to the highly
confidential nature of the data that is transmitted in smart grid communication
and the importance of keeping the grids to function properly and uninterrupt-
edly, securing the communication channels is one of the highest priority tasks
when it comes to smart grid security. To protect the transmitted data, a reli-
able authentication scheme should always be integrated to the communication
system. Unfortunately, designing an authentication protocol that is optimal for
smart grid systems have been proven to be challenging. This is due to not only
having to ensure that the authentication protocol is secure against the various
attacks that could be run on the grid, but also to assure that transmission of
data is fast and efficient, which makes computation-intensive algorithms not
suitable for smart grid authentication [30]. A number of authentication schemes
have been proposed and adopted by smart grids over the years [19]. Ideally, an
authentication scheme should be able to balance the need for lightweight com-
putation to diminish delay with reliability and protection against the highest
number of possible attacks, although requirements may vary depending on the
specific needs of the grid and compatibility with the communication systems.
In recent years, due to their properties, authentication schemes based elliptic
curve cryptography have been one the focus areas of research on authentication
protocols for smart grid [29]. In this work we conduct a research on authenti-
cation schemes that are currently available or that have been recently proposed
for smart grids. For this purpose, we selected articles dating from January 2015
to January 2020, in order to focus on more advanced proposals, often built on
the strengths and requirements of older models. We try to analyse the properties
that allow each scheme to offer reduced overhead on the system’s hardware and
communication, but also provide the most comprehensive security capabilities.
These properties are later compared to establish which solution can best leverage
security and performance needs.

2 Related Work

To the best of the author’s knowledge, there has been only one survey [4] that
has been conducted in recent years to discuss cryptographic-based authentication
algorithms for communication in smart grid systems. Abood et al. (2017) [4] sur-
vey and compare some of the most established algorithms for smart grid secure
communication. The parameters that are object of comparison are the following:
effectiveness, key size, complexity and time required between those algorithms.
The comparison is conducted between the following symmetric key algorithms:
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AES, DES, TDES, E-DES, and BLOWFISH. RSA, one of the more popular
asymmetric encoding systems is also added to the comparison. The comparison
conducted by the authors consisted in calculating encryption and decryption
time for different plain text lines and also the time required to break the algo-
rithm, to evaluate the security of the algorithms. Unsurprisingly, the symmetric
algorithms have showed to have better overall performance than the asymmet-
ric counterparts. This is due to the much larger size of key used in asymmetric
exchange. All the symmetric algorithms have shown to have competitively sim-
ilar encryption and decryption times. What differentiate them is the time to
break, which sees AES having an exponentially superior security capability over
the DES variants and BLOWFISH. For this reason, the authors conclude that
AES should be the algorithm adopted in smart grid secure communication and
that research should be conducted in enhancing the algorithm with DNA com-
puting, to increase its complexity and security capabilities. The authors fail to
conduct a more detailed security analysis of the algorithms to identify which
attacks each algorithm is secure or not secure against, which could be useful
to show their performance against specific types of attacks. Additionally, the
survey also fails to review many other alternative authentication schemes and
a significant amount of schemes has also been proposed since the time of this
survey.

In addition to this this work, a number of surveys and reviews have been
conducted to detail security challenges in smart grids and various solutions to
these challenges. Ferrag et al. (2016) [9] present a survey of privacy-preserving
schemes for smart grid communications. they classify schemes in five categories
and for each scheme they describe attacks of leaking privacy and countermea-
sures, including game theoretic approaches. Additionally they also survey recent
articles that discuss smart grids communications, applications, standardization,
and security. The authors conclude that while the development of security mea-
sures and privacy-preserving schemes for smart grids have advanced in the last
years, there are still challenging research areas that should be target of future
research.

Wang and Lu (2013) [27] present a survey on cyber-security issues in Smart
Grids. The authors discuss network vulnerabilities that may compromise the
security of the system and review security requirements, attack countermeasures,
secure communication protocols and architectures in the Smart Grid. While a
general overview of both security attacks and security measures is presented, the
lack of detail in their work limits its applicability in providing useful insight in
the domain of smart grid communication security. Mrabet et al. (2018) [24] also
provide a survey of possible attacks against the smart grid and their counter-
measures and security strategies to detect and counter these attacks. The author
focus on describing global solutions to smart grid security in addition to specific
counter-measures to individual cyber-attacks. Similarly to [27], this work also
lack in depth and more focused analysis.

Baumeister (2010) [6] conducted a literature review on smart grid cyber-
security. The author identifies five categories that make up different components
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of the smart grid, one of them being smart grid communication protocol security.
The author discusses the design principles for these communication protocols
and also the cryptographic security measures that should be implemented in
these protocols. Although the author discusses the main attributes that should
be incorporated in these protocols, he fails to identify and discuss the most
significant protocols currently adopted or in development for smart grid com-
munication and the associated cryptography-based authentication methods.

3 Smart Grid Cryptography

When it comes to cyber security for smart grids, the main objectives that are
pursued are availability, confidentiality and integrity. [15] Availability must be
ensured to allow users to receive uninterrupted power supply. User information,
which is collected to efficiently provide the required amount of energy and facil-
itate both communication and transmission, must be secured to guarantee the
confidentiality of sensitive data. To ensure integrity, messages received from the
user should be authenticated and the information should be checked to detect
any signs of tampering. The processing, communication and storage of digital
information in Smart Grids is often done by supervisory control and data acqui-
sition (SCADA) systems [15]. Scada systems are composed of multiple blocks,
each with their own communication network. To assure that the data exchanged
in these networks is secure, multiple cryptographic schemes and algorithms have
been developed.

3.1 Overview of Cryptography Schemes

The majority of cryptography algorithms can be divided in two groups:

– Symmetric algorithms: Symmetric algorithms use the same key for encryption
and decryption purposes In most cases, they are used for plain-text encryp-
tion. The key is shared with cipher text on the network for decryption. [17]
Some of the most well-known symmetric algorithms include: Advanced
encryption standards (AESs), triple data encryption algorithm (TDEA), or
triple data encryption standard (TDES)

– Asymmetric algorithms: In asymmetric algorithms, different keys are used for
encryption and decryption purposes. Their use is often reserved for authen-
tication purposes. [17] Common asymmetric algorithms include Digital sig-
nature standard (DSS), digital signature algorithm (DSA), RSA digital sig-
nature algorithm (RSA), elliptic curve digital signature algorithm (ECDSA),
Elliptic Curve Diffie-Hellman (ECDH) .

When designing smart grid cryptography algorithms, two main objectives need
to be achieved: guaranteeing the highest level of protection against security
attacks and avoiding overloading memory and computational capacity of single
devices, to ensure no delay or other communication issues are raised. In order
to achieve this, a number of considerations have been suggested in the design of
cryptography schemes for smart grid [15]:
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– robust and flaw free design;
– use of cryptography modules that allow for updates;
– guarantees availability;
– allows for alternatives for authentication in case of issues in connecting to a

system;
– key length sufficient for high level security and safe from unauthorized access

or device tampering;
– algorithm should not have a very high complexity overhead to avoid compu-

tational ;

4 Literature Overview

In this section we will discuss some of the standard cryptography solutions for
smart grid, as well as recently developed solutions. Alohali et al. [5] conduct a
detailed investigation of cryptography algorithms used for Smart Grid security
that takes into account not only the security challenges of smart grids, but also
smart grid architecture. They survey key management schemes for each network
in the smart grid, including: smart meters, AMI, sensors, IED and SCADA. The
authors note that the functional topology of the smart grid segment where the
devices are deployed is a determining factor to the suitability of a specific key
management scheme. Limitations to sensor and smart meter devices also should
be taken into account when determining the most well-suited scheme. Over-
all, the authors note that while there are shared properties that are preferred
and chosen when developing a cryptography algorithm for smart grid (such as
symmetric key over asymmetric key), there is not a general scheme that is best
suited for all type of smart grid communication. Instead, the single requirements
of the network and of the physical devices should be taken into consideration
when choosing the ideal scheme and multiple scheme should be adopted to sat-
isfy specific requirements over using one general scheme. The authors note that
their survey does not take into consideration the various attacks that can be
conducted on smart grids. It is fundamental to weight this factor when choos-
ing a cryptography key management scheme, as certain attacks can compromise
large portions of the grid and multiple stakeholders. It should also be noted that
many current schemes and proposals have not been taken into consideration,
such as multiple elliptic curve cryptography schemes. The many advantages of
these schemes should justify the necessity for comparison to many traditional
counterparts [13].

He et al. (2017) [13] discuss a Privacy-preserving data aggregation (P2DA)
that is also secure against internal attackers or can provide data integrity. The
proposed scheme uses Boneh-Goh-Nissim public key cryptography, to increase
computational efficiency. Key generation and decryption are executed by the
user, while encryption is done by the sender. The algorithm is composed of
three phases: initialization, registration and aggregation. The authors demon-
strate that the algorithm is both more efficient and more secure than previous
data aggregation schemes. Nonetheless, they do note that algorithms based on
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elliptic curve cryptography provide similar level of security for a much smaller
key size and consequent lower computational overhead. Kumar et al. (2019) [18]
propose a cryptography scheme which employs hybrid cryptography to facili-
tate mutual trust, dynamic session key, integrity, and anonymity. The proposed
schemes involves communication between the smart meter and the NAN gateway.
The protocol consists of three phases: system set-up phase, registration phase,
authentication and key establishment phase. Security analysis of the algorithms
show that it is safer than previously discussed proposals. Its performance analysis
also reveals that it is faster and lighter than the previous algorithms. In addi-
tion to these algorithms, a significant amount of research has been conducted to
develop Elliptic curve cryptography(ECC)-based security algorithms.

4.1 Elliptic Curve Cryptography

Elliptic curve cryptography falls into the category of lightweight asymmetric (or
public key) cryptography. Public key cryptography has been widely used in digi-
tal security to provide confidentiality, integrity, authentication, non-repudiation,
availability and access control services [20]. One of the main disadvantages of
public key cryptography is its high operational cost due to complex group opera-
tions, which makes it sub-optimal for constrained devices and networks that need
to be optimized against delays. Lightweight cryptography and more specifically
ECC tries to provide security to constrained environments by using low-cost
cryptographic algorithms [20]. To achieve this, a trade-off between implementa-
tion size, performance and security is usually needed, but this often allows ECC
to be more efficient than many conventional cryptography schemes [21]. In ECC
the curve equation of the form is used:

Y 2 = x3 + ax + b; (1)

Eq. 1 is known as Weierstrass equation, where a and b are the constant with

4a3 + 27b2 �= 0; (2)

ECC defined over a finite field Fq, denoted as E(Fq), contains the affine points
(x; y) ∈ FqxFq so that it satisfy the Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6 where(a1 ∈ Fq); (3)

. E(Fq) together with a special point named the point at infinity O form an
abelian group. t. O serves as the neutral element in the group operation. The
security of ECC is based on exponential difficulty of solving the Discrete Loga-
rithm Problem ECDLP over the abelian group formed by E(Fq) and a special
point O, It is not an easy task to find a group E(Fq) with the required properties
that make the ECDLP difficult to solve [20]. The more recent proposals for ellip-
tic curves seek to achieve both high security levels and also reduce operational
costs and hardware resources required to perform computations efficiently [20].
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4.2 Literature Overview of ECC Algorithms for Smart Grid

Due to the advantages that ECC brings to Smart Grid, a significant amount
of research has been conducted in recent years to develop secure and light-
weight cryptography ECC-based algorithms. In this section we review some of
the more recent ECC-based proposals for smart grid authentication, published
between 2016 to 2019, analyze their characteristics and performances. Zhang
et al. (2016) [29] propose a two-phase elliptic curve cryptographic scheme, based
on the El-Gamal asymmetric encryption protocol [12]. An interesting feature
of the protocol proposed by the author is identity protection, including the
identity of smart appliances and substations. The protocol has an initial ini-
tialization phase, followed by an authentication phase. An adopted version of
Gong-Needham-Yahalom (GNY) logic [2] is used to analyse the completeness of
the protocol. The performance of the protocol is also compared to other tamper-
resistant protocols. The storage overhead is demonstrated to be lower than other
protocols.

He et al. (2017) [14] propose a three-phase elliptic curve cryptographic algo-
rithm. The algorithm consists in three phases. Initialization , registration and
aggregation. The aggregation phase consists on having the data collected by the
smart meter and sends it to the aggregation scheme. Overall, the performance
of their scheme is evaluated to be higher than previously proposed schemes, due
to the adaptations made to incorporate smart meter computational memory.
Their security analysis also proves safety of the algorithm against most common
attack vectors. The increase in performance and security guarantee is discussed
to be more relevant at the moment due to the projected capabilities of quantum
computing, which will be able to solve traditional mathematical problems in
polynomial time, rendering current aggregation schemes insecure.

Mohammadali et al. (2018) [23] propose a novel identity-based key establish-
ment protocol which also employs elliptic curves. The authors claim that their
model has the lowest computational overhead among current secure protocols,
at the smart meter side. The proposed model has two variations, referred to
as NIKE and NIKE+. The model itself is an identity-based key establishment
protocol for AMI which does not rely on pairing and version that shifts the
load to the advanced metering infrastructure head end. Both variations consist
of three steps: setup, installation, and key agreement. When it comes to smart
grid communication, the computational cost should be reduced at the meter’s
side. The variant of the protocol (NIKE+) allows to shift the processing load
from one side to the other, shifting almost half of the costly multiplications from
the meter to AHE. Security analysis and performance analysis of these proto-
cols show that they allow for secure communication, resistant to most security
attacks, for a comparatively low computational costs. The protocols that had a
lower performance overhead are other lightweight cryptographic operations that
are demonstrated to not be resistant to many attacks that their proposed scheme
is secure against [23].

Mahmood et al. (2018) [21] proposes an elliptic curve based lightweight
authentication scheme, composed of three phases: Initialization, registration and
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authentication During the initialization phase, the Trusted Third Party (TTP)
assembles the preliminary parameters. Afterwards, the user communicates his ID
to the TTP for registration. Finally, Authentication can happen using a three-
step procedure. The proposed algorithm is evaluated by the authors through
automated protocol verifier tool ProVerif [1]. The scheme is proven to have a
lower computation cost and lower memory overhead than analogous schemes.
This makes it better suited for Smart Grid communication than other schemes.
The analysis of adversarial attacks is conducted only informally.

More recently, an evaluation conducted by Kumar et al. (2020) [19] has shown
that the solution proposed by [22] contained many security flaws. In particu-
lar, they noted that the authentication scheme was vulnerable against a wide
range of attacks, including: session key, guessing identity attack, insider attack,
user anonymity, impersonation attack, stolen device attack, lack of login phase,
lack of password information, and clock synchronization problem. Abbas et al.
(2018) [3] designed an elliptic curve scheme that tried to solve known issues
with previously proposed schemes, including the schem proposed by [21], such
as vulnerability to well-known attacks and overhead of the PKI maintenance.
The Canetti-Krawczyk adversarial model [25] has been adopted by the authors.
This selection was based on the fact that many of the schemes investigated
by the authors were shown to be vulnerable to it. The authentication scheme
proposed by the authors consists in three steps: initialization, registration and
authentication. The security analysis conducted by the authors showed that the
scheme was resistance to many of the attacks that were found to be effective
on other schemes. The escrow issue and forward security were two particular
issues that affected many of the other schemes that were solved by the authors’
proposal. Formal verification was also conducted using ProVerif. When it comes
to performance analysis, the scheme was shown to be the second-fastest, after
the one proposed by Xia and Wang [28]. Compared to Xia and Wang’s scheme,
Abbasinezhad’s scheme offers a vast array of increased protection, out-weighting
the low difference in performance.

A further study conducted by Garg et al. (2019) [10] proposed a mutual
authentication-based key exchange mechanism which employs the features of
Fully Hashed Menezes-Qu-Vanstone (FHMQV) key agreement protocol [7].
FHMQVkey was selected for its security, efficiency, and resiliency against the
ephemeral secret exponent leakage and its capability to store/protect the secret
keys [10]. The scheme proposed by the authors tries to leverage the advantages
of ECC and FHMQV. The scheme designed by the authors has three phases:
system initialization, registration and mutual authentication and key agreement.
Assessment of the protocol was conducted using the AVISPA tool [26], which
established its safeness on different back-ends under the most realistic threat
models. The protocol also revealed to be lightweight compared to the state-of-
the-art. The authors also conducted energy consumption analysis, which demon-
strated that the energy consumption of the protocol was also lower compared to
others. As the authors note, the protocol is still open to further enhancement,
which could allow for improved robustness and lightweight.
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Khan et al. (2019) [16] propose an ECC-based mutual authentication proto-
col for smart grid communication using biometric approach. The biometric data
is transformed by a fuzzy extractor into a uniformly random string, making it
feasible to apply the cryptographic approach for biometric security. As previ-
ously discussed protocols, the proposed scheme is composed of three phases:
initialization, registration and login and authentication. Security analysis com-
parison shows that the protocol has strong security properties compared to older
proposed schemes in the Smart Grid environment. The computation and com-
munication costs of the protocols were also found to be much lower compared
to other existing protocols, although the comparative analysis conducted by the
authors was only against a few older schemes.

5 Comparison of Cryptography Schemes for Smart Grids

In this section we compare the algorithms discussed based on their security
properties and their performance analysis.

5.1 Comparison of Security Properties of Cryptography Schemes

The security analysis is based on formal and informal evaluation conducted by
the authors regarding the security of the schemes against attacks and their ability
to provide integrity, confidentiality, authentication, non-repudiation, availability
and other security properties to network communication.

Table 1 shows the result of the informal evaluation conducted by the authors
regarding the security of the cryptography schemes against common attacks.
The schemes were considered to be safe against the

Table 1. Security Attacks captions: MITM: Man in the middle, Imp.: Impersonation,
FWS: Forward security , MA: Message authentication, SK: Session key, MI: Message
integrity, DoS: Denial of Service, Imp.: Impersonation

Work Replay MITM Imp FWS MA SK MI DoS Ins

[13] X X X

[18] X X X X X X X X X

[30] X X X X X X

[14] X X X

[21] X X X X X X X

[3] X X X X X X X X

[23] X X X X X

[10] X X X X X X X X X

[16] X X X X X X X X
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Security of a number of the schemes is also proved formally by using certi-
fied tools and methods. These, together with other formal strategies are used
to demonstrate the security properties of the algorithms, as show in Table 2.
[30] uses GNY logic to demonstrate security of their algorithm. [18] and [10]
use AVISPA [26] tool to conduct security analysis of their schemes. [10] also

Table 2. Strategies used by the authors to demonstrate the security properties of the
proposed algorithms.

Work Confidentiality Authentication Integrity Anonymity

D. He et al. Indistinguishability

under a chosen

plain-text attack

is guaranteed by

showing that the

Boneh-Goh-Nissim

public key

cryptography is

secure against it.

Ciphertext

unforgeability under

the adaptive chosen

message attack is

guaranteed by

showing how discrete

logarithm problem is

hard under the

scheme. is hard

No adversary can

produce a valid digital

signature. Thus, any

modification of the

message can be

detected by checking

the legality of the

digital signature

Demonstrated by

showing how the

private key cannot

be accessed by an

attacker, thus

making

consumption data

of users safe from

attackers

Kumar et al. Use of symmetric

cryptosystems

that provide

confidentiality.

Mutual

authentication

verified using LAKA.

Proposed scheme

prevents message

alteration during the

transit.

When a smart

meter connects to

the NAN gateway,

the ID is hidden

in a message, thus

providing privacy

Zhang et al. Proved using GNY

logic

He et al. Use of same proof

strategy as D. He

et al.

Use of same proof

strategy as D.

He et al.

Proved by showing

how the

Computational

Diffie-Hellman is hard

under the scheme

Mahmood et al. Proved using the

tool ProVerif

Proved using the tool

ProVerif

Proved using

Burrows-Abadi-

Needham (BAN)

Logic

Proved using the

tool ProVerif

Abbasinezhad-

Mood et al.

Proved using the

tool ProVerif

Proved using the tool

ProVerif

Proved using the tool

ProVerif

Proved using the

tool ProVerif

Mohammadali

et al.

Proved using the

AVISPA tool

Proved using the

AVISPA tool

Proved using the

AVISPA tool

Proved using the

AVISPA tool

Garg et al. Proved using the

AVISPA tool

Proved using the

AVISPA tool and

support of mutual

authentication

between the SMs and

the NAN gateways.

Proved using the

AVISPA tool

The designed

protocol supports

anonymity of SMs

and NAN

gateways. This is

because random

numbers and

timestamps are

used in all the

message exchanges

Khan et al. By providing

non-traceability

and other security

properties,

confidentiality is

guaranteed

Messages secure

within verifying

conditions, and hash

values which is not

essay to guess for any

adversary. Hence, the

proposed scheme

stand with message

authentication.

Attackers can not

get original

identity of users

in the presence of

anonymous

identity. Hence,

the proposed

protocol stand

with user

anonymity
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demonstrates the security of their schemes against eavesdropping attacks and
how anonymity of communication is guaranteed. Security of the algorithms used
by [21] and [3] is proven with the use of ProVerif. From 1, it can be seen that the
algorithms proposed by [18] and [10] protect against the highest number of secu-
rity attacks. [16] also is demonstrated to protect against a wide range of attacks,
although DoS attack protection is not guaranteed. Also, formal security analysis
of the algorithm was not conducted, in contrast to the other two proposals.

5.2 Performance Analysis of Cryptography Schemes

The performance analysis is based on two attributes:

– Computation cost: Calculated as the runtime of executing the scheme.
– Communication cost: Calculated as the sum of size of messages transmitted

during the communication .

The computation cost of each algorithm can be calculated as the sum of
operational times of each operation needed during communication. The design
and complexity of each scheme affects the number of messages and operations
needed by each algorithm during each communication exchange. The following
equations represent the computational times for each scheme:

– [13]: TDB + TEB + n× TMG + (n+ 1) × TED + n× TES + (2n− 1) × TMD +
(n + 1) × TH

– [18]: 6TPM + 9TH + 4TMAC + 4TED

– [30]: TAE
+ TAD

+ 2TH + 2TE + 2TSE
+ 2TSD

– [14]: (3n + 2) × TPM + 2n × TPA + 3n × TH

– [21]: 10TPM + 4TPA + 8TH

– [3]: 8TPM + 4TPA + 8TH

– [23]: 2TRN + 5TPM + 7TH

– [10]: 4TPM + 8TH

– [16]: 4TPM + 7TH

With: TDB = Boneh-Goh-Nissim [13] public key decryption operation, TEB =
Boneh-Goh-Nissim public key encryption operation,TMG= multiplication opera-
tion of GT , TED= Exponentiation operation of the DL problem [13], TES = expo-
nentiation operation with short exponent of the DL problem, TMD = multiplica-
tion operation of the DL problem, TH = hash function operation, TPM = point
multiplication TMAC = message authentication, TED = encryption decryption
operation, TPA = point addition operation, TAE and TAD asymmetric encryption
and decryption respectively, TSE and TSD symmetric encryption and decryption
operations respectively, TE = Time for executing a scalar multiplication oper-
ation. [10] and [16] need the least amount of operations, with [16] needing one
less hash operation than [10].

Table 3 confirms that [16] has the least computation overhead, as its compu-
tation time is lower than that of any other algorithm. When it comes to com-
munication cost [10] performs much better than the competition, requiring less
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Table 3. Computation cost, calculated as runtime (in milliseconds) and communication
cost (in bits), calculated as sum of operation size of the reviewed algorithms. N is equal
to the number of hash operations

Work Computation Cost Communication Cost

[13] 1.433 x n +13.436 ms 2272 bits

[18] 17.965 ms 1088 bits

[30] 19.8658 ms 3808 bits

[14] 17.751 ms 2240 bits

[21] 22.4 ms 1790 bits

[3] 17.9 ms 1790 bits

[23] 4910(NIKE) 2460(NIKE+) ms NA

[10] 11.912 ms 509 bits

[16] 8.9201 ms 1152 bits

than half the amount of bits than the next two best solutions. Combining this
performance analysis with the security properties shown in Sect. 5.1, we could
conclude that the solution proposed by [10] provides the best combination of
security and lightweight communication. [16] and [18] also provide competitive
performances and similar level of security, with [16] outperforming [10] when it
comes to computation time and [18] proving the amount of protection of [10]
with only slightly higher overhead. It is also interesting to note that more recent
authentication schemes based on ECC provide better performances and better
security than many other proposals, especially when combined with advanta-
geous properties of other protocols, as it is the case with [10].

6 Limitations

A number of research limitations have been noted during the completion of this
work, which are described in this section:

– Informal security analysis: the findings relative to the security performance
of the different schemes are based on formal and informal security analysis
conducted by the authors. Formal analysis of all algorithms should be con-
ducted, using the same methodology and evaluation tools. This should be
done to correct any inaccuracies reported by the authors or discover possible
vulnerabilities of the schemes not reported in the findings.

– Hardware non-equivalence: the results of the performance analysis extracted
in this work are based on the values reported by the authors from their own
performance analysis. These analysis have been conducted using different
hardware systems, albeit very similar in specifications. To eliminate possi-
ble hardware-based differences in computation cost evaluation, performance
evaluation of the algorithms should be re-conducted using one unique system
for all schemes.
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7 Conclusion and Future Work

In this work we discussed and reviewed both traditional and recent proposals of
cryptography authentication schemes for smart grid security. Based on the phys-
ical properties of smart grids, their requirement when it comes to security and
hardware and communication overhead, it has been agreed that an ideal authen-
tication scheme should try to leverage the most comprehensive security features
against common attacks that occur on smart grid and providing lightweight
communication. ECC-based authentication schemes have been demonstrated to
satisfy these requirements, with many of the recent proposals outperforming tra-
ditional schemes, while at the same time providing higher levels of security. The
scheme proposed by Garg et al. [10] has been found to provide some of the most
optimal performances, while also ensuring protection against a wider range of
attacks than most of the other reviewed schemes. Their scheme is unique in how
it tries to leverage the advantages of ECC and FHMQV, to provide the benefits
of both protocols. As the authors note in their work, further improvement in
both performance and security capability are possible, which would suggest that
further research should be conducted in how to optimize authentication schemes
by using properties of different models. Further studies should also be conducted
to formally compare the security and performance attributes of the state-of-the-
art in cryptographic authentication schemes for smart grid, to identify other
possible algorithms that may outperform currently adopted schemes.
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Abstract. Over the last years, the number of cyber-attacks on indus-
trial control systems has been steadily increasing. Among several factors,
proper software development plays a vital role in keeping these systems
secure. To achieve secure software, developers need to be aware of secure
coding guidelines and secure coding best practices. This work presents a
platform geared towards software developers in the industry that aims
to increase awareness of secure software development. The authors also
introduce an interactive game component, a virtual coach, which imple-
ments a simple artificial intelligence engine based on the laddering tech-
nique for interviews. Through a survey, a preliminary evaluation of the
implemented artifact with real-world players (from academia and indus-
try) shows a positive acceptance of the developed platform. Furthermore,
the players agree that the platform is adequate for training their secure
coding skills. The impact of our work is to introduce a new automatic
challenge evaluation method together with a virtual coach to improve
existing cybersecurity awareness training programs. These training work-
shops can be easily held remotely or off-line.

Keywords: Cybersecurity · Awareness · Training · Artificial
intelligence · Serious games · Secure coding · Static Application
Security Testing · Capture-the-Flag

1 Introduction

Errors and vulnerabilities in software development, if not solved early, can end
up in a final product. These problems can result in serious consequences for
the customer and the company that produced the software. This work aims to
improve the situation through a serious game to raise awareness on secure coding
and software development best practices of software developer – thus addressing
the issues at early stages in software development, i.e., when it is being written.
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In the next sub-sections, we present the problem at hand in more detail. We
give a brief overview of standardization bodies, industry-led efforts, and academic
efforts that were started to address the current situation. Finally, we describe
our proposed methodology and our contributions to scientific knowledge.

1.1 The Need for Secure Coding Awareness

The number of security advisories issued per year by the Industrial Control
System - Computer Emergency Response Team (ICS-CERT) has been steadily
increasing. While before 2014 the number of advisories per year was less than
100, from 2017 to 2019 more than 200 advisories have been issued per year. These
facts correlate well with the observed increase in the number and sophistication
of cyber-attacks to industrial control systems (ICS).

The ransomware WannyCry, released by the “The Shadow Brocker” hacker
group in 2017, which exploits a vulnerability in the Server Message Block (SMB)
protocol, dubbed EternalBlue, has affected numerous industrial control systems.
It has caused a financial impact exceeding 4 billion USD in more than 140
countries. The vulnerability exploited by EternalBlue is a buffer overflow caused
by an integer overflow; exploitation of buffer overflows is not new - this is known
since the late ’70s.

While not everything (e.g., attacks and vulnerabilities) can be traced back
directly to a specific software vulnerability, an increasing number of such vul-
nerabilities (i.e., related with secure coding) have also been observed. Software
security and secure software development play a fundamental role in industrial
cybersecurity, particularly in critical infrastructures. According to a recent sur-
vey with more than 4000 software developers [14], “less than half of developers
can spot security holes” [18]. This lack of awareness causes a severe issue in
terms of cybersecurity of industrial control systems and critical infrastructures.
The present work focuses on C and C++ programming languages. This is moti-
vated by a recent study by Whitehat [23], which has shown that C and C++
are among the most used programming languages for industrial environments,
but they are also among the most vulnerable in terms of cybersecurity vulnera-
bilities. This study also implies that the majority of vulnerabilities are created
in these programming languages.

1.2 Standards, Industry, and Academic Efforts

In recognition of the importance of secure products and a consequence of the cur-
rent move towards digitalization and higher connectivity, several large industrial
players have joined together and committed to a document called the charter of
trust [19]. The charter of trust outlines ten fundamental principles that the part-
ners vow to obey to address the issues inherent with cybersecurity. ICS relevant
standards such as IEC 62443-4-1 [12] or ISO 27001 [13] mandate the implementa-
tion of secure software development life-cycle processes and awareness training.
These standards address security from a high-level perspective and are not spe-
cific enough about recommendations, policies, and best practices to be followed
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in software development. Towards this goal, an industry-led effort was created,
the Software Assurance Forum for Excellence in Code (SAFECode), with the
aim of identifying and promoting best practices for developing and delivering
more secure and reliable software, hardware and services.

Serious Games designed to train developers and raise their awareness for
cybersecurity and secure coding is our approach to ameliorate the situation, and
other approaches are [5,6,15,16]. We designed a game to raise awareness for
cybersecurity among programmers and for secure coding guidelines and secure
coding best practices. Our approach is an adoption of the popular format of
Capture-the-Flag. CTF is a serious game genre in the domain of cybersecurity
popular in the penetration-test community as a means to practice offensive skills.
In this kind of game, the game participants aim to gather the highest amount of
awarded by solving cybersecurity challenges, e.g., breaking into systems. In [6],
Gasiba et al. study the requirements that a game designer should follow to
target the game to software developers in the industry. In a further work [8],
the authors provide six concrete and different challenge types to be used in this
kind of CTF event. One of these is the “code entry” challenge type, where the
proposed idea is that player interacts through a web interface with a backend
by modifying vulnerable code until all the coding guidelines are fulfilled, thus
solving the challenge.

1.3 Automatic Challenge Evaluation

This paper extends the previous work, particularly the “code entry” challenge
type, by describing the architecture of a platform, which the authors call Sifu,
that was constructed to implement the game backend. The goal of this platform
is to: 1) automatically analyze the solution submitted by the participant to the
backend, 2) determine if this solution contains vulnerabilities and fulfills the
required functionality, 3) generate hints to the player if the solution does not
achieve a pre-determined goal and finally 4) provide a flag (i.e., a unique code)
which the player can use to gather points in the game. The correctness of the
solution depends on it following established secure coding guidelines and secure
programming best practices.

The generated hints are provided by a virtual coach, which assists the player
in solving the challenge. These hints are created using a simple artificial intel-
ligence (AI) engine that provides automatic pre-programmed interactions with
the player when the submitted solution fails to meet the secure coding criteria.
These hints generated by the AI Engine (i.e., the virtual coach) assist the player
in solving the challenge in a playful way and help lower the frustration, increase
the fun, and improve the learning effect during gameplay.

The core of the present work is to describe the virtual coach platform. Nev-
ertheless, to validate its suitability as a means to raise secure coding awareness,
a small survey was performed with real players. Our preliminary results show
that the participants have fun using the platform and also find it adequate for
learning secure coding guidelines and secure software development best practices.
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1.4 Contributions of This Work

This work seeks to provide the following impact in the research community:

– introduce a novel method to automatically analyze player code submission in
terms of secure coding guidelines and software development best practices,

– introduce a virtual coach based on the laddering interview AI technique, and
– provide a preliminary analysis of the suitability of the proposed architecture

in terms of adequacy to raise secure coding awareness of software developers.

Although we intend to use the Sifu platform in a CTF environment, it can
also be used stand-alone in remote and offline training scenarios. This can be
especially important if the players are spread over a large geographic area or
have inherent restrictions on a face-to-face workshop.

1.5 Paper Outline

This work is organized as follows. In Sect. 2 we present previous related scientific
work. Section 3 presents details on the architecture and implementation of the
Sifu platform. This section also introduces the virtual coach and gives details on
the implemented artificial intelligence algorithm. In Sect. 4, preliminary results
from a short survey to 15 participants in a pilot are presented. Finally, Sect. 5
presents the conclusions and further work.

2 Related Work

Playing cybersecurity games is gaining more and more attention in the research
community. In [5], Frey et al. show both the potential impact that playing cyber-
security games can have on the participants and also show the importance of
playing games as means of cybersecurity awareness. They conclude that cyberse-
curity games can be useful to build a common understanding of security issues.

A serious game [4] is a game that is designed with a primary goal and purpose
other than entertainment. Typically these games are developed to address a
specific need such as learning or improving a skill. A Capture-the-Flag (CTF)
game is one possible instance of a serious game. Votipka et al. [22] argue in
their work that CTF events can be used as a means to improve security software
development. In particular, their work shows that the participants of such events
experience positive effects on improving their security mindset. Davis et al., in [2],
discuss the benefits of CTF for software developers. In their work, they argue
that CTFs can be used to teach computer security and conclude that playing
CTFs is a fun and engaging activity.

In their work, Graziotin et al. [9] argue that happy developers are better
coders. They show that developers that are happy at work tend to be more
focused, adhering to software development processes, and following best prac-
tices. This improvement in software development leads to the conclusion that
happy developers can produce higher quality and more secure code than unhappy
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developers. The authors believe that CTF events since they are experienced as
fun events, can foster higher code quality and adherence to secure development
principles.

However, CTF events need to be properly designed to achieve this goal.
Gasiba et al., in [6], perform requirements elicitation employing systematic lit-
erature review, interview of security experts, and also CTF participants from
industry. Their work details the requirements for CTF events to raise secure
coding awareness of software developers in the industry. In particular, they con-
clude that CTF challenges for software developers should focus on the defensive
perspective instead of offensive.

In their work, Simoes et al. [20] present several programming exercises for
teaching software programming in academia. Their design includes nine exercises
that can be presented to students to foster student motivation and engagement
in academic classes and increase learning outcomes. Their approach uses gamifi-
cation and automatic assessment tools. However, their work focus on the correct
solution (implementation) of the programming exercise and not on the secure
programming and security best practices aspects.

Gasiba et al. [8] propose, in a similar work, six different challenge types. These
challenges, which are also a form of programming exercises, are executed in the
context of a serious game of the type CTF and target software developers in the
industry. One of the challenge types is a so-called code-entry challenge, where
the CTF participant is given a project (e.g., in C or C++) that contains software
vulnerabilities. The challenge aims to have the participants fix the security vul-
nerabilities by applying secure coding guidelines and software development best
practices. In this previous work, the challenge type was only derived conceptually
and lacked implementation and practical evaluation aspects.

Vasconcelos et al. [21] have recently shown a method to evaluate program-
ming challenges automatically. In their work, the authors use Haskell and the
QuickCheck library to perform automated functional unit tests of challenges
submitted by students. Their goal is to evaluate if the solutions presented by
the students comply with the programming challenge in terms of desired func-
tionality. One of the main limitations of this work is that the code to be tested
should be free from side effects. The authors also focus on functional testing of
single functions and do not address the topic of cybersecurity.

In [1,3], Dobrovsky et al. describe an interactive reinforcement learning
framework for serious games with complex environments where a non-player
character is modeled using human guidance. They argue that interactive rein-
forcement learning can be used to improve learning and the quality of learning.
However, their work aims to train an algorithm better to recreate human behav-
ior by means of machine learning techniques. In our work, we aim at training
humans to write better and more secure code. Due to this fact, machine learn-
ing techniques are not applicable. Nonetheless, we draw inspiration from the
conceptual framework, which we adapt to our scenario.

Rietz et al. [17], show how to apply the principles of the laddering interview
technique for requirements elicitation. The laddering technique consists of issu-
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ing a series of questions that are based on previous system states (i.e., previous
answers and previous questions). The questions generated are refined versions
of previously issued questions as if the participant is climbing up a ladder con-
taining more specific questions. Although this previous work applies in the field
of requirements elicitation and does not focus on cybersecurity, the laddering
technique principle can be adapted to a step-wise hint system.

In the present work, we also make use of the concept of awareness or IT-
security awareness as defined by Haensch et al. in [11], in order to evaluate our
artifact. In their work, they define awareness as having the following three dimen-
sions: perception, protection, and behavior. The perception dimension is related
to the knowledge of existing software vulnerabilities. The protection dimension
is related to knowing the existing mechanisms (best practices) that avoid soft-
ware vulnerabilities. Finally, the behavior dimension relates to the knowledge
and intention to write secure code. We collect data from participants based on
the three dimensions of awareness through a small survey. We use best practices
in the design, collection, and processing of survey information given by Grooves
et al. [10].

3 Sifu Platform

In following sub-sections we present the research problem in terms of research
questions and present a possible solution. Additionally, we describe the setup of
a small survey that was performed to evaluate our result.

3.1 Problem Statement

In [8], the authors present a type of challenge for CTFs in the industry, which is
called code-entry challenge (CEC). The main idea of this type of challenge is for
the Player to be given a software development project that contains code that
does not follow secure coding guidelines (SCG) and secure software development
best practices (BP) and contains security vulnerabilities. In this work, we target
specifically ICS by using SCG and BP, which are specific for this field. The task
of the Player is to fix the vulnerabilities and to follow SCG and BP. The Player
should do this so that the original intended functionality is still fulfilled in the
new version of the code. The present work aims to solve these requirements by
means of a platform that performs an automatic evaluation of the code sub-
mitted by the participant and guides the participant towards the final solution.
Considering these requirements, the following research questions are then raised:

RQ1: how to automatically assess the challenges in terms of SCG and BP?
RQ2: how to aid the software developer when solving the challenges?

This work proposes to address RQ1 through a specialized architecture to
automatically assess the level of compliance to SCG and BP by combining several
state-of-the-art security testing frameworks, namely Static Application Security
Testing (SAST), Dynamic Application Security Testing (DAST), and Runtime
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Application Security Protection (RASP). The functional correctness of the pro-
vided solution by the Player is evaluated using state-of-the-art Unit Testing
(UT). To address RQ2, the authors propose to combine the output of the secu-
rity testing tools with an AI algorithm to generate hints based on the laddering
technique, thus implementing a virtual coach. The task of the virtual coach is
to lower the frustration of the participant during gameplay and to aid in the
participant to improve the code.

The proposed solution herein described makes a contribution towards answer-
ing these research questions. To validate the assumption of the suitability of our
proposal as a means to address the research questions, a small survey was con-
ducted.

3.2 Code-Entry Challenge Platform Architecture

Figure 1 shows the top-level view of the Sifu architecture. In this figure, the
“Player” represents the game participant (a human) and the “Project” repre-
sents a software project that contains vulnerabilities to be fixed by the Player.
The “Analysis & Hints” (AH) component performs the core functionality: 1)
evaluates the submitted code (Project) in terms SCG and BP, 2) indicates if the
challenge is solved or not and, if not solved, 3) generates hints to send back to the
participant. The “State” component stores previous interactions and generated
hints. During gameplay, the Player reads the Project and modifies the code by
interacting with a web editor interface. When the changes in the code are done,
the Player submits the code to the AH component for analysis.

Fig. 1. Conceptual game overview: interaction and components

A possible realization of the conceptual architecture is shown in Fig. 2. Inter-
action takes place between the Player and a web interface, which connects to
a web backend. The web backend is responsible for triggering the automated
security assessment, collecting the answer from the AI engine, and sending the
answer back to the participant. To realize this, the Project submitted by the
participant is first saved into a temporary folder after a pre-processing step (e.g.
to inject code necessary for unit tests). After the addition of auxiliary files (e.g.
C/C++ include files) to the temporary project directory, the Project is compiled,
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and a functional test and security assessment is performed. All these results are
then made available to an AI engine, which determines if the challenge is solved
and generates hints. This feedback is collected by the web backend and stored
in an internal database and forwarded as the answer back to the participant’s
web browser.

Fig. 2. Detailed architecture: the Sifu Platform

Automatic Security Assessment. The security assessment which is per-
formed to the Project is composed of the following steps: 1) Compilation, 2)
Static Application Security Testing, 3) Unit Testing, 4) Dynamic Application
Security Testing, and 5) Runtime Application Security Testing. In step 1, the
Project is compiled; if there are compilation errors, these are reported to the
AI component, and no further analysis takes place. Step 2 performs static code
analysis. Note that in this step, the code does not need to be executed. Since the
steps 3, 4 and 5 involve executing untrusted (and potentially dangerous) code,
these are performed in a time-limited sandbox. The sandbox is very restrictive,
e.g., it only contains the project executable and drops security-relevant capa-
bilities (e.g., debugging and network connections are not allowed). Additionally,
the executable is only allowed to run for a certain amount of time inside the
sandbox. If this time is exceeded, the process will be automatically terminated.
This avoids denial-of-service attacks by means of high CPU usage. Two types
of Unit tests are executed: 1) functional testing - in order to guarantee that the
provided code is working as intended (e.g., in the challenge description), and 2)
security testing - in order to guarantee that typical vulnerabilities are not present
in the code (e.g., buffer overflow). Security testing is done using self-developed
tests and also using state-of-the-art fuzzing tools. Steps 4 and 5 perform several
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dynamic security tests. Table 1 lists the tools that the authors have used in each
of these components. In this table, the open-source components used in the Sifu
platform are marked with “OS”.

Table 1. Security assessment tools

Component Tools

Compiler GCC v10.1 (OS), Clang 9.0.0 (OS)

SAST SonarQube, Pc Lint, cppchecker (OS), fbinfer (OS), semgrep (OS)

DAST Valgrind (OS), Helgrind (OS)

RASP Address Sanitizer (OS), Leak Sanitizer (OS), Thread Sanitizer (OS)

Unit test ATF (OS), Kyua (OS), AFL (OS)

Virtual Coach with AI Technique. The AI component shown in Fig. 2 col-
lects the results of the previous analysis steps, runs an AI engine based on the
laddering technique, and generates the feedback to be sent back to the partic-
ipant. Figure 3 shows the implementation of the AI engine using the laddering
technique.

As previously detailed, the automated assessment tools perform several tests
that are used to determine the existing software vulnerabilities present in the
Project. These are collected in textual form (e.g., JSON and XML) and normal-
ized to be processed by the AI engine. The two most essential test results from
the security assessment components are related to compilation errors (e.g., syn-
tax errors) and functional unit testing. The participant’s solution will be rejected
if the code does not compile or is not working (functioning) as intended. When
both these tests pass, the artificial engine uses the security tests, SAST, DAST,
and RASP tools to generate hints to send to the participant.

A combination of findings from these tools forms a vulnerability. These find-
ings and vulnerabilities are then mapped to SCG and BP. In Fig. 3, each hori-
zontal path (ith row) corresponds to a ladder and also to a specific combination
of vulnerabilities or static events found in the source code. Each path is also
assigned a priority p(i) based on the criticality of the SCG and vulnerabilities.
These priorities are assigned according to the ranking of secure coding guidelines,
as presented in Gasiba et al. (see [7]). Higher-ranked secure coding guidelines
are given higher priorities, and lower-ranked secure coding guidelines are given
lower priorities. The AI engine to selects the corresponding path (corresponding
to one ladder) which based on the finding with the highest rank.

The chosen hint Hn+1 depends on the ladder and on the previous hint level
sent to the participant on the ladder, as given by the system state. If there are
no more hints in the ladder, no additional hint is sent to the Player.

Table 2 shows an example of hints provided by the virtual coach’s AI engine
corresponding to an “undefined behavior” path. The lower level hints are generic
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Fig. 3. Laddering technique to generate hints

Table 2. Example of hint ladder with six levels

Level Hint text

1 The following links contain information that might be helpful:
<link>, <link>

2 The compiler is free to optimize the compiled code assuming
that there is no undefined behavior in the code

3 Look at the variable ‘i’

4 Read carefully the following secure coding guideline: <link>

5 The code accesses the variable “Values” - check carefully the
bounds

6 Since undefined behavior is not allowed, and the variable
“Values” must be indexed within the bounds, the check i< 4 is
removed by the compiler!

and give background information for the participant. The highest level hint con-
tains exact information on how to solve the problem, thus revealing the solution.

Finally, the Feedback component formats and enriches the selected hint by
the AI Engine with project-specific information and sends it to the Web Back-
End component to present to the Player. To foster critical thinking, the authors
have also implemented a hint back-off (i.e., no hint will be given to the Player who
is brute-forcing the hint system). This back-off system implements the following
rule: 1) no hint is provided to the Player during 4 min after the backend has
sent a hint to the Player, and 2) no hint is given until the number of code
submissions since the previous hint sent to the Player by the backend is equal
to 3 submissions.

Note that the feedback component not only fosters critical thinking by the
Player, but can also be used to train the Player with the usage of static code
analysis tools. However, further investigation of this aspect is needed in the
future.
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Real-World Artifact. Figure 4 shows the web interface of a real-world imple-
mentation of the Sifu platform. The machine where the Sifu platform was
deployed was an AWS instance of type T3.Medium (2 CPUs with 4 Gb RAM
and network connection up to 5 Gb/s). In order to install the required tools, a
hard-disk of 40 Gb was selected. The Sifu platform itself is developed in Python
3.8 using Flask.

Fig. 4. Sifu web interface

On the left, the Player can browse the Project and select a file to edit; the
file editor is in the center, and on the right are the hints that the Player receives
from the backend. The upper part contains buttons which include the following
functionality: Submit - to submit the Project for analysis, Reload - to reload the
Project from scratch, Report Challenge - to report problems with the challenge
to the developers. Note that, when a player finishes a challenge successfully, it is
taken to an additional page with discussions on the impact of the vulnerability
and additional closing questions (e.g., on which secure coding guidelines have
not been taken into consideration).

Evaluation of Real-World Artifact. The platform containing five different
challenges was made available for experimentation to 15 participants in Germany
in June 2020. Participants’ ages ranged between 20 and 50 years old, with an
average of 28.3. The participants’ background was: 7 computer science students,
7 professional software developers, and 1 assistant professor. Participants were
allowed to try the platform for as long as they liked; this resulted in a range from
15 min to 45 min. When successfully solving a challenge, the participants were
asked (through the web interface) to rate the challenge based on the questions
presented in Table 3. Additionally, upon completing the experiment, when the
participants were asked to fill out a small online survey. The questions asked in
this survey are presented in Table 4. Both the challenge rating and the platform
survey questions were based on a 5-point Likert scale.
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Table 3. Challenge rating questions

Number Question

Q1 Please give an overall rating to the challenge

Q2 How well could you recognize the vulnerability in the code?

Q3 How well can you fix this problem in production code?

Table 4. Platform survey questions

Number Feedback question

F1 My overall experience with the platform was positive

F2 The Sifu platform helps me to improve my secure coding skills

F3 Solving challenges in the Sifu platform helps me in recognizing
vulnerable code

F4 Solving challenges in the Sifu platform helps me in
understanding consequences of exploiting vulnerable code

F5 Solving challenges in the Sifu platform makes me overall happy

F6 Challenges in the Sifu platform help me to practice secure coding
guidelines

F7 I find the Sifu platform adequate as a means to raise awareness
on secure coding

F8 The examples in the Sifu platform are clearly presented

F9 It is fun to solve challenges in the Sifu platform

4 Results

In this section, we present the results of the challenge feedback questions and the
participants’ survey. The results were processed using RStudio version 1.2.5019.
Additionally, we briefly discuss the threats to validity.

4.1 Challenge Feedback

Figure 5 shows the results of the challenge rating questions. The average values
and standard deviation are the following: Q3 3.92 (σ = 1.19), Q1 3.76 (σ = 1.30),
Q2 3.72 (σ = 1.21). In order of agreement: the participants are confident to be
able to fix the problem in production code, have rated positively the presented
challenges and would be able to recognize the vulnerability in (production) code.
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Fig. 5. Evaluation of challenges in Sifu platform

4.2 Sifu Survey

Figure 6 shows the survey results. The average values and standard deviation
are the following: F6 4.33 (σ = 0.49), F2 4.00 (σ = 0.38), F9 3.93 (σ = 1.03), F7
3.80 (σ = 0.86), F8 3.80 (σ = 0.94), F1 3.73 (σ = 0.70), F3 3.67 (σ = 0.62), F5
3.67 (σ = 1.35), and F4 3.33 (σ = 0.82). In general, the overall positive feedback
gathered through the survey shows that the Sifu platform helps to raise aware-
ness on software developers on the topic of secure coding and secure software
development best practices. In particular, the Sifu platform helps software devel-
opers to practice secure coding guidelines (F6) and helps software developers to
improve their secure coding skills (F2). Furthermore, using the platform is fun
and adequate as a means to raise secure coding awareness (F9 and F7). In terms
of awareness (perception - F3, protection - F2, and behavior - F6), as defined by
Hänsch et al. [11], the platform is also seen as adequate to improve awareness.
Another important aspect is that the participants find that the programming
examples are clearly presented in the platform (F8). Finally, the participants
also tend to agree that using the platform can be fun (F9) and improve hap-
piness (F5) and is an overall positive experience (F1). The results can be split
into three clusters, according to the level of agreement as follows: medium agree-
ment (3.33–3.67), higher agreement (3.73–3.8) and highest agreement (3.80–4.33).
Using these clusters, the results can be interpreted in the following way (from
highest agreement to medium agreement):

– highest agreement: helps to practice and improve secure coding, is fun and
adequate to raise secure coding awareness

– higher agreement: challenges are clearly presented and the experience is pos-
itive

– medium agreement: helps to recognize vulnerable code and understand con-
sequences and makes happy.

The results hereby presented give an indication towards the suitability of the
herein proposed solution to address RQ1 and RQ2, as stated in the problem
statement of Sect. 3.
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Fig. 6. Survey results

4.3 Threats to Validity

The main aim of this work is to present an architecture of a serious game geared
towards improving the secure coding skills of software developers. To validate the
platform’s usefulness, the authors have gathered feedback from 15 participants
in a trial experiment. Possible sources of threat to the validity of the results and
conclusions presented in the previous section include:

– low number of participants: although the gathered feedback shows a clear ten-
dency towards positive feedback, the number of participants was low, making
the standard deviations relatively high,

– participants’ background: while the serious game is designed for industrial
environments, a large portion of the participants were computer science stu-
dents. Although the authors do not believe that this causes a significant
change in the results, further studies with industry players is required,

– survey design: the survey administered at the end of the experiment was
guided by survey best practices; however, it lacks a formal and thorough
design, e.g., based on existing theories and existing questions database,

– external validity: although the goal of the present work is to propose a new
method to raise secure coding awareness of software developers, our study did
not contain a comparison of the methodology against existing and established
methods.

5 Conclusions

Secure coding guidelines, secure software development best practices, and secure
coding policies form an essential aspect of secure software development for
industrial control and cybersystems. Motivated by cybersecurity standards and
industry needs on raising awareness about secure coding guidelines, this work
presents a novel method where software developers learn these secure coding best
practices in an online environment in the context of a serious game - Capture-
the-Flag, while being assisted through a virtual coach. In particular, this work
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addresses and details an architecture that can scale (e.g., through online train-
ing) and is based on an interview laddering technique to generate helpful hints.
Another source of inspiration for the current work is reinforcement learning tech-
niques; however, the trainee is a human being, not a machine.

Our proposed solution uses existing open source components to perform unit-
testing, static, dynamic, and run-time security analyses of the project code,
which the participants need to change to eliminate software vulnerabilities. We
also briefly discuss implemented mechanisms that prevent cheating by the players
and mechanisms that do not allow them to attack the system back-end.

Finally, we obtain feedback on the produced artifact through evaluation ques-
tions upon completing different challenges and a small survey at the end of the
experiment. Preliminary results show that the participants have fun using the
platform and find it an adequate means to raise awareness on secure coding best
practices. The developed platform will be made available in the future, after the
internal software clearing process.

In future work, the authors would like to investigate additional factors that
lead software developers to understand better the consequences of exploiting
vulnerable code. Furthermore, the authors would like to investigate additional
means to implement a more robust artificial engine for the virtual coach through
systematic literature research. Furthermore, in a future publication, the authors
will perform a large-scale comparative study with existing and established cyber-
security teaching methods. Finally, the quality of the virtual coach engine
depends heavily on the quality and number of input sources. In this aspect,
the authors intend to investigate further possible sources and the quality (e.g.,
false positive, false negative) of the existing and future input sources.
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Abstract. Our modern life becomes more and more dependent on tech-
nology and services provided through an increasing number of deployed
devices “Things” which are connected over networks that can sometimes
be accessed remotely via the Internet. Although this Internet of Things
(IoT) has led to innovations and improvements to our way of life, it has
created many issues, especially related to cybersecurity. Ensuring the
security of the IoT ecosystem can be achieved using pro-active security
processes, including vulnerability scanning. In this paper, we capture
the state of the art of the process that is IoT vulnerability scanning to
determine its popularity and maturity. We have captured the different
motivations for vulnerability scanning, the scanning space, process, and
faced challenges. A Systematic Literature Review (SLR) has been con-
ducted to achieve this goal, and the results are presented hereof. More-
over, we conducted a group of experiments to assess the status of IoT
services and their associated vulnerabilities in the Nordic countries and
found that additional work is needed to improve the security of the IoT
ecosystem.

Keywords: IoT · IIoT · Vulnerability scanning · Shodan

1 Introduction

Innovations are being witnessed every day that affect every aspect of our daily
lives. You can start your day by waking up to a smart alarm that knows your
schedule, use a smart toaster to perfect your breakfast, go to your work where
you are surrounded with connected devices, printers that know what documents
you print, video cameras capturing your movement, sensors, and controllers that
control critical industrial operations and so on. These innovations led to the
creation of the paradigm known as the Internet of Things (IoT) and its emerging
sub-domain the Industrial IoT (IIoT).

The number of connected devices to the Internet is increasing at an incredible
rate. According to statistics published in May 2019, 22 Billion devices were
connected in 2018, expected to reach 50 Billion by 2030 [4]. The advantages
of IoT devices are clear to many. They improve the quality of life at home by
providing features such as entertainment, smart monitoring, and security. They
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also facilitate daily business operations, such as printing, perimeter monitoring,
etc. IoT has found its way also to industrial facilities to improve the overall
production process using IIoT. These advantages are related to the nature of IoT
devices which can be characterized by connectivity to networks and the Internet,
cheap, simple to install, and many others. These characteristics aided in the
widespread and increased adoption of this technology. However, the advantages
to the users and market investors are what make IoT security worrisome due to
their susceptibility to cyber threats.

An enormous amount of resources exists discussing attacks against the IoT
ecosystem. Types of attacks differ based on the characteristics of the targeted
IoT devices. Some attacks target short-range communication technology such
as Bluetooth which requires proximity to targeted devices [28]. Others target
networked devices that are connected to home, industrial, corporate, or univer-
sity networks while others target devices that are connected to the Internet. To
mention a few, in 2019, an attack was discovered that makes two million IoT
devices discoverable and susceptible to hijacking with no solution at the time of
writing the article [20]. Another attack targeted internet connectivity in a spe-
cific geographical area through carrying a Distributed Denial of Service (DDoS)
attack against 900,000 routers, blocking their owners from online access [23].

Due to the connectivity nature of IoT, it makes compromised devices a threat
not only to the functionality of the devices themselves, to their owners or their
operating environment but the threat can extend to any Internet-connected
device, its owner, and its environment. This was the case for the Mirai bot-
net, where a group of compromised IoT devices all over the globe was leveraged
to launch attacks against hosts in other geographical areas including disrupt-
ing DNS providers affecting groups of web servers which consequently affected
millions of users [2].

What makes IoT devices a preferable target to attackers; other than their
connectivity nature, is the broad availability of vulnerabilities [18]. Moreover,
other characteristics regarding IoT devices such as being cheap and simple to
install complicates the integration of proper security functions into these devices,
which in turn deepens the hole that is called IoT security.

A major factor in improving the posture of the IoT security domain is the
proposal of recent IoT standardized communication protocols that integrates
security features or suggest guidelines for the manufacturers and users. Never-
theless, the adoption of such standards is not optimal due to implementation
flaws [17]. Moreover, the fast deployment (quick-to-market) of IoT due to their
cost, simplicity, and functionality makes security assessment a limitation to the
market[17]. Thus comes the need to capture the security status of already con-
nected devices, even with their adoption of new security-enhanced standards
and after-deployment security assessment. A growing direction to bridge the
gap between the rapid deployment of IoT devices and improving the security
posture of the Internet and private networks against them is by performing
proactive security assessment, including IoT vulnerability scanning. Security
researchers are challenged and generously rewarded for hacking an IoT oper-
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ating system called Azure Sphere to improve its security [26]. Moreover, Bureau
Veritas, a leading certification company, has recently targeted the certification
of IoT devices by performing security assessments using IoT vulnerability scan-
ning techniques to improve the market value of their customers’ products [17]. In
addition to that, proactive vulnerability scanning has been utilized to improve
the security posture of the TLS certificate ecosystem [25].

This paper aims to capture the state-of-the-art of IoT vulnerability scanning
in the literature to comprehend the popularity and maturity of such an approach
in improving the security posture in the IoT domain. For this sake, a Systematic
Literature Review (SLR) has been conducted, and its results are presented in
this paper. The SLR methodology applies the guidelines proposed by Okoli and
Schabram (2010) [22], which is the most relevant to the domain of this study.
Three digital libraries were searched for articles containing the phrases “IoT”
AND scan AND “vulnerability” in their metadata section, the libraries are Sco-
pus, IEEE, and Science Direct. In total, 25 unique works were found relevant to
the scope of this paper in the initial selection phase. After a deeper study of the
results, two major work categories were discovered, five works focused on IoT
device scanning without a focus on vulnerability scanning, and the remaining 20
focused mainly on vulnerability scanning which is relevant to the scope of this
paper. Moreover, due to time limitations, only half of the remaining works were
thoroughly studied based on prioritization criteria favoring recent works with
higher research impact measured by their citation count. Overall, the freshness
of the research filed is indicated by the low amount of literature, but, the growing
interest in it is clearly witnessed and can be seen in Fig. 1. The contributions of
this paper are summarized below:

1. The promising research direction of IoT vulnerability scanning is highlighted
by the results of the conducted SLR.

2. A vulnerability scanning process is proposed based on the observed literature.
3. A vulnerability scanning space is proposed which is useful for visualizing the

different scanning processes and can be used as basis for measuring expected
time and complexity requirements.

4. The status of the most relevant vulnerabilities in the Nordic countries are
assessed which is useful to shape cyber security solutions that are more rele-
vant to the market as well as direct research directions.

2 Vulnerability Scanning: State-of-the-Art

2.1 Scanning Goals

Among the studied literature, the main observed goal for performing vulner-
ability scanning is to investigate security and privacy issues with some works
aiming to enforce security rules [21]. Secondary goals are related to developing
security solutions for IoT and IIoT [3,9,10,17,21], certification of IoT and IIoT
devices to improve their market value [17], while others aim to provide platform
for threat information sharing in IoT [10].
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Fig. 1. Number of publications in the field of IoT vulnerability scanning, the number
of studied works in this paper and the citation count of both categories

2.2 Scanning Space

From the studied scanning processes, we were able to identify an IoT vulnerabil-
ity scanning space in which all the observed scanning processes reside. The scan-
ning space as shown in Fig. 2 consists of three dimensions, the x-axis represents
the IPv4 address space reflecting the scanned hosts, the y-axis represents the
port numbers reflecting scanned services, and the z-axis represents the scanned
vulnerabilities. We also captured the effect on the scanning process from time
and complexity perspectives when attempting to cover more areas in each axis.
It was observed that scanning more hosts and more ports are relatively simple
but time-consuming. For instance, scanning 3.702 Billion IP addresses consumes
on average 1 h and 8 min for each protocol in a specific port with a limited time
difference between the different protocols [10]. On the other hand, detecting
vulnerabilities requires additional processing and more complicated logic. The
Figure also reflects the most observed scanned ports and IoT vulnerabilities.

IPv4 Addresses (x-Axis): Regarding Internet Protocols (IP), only IPv4
scanning has been observed. To the best of our knowledge, no work has yet
accomplished a full scan for IPv6 addresses due to its large space. Nevertheless,
Shodan [16], an IoT search engine (more in Sect. 2.4) collects IPv6 addresses
during the IPv4-based scanning [12]. The coverage of IPv4 scanning differs from
work to work. Table 1 depicts the different types of networks targeted for cov-
erage in the studied literature. Note that some works performed or discussed
several scanning processes with different network types; therefore, they appear
in multiple categories. Some works have scanned the entire IPv4 in search of
specif vulnerabilities in specific ports, others scanned small and home networks,
others scanned large networks while others focused on a country level.

Another aspect that has been discussed regarding IPv4 scanning is related
to address randomization. Some works proposed algorithms to generate random
IPv4 addresses for the scanning process in an attempt to avoid the detection
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Fig. 2. IoT vulnerability scanning space

and scanning prevention by security solutions such as firewalls which can easily
detect sequential IPv4 scanning [9].

Table 1. Observed Network types in the literature

Internet-wide

[9,10,25]

Country

[1]

Testing Environment Local Active Network Industrial Network SDN Network

[3,21,27] [1,3,11,17,25] [1,3,17,25] [21]

Port Numbers (y-Axis): Scanning processes differ in their coverage of ports.
Most works scan the entire port numbers looking for open ports to perform
banner grabbing to fingerprint device type and infer additional details to be
utilized in further vulnerability scanning and analysis. However, some works only
target specific vulnerabilities associated with a specific protocol, thus covering
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only a subset of the port number space. Kumar et al. [11] analyzed scanning
data collected from 83 million IoT devices in 16 million homes aiming to reflect
the current status of the IoT domain. In their work, they were able to identify
the most popular open IoT services and their ports (y-axis in Fig. 2).

Vulnerabilities (z-Axis): As mentioned before, the number of discovered IoT
vulnerabilities is increasing. In 2018, the Open Web Application Security Project
(OWASP) published the top 10 IoT vulnerability categories (z-axis in Fig. 2) as
part of a dedicated project targeting IoT security [18]. Ogunnaike and Lagesse
[21] proposed that systematic vulnerability scanning should be according to the
OWASP IoT vulnerability category, and we agree with this notion.

2.3 Scanning Challenges

There are several challenges associated with IoT vulnerability scanning related
to the device type identification, visibility, and management of legacy devices
as well as some ethical aspects that should be considered but would limit the
scanning results.

Device Type and Operating System Identification: As mentioned before,
the amount of IoT devices is immense; their types and operating systems as well
are increasing with innovations every day. Only in the home environment, 14 cat-
egories of devices have been observed based on their functionality (network node,
mobile device, work appliance, game consoles, etc.) produced by 14,3 thousand
manufacturers [11]. Machine learning techniques have been applied to improve
the identification of device types [11] and operating systems [9]. Communicating
with these devices to scan them and identifying their associated vulnerabilities
require varying levels of scrutiny, especially since most of them do not adhere to
certain standards.

Legacy Devices: Industrial environments rely on a wide range of devices, and
some of them are relatively old. Such devices mostly apply proprietary or legacy
software with out-of-business providers, and some of these devices cannot be
discovered using traditional scanners [3]. Even scanners that are tweaked to
discover such devices do not usually account for many devices due to the large
variety of them [3]. Therefore, scanning such devices constitutes a great challenge
that has been addressed in the literature by several works [1,3,17,25].

Ethical Considerations: Vulnerability scanning could reveal information that
might be utilized during malicious activities such as revealing personal informa-
tion or harming the reputation of some companies. Therefore, some works have
addressed this issue and argued that this might have affected the value and valid-
ity of the results [1,11]. The validity can be affected when only passive scanning
of previously available scanning data has been performed without active scanning
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to validate, leading to uncertainty regarding the current status of the scanned
devices. On the other hand, the value of the scan can be reduced when some
users request that their network should not be scanned or choose not to share
the scanning results which could lead to reduced data collection.

Some works claimed that they had acquired permission before scanning the
network [14]. Others provided home users with clarified request to approve the
collection of user-triggered vulnerability scanning data [11]. Other works claimed
that they only queried (Passive scanning) Shodan and Censys without perform-
ing any active scanning [1,25]. The rest of the studied works either used their
equipment in their networks or did not mention ethical considerations.

2.4 Scanning Process

After studying the different scanning methods in the different works, an overview
of the observed steps in the scanning processes has been identified and presented
in Fig. 3.

Fig. 3. Overview of IoT device and vulnerability scanning process

A brief description of each step is mentioned below:

– Select: The first step is determining what tool or platform to utilize for scan-
ning. The most reference tools are Shodan [16], Censys [5], Masscan [6], and
Nmap [13]. Shodan and Censys are both online search engines that perform
periodic scanning of the IPv4 address space, store results, index them, and
make them available for searching. Both platforms can be used for free or
with a subscription for advanced functionalities such as on-demand scan-
ning. Other tools that can be selected that are not necessarily vulnerability
scanners are network traffic capturing tools such as Wireshark [24], which
captures network traffics and stores them for later analysis. We categorize
the scanning process that utilizes such platforms as a “Passive Scanning”
process. Masscan and Nmap, on the other hand, are open-source tools used
mainly for active port scanning and relatively limited vulnerability scanning
capabilities. We categorize the scanning process that utilizes such tools as an
“Active Scanning” process. A simplified scanning model that combines active
and passive scanning is shown in Fig. 4, this model is followed by Censys and
Shodan. Furthermore, some works have proposed their own platforms for
Active and/or Passive vulnerability scanning with improvements over avail-
able tools in aspects such as IP address randomization, OS fingerprinting,
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Fig. 4. Simplified scanning model combining active and passive scanning

device type identification, and advanced vulnerability identification and man-
agement.

– Configure: The determination of the scanning scope by tuning the parame-
ters for active scanning directly influences the scanning time and is dependent
on the goal of the scanning process. Time for passive scanning, on the other
hand, is not influenced by the configuration but the configuration influence the
amount of returned results. The configurable parameters are mainly related
to the three dimensions captured in the scanning space (Sect. 2.2). Figure 5
shows a visualization of different types of scanning determined by different

Fig. 5. Visualizing examples of scanning processes in the scanning space
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configurations and how they would look in the defined scanning space. The
increased area suggests increased time or/and complexity. Some scanning pro-
cesses target the discovery of specific vulnerability (e.g. Heartbleed) in the
entire IPv4 space, others aim to identify all vulnerabilities in a home, cor-
porate or industrial network, and many other scanning processes have been
observed.

– Initiate: There is a difference between the initiation of the scanning process
(active scanning) and the initiation of the search process (passive scanning).
This difference should be considered in evaluating the freshness of the iden-
tified vulnerabilities. For instance, an active scan could uncover a vulnera-
bility and record it at a certain time. After a while, when this vulnerability
is searched and found, it will not necessarily mean that the vulnerability
still exists, maybe it was fixed during the time difference between the active
scan and the passive scan. Another aspect has been identified regarding the
initiation step; some tools initiate the scanning process automatically and
periodically such as Shodan and Censys in the back-end while others require
a human to initiate the scanning process by invoking the selected tools, such
as Wi-Fi Inspector [11].

– Collect: Different tools collect different types of data. Some works grab ser-
vice banners (e.g. FTP) when establishing a connection with devices. Oth-
ers collect protocol headers and responses (e.g. HTTP) while others utilize
crafted requests to trigger informative responses. On the other hand, some
relay on capturing the communicated packets and massages. Shodan and
Censys both perform a group of collection methods including banner grab-
bing and capturing of protocol headers. Then they index and host the results
of the back-end scanning in an online database available for querying. On
the other hand, other tools, especially the ones that perform active scanning,
return the results within the tool itself (Command Line Interface (CLI) or
graphical) or save it into a file or database for later analysis. Some works
proposed the application of the Structured Threat Information Expression
(STIX) [8] as a format for saving the discovered vulnerabilities which can be
useful for threat information sharing [10].

– Validate: Many aspects could influence the validity of the search results.
Other than the difference between scanning times mentioned before (in the
initiation step), the algorithm for vulnerability identification could be based
upon high-level conditions and parameters, such as open port, or protocol
header value without further verification whether the vulnerability is actually
exploitable. For instance, Al-Alami et al. [1] scanned hosts on Shodan with
default credentials based on the presence of FTP response code 230 which
means successful login; Shodan suggests this after attempting to log in using
a list of most common credentials. Knowing that Shodan scans the entire
IPv4 at least once each month [9], the assumed vulnerability could have been
resolved but still appears in the results, therefore should be validated using
active scanning, bearing in mind the associated ethical considerations.
Some processes utilize additional tools to validate the results of the scanning
tools. For instance, the results of Shodan discovered open ports have been
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validated using Nmap [14]. Other processes perform in-tool validation as part
of the scanning process by invoking certain modules able to communicate
with the target devices and actively validate the discovered vulnerabilities
[3,11,17,21].

– Analyze: The amount and format of the results can be overwhelming. There-
fore, post-processing and analysis are usually where most of the work is
required. Additional tools are usually utilized for additional analysis such
as using binwalk [7] for analysis of the identified firmware looking for vul-
nerabilities. Moreover, some works targeted the assessment of the identified
vulnerabilities through the analysis of related information and metrics such
as Common Vulnerabilities and Exposures (CVE), the Common Vulnerabil-
ity Scoring System (CVSS) and others. Overall, this step should determine
if the scanning process has accomplished the goal it was intended for. The
observed targets for analysis include TLS certificates, weak cryptographic
algorithms (hashing, encryption, and digital signatures), open ports, CVE’s
associated with discovered device type or operating systems, and their CVSS
scores, devices’ firmware, weak credentials, clear images, and video and many
others.

– Repeat: IoT vulnerability scanning is goal-oriented, utilizing the available
tools, techniques, and information to reach a conclusion. Usually, the process
is iterative either entirely or partially. For instance, some works use the same
selected tools, same configurations but initiate the process at different times
to capture the difference in the state of certain vulnerabilities over a period of
time, such as capturing the security state of the TLS ecosystem by performing
the same scan process twice over three years [25]. Other works have conducted
multiple scanning processes using different tools, configurations, analysis, etc.,
in order to detect different vulnerabilities in different devices.

3 Nordic IoT and IIoT Telescope: Empirical Study

In this section, we present our conducted experiments to capture the connectiv-
ity status of IoT and IIoT devices and some of their associated vulnerabilities in
the Nordic countries. Due to the location of NTNU in Norway and considering
the cultural, economic, and industrial ties between Norway and its neighboring
Nordic countries, we decided to focus our study on them. The Nordic countries
are considered globally influential and residing in a stable geographical region
consisting of Norway, Sweden, Denmark, Finland, and Iceland [19]. Two experi-
ments were conducted, the first experiment aimed to capture the discoverability
of devices listening to the most common observed ports. The second experiment
aimed to uncover the status of certain vulnerabilities in the discovered devices.
Such experiments shed some light over IoT connectivity in the Nordic region to
direct the market toward more relevant solutions as well as focus research direc-
tions toward the most relevant protocols. Moreover, similar experiments can be
conducted as a source of threat intelligence.

Both experiments followed the scanning process presented in Sect. 2.4. We
selected Shodan as our scan tool to avoid any legal and ethical issues associated
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with active scanning. Then, we configured the search parameters for each per-
formed experiment specifying the elements of the proposed scanning space. The
IP addresses were specified by choosing the country, ports chosen by specifying
the port numbers, and the vulnerabilities specified by their CVE or signature
strings. We initiated the scans using Shodan’s CLI tool in Linux and Collected
the results by saving them into files. We validated the scan results by repeat-
ing the scanning several times and documenting the latest results. Finally, we
analyzed the collected results and presented our analysis in this paper.

3.1 Nordic Connectivity

In this experiment, we captured the status of IoT and IIoT connectivity in
the Nordic countries. We utilized Shodan to query the number of discovered
connections in the most common IoT services and their observed ports, namely,
JetDirect (9100), mDNS (5353), UPnP (1900), IPP (631), RTSP (554), LPR
(515), HTTPS (443,8443), SMB (139 and 445), HTTP (80, 8080, 8008 and 8009),
Telnet (23) and FTP (21). In addition to the most common IIoT services, namely,
Modbus (502), DNP3 (20000), and RPC (135 and 102). Firstly, we aimed to
assess the Nordic connectivity with these services on a global level. It can be
observed from Fig. 6 that Sweden has relatively higher connections as the number
of connections in these ports constitutes 0,53% of the global connections and
ranking as the 25th globally.

Secondly, we aimed to assess the connectivity for each of these services. The
highest numbers of connections were associated with HTTP and HTTPS services
constituting 88,96% (51,29% and 37,57% for HTTP and HTTPS respectively) of
the total connections among the services under analysis. It can be observed from
Fig. 7 that the less secure service that is HTTP is more dominantly implemented
across the Nordic countries with a relative balance in Denmark between HTTP
and HTTPS.

Then, the connectivity status of the remaining IoT services is captured in
Fig. 8. It can be observed that the FTP service is the most deployed across all
countries except Norway in which telnet is the most common.

Finally, we aimed to assess the connectivity status of most common IIoT
services. As shown in Fig. 9, Distributed Network Protocol 3 (DNP3) protocol
is the most common across all countries except Sweden, where Modbus protocol
stands higher. In fact, we discovered that Sweden ranks as the 7th globally in the
number of Modbus connections discovered by Shodan. It is worth mentioning
that the DNP3 protocol has much higher connections globally than Modbus
(260888 and 15543, respectively). We argue that these numbers are alarming
and reflect a high degree of connectivity for IIoT devices using protocols that
are known for their security issues.

Having in mind the connectivity status presented previously, we aimed to
assess the security status of the analyzed services. By utilizing the Shodan
Exploits database [15] we searched for the exploits associated with these ser-
vices.
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Fig. 6. The Nordic shares and rankings in the global connectivity with IoT and IIoT
Services

Fig. 7. The number of HTTP and HTTPS connections in the Nordic countries at
different service ports

HTTP and HTTPS have the largest amount (2151 and 115 respectively) then,
FTP (157), SMB (33), Telnet (17), and RPC (15) with many available exploits.
Considering the relatively large number of FTP exploits, and the relatively large
number of discovered devices running FTP (Fig. 8) we argue that FTP service
is the most exposed service in the Nordic region which makes it a candidate
enabler for launching a wide range of cyberattacks. Similar concerns are drawn
for the Telnet and SMB services.

3.2 Vulnerability Scanning

We searched Shodan for a group of vulnerabilities observed in the literature,
namely, in the work of Al-Alami [1] in which the authors searched for these vul-
nerabilities in Jordan. The searched vulnerabilities are Heartbleed (CVE-2014-
0160), TicketBleed (CVE-2016-9244), SMB anonymous login, and FTP weak
authentication. Heartbleed vulnerability allows for the stealing of information by
exploiting the OpenSSL cryptographic library. As shown in Fig. 10a Sweden is
the Nordic country with the highest number of devices vulnerable to Heartbleed
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Fig. 8. Number of connections with mDNS, RTSP, SMB, Telnet and FTP services in
the Nordic countries

Fig. 9. Number of connections with IIoT services in the Nordic countries

and hosts 0,46% of the vulnerable devices globally. TicketBleed vulnerability
is similar to Heartbleed but allows for steeling less amount of information and
affects proprietary TLS stack [1]. It can be observed from Fig. 10b that the vul-
nerability affects very few devices in the Nordic countries. As a matter of fact,
our search revealed that TicketBleed is less exiting globally than Heartbleed,
with only 404 vulnerable devices compared to 78414 for Heartbleed. Moreover,
the SMB anonymous login vulnerability allows the exposure of folders, files, and
printers. Figure 10c depicts the number of vulnerable devices in the Nordic coun-
tries and Finland hosting the majority of these devices. Finally, the FTP weak
credentials vulnerability points to the devices with easy and guessable creden-
tials brute-forced by Shodan. As shown in Fig. 10d, Sweden is hosting the most
vulnerable devices.
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(a) Heartbleed (CVE-2014-0160) (b) TicketBleed (CVE-2016-9244)

(c) SMB Anonymous Login (d) FTP Weak Credentials

Fig. 10. Status of certain vulnerabilities in the Nordic Countries

4 Conclusion

In this paper, we have conducted a Systematic Literature Review (SLR) to
capture the state of the art of vulnerability scanning in the Internet of things
(IoT). We have observed a growing interest in the field indicated by the growing
amount of literature and research impact.

The main goal for performing vulnerability scanning as observed in the lit-
erature is to investigate security and privacy issues in the connected “things”.
Additional goals could be related to developing security solutions, usage as a
source of information for threat sharing as well as certification of IoT products.
The main challenges faced during scanning for vulnerabilities are related to the
large number of devices provided by different manufacturers with functionalities
not adhering to certain standards.

An overview of the observed vulnerability scanning process is presented in
this paper. The process consists of 6 main iterative steps, select, configure, ini-
tiate, collect, validate, and analyze. All the studied works apply in one way or
another each of the identified steps in the presented process. A scanning space
has also been identified in which all the observed scanning processes reside. The
indicated space can be used to visualize the scanning process and assess its
coverage, complexity, and time requirements.

Moreover, the availability of accessible tools to perform scanning at a varying
degree of detail is observed. But, improvements are yet to be made in the aspects
of supporting new and legacy device types and their operating systems as well as
the discovery of new vulnerabilities which is a continuous operation in the field
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of IoT. Furthermore, the availability of such tools allows for different unexplored
use cases to capture the state of IoT and their security in many domains which
could pave the way for future research.

Finally, an empirical study was conducted in this paper, following the pro-
posed scanning process and using the available scanning tools. The study aimed
to capture the status of the connectivity and exposure of vulnerabilities in the
Nordic countries. Among the observations is the relatively high exposure of IIoT
protocols especially Modbus and DNP in Sweden and Finland considering their
associated insecurities. In addition to that, although Heartbleed vulnerability
has been around for a while, it still exists in the Nordic Countries accumulat-
ing a total of 889 vulnerable devices. Finally, the number of vulnerable devices
due to insecure implementation of FTP and SMB protocols is also high (1311
and 5090 respectively). We argue that the total number of vulnerable devices
considering only the scanned 4 vulnerabilities (7295) could establish a sufficient
base for launching a large-scale attack such as the one originating from the Mirai
botnet.
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Abstract. Compared to many other areas of cyber security, vulnerabil-
ities in industrial control systems (ICS) can be poorly understood. These
systems form part of critical national infrastructure, where asset owners
may not understand the security landscape and have potentially incor-
rect security assumptions for these closed source, operational technology
(OT) systems. ICS vulnerability reports give useful information about
single vulnerabilities, but there is a lack of guidance telling ICS owners
what to look for next, or how to find these. In this paper, we analyse
9 years of ICS Advisory vulnerability announcements and we recategorise
the vulnerabilities based on the detection methods and tools that could
be used to find these weaknesses. We find that 8 categories are enough to
cover 95% of the vulnerabilities in the dataset. This provides a guide for
ICS owners to the most likely new vulnerabilities they may find in their
systems and the best ways to detect them. We validate our proposed
vulnerability categories by analysing a further 6months of ICS Advi-
sory reports, which shows that our categories continue to dominate the
reported weaknesses. We further validate our proposed detection meth-
ods by applying them to a range of ICS equipment and finding four new
critical security vulnerabilities.

1 Introduction

Industrial Control Systems (ICS) form a key part of the critical national infras-
tructure and industrial environments. Attacks against ICS devices, such as
Stuxnet [9], BlackEnergy [18] and Triton [16], have aim to cause disruption
and damage ICS equipment. Many ICS environments were segregated from IT
networks, however most now exist on the same, heterogeneous network, opening
them up to a wide range of attacks.

In recognition of the importance of ICS cybersecurity, the European Union
Network and Information Systems (NIS) Directive came into force in May 2018.
Member states are required to define essential services and improve infras-
tructure security and resilience in identified sectors. The NIS Directive shifted
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responsibility for assurance onto asset owners, who may lack cybersecurity under-
standing of what vulnerabilities and issues exist in the ICS space. IT Security
is considered a well-understood problem, with insights available to OT opera-
tors. However, there are different assumptions and requirements placed on OT
devices, for example operational lifespan measured in the order of decades, not
years, and safety which may not exist in IT environments. By reviewing what
vulnerabilities exist in the industrial space, we can define what priorities for
asset owners and the supply chain should be and how they can be addressed and
detected to improve industrial security.

ICS environments are typically made up of Programmable Logic Controllers
(PLCs), automating a process given a set of inputs, controlling outputs. PLCs
may be connected to sensors, actuators and Human Machine Interfaces (HMIs),
operator control panels displaying the state of the system and allow an operator
to interface with the process. Other components, such as Supervisory Control
and Data Acquisition (SCADA) may be integrated for logging, analytics and con-
trol purposes, and Remote Terminal Units (RTUs), enable remote management
for devices. The exception of some SCADA systems that run on standard PCs is
that these are usually provided to the ICS owner as proprietorial, closed source
software running on unidentified hardware. Sometimes, the security assumptions
made by the designers of this equipment are not clear, and there is no easy way
for ICS owners to inspect and run their own software on the ICS equipment.
This makes the security controls and issues for ICS equipment quite different
from, e.g., securing desktop machines and servers in a company setting. There-
fore, general work on common vulnerability categories and detection methods
does not carry over to the ICS domain.

To provide insight into vulnerabilities in ICS environments, this paper car-
ries out a detailed review of nine years of ICS-CERT Advisories and related
data. This tells us the kinds of vulnerabilities that commonly occur in ICS envi-
ronments. We analyse this data, identifying trends and what kind of detection
methods could find the vulnerabilities. Based on this analysis, we suggest eight
categories for the vulnerabilities based on concrete detection methods. These
categories cover 95% of all vulnerabilities in our dataset and give the ICS owner
clear steps they can follow to find the weaknesses, and advise vendors on priority
areas to resolve. It is important to note that our analysis is purely concerned
with the kind of vulnerability in ICS systems that leads to an ICS advisory, i.e.,
a new flaw in the security of a system. There are many other weaknesses which
might be exploited to attack an ICS systems, such as phishing e-mails, or the use
of unpatched systems with known vulnerabilities. Most of these issues are well
addressed by existing IT security methods and practices. This gives ICS owners
an understanding of the types of vulnerabilities that exist in an accessible way,
where current information is ambiguous and, as a result, not actionable. Our
categories enable an asset owner to act, with appropriate tooling and techniques
such that they can be confident in the security of their infrastructures.

To validate the categories and trends we identify, we look at an extra six
months of ICS advisory reports. We find that our eight categories continue to
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dominate the advisories (accounting for 96% of the new vulnerabilities) and
each category is well represented. To validate the category detection methods
we apply the automated methods to three PLCs and two HMIs from major ICS
manufacturers. As a result we find six new attacks against the ICS equipment
four of which would be ranked as critical: two denial of service attacks, an open
redirect on a web control panel, and an authentication bypass. Responsible dis-
closure for these vulnerabilities is ongoing and we will make the information
public once ICS advisories have been released.

Our contributions are as follows:

– combining a number of data sources together, we present a detailed analysis
of ICS vulnerabilities and trends,

– suggesting new eight categories for classifying ICS vulnerabilities that are
based on detection methods,

– validating the trends and categories against 6 months of new vulnerability
reports, and our detection methods by applying them to five pieces of ICS
equipment finding 4 new critical vulnerabilities.

In Sect. 2, we outline our process for connecting sources of data, outlining
key statistics and priority areas. We go further to define detectable vulnera-
bility classes to test for such vulnerabilities in Sect. 3 and predict future ICS
vulnerabilities and validate these predictions in Sect. 4, concluding in Sect. 5.

Related Work: ICS security research is an active field, where most research
focuses on vulnerability research in specific devices and implementations [4,5,
13,20] which highlight particular flaws and are aimed towards finding new flaws
and proposing resolutions to improve collective ICS security. These however do
not consider the security of ICS as a whole and what common types of vulnera-
bility exist. On the other hand, a chronology of ICS security incidents provides
a thorough analysis of high-profile incidents [12], but some commercially-led
research papers [1,7,8,17,19] have carried out ICS vulnerability analysis and
provide highlights of some of the vulnerability categories that exist, but do not
consider all vulnerabilities, or show only a few categories. The last assessment
report from ICS-CERT highlighting the top weakness categories in ICS was
published in 2016, where no authoritative report has since replaced it [14]. More
recently, the authors in [10] review ICS vulnerability reports to determine how
many resulted from architectural design decisions, but simply state common root
causes. In [15], the authors propose a linked and correlated database for ICS vul-
nerabilities, to support security operations centres, but additionally categorise
vulnerabilities into 6 categories, which do not lend themselves towards detecting
such vulnerability categories, and do not provide the level of detail required for
ICS owners and supply chain to improve their respective security models. Simi-
lar work as part of the OpenCTI project1 has attempted to make vulnerability
information accessible, however, it requires significant expert efforts to integrate
for ICS vulnerability reports, and again, informs the ICS owner and vendor what
has happened, but not how it can be resolved, or detected.
1 https://opencti.io.

https://opencti.io
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2 Connecting Sources of Data for Vulnerability Insights

Data Sources and Building the Dataset: ICS vulnerabilities are reported
and published in a number of places, for example vendor websites, CVE listings
and ICS-CERT. For ICS owners and vendors, it is not clear which source is
authoritative and provides the best whole-of-sector coverage. A number of ven-
dors individually publish advisories, however in a survey of a number of common
ICS vendors, we found that some required a support contract/approval to gain
access to security reports, which limits this coverage if vendors were used as the
primary source. Our ICS vulnerability dataset is therefore built up from three
sources: ICS-CERT advisories, MITRE and the National Vulnerability Database
(NVD). ICS-CERT advisories are the root source of information, where refer-
ences to MITRE and the NVD are used to extract further information. A work-
flow which imports these sources is given in Fig. 1.

ICS-CERT
Advisories

MITRE
CWEs

NVD
CVEs

Manual
Review

HTML2Text
Pandoc Conversion

ICSA, Vendor, Product
Extraction

CVE, CWE references
and context extraction

XML Parser
Extract CWE details

SQL Server

JSON Parser
Extract CVE details and

values
Expert analysis
and refinement

Data Analysis
Software

Fig. 1. Parsing and Processing Workflow to create our Dataset. ICS Advisories are
parsed, and when a CWE/CVE ID is found, the corresponding record is parsed and
the information brought together before being committed into the database.

ICS-CERT Advisories: These are published by the USA Cybersecurity and
Infrastructure Security Agency (CISA), providing authoritative vulnerability
information to the ICS community. To the best of our knowledge, it is the most
comprehensive source of ICS vulnerability information. These reports are in
HTML format2, which we convert into plaintext and markdown to flatten all
formatting, making it easier to extract reference fields for CWEs and CVE num-
bers. When we find these we retrieve the corresponding record and import some
fields from those sources to provide context to the vulnerability information.

MITRE CWEs: The MITRE Corporation is responsible for two schemes used
within our dataset; Common Weakness Enumeration (CWE) and Common Vul-
nerability and Exposure (CVE). While MITRE provides CVE information in a
2 An example is available at https://us-cert.cisa.gov/ics/advisories/ICSA-17-157-01.

https://us-cert.cisa.gov/ics/advisories/ICSA-17-157-01
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machine-readable format, it is not as full-featured as the National Vulnerability
Database’s input to CVE information, for example appraisals of the impact and
criticality of that vulnerability in addition to further analysis, such as listing
affected products.

The CWE or root cause identifier stated in ICS advisories, however, is used in
our analysis. These are unique, distinct vulnerability patterns and anti-patterns
in software development, which can express the type of vulnerability that exists.
One benefit of CWEs is that they can be grouped together to give types of
vulnerability, e.g. memory or web vulnerabilities [21].

National Vulnerability Database (NVD) CVEs: The NVD, provided by NIST,
takes the CVE information, analyses and assesses the vulnerability. This assess-
ment allocates the CVSS score, used to define the criticality and impact of the
vulnerability, how it may be exploited and under what conditions the system
was exploitable. NIST CVEs are provided in JSON files, which we parse. When
a CVE reference is found, the corresponding CVE record is retrieved, tagged
with the CWE referenced in the ICS advisory and is imported.

The Combined Dataset. Our dataset3 is built from 1,114 ICS vulnerability
reports, with 283 distinct CWE references, and 2,232 CVEs, collected from 2011,
when ICS Advisories started to be published to August 2019 (this cut-off was cho-
sen to allow sufficient new vulnerabilities to be produced, allowing validation of
our results). The dataset contains the ICS advisory number, release and update
dates, the name of the vendor affected and a short description which includes the
product affected. For CWEs found in the ICS advisory, we include the CWE ID,
the name of the CWE, a brief description and contextual background details,
and the CWE status (e.g. if it has been deprecated). CVEs stated in the ICS
advisory include the number, description, base, impact4 and exploitability (see
Footnote 4) scores, CVSS vector, severity, access vector, complexity to exploit,
availability, integrity and confidentiality impact, the list of privileges required,
the impact on system privileges and whether user interaction is required for the
exploit to be successful.

Limitations of Existing Data Sources. In isolation, these sources provide little
contextual information and means to identify trends and types of vulnerabili-
ties that exist in ICS systems. By connecting ICS advisories to CWE-specific
information, we can categorise the type of vulnerabilities that arise in the ICS
domain, identify patterns and follow trends. With CVSS, we do not use the
assigned scores, where the vector components provide concrete information about
the impact of the vulnerability, as the impact scores does not exist in CVSS v2,
but all have a defined vector, where 791 of 2,232 CVEs in our dataset do not
have these numerical scores. Other fields and content are also not imported, e.g.
acknowledgements, researchers or URLs as these are not relevant in our analysis.

Accuracy of the data being used is critical, where a survey of ICS vulner-
ability data quality showed that in 2018, 32% of ICS CVEs had the wrong
3 Available at https://github.com/uob-ritics/esorics2020-dataset.
4 Exists only in CVSS v3.

https://github.com/uob-ritics/esorics2020-dataset
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CVSS score assigned [7], improving to 19% [8] in 2019. The combination of
these sources mitigates the risk, where we use the most current version of the
record, rather than its first instance. Out of 1097 ICS Advisories surveyed up to
August 2019, 197 had been updated, which may include additional products
affected, new vulnerabilities identified, or new mitigations, for example patch
availability. Without using the most current information, these additional vul-
nerabilities may have been overlooked. These, however, generally do not require
further analysis, unless some new, unclustered CWEs were introduced.

3 Understanding and Classifying Vulnerabilities

Understanding the Type of ICS Vulnerabilities: In order to categorise all
ICS vulnerabilities and define detection strategies, we must first understand the
ICS vulnerability landscape. In order to categorise these vulnerabilities, as we
explain later in this section, we must consider existing groupings.

MITRE offers a number of groupings of CWEs, for example based on the
OWASP Top 10 and the CWE Top 25 Most Dangerous Software Errors. In
Table 1, we map our dataset onto existing clusters (groupings) based on preva-
lence, and the number of CVEs that had a high impact on the integrity or
availability of the system. We note that firstly, these mappings are not mutually
exclusive; one CWE may exist in more than one SFP cluster. Secondly, these
mappings do not capture the majority of the dataset, where the CWE Top 25
leaves over 50% unclassified.

Table 1. Coverage of ICS Vulnerabilities for existing mappings. For the number of ICS
vulnerabilities which have a ‘COMPLETE’ or ‘HIGH’ impact value.

Grouping Prevalence Availability Integrity

CWE/SANS Top 25 (2011) 24% 11% 10%

CWE Weaknesses on the Cusp (2011) 2% 1% 1%

CWE Top 25 (2019) 48% 28% 18%

The CWE contains clusters defined around the concept of software fault
patterns (SFPs), which contains most of the CWEs specified in ICS advisories
with no overlap between clusters. These CWEs are mapped to a specific cluster,
e.g. memory access (CWE-890) and cryptography (CWE-903). Out of the 2,232
CVEs in our dataset, 1,801 could be mapped directly to a SFP cluster. For the
remaining 431 CVEs, we manually assigned them to a respective cluster based
on the stated issue (e.g. buffer overflow or cross-site scripting attack) in the
ICS Advisory and CVE description. As an example, Cross-Site Request Forgery
attacks (CWE-352) have no mapping, but are web-based attacks which are
exploited through malicious input, and thus, we categorise it as ‘Tainted Input’,
where other web-based weaknesses sit. This manual expert analysis ensures that
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Fig. 2. A map of vulnerabilities from our dataset where each subclass (mark) is ranked
based on the prevalence, availability (A) and integrity (I), and subclasses with a higher
number of CVEs with critical impact rank higher. Each line represents a MITRE
CWE Grouping, and each ‘station’ represents a subclass within that grouping. Zone
1 subclasses where ≥15 CVEs has a critical availability/integrity impact, and Zone 2
has ≥10 CVEs with a critical impact.
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all CWEs are represented within the correct categories rather than ‘Other’. The
result of this classification is shown in Fig. 2, where we group the vulnerability
subclasses, highlight the types of vulnerability that exist within the category and
rank vulnerabilities based on the number of CVEs with a ‘high’ or ‘complete’
(critical) CVSS availability and integrity impact. The objective of introducing a
‘Zone 1’ and ‘Zone 2’ is to highlight priority areas, where it is expected that, as
these vulnerability classes are investigated and resolved, the next class can be
addressed, where classes with 15 or more critical impact CVEs are in ‘Zone 1’
and those with 10 or more are in ‘Zone 2’.

Defining a Better Classification for ICS Vulnerabilities: While the group-
ings and subclasses provided in Fig. 2 have distinct types of ICS vulnerabilities,
they do not guide ICS owners and vendors in their detection, and contain some
ambiguity. This means that, for a given grouping, many detection methods may
apply but have different outcomes. Such examples include ‘Tainted Input to
Variable’ and ‘Information Leakage’ where it may not be clear to an ICS owner
what the effect was or how it may be detected.

We propose 8 new detectable, evidence-driven, vulnerability categories,
defined below, which categorise vulnerabilities based on the detection method
and techniques that can be used by ICS owners and vendors. These categories
enable vendors and asset owners to understand the type of vulnerabilities that
exist, where the current information is vague and lacks an application context.
Our categories capture 95%5 of all vulnerabilities within our dataset with a clear
definition and specific detection methods. An overview of these methods is given
in Table 2.

By classifying vulnerabilities in this way, ICS owners and vendors are able
to identify techniques in which such classes of vulnerability can be found, how
such vulnerabilities are manifested, and furthermore, aids in the validation of
ICS device security. In Fig. 3, we show the flow of ICS CVEs from their CWE
groupings to our new categories. These flows are built by tagging each CVE in
the dataset with its old grouping and its new detectable category and mapping
changes from the old tag to the new one, where we clustered like CWEs together
under a common name, based on their detectable method. For the purposes of
legibility, where the count of CVEs flowing from one grouping to a category was
less than 10, we exclude it from the figure (137 of 2,232 CVEs).6

For each of our detectable vulnerability categories, we give a precise definition
and an example where a prominent ICS attack fits into that category.

Web-Based Weaknesses: These vulnerabilities represent flaws and weaknesses
that exist in web-based applications, for example path traversal, cross-site script-
ing (XSS), and cross-site request forgery (CSRF), which can be detected through
conventional web scanners.

5 Of all CVEs categorised, 94% with high availability and integrity impacts were cat-
egorised.

6 A full Figure including these individual flows is given in our longer version of this
paper.
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Fig. 3. Flow of CVEs from their original CWE groupings to our detectable classes.

Example: The BlackEnergy [18] malware campaign, which targeted the
Ukrainian power grid in 2015, used a vulnerability (CVE-2014-0751) in a GE
SCADA web interface that allowed the attack to execute shell code.

Default Credentials: The use of default and hardcoded sensitive credentials has
a distinct detection method, where this category has a clear proportion of vul-
nerabilities over time as shown in Fig. 4. Vulnerabilities in this category consider
a system, as delivered, having hardcoded credentials or sensitive data (e.g. SSH
keys) which an adversary can recover and use.

Example: Stuxnet [9] targeted and damaged Iranian nuclear centrifuges. In
the case of the Siemens system affected by Stuxnet, it contained hard-coded
passwords, allowing the adversary to gain access to privileged functions (CVE-
2010-2772).

Denial of Service and Resource Exhaustion: These vulnerabilities result in the
loss of availability given a non-standard input which does not trigger some
memory-related flaw in the system.

Example: CRASHOVERRIDE [6] was an attack which affected a Ukrainian
power transmission system, forcing the circuit breakers to remain in an open
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Table 2. Comparison of detection methods for our proposed categories.

Category Easy to use (new
vulnerabilities)

Expert tooling
(new
vulnerabilities)

Tools to find
existing
vulnerabilities

Permissions and
resource access
control

Access Control Policy
Tooling (NIST ACPT),
testing functions as a
non-privileged user

Nothing
Recommended

Attack
Frameworks (e.g.
ISF)

Privilege
escalation and
authentication
weaknesses

Check for no
authentication

Network Capture
and Replay tools
(e.g. Wireshark)

Device-specific
tools (e.g. PLC
Inject, Project
Basecamp)

Weak and broken
cryptography

Source Code Scanner
(SonarQube), Read
Papers, Crypto
Implementation
Scanners (Crypto
Detector)

Reverse
Engineering (e.g.
IDA, GHIDRA,
dnspy), Manual
Cryptanalysis

Device-specific
tools (e.g.
s7cracker, ISF)

Default
credentials

Use stated default
credentials (e.g. from
manuals)

Firmware
Analysis (e.g.
Binwalk) and
search for specific
artefacts, e.g.
keys, shadow files

SCADA
StrangeLove
Default Password
CSV

Denial of service
and resource
exhaustion

Packet Storm
simulators (Low Orbit
Ion Cannon)

Fuzzing (e.g.
AEGIS Protocol
Fuzzer,
Codenomicon)

Device-specific
tools (e.g.
EtherSploit-IP)

Exposed sensitive
data

Simple Packet
Captures (Wireshark)
and search for artefacts

Manual Expert
Analysis
(detailed packet
captures and
protocol reverse
engineering)

Device-specific
tools (e.g. ISF,
Metasploit
modules, Project
Basecamp)

Memory and
buffer
management

Source Code Scanner
(SonarQube, Veracode)

Memory
Assessment Tools
(e.g.
VALGRIND)

Device-specific
tooling (e.g.
EtherSploit-IP,
ics mem collect)

Web-based
weaknesses

Source Code Scanner
(SonarQube), Web
Application Scanners
(OWASP ZAP,
Burpsuite)

Manual Expert
Analysis (e.g.
using Burpsuite)

Nothing
recommended
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Fig. 4. ICS Vulnerabilities mapped against our new detectable classes

position, even if override commands were issued. The Siemens SIPROTEC pro-
tection relay was vulnerable to a denial of service attack (CVE-2015-5374).

Exposed Sensitive Data: Vulnerabilities in this category allow unauthenticated
users to access sensitive information. Such information could be leaked via log
and debug messages or stored in an openly accessible location. From our dataset,
most vulnerabilities classed as information leakage either leaked user credentials
or some other sensitive information.

Example: Of the 202 vulnerabilities classed using the SFP clusters as ‘Exposed
Data’ in Fig. 2, only 143 were cases of sensitive information leakage, specifically
around the insecure storage of data. One of the high impact vulnerabilities in
our dataset affected a Kunbus Modbus gateway, where credentials were stored in
plain-text XML configurations, accessible via an FTP server on the device (CVE-
2019-6549). Another vulnerability, from a LOYTEC industrial router, allowed
password hashes to be read from the device and then recovered (CVE-2015-
7906).

Weak and Broken Cryptography: In this category we include cryptography that
is weak by design (e.g. proprietorial crypto), as well as strong cryptography
that is used incorrectly, allowing it to be broken. This extends the definition of
Cryptography in the SFP cluster with e.g. weak PRNGs, use of low entropy keys
and certificate misuse.
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Example: In the case of Rogue7 [5], the MAC scheme implemented to guaran-
tee integrity and authenticity of data between an engineering workstation (TIA
Portal) and a Siemens PLC was weak, allowing an adversary to impersonate a
genuine workstation to program the PLC (CVE-2019-10929). In another exam-
ple using weak cryptography is the use of MD5 highlighted by CVE-2019-6563,
this allows an adversary to recover passwords and gain full access to a Moxa
industrial switch.

Memory and Buffer Management: Vulnerabilities which specifically relate to
memory and buffer implementation flaws, for example buffer overflows, allowing
an adversary to influence functionality by manipulating the memory of a system.

Example: Two example CVEs arising out of the Triton attack [16], targeting
Schneider Electric safety management systems and modifying their configura-
tions to modify, or in some cases disable the fail-safe protocols, are CVE-2018-
8872 and CVE-2018-7522. In the first, memory was read directly from addresses
without any verification and attacker-controlled data could be written anywhere
in memory. In the case of CVE-2018-8872, the system registers were located in
fixed areas of memory where modifying these registers would allow the adversary
to control the system state.

Permissions and Resource Access Control: These vulnerabilities allow a user
to carry out arbitrary actions on a system using standard interfaces with the
privilege of another user. This could, for instance, be due to incorrect assignment
of privileges, functions being executed with excessive permissions, or a lack of
access control for a given resource.

Example: On an Emerson SCADA system, an authenticated user’s actions were
not restricted, allowing executables and library files to be changed (CVE-2018-
14791), potentially affecting the integrity of the system configuration and its
availability. In another case, by using standard interfaces on a Schneider Electric
PLC, an unauthenticated adversary could overwrite the password which protects
the running program (CVE-2018-7791).

Privilege Escalation and Authentication Weaknesses: These vulnerabilities allow
a user, privileged or not, to change their state of privilege in the system through
non-standard means. The most prevalent type of vulnerability in this category is
‘Authentication Bypass’, where an unauthenticated user can become privileged
by interacting with the system via an alternative entry point.

Example: Stuxnet, one of the first prominent attacks against an ICS system,
used a vulnerability in the Siemens programming software that allowed adver-
saries to gain privileges by using a trojan DLL (CVE-2012-3015). This would
give the adversary full control of the system state.

Discussion: 5% of vulnerabilities held in our dataset do not map directly into
these distinct categories, shown in Fig. 3. These vulnerabilities do not have high
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levels of prevalence or critical impact and require more manual, case-by-case
inspection by an expert.

To demonstrate the continued prevalence of these categories over time, Fig. 4
shows these remain largely within proportion over time. We also note that the
distribution of detectable categories against a sample of CVEs is even, where the
same detectable categories exist across most ICS device types as well as vendors,
as shown in Figs. 5 and 6. It is important, however, to note that in Fig. 5, we
show the top 6 vendors by CVE prevalence, and this should not be interpreted
such that one vendor is considered more vulnerable than another, as different
vendors have very different market shares.

Table 2 shows tooling that can be used to detect vulnerabilities for our 8
categories. Other tooling can be used by ICS owners to discover assets (e.g.
GRASSMARLIN) and identify whether their product is vulnerable to existing,
known, CVEs (e.g. Simaticscan [3], PIVoT [2], Modscan [11] and Nessus).

Fig. 5. The prevalence of detectable categories for the top 6 vendors by CVE count.

4 Validating Our Categories and Detection Methods

Assessing Our Categories Against New Data: For our categories to be useful for
detecting new vulnerabilities we must be sure that future vulnerabilities follow
the same trends as those in our dataset. At some point it is likely that industry
will improve its practices, for instance, fixing the use of default passwords or
carefully checking the security of all web interfaces, meaning that categories we
have identified may no longer be relevant.
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Fig. 6. The prevalence of detectable categories across different product types from a
sample of 1199 CVEs.

To test this we compared our finding to the ICS advisories issued between
September 2019 and March 2020 (which were not included in our original
dataset). In this period, 126 new ICS advisories were published with 334 CVE
references, which were parsed into our database and the same process to auto-
matically classify the CVEs based on their CWE ID was taken, with final manual
refinements for some CVEs that had previously unmapped CWE references.

Of the 334 CVEs parsed, 322 were directly mapped into our vulnerability
classes, and 12 were not classified, an accuracy of 96%. Of the 12 vulnerabilities
which were not classified, 3 related to vulnerabilities affecting ‘Path Traversal’
within software, a different type of vulnerability to web path traversal, 2 related
to input validation, and 7 individual vulnerabilities, two of which occurred in
the same product.

What this level of accuracy shows is that, with 6 months of new data, we are
able to predict with high confidence which of 8 possible categories new ICS CVEs
will map to, with specific tooling to support validation and verification activities.
There is no sign of industry having seriously addressed any of the categories we
identify. However, by using this data-driven approach and the tools we identified
which support the identification of issues within our detectable categories, there
is an opportunity to reduce the vulnerability space.

Validating Security Tooling and Techniques for ICS. In order to validate our
suggested detection methods, and to provide evidence that our categorisation
does assist in finding new vulnerabilities, we applied our “easy to use” detec-
tion methods listed in Table 2 to five ICS devices - two HMIs (Phoenix Contact
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and Siemens) and three PLCs (two Siemens PLCs and one ABB PLC). Neither
HMI had a web server, whereas all PLCs have web-servers enabled, two of which
required some form of authentication to gain access to privileged functions. We
did not have access to the source code of the devices, so we did not run tools
which required this, or tools that required paid licenses. These results of our
analysis are summarised in Table 3. It is important to note that using our cat-
egories, we are able to use the most appropriate tooling, and demonstrate how
they can be taken from an IT environment and applied to OT systems. Some
devices remain anonymised as the disclosure and resolution is ongoing with the
vendors.

Table 3. Results from our tooling validation, � = new vulnerabilities discovered

PLC1 PLC2 PLC3 HMI1 HMI2 Result

Default credentials
(from user manual)

� Manual updated

NMAP
(authentication
bypass)

� Discussed in text

Wireshark
(information
leakage)

� CVE-2020-7592 issued

Low Orbit Ion
Cannon (denial of
service)

� � CVE due to be released

OWASP ZAP (web
vulnerabilities)

� Update to be issued

In one PLC, a previous CVE for denial of service was issued where long inputs
to the web server would cause the device to enter ‘Stop’ mode and crashing. In
our testing using Low Orbit Ion Cannon7, we found that in the patched version,
the web server would stop responding during and after a packet flood, but unlike
the CVE (where the PLC would also crash), we found the PLC would continue
running in this patched version. This new vulnerability would cause the ICS
owner to lose visibility of the PLC via the web portal. Using the same tool on a
HMI, we found that it would become unresponsive during a flood, resuming some
time after the flood stopped. On that same HMI, we found default credentials in
an online manual which would provide access to change its configuration, where
no credentials are given with the device. For the HMI DoS, a CVE will be issued,
and for the default password, the manual will be revised to state this risk.

Using standard web-scanners as unauthenticated/authenticated users,
OWASP ZAP found that the Siemens S7-1200 web portal was found to have

7 https://github.com/NewEraCracker/LOIC.

https://github.com/NewEraCracker/LOIC
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a high-criticality Open Redirect (CWE-601), which, given a malicious URL, the
PLC would redirect users to an arbitrary website. We manually validated the
scanner’s findings for each identified weakness as part of a validation exercise.
Burpsuite, however, did not find this vulnerability due to the implementation
of the login form, where ZAP was able to follow the login process without any
issues. Siemens confirmed this was an related issue to CVE-2015-1048 and will
be patched.

For HMI2 (Siemens KTP700), which was unaffected by the Denial of Service
tests, we found that part of its configuration was sent in the clear using Wireshark
to capture the configuration process, leaking content which would be displayed
on the screen. Siemens confirmed this as an issue, issuing CVE-2020-7592 in
response to our disclosure. Finally, on the PLC which was not vulnerable to
Web and Denial of Service issues, we found that where the web server requires
authentication, an alternative entry point (found by using nmap) was found,
where reverse engineering the app commands and submitting them to this entry
point would give the user access to the same functionality without using a web
portal. The vendor said the device should only be used on trusted networks. The
vector was valid, but users should use the PLC in a secure environment.

Discussion: Using these techniques, we find six new vulnerabilities in ICS devices
for which we are completing responsible disclosure with the respective vendors.
All are CVE-worthy but have differing severity. For PLC1, an adversary could
control the PLC state, and the web interface of PLC2 could redirect the user
to a malicious website with more serious consequences. In PLC3, the visibility
of the PLC is lost via the web portal, but its logic continues to run, which we
believe not to be critical. For HMI1, the default credentials is not a critical issue,
with the denial of service a more critical issue, as the operator may not be able
to interact with the system. In the case of HMI2, the cleartext data issue is not
critical, as more sensitive information, e.g. credentials, are encrypted.

5 Conclusion

ICS security has important differences to standard IT, such as vulnerability
classes and detection. By analysing nine years of ICS vulnerability reports, iden-
tifying trends and suggesting eight new categories for classifying ICS vulnerabil-
ities based on detection methods, we can better inform ICS owners and vendors
on the types of ICS vulnerabilities, how they can be detected and prioritised
for resolution. We discuss easy automated and in-depth testing methods for ICS
owners and experts, validating our results on six months of new reports and
analysing five pieces of ICS equipment, finding four new critical vulnerabilities.
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Cyber-Physical Systems (RITICS) and the UK Rail Research and Innovation Network
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Abstract. Privacy protection within Cloud Computing Environments (CCE) is
extremely complex to be realized, due to multiple stakeholders’ interactions that
lead to several privacy risks and leaks. Therefore, the necessity for self-adaptive
privacy preserving schemes, in order to safeguard users’ privacy by considering
their social and technological context within CCE is highlighted. Our analysis has
indicated that a group of criteria should be satisfied in order to support this aim.
However, it is pointed out that the criteria concerning the identification of users’
social needs and stakeholders’ technical privacy needs are not sufficiently satis-
fied, failing to determine which stakeholders’ privacy aspects should be examined
and how. Towards this, the paper points out that Self Adaptive Privacy within
CCE should be addressed as an emerged interdisciplinary research area, since the
identified criteria concern both users’ social norms and technical privacy artifacts.
Based on these criteria, the social and technical privacy aspects that should be
considered from both users’ and developers’ perspective are discussed, leading to
the identification of the socio-technical concepts and their interdependencies that
should be taken into account. It proposes that a proper research design regard-
ing Self Adaptive Privacy within CCE should be built, based on an interrelated
three-layered examination that concerns users’, developers’ and CCE context,
aiming to lay the ground for the identification of the Self-Adaptive Privacy related
requirements within CCE.
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1 Introduction

Privacy, as a socially constructed phenomenon, is differentiated across diverse social
and technical contexts and frames becoming even more perplexed within Cloud Com-
puting Environments (CCE) [1–4]. CCE, whose services are usually developed either
in-house or built by third-party providers [5], provide multidimensional capabilities and
flexibility, enhancing multiple interactions and dependences among social actors and
service providers [6]. Thus, these interactions result in a huge amount of information
disclosure that alters users’ personal information management [7]. For instance, CCE
for e-commerce or medical care domains require a great amount of users’ analyzed
personal and sensitive information (e.g. name, social security number), so as for their
services to be provided. This ubiquitous data analysis impacts on users’ privacy pro-
tection either due to misuse or disclosure of such information without users’ consent,
raising consequently plenty of privacy leaks [8]. Particularly, with regard to Social Net-
work Sites (SNS), as the most widespread CCE, a large body of previous research has
indicated users’ and systems’ inability to manage privacy issues [9–11]. Towards this,
Self-Adaptive Privacy approaches have been developed. Self-Adaptive privacy aims at
safeguarding users’ privacy by providing holistic user models, considering their socio-
cultural and technological context [12]. Although several self-adaptive privacy models
andmechanisms have been introduced, these are limited to piecemeal analyses, focusing
either on users’ fragmented socio-contextual characteristics exploration that impact on
their privacy management or solely on privacy software and CCE artifacts [8]. However,
rethinking about privacy protection in CCE with focus on both users’ social norms and
software engineering is immense [1, 3, 13, 14]. This emergence is even more crucial
due to the General Data Protection Regulation (GDPR) enforcement in Europe, which
brought significant changes on citizens’ privacy rights, as well as new obligations for
data controllers and processors [15]. Thus, previous literature – to our best knowledge-
has not yet provided a structured framework that incorporates both social and technical
privacy prerequisites for an adequate self adaptive privacy approach within CCE to be
developed, while it is not still clear, which social and technical aspects of privacy should
be explored and how.

Towards this, by examining previous works, we point out that Self Adaptive Privacy
within CCE should be addressed as an emerged interdisciplinary research area, due to
the identification of a group of criteria that should be satisfied in order for self-adaptive
privacy protections schemes to be effectively designed. These criteria concern both
users’ social norms and technical privacy artifacts. Based on these identified criteria,
we discuss which social and technical privacy aspects should be considered from both
users’ and developers’ perspective. Gradually, the elicited aspects assist on capturing the
socio-technical concepts that a research design regarding Self-Adaptive Privacy within
CCE should include under an integrated spectrum. In this regard, our work proposes that
a research design regarding Self-Adaptive Privacy within CCE should be built, based
on an interrelated three-layered examination. This examination focuses on: a) a more
thoroughly investigation of users’ social attributes based on sociological identity and
capital theories, b) the role of the developers’ perceptions regarding the proper techni-
cal privacy requirements in CCE and c) the influencing CCE factors, indicating their
independences. Therefore, our work aims at laying the ground for the identification of
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the Self-Adaptive Privacy related requirements within CCE and at providing researchers
with a further insight for this research area.

The rest of the paper is organized as follows. Section 2 analyses the emerging of
Self Adaptive Privacy Aware Systems within CCE. In Sect. 3.1. we present which social
aspects of privacy should be considered, drawing on social identity and social capital, in
order for the users’ social privacy norms to be indicated,while in Sect. 3.2. the importance
of developers’ perceptions regarding technical privacy challenges and affordanceswithin
CCE is indicated. In Sect. 4 our proposed examination in which a research design for
Self Adaptive Privacy within CCE should be based, is demonstrated. Finally, Sect. 5
concludes our work and suggests future research aims.

2 Self-adaptive Privacy Within Cloud Computing Environments
(CCE)

Since CCE are gradually developing, new challenges for both providers and users are
posed especially as far as privacy protection concerns [7]. These challenges derive from
the potential dynamic changes and combination of cloud services, as well as due to
the different privacy features utilized in each cloud service distribution and deployment
model [16]. Furthermore, the provision of these services includes the access, collection,
storage and disclosure of personal information, often by third parties as well, while data
loss and data breaches have been acknowledged as the most essential risks that should
be addressed [17]. The loss of direct control from local to remote cloud servers, the
virtualization that brings new risks to users’ authentication and authorization, the non-
technical issues related to the technical solutions [17], the low degree of transparency
and privacy assurance provided into customers operations [18], the sharing of platforms
among users and the non-compliance with enterprise policies and legislation leading to
the loss of reputation and credibility [16], are some of the most important issues that
raise privacy risks within CCE. Additional reasons, from users’ perspective, concern the
association of these privacy risks with users’ personalization in social and spatial level
and the delineation of their behavior within CCE [19], the users’ personal information
disclosure willingly or not [20], the users’ failure to read or understand privacy policies
or to anticipate downstream data uses [21], the stationary and complexity of privacy
protection software that make the adoption and applicability by users a hard case [22].

These rapid privacy risks within CCE, due to users’ social norms and technology
affordances on information collection, storage, disclosure and analysis [23], requiremore
sophisticated and targeted privacy services according to their needs [7, 24] in order for
their privacy to be effectively protected. To meet this need, the design of Self Adaptive
Privacy Aware Systems [6, 25, 26] is highlighted. Self-Adaptive privacy aims at safe-
guarding users’ privacy by providing holistic usermodels, considering their sociocultural
and technological context [12]. In this regard, self-adaptive privacy systems should have
the ability to maintain users’ privacy in changing contexts, either by providing users
with recommendations or by proceeding to automated actions based on users’ decisions
for personal information disclosure or not, within their context [27]. In order for the
Systems to meet these needs, standards of specific functions should be satisfied, as those
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briefly outlined as follows. According to [28], classified interaction strategies concern-
ing users’ privacy protection should be applied, which facilitate the connection of the
system (through three phases: a) privacy awareness, b) justification & privacy decision,
c) control capabilities with users’ cognitive processes for their privacy settings. Users
should be provided with adequate opportunities to express preferences and give feed-
back in relation to the justification and the findings of privacy settings adjustment. What
is more, according to [9], users should be offered with the possibility of selective infor-
mation disclosure, by providing the context and the control level over the information
they want to reveal. To employ that, four operations should be performed: a) monitoring,
b) analysis, c) design d) implementation, utilizing framework models-identifying user’s
environment and interconnections as well as their role in the system- and behavioral
models, in order to identify features to control, detect threats before data disclosure and
calculate users’ benefit in comparison to data disclosure cost. Finally, according to [24],
the systems should be adapted to the interoperability of technologies, to the structure
of the systems and the behavior within users’ natural environment. They should also be
capable of determining privacy requirements and the values of the involved groups, of
diagnosing threats based on these values and of determining users’ sensitive informa-
tion so as to balance between privacy choices automation and users’ choices, demanding
short time investment regarding their operation training. The aforementioned analysis
reveals a number of criteria that should be considered in order to reason about privacy
under a socio-technical view.

Figure 1 proposes a grouping of the identified criteria, concerning: a) the identifica-
tion of users’ privacy social needs in each context, b) the identification of all stakeholders’
privacy technical needs, c) the identification of privacy risks and threats, d) the indication
of users’ sensitive information in each context, e) the systems’ adaption to the interoper-
ability of technologies, f) the assessment of the best options among users’ and systems’
privacy choices and g) an effective decision-making procedure to be followed, which
balances users’ social and privacy needs.

Following these criteria, it is indicated that for the successful design of the Self
Adaptive Privacy Systems in CCE, it is essential to consider empirical data related to
users’ social characteristics within their interacting frameworks in and out of the infor-
mation systems [28]. However, despite the fact that many self-adaptive privacy solutions
under the differential privacy scheme [29] or under the context-adaptive privacy scheme
[30–32], have been suggested, they were subsequent to many limitations. These works
satisfied only specific parameters, such as: anonymity, systems’ access control architec-
ture, noise insertion, sensitive ratings based on social recommendation or streams data
aggregation in real time, users’ personal privacy risks contrary to their disclosure benefits
within pervasive scenarios, the location parameter. Kumar and Naik [33] proposed an
Adaptive Privacy Policy framework to protect users’ pictures within cloud, taking into
consideration users’ social settings and the content of their pictures, while other studies
related to the deployment of self adaptive privacy systems in SNSs [34–36] considered
users’ social characteristics. However, they specified these social aspects only on the
basis of the systems’ usage. In this regard, several challenges could not be addressed,
since only static data were considered, while most of them did not consider real-time
aggregated data with high accuracy and furthermore users’ socio-contextual attributes
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Fig. 1. Self Adaptive Privacy Aware Systems’ Satisfaction Criteria

were examined fragmentally, focalizing separately either on space or time. Especially,
the lack of the proper identification of users’ social context and the failure of correlating
users’ privacy concerns with the privacy infrastructural choices provided by the system
have led respectively to the dissatisfaction of the privacy technical requirements as well
[9].

3 Exploring Socio-technical Aspects

Given the above analysis, it is clear that a number of criteria should be satisfied in order
for efficient self-adaptive privacy solutions to be provided within CCE. However, the
analysis brought to the forefront that previous self-adaptive privacy schemes do not
efficiently address the satisfaction of those criteria, which require an adequate bridging
of stakeholders’ privacy social and technical aspects. In particular, it is indicated that
a great emphasis is required regarding the identification of users’ social needs in each
context. The satisfaction of this criterion is of great importance, since this identification
will provide the self-adaptive privacy systemwith the proper information in order for the
system to offer privacy choices that balance between users’ will for preserving personal
information or disclosing them. However, little attention has been given in previous
literature on how to identify effectively these social needs. Therefore, in order for this
criterion to be satisfied, it is immense to understandwhich social parameters affect users’
interpretations and values about privacy, so as to indicate their social privacy norms. Fur-
thermore, the criterion of the identification of all stakeholders’ privacy technical needs
is also crucial. Sufficient self-adaptive privacy systems should have the ability to address
the technological possibilities and limitations deriving from CCE, satisfying all stake-
holders’ needs. Consequently, the identification of which technical privacy requirements
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should be prioritized and be chosen and how this procedure is realized, is also required.
The determination of the social and technical aspects that influence these criteria is a
critical step so that the elicitation of the functional and non-functional Self-Adaptive
Privacy related requirements within CCE to be achieved.

3.1 Users’ Social Aspects

Privacy has been recognized as a fundamental individual and social principle in con-
temporary societies, without, though, reflecting a standard social reality [22] and conse-
quently it is defined as multifaceted. Within CCE, a solid and clear definition of privacy
becomes an even more complex procedure. For instance, within SNS, in order for users
to utilize their services, several information disclosures are required due to system’s pri-
vacy settings, making this a common practice within SNS [37]. SNS’s structure puts in
question the notion of privacy within socio-technical contexts, making indistinguishable
the boundaries among public and private sphere [1]. The technical features and software
of SNS not only alter users’ constructs for their functioning and purpose, but they also
alter how users actually employ these features for sharing information and managing
privacy, while interacting with other users [8, 11, 13]. In this regard, individuals’ per-
sonal interpretations and values about privacy are respectively formatted according to
users’ whole context [38] both online and offline. Therefore, privacy in SNSs is not just a
personal matter, which depends on users’ options, but it constitutes a social dynamic and
ongoing process [4], by which users balance among their social needs and their needs for
privacy. Despite the fact that these social needs have been acknowledged to regulate the
concept of privacy [1, 3, 14, 23], they have not been thoroughly examined, identified or
correlated, especially in ways that could help researchers to provide adequate adaptive
privacy solutions that satisfies users’ social needs [2, 13, 23]. One of the most important
social factors, which has been indicated by privacy literature [10, 37, 39] to determine
users’ social and privacy needs, is social capital. Nevertheless, the complex interrelation
between social capital and privacy has not been explored adequately [2, 37], due to frag-
mentary users’ social capital benefits examination, which is not relatedwith their specific
social context both online and offline. Furthermore, users’ social norms reflect also the
reciprocal arrangements of the community they belong, depending on their specific con-
text [1, 14]. Therefore, to gain a further understanding of how social capital mediates the
balance between users’ social and privacy needs, the examination of a variety of users’
social attributes under a specific context is required. Thus, users’ social attributes have
been also fragmentary explored, irrespective of social capital benefits. Previous literature
has highlighted the importance of identity theories to examine these and how they affect
privacy management within SNS [4, 40]. Social identity indicates how users define their
behaviour, based on social attributes that express their self-inclusive social categories
and their personal idiosyncratic attitudes [41], while it impacts on social capital cre-
ation [29]. However, previous research focuses only on users’ digital identity, despite
the fact that several works indicate that many privacy breaches within SNS derive from
the disclosure of users’ real identity information, reflecting both their online and offline
reality. Additionally, social identity, as a dynamic and ongoing process [42], leads often
to multiple and overlapping identities that respectively define users’ different behaviours
within each different context [41]. Although privacy managing issues arise from users’
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multiple identities or due to the influence of the other members of their groups [4, 43],
still these users’ complex social contexts have been overlooked. The following Fig. 2
represents the current literature state regarding the exploration of the social aspects of
privacy, indicating its limitations.

Fig. 2. Current state of exploring social aspects that affect on privacy

Therefore, the research question posed isRQ1:how to capture efficiently users’ social
attributes in andout of informational systems that affect their privacymanagementwithin
CCE, in order to develop the proper behavioral models, which will enable an optimal
design for self -adaptive privacy preserving schemes.

3.2 Exploring Technical Privacy Aspects

On the other side, the non-correspondence of privacy software to integration and inter-
operability challenges in CCE, in order for the users’ digital and social needs to be
satisfied, has been recognized [24]. Furthermore, it is still not clear the process in which
privacy is introduced into software and in cyber-physical systems in general, and how
its requirements are understood [44]. Usually, it is solely dealt by the developers as a
technical set of requirements that are satisfied after the implementation of the respective
functional requirements of the system to be [45]. Thus, little attention has been given to
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the role that developers play during privacy engineering and the ways that developers
understand and apply privacy [44]. In particular, within CCE, privacy design and its
implementation are still major issues due to the Cloud technical complexities, but also
due to the heterogeneity of the whole system [46], while the role of developers is also
unclear. Nonetheless, privacy requirements within CCE have not been developed effi-
ciently in order to identify their distinctive features [47], established encryption methods
are not adequate to address the needs of privacy protection, while privacy leaks may be
widely differentiated according to the CCE that is utilized [16]. In this regard, an accu-
rate methodology that will provide software developers with the ability to determine
which technical requirements should be prioritized accordingly to the proper cloud ser-
vice provider pursuant to these, is lacking [44, 46], while users’ social requirements are
usually ignored [13]. Several reasons have been highlighted for this, concerning: the
insufficient system design [9], the challenges which cloud providers face, such as the
sheer volume of big data residing in cloud data centers that require time and cost to be
accessed, the fact that data and resources distribution to users in cloud environments
needs to be improved because it complicates resource segregation, the severe lack of
policies, procedures and techniques for addressing malware in virtual machines, which
cloud services utilize, in order to facilitate an investigation for a user’s privacy breach
in cloud forensics, as well as the limited privacy choices offered by cloud providers
to users [7, 48, 49]. Additionally, the different legal jurisdiction of each country in
which cloud services are hosted, results in various definitions of privacy protection and
in multiple frameworks for privacy applicability. This complicates even more the way
developers understand and apply privacy. For instance, GDPR has practically recog-
nized the need to ensure users’ data technical privacy protection in accordance with
the legal prerequisites, aiming to provide developers with guidelines. Towards this, it
has introduced in its framework the principle of Privacy by Design (PbD), as the most
appropriate approach to fulfil the adequate technical privacy requirements [50]. Privacy
by design approaches include privacy aspects as part of the requirements analysis along
with the functional requirements, addressing more holistically privacy-aware systems
and services’ design [46]. Several PbD goal-oriented privacy requirements engineer-
ing methodologies have been introduced to support privacy design from its early stage,
e.g. PRIPARE [51], the RBAC methodology, PROPAN methodology, the i* method,
the STRAP method, the LINDDUN method [52], while Islam, Mouratidis & Weippl in
[48] proposed a framework, focusing on CCE, by which security and privacy risks are
analyzed as a decision-making procedure. However, plenty of criticism has been raised
for the PbD approaches, focusing on the ways that they can be applied by the developers
during engineering [44]. Some of them are either generic enough to address the proper
requirements within the broad range of CCE or they focus on individual agents’ goals
rather than examining the system under a holistic view. Additionally, others were more
security than privacy oriented.

An interested approach concerns the extended version of PriS methodology, an
established PbD approach, which focused on cloud computing [46]. PriS introduced
nine cloud-based privacy concepts, namely: Isolation, Provenanceability, Traceabil-
lity, Interveanability, CSA Accountability, Anonymity, Pseudonymity, Unlinkability,
Undetectability and Unobservability, which are considered as systems’ organisational
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goals (privacy goals). These goals constraint the causal transformation of organisational
goals into processes, and, by using privacy-process patterns, they describe the impact of
privacy goals to the affected organisational processes in order to cover the gap between
CCE system design and privacy implementation phase. The applicability of these cloud-
based concepts, presented through a conceptual meta-model, has been tested on a real
case study, where it was founded to be usable by all stakeholders. However, in order for
a PbD approach to be applied in a viable way, it is essential to understand developers’
point of view [44]. Previous literature has indicated the necessity to understand how
developers interpret and apply privacy, since in many cases developers were willing to
trade off the level of privacy offered to end users in order to achieve better usability of
the system [44]. In this regard, the question posed concerns on RQ2: how developers
define the optimal identification of technical requirements within CCE, in order to meet
efficiently both users’ social requirements and systems’ technical ones before performing
adaptive privacy mechanisms.

4 Self Adaptive Privacy Concepts Within CCE

Our analysis on previousworks regarding self-adaptive privacywithinCCEhas indicated
that a group of criteria should be satisfied in order to support its aim for safeguarding
users’ privacy by considering their social and technological context. However, by exam-
ining previous literature, we pointed out that, among these criteria, the identification of
users’ social needs and the identification of all stakeholders’ technical privacy needs
are not sufficiently satisfied. This highlights the need for the thoroughly investigation of
users’ social norms intertwined with the appropriate technical privacy affordances, so
as privacy preservation to be achieved in a self-adaptive user-centric way within CCE.
Consequently, our analysis has shown the emerge of determining users’ social attributes
in and out of informational systems (RQ1) and of defining the developers’ perceptions
regarding the proper privacy technical requirements within CCE (RQ2).

To address that issue from a starting point of view, we argue that a targeted research
design in this area should examine these research questions under an integrated inter-
disciplinary spectrum, in order to indicate and capture all the relevant concepts of self-
adaptive privacy within CCE. In this regard, and inspired from [53] work in holistic
security requirements analysis for socio-technical systems, we propose that a proper
research design should be built, based on a high level structured examination, which
aims to indicate the aspects that derive not only from stakeholders’ social and techni-
cal privacy parameters, but also from CCE infrastructural ones that impact on privacy
management. In this sense, our proposed examination, illustrated in Fig. 3, incorporates
all systems stakeholders’ privacy contexts, suggesting which concepts should be exam-
ined, deriving from both sociological and privacy literature. It also contemplates, as a
main concept to be investigated, the privacy risks due to CCE structure. Therefore, it is
based on the determination of three Layers that represent the stakeholders’ privacy con-
texts, namely: the Social, the Software and the Infrastructure Layer. Each layer includes
the proposed concepts that should be considered and investigated, in order for specific
tasks to be implemented, leading to the identification, for each Layer separately, of the
respectively three-dimensioned Self Adaptive privacy related requirements.
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Fig. 3. Identifying the concepts of Self Adaptive Privacy within CCE

4.1 Social Layer:

Social Layer concerns the users’ context determination. Aiming to address the question
of how users’ social attributes should be captured, the Social identity and Social capital
concepts, as the central social factors indicated by previous literature to affect privacy
management within CCE [4, 37], are considered to be examined. Social identity can be
an important interpretative tool, indicating users’ different identities and their overlap-
ping degree in and out of the CCE, as well as users’ belonging to several social groups
that influence their privacy attitudes and behaviours. Social capital affects the balance
among users’ social interaction and privacy needs, indicating why users are willing to
disclosure personal information within CCE. Contrary to previous privacy literature, the
two concepts are suggested to be not only considered separately, but in combination as
well, since they constitute interactive concepts that reinforce one another. The interre-
lation of these concepts and their thoroughly investigation will provide valuable insight
for users’ context, and it will lead to the task of users’ social privacy norms analysis, in
order for the respective social requirements to be identified. By this way, not only users’
social privacy norms can be reflected, but also the ones that derive from the communities’
in which they belong to, related to the CCE they utilize.

4.2 Software Layer:

Software Layer concerns the developers’ context. In order to meet the question of how
developers define the optimal identification of technical requirements within CCE, the
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Cloud based Privacy Concepts proposed and applied by PriS method [45] are consid-
ered to be under examination. Developers’ perceptions should be examined in order
to identify if the extended version of PriS methodology is able, according to them, to
provide the effective means for analyzing privacy requirements in frequently changing
contexts, such as CCE. Since researchers’ understanding is quite limited regarding the
ways that developers understand and attend privacy [44], developers’ perceptions should
be examined regarding the suitability of the Isolation, Provenanceability, Traceabillity,
Interveanability, CSA Accountability, Anonymity, Pseudonymity, Unlinkability, Unde-
tectability and Unobservability concepts, indicating which of these cloud- based privacy
properties can be included as part of the self-adaptive privacy requirements analysis.
This examination will enable the technical privacy process task to be realized, highlight-
ing the fitted technical self-adaptive privacy requirements’ identification related to CCE
openness and fluidity.

4.3 Infrastructure Layer:

This Layer concerns the determination of CCE context and of its impact on users’ and
developers’ privacy implications, since previous literature has shown the failure of CCE
provided privacy features, resulting in the dissatisfaction of both social and privacy
technical requirements. The privacy risks are introduced as the main concept that should
be examined. Privacy risks derive from the CCE technical features and the resources that
support users’ privacy preferences and software deployment. Its examination will lead
to the task of CCE infrastructure’ privacy analysis, which respectively will contribute to
the identification of the infrastructural requirements of each cloud service distribution
and deployment model.

4.4 Layers’ Interrelation:

Besides the separate examination of the main concepts in each Layer, the interactive
relationships among the three of them are also indicated, supporting that the examina-
tion of all stakeholders’ privacy contexts should be elaborated under an integrated view.
Their interdependencies affect the whole research procedure that will contribute to the
identification of all self-adaptive privacy related requirements. Therefore, despite the fact
that each one of the three Layers leads to its own set of tasks, so as for each category of
privacy related requirements’ identification to be realized, the interdependencies among
Layers are also reflected on, indicating that the examination phase should be elaborated
throughout of all the three layers, in an interdisciplinary way, utilizing research method-
ologies from both social and privacy literature. The Layers’ bilateral interactions present
the effects to each other, indicating respectively the impact of social on technical require-
ments identification phase and the technical on the infrastructural one and vice versa. In
this regard, considering that “privacy within CCE cannot be protected in isolation for a
system, but the interdependencies among users and systems should be also analysed” [7,
p. 21]., the proposed by the developers privacy cloud-based concepts can be extended,
including properties that derive from users’ social norms and CCE infrastructure, so as
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to satisfy the criteria for self-adaptive privacy. Consequently, our proposal aims at mak-
ing visible the significant interrelation of these centric social, technical and structural
variables that affect privacy management in a self-adaptive way.

Furthermore, it, not only, indicates the necessity for an interdisciplinary examination
for the Self-adaptive privacy related requirements identification to be realized, but to our
best knowledge, is the first one which suggests the capturing of its dynamical concepts
regarding all stakeholders’ context. It also proposes a novel identification for users’
context under the interrelated exploration of social identity and social capital concepts.
Therefore, our proposed examinationprovides the ground for the development of targeted
research models on self-adaptive privacy within CCE and the construction of relative
measurement instruments,while it allows a further understandingof how the self adaptive
related requirements can be identified, in order for suitable self-adaptive privacy schemes
to the openness and the fluidity of these environments, to be designed [54]. This approach
will also enhance the development of Cyber Physical Systems and Industrial Internet of
Things, by facing certain difficulties related to privacy. Since their development is based
on communication protocols and massive datasets, the formulation of efficient design
privacy patterns is required, so as for these systems to be advance and autonomous [55].

5 Conclusion and the Future

CCE cause new privacy challenges and risks for both providers and users, while privacy
safeguardswithin several cloud services and applications are not adequately underpinned
and do not fulfill all stakeholders’ complex privacy needs in different contexts [7]. Up
to this, the necessity for the deployment of dynamic self-adaptive privacy schemes is
indicated, as a more proper way to support users’ privacy needs during their interactions
within the systems [27]. Despite the fact that several self-adaptive privacy approaches
have been proposed, CCE structures related to users’ social norms and software deploy-
ment by the developers make hard to provide effective privacy solutions in a users’
self adaptive way [1, 7, 12] and to satisfy several required criteria that derived from our
analysis. Among these criteria, the identification of users’ social needs and the identifica-
tion of all stakeholders’ technical privacy needs are inadequately addressed. Therefore,
capturing the users’ social attributes that impact on their privacy management and the
developers’ perceptions regarding privacy deployment in CCE in a self-adaptive way, is
of great importance. In this regard, this paper proposes that an interdisciplinary examina-
tion should be elaborated that expands the research area of Self Adaptive Privacy within
CCE, while proposing which socio-technical and infrastructural concepts should be
included in a research design, so as an integrated self-adaptive privacy related require-
ments’ identification to be achieved. The examination is presented in a three-layered
visualization (Social, Software and Infrastructure Layer), indicating all stakeholders’
privacy contexts and highlighting their interdependencies. Therefore, in order for users’
social attributes to be adequately captured, the investigation of the social identity corre-
lated with the social capital concept is proposed, in order for users’ social privacy norms
to be identified. This examination will contribute researchers to design the proper mea-
surement instruments in order to provide insight for the development of the behavioral
models that will enhance the optimal design of self-adaptive privacy preserving schemes.
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Furthermore, developers’ perceptions investigation regarding the appropriateness of the
PriS cloud based concepts is suggested. This examination will provide researchers with
further insight on developers’ privacy considerations fit into software design decisions,
in order to innovate and design self- adaptive privacy-preserving solutions in CCE, in
contrast to traditional existing privacy methodologies. Finally, our proposed examina-
tion will enable researchers to capture the continuing privacy challenges within CCE,
which affect the functional and applicable privacy software, by examining the concept
of Privacy Risks within CCE. In this regard, future research aims concern the con-
ceptualization of a Self-Adaptive Privacy cloud-based Requirements Analysis model,
which can be translated in specific social and technical privacy patterns in order for the
operationalization of Self-Adaptive Privacy Systems to be achieved.
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Abstract. The proliferation of Cyber-Physical Systems (CPSs) is rais-
ing serious security challenges. These are complex systems, integrating
physical elements into automated networked systems, often containing a
variety of devices, such as sensors and actuators, and requiring complex
management and data storage. This makes the construction of secure
CPSs a challenge, requiring not only an adequate specification of secu-
rity requirements and needs related to the business domain but also
an adaptation and concretion of these requirements to define a security
configuration of the CPS where all its components are related. Derived
from the complexity of the CPS, their configurations can be incorrect
according to the requirements, and must be verified. In this paper, we
propose a grammar for specifying business domain security requirements
based on the CPS components. This will allow the definition of security
requirements that, through a defined security feature model, will result
in a configuration of services and security properties of the CPS, whose
correctness can be verified. For this last stage, we have created a cata-
logue of feature models supported by a tool that allows the automatic
verification of security configurations. To illustrate the results, the pro-
posal has been applied to automated verification of requirements in a
hydroponic system scenario.

Keywords: Cyber-physical system · CPS · Security · Requirement ·
Feature model · Configuration · Verification

1 Introduction

Cyber-physical systems (CPS) can be defined as systems that collect information
from the physical environment via sensors and communication channels, analyse
it via controllers and affect the physical environment and relevant processes
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via actuators to achieve a specific goal during operation [20]. The use of CPSs
facilitates the interaction between the cyberworld and the physical world, but
it increases the complexity of the systems derived from the heterogeneity of the
CPS components, such as sensors, actuators, embedded systems, controllers, etc.

The correlation between physical and cyber systems brings out new difficul-
ties, that have introduced significant challenges related to security and privacy
protection of CPS [15]. In particular, with the complex cyber-physical inter-
actions, threats and vulnerabilities become difficult to assess, and new security
issues arise [21], where numerous security threats appear in addition to the tradi-
tional cyberattacks [16]. This is the reason why the analysis of the cybersecurity
is a key feature in the CPS architecture, to ensure that CPS capabilities are
not compromised by malicious agents. Moreover, it is relevant to analyse that
the information used (i.e., processed, stored or transferred) has its integrity pre-
served and the confidentiality is kept where needed [19].

An important lesson should be learned from the way information systems had
been engineered in the past is that security often came as an afterthought [13].
If security is not taken into account very early in the development lifecycle, it is
nearly impossible to engineer security requirements properly into any complex
system. One of the main reasons is that security requirements are often scattered
and tangled throughout system functional requirements. Therefore, the security
of CPSs should be engineered “by design” early in the development of the CPSs
[28,32]. Different studies show that cyber threats have increased in the CPS
environment, and there is a need to research how the security requirements can
be systematically handled [24,38,42].

Feature Model
Catalogye

Cyber-Physical
System

Security 
Requirements

Validate
Requirements

Diagnose
Config.

according to
Requirements

Determine a
Config.

according to
Requirements

Others ...

Analysis / Reasoning

Fig. 1. Overview of the proposal.

The security requirements must include the correct configurations for the
CPSs. However, the different types of components, both software and hardware,
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involve a high number of possible features that can participate in a CPS. Fea-
tures about devices, users, platforms, and so on, can provoke a huge number of
configurations, both incorrect or correct. Thereby, the description of the security
requirements must restrict the incorrect configurations of the features. It implies
the analysis of a very high number of possible configurations of the features, to
validate if a specific CPS satisfies the defined requirements. Feature models are
a well-known technique, belonged to Software Product Lines (SPLs) [8], that
provide a mechanism to model and study the satisfiability of the requirements
represented by a set of characteristics that can take a set of values restricted by
a set of constraints. Derived from the high configurability, and that the features
can be shared for various CPSs, we propose the creation of a catalogue of feature
models to facilitate the automatic analysis of the security requirements in the
context of CPSs. As shown in Fig. 1, the combination of these three elements
(cf., Catalogue of Feature Models, Security Requirements and CPSs) will provide
a mechanism for reasoning about: the validation of the requirements according
to the possible configurations; the diagnosis of misconfigurations, how to ascer-
tain the non-satisfied configurations; the creation of configurations according to
the requirements and the feature models, and; other operations such as, in the
case of incorrect configurations, the misconfiguration diagnosis by identifying
the configuration faults.

To detail the proposal, the paper is organised as follows: Sect. 2 presents an
overview of the related work. Section 3 includes a case study of CPS to intro-
duce our proposal. Section 4 tackles the introduction of the main elements of the
security requirements for a CPS, using the case study to exemplify the security
requirements. Section 5 presents the second part of our proposal, where feature
models are introduced as a mechanism to describe the possible correct configu-
rations, that can be stored in a catalogue of Feature Models, and validated auto-
matically concerning the security requirements. Finally, conclusions are drawn
and future work is proposed.

2 Related Work

Currently, there is little research associated with software product lines, and
security requirements, oriented to cyber-physical systems. Therefore, in this
section, some of the main related researches are analyzed.

Related works have been divided into the two areas of research addressed
in the article: how feature model analysis have been used in the security and
software product lines fields, and; how security requirements and ontologies can
be used for the modelling of risk scenarios.

2.1 Cybersecurity and Feature Model Analysis

Feature-Oriented Domain Analysis (FODA) have become mature fields in the
Software Product Line (SPL) arena in the last decades [8]. Several are the sce-
narios where SPLs based on feature model analysis have been applied [18,40],
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and different researchers highlight the advantages of these systems since the use
of Model-Driven Engineering (MDE) methodology and the Software Product
Line (SPL) paradigm is becoming increasingly important [22]. The complexity
and the high variability of a CPS, and how SPL can help were analysed in [4,7],
detecting the points of variability using feature model analysis. The analysis of
the variability of CPS can also support the testing [5].

Security is an understudied field in SPL area. Different approaches have been
presented to manage the variability and specify security requirements from the
early stages of the product line development [25–27]. Similarly, other approaches
addressed the idea of including the security variability into an SPL [36]. In [17],
the authors established a software architecture as a reference to develop SPL,
dealing with information security aspects. SPLs are currently being targeted for
application in CPS, as for some researchers, no standard provides a structured co-
engineering process to facilitate the communication between safety and security
engineers [11]. For other researches, the information security must be a top
priority when engineering C-CPSs as the engineering artefacts represent assets
of high value, and the research is focused on the generation of new security
requirements stemming from risks introduced by CPSs [10].

On the other hand, there are approaches focused on the security as a use case,
such as in [3] and the methodology SecPL [29], where is highlighted the impor-
tance of specifying the security requirements and product-line variability. These
are annotated in the design model of any system. Other researches developed
a security requirements engineering framework for CPSs, that is an extension
of SREP [31]. The capacity to support the high variability in the security con-
text though Feature Models appeared in previous papers [23], where the authors
study the possible vulnerabilities to create attack scenarios, but not it does not
apply to a complex scenario as the CPSs need.

2.2 Ontologies and Security Requirements for Cybersecurity

As seen in the introduction, today’s cyber-physical systems require an adequate
security configuration. Therefore, some researchers are focusing their research
on the development of ontologies and security requirements. Some researchers
have developed security tools based on ontologies capable of being integrated
with the initial stages of the development process of critical systems, detecting
threats and applying the appropriate security requirements to deal with these
threats [35]. For other researchers, the use of tools is not enough, since, in this
type of system, requirements analysis must consider the details not only of the
software but also of the hardware perspective, including sensors and network
security. Therefore they propose the development of a security requirements
framework for CPSs, analysing the existing ones, and concluding that currently
there is no suitable requirement framework for this type of systems. There-
fore, they focus on proposing a security requirements engineering framework for
CPSs that overcomes the problem of obtaining security requirements for het-
erogeneous CPS components [33,34]. Other researchers consider that CPSs have
unique characteristics that limit the applicability and suitability of traditional
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cyber-security techniques and strategies, and therefore propose the development
of a methodology of cyber-security requirements oriented to weapons systems
[12]. This methodology allows us to discover solutions that improve dimensions
(such as security, efficiency, safety, performance, reliability, fault tolerance and
extensibility), being possible to use automated coding tools [43]. Additionally, it
is also possible to take a more effective approach to understand early the security
requirements, during the development of such systems, by using the STPA-Sec
[37].

Therefore, we can conclude that at present different researchers have found
the need to develop requirement grammars to control the security risks associated
with CPSs. Moreover, derived from the complexity of the CPSs, Feature Models
have been previously used in the context of the cyber-security.

3 Case Study of a Cyber-Physical System

The case study presented here, which can be seen in Fig. 2, is a CPS system
for hydroponic farming, in which different components are involved, both hard-
ware (sensors and actuators) and software (system for storage, monitoring and
decision making with Big Data technology).

Web
System

Datastore
(HDFS)

Dashboard
Actuator

Heater

Humidity
Sensor

Temperature
Sensor

Controller

Hydroponic
system

Wireless
Connection

Wired
Connection

Big Data

Data Handler

DatabaseCooler

Actuator

CPS

Fig. 2. CPS schema for a hydroponic farming.

The hydroponic farming is controlled by the following physical elements:

– Temperature and humidity sensors. They measure the existing temper-
ature and humidity in the environment.

– Heater and Cooler actuators. The heater emits heat to increase the ambi-
ent temperature and the cooler moves the air to cool the environment. Both
actuators are activated or deactivated from the controller.
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– Controller. It is an Arduino device that receives the data from all the sensors
and sends it (via wireless connections) from a web system to the Big Data
system.

In addition to the physical part, the controller is connected to a visualisation
and control system with Big Data technologies where we have deployed the
following components:

– Dashboard. It allows the user to control the hydroponic farming in real-time
and to consult statistics, as well as to interact (by switching actuators on or
off) with the farming, through HTTP requests to the controller.

– Data handler. It is responsible for processing the sensor data, received from
the controller, and storing it in the database.

– Datastore. It contains a Hadoop file system (HDFS) and an HBASE
database where all the values coming from the sensors are saved.

4 Security Requirements for Cyber-Physical Systems

CPSs have physical, control and communication requirements, in addition to
software security requirements, which make the task of identifying security
requirements and translating them into the configuration of our CPS even more
complicated. The security requirements represent security features of all types
of assets in the system.

Definition 1. Security Requirement. Let SR be a security requirement
which consists of a tuple 〈AT, SR〉, where AT is a set of n assets types
{at1, at2, · · · , atn}, and SF is a set of security features {sf1, sf2, · · · , sfm}.

The set of assets types (AT) is based on the security recommendations for
IoT in the context of critical infrastructures formulated by the ENISA agency
[1]. Many of possible security features (SF) for CPS are obtained from OWASP
[2] to extract the most important concepts (keys, encryption, protocol, network,
AES, SSL, Bluetooth, range, lifetime, etc.). For instance, we can define as a
security requirement that the Bluetooth communication between a sensor and a
controller is encrypted using the HTTPS protocol, with AES128 encryption and
a high confidentiality level. This requirement will generate certain security con-
figurations that must be implemented in the system to ensure compliance with
the requirement. This configuration will be verified as valid if the communica-
tion, protocol, encryption and confidentiality level defined in the requirement
are compatible and correct.

Thereby, the elements that have been considered to define a security require-
ment (SR) for CPSs are mainly two, “AssetType” (AT) and “SecurityFeature”
(SF). The possible values that both AT and SF can take are schematised in
Fig. 3, and which are described below:

– AssetType: We have classified the types of assets into: “Device”, “User”,
“Platform”, “Infrastructure”, “Applications and Services”, and “Information
and Data”. Some are divided into other assets as can be seen in Fig. 3.
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Fig. 3. Elements of a Security Requirement for CPS.

– SecurityFeature: This element defines the security features and needs for
a security requirement, such as the associated property, the security level, or
the conditions and constraints to be taken into account in a CPS.

• securityProperty defines the relationship between a requirement and
the security property according to the purpose and context of the require-
ment. For example, the protection of transmitted information is associ-
ated with the property of “Confidentiality” and “Integrity”.

• securityLevel indicates the level of security of the requirement and serve
to prioritise the requirements during the development, which can range
from a high to a low value.

• securityConstraint indicates all possible security-related constraints on
the system, such as the strength of passwords, what type of cryptographic
or secure communication protocol is used, etc.

• securityCondition indicates the limitations of a CPS that can influence
the decision of how to protect the system; for example, if the device has
little memory because it will not be able to support certain cryptographic
algorithms, or its lifetime to properly define a correct availability service,
etc.

4.1 Representation of Security Requirements in JSON

JSON claims to be a useful format for data publication and exchange in many
different fields of application and many different purposes. It can be used to
exchange information between different technologies, which makes it very useful
and attractive to be used to represent the security requirements of a system and
to be understood by any language and technology involved. We have proposed
a JSON schema to represent the security requirements most easily, and that
can be understood by the different applications easily. Part of the syntax of
the proposed JSON schema to represent security requirements can be seen in
Listings 1.1 and 1.2. This schema represents the properties indicated in Fig. 3. In
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Listing 1.1 the schema for “AssetType” is shown, which is an object type with
the elements “user”, “platform”, “device”, “infrastructure”, “information” and
“appservice”:

– User describes the possible users of the system, which are “consumer”,
“provider”, “process”, and “third-party”.

– Platform includes values of “web-based services” and “Cloud infrastructure
and services”.

– Device contains all the devices of a CPS that are “sensor”, “actuator” and
“controller”.

– Infrastructure defines the assets such as “ecosystem”, “hardware”, “security
device” and “communication”.

– Information determines whether the information is stored in a datastore
and/or a database, in transit or in use.

– AppService defines all assets related to “analytics and visualization”,
“device and network management” and “device usage”.

Listing 1.1: JSON Schema proposed. Tag: assetType

"AssetType": {"type":"object", "properties": {
"user": {"type":"string",

"enum": ["consumer","provider","process","third-party"]},
"platform": {"type":"string",

"enum": ["web-basedService", "CloudInfrastructure"]},
"device": {"type":"object","minProperties":1, "maxProperties":3, "properties": {

"sensor": {"type":"string", "enum": ["humidity","temperature", "accoustic",
"presure","motion", "chemical","luminosity","flowmeter"]},

"actuator": {"type":"string", "enum":["hydraulic","mechanical", "electric",
"pneumatic","magnetic","thermal","TCP/SCP"]},

"controller":{"type":"string","enum":["microController","microProcessor","FPGA"]}},
"infrastructure": {"type": "object", "properties": {

"ecosystem":{"type":"string","enum":["interface","deviceManage","embeddedSystems"]},
"hardware": {"type": "string", "enum": ["router", "gateway", "powerSupply"] },
"securityDevice": {"type": "object", "properties": {

"service": {"type": "string",
"enum": ["CloudAuthentication", "AuthenticationSystem","IDS/IPS"]},

"firewall": {"type": "string", "enum": ["software", "hardware"]},
"communication": {"type": "object", "properties": {

"protocol": {"type": "string", "enum": ["BLE","RFID","Wifi","ZigBee","ZWave",
"CoAPP","MQTT","LoRaWAN"]},

"network": {"type": "string", "enum": ["PAN","WPAN","WAN","VPN","LAN","WLAN"]}},
"information": {"type": "object", "properties": {

"datastore": {"type": "string", "enum": ["NFS","GPFS","HDFS"]},
"database": {"type": "string", "enum": ["SQL","NoSQL","GraphDB"]} },

"appService": {"type": "string", "enum": ["data analytics and visualization",
"device and network management", "device usage"]} },

In adittion to “AssetType” tag, in Listing 1.2 we can see the “SecurityFea-
ture” tag with the elements ’“securityProperty”, ’“securityLevel”, “securityCon-
straint” and ’“securityCondition”:
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Listing 1.2: JSON Schema proposed. Tag: securityFeature

"SecurityFeature": {"type": "object", "properties": {
"securityProperty": {"type": "array", "items": [{"type": "string", "enum":

["Identification","Authentication", "Authorization","Confidentiality","Integrity",
"Non-repudiation","Availability","Privacy","Trust","Audit","Detection"] }],
"additionalItems": true },

"securityLevel": {"type": "string",
"enum": ["Very High","High", "Medium","Low","Very Low"] },

"securityConstraint": {"type": "object", "properties": {
"password": {"type": "string", "enum": ["strong", "weak", "multi-factor"]},
"cipher": {"type": "string", "enum": ["AES128GCM","Camelia","ChaCha20"]},
"channels": {"type": "string", "enum": ["SSL/TLS", "HTTPS", "Tunneling"]},
"signature": {"type": "string", "enum": ["SRP","PSK"]},
"certificate": {"type":"string","enum":["x509","openPGP","openSSL","SAML"]}}},

"SecurityCondition": {"type": "object", "properties": {
"powerComputational": {"type": "string", "enum": ["low","medium","high"]},
"memoryBandwidth": {"type": "string", "enum": ["low","medium","high"]},
"range": {"type": "string", "enum": ["low","medium","high"]},
"time": {"type": "string", "enum": ["low","medium","high"]},
"energy": {"type": "string", "enum": ["low","medium","high"]},
"other": {"type": "string"}}

}}}}
"required": ["assetType","securityFeature"]

– securityProperty includes the values: “AccessControl”, “Audit”, “Authen-
tication”, “Authorization”, “Availability”, “Confidentiality”, “Detection”,
“Identification”, “Integrity”, “Non-repudiation”, “Privacy” and “Trust”.

– securityLevel considers only a range of values, from a very high level of
importance to a very low level of importance.

– securityConstraint: the elements are:
• password can take the values: “strong”, “weak”, or “multi factor”.
• cipher describes the type of encryption algorithm, that can be:

“Camelia”, “AES128GCM” or “ChaCha20”.
• channels restricts the communication channels: “SSL/TLS”, “HTTPS”,

or “Tunneling”.
• signature indicates if the system supports digital signature: “SRP” or

“PSK”.
• certificate indicates the formats for the certificates managed: “x509”,

“openPGP”, “openSSL”, or “SAML”.
– securityCondition: some features for the system, such as powerCompu-

tational, memoryBandwidth, range, time, energy, etc. They can take three
possible values: “low”, “medium” and “high”.

4.2 Security Requirements for the Case Study

Using the notation we have presented in Sect. 4.1, we show below some examples
of security requirements for our case study of the hydroponic farming. To see
their expressive capacity, several requirements are defined at different levels of
abstraction, which will give rise to different security configurations, which will
later be verified with the features model defined in Sect. 5.3.
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– High level. The wireless communication between the sensors and/or actua-
tors, of the hydroponic farming, and the Arduino system must be encrypted,
ensuring confidentiality. This requirement is defined in our JSON schema as
is shown in Listing 1.3.

Listing 1.3: High level security requirement in JSON

assetType: {
device: { sensor: "ALL",

actuator: "ALL",
controller: "microController" },

information: {intransit: true}
infrastructure: {communications:{protocol:["BLE","RFID"],network:"WPAN"}} },

securityFeature: {
securityProperty: ["Confidentiality"],
securityLevel: "high",
securityContraint: {channel: "HTTPS" } }

– Medium level. The user who wants to visualise the data of the sensors of
temperature and humidity of the hydroponic farming from any place must
be authorised by the system of authentication. To activate an actuator like
the cooler and/or the heater, the user must authenticate with a 2FA system.
This requirement is defined in our JSON schema as is shown in Listing 1.4.

Listing 1.4: Medium level security requirement in JSON

assetType: {
user: "consumer",
device: { sensor: ["temperature","humidity"],

actuator: "electric",
controller: "microController" },

infrastructure: {
securityDevice: {

service: "AuthenticationSystem" },
communication: { protocol: "Wifi", network: "WAN"} },

appService: "analytics&visualization" },
securityFeature: {

securityProperty: ["Authorization", "Authentication"],
securityLevel: "high",
securityContraint: { password: "multi-factor"},
securityCondition: {other: "access authorised"} }

– Low Level. The short-range sensors of temperature and humidity are con-
nected to an Arduino controller via Bluetooth. The transmitted information
acts under the HTTP client/server protocol but the transmitted informa-
tion must be secured by applying the SSL/TLS cryptographic protocol over
HTTP, ensuring confidentiality. This information is stored encrypted in a local
webserver with HDFS and HBASE, ensuring integrity. This requirement is
defined in our JSON schema as is shown in Listing 1.5.
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Listing 1.5: Low level security requirement in JSON

assetType: {
platform: "web-basedService",
device: { sensor: ["temperature","humidity"],

controller: "microController" },
infrastructure: { communication: {

protocol: ["BLE","Wifi"],
network: "WLAN" } },

information: { datastore: "HDFS", database: "NoSQL" } },
securityFeature:

{ securityProperty: "Confidentiality",
securityLevel: "high",
securityContraint: { channels: "HTTPS"}

},
{ securityProperty: "Integrity",

securityLevel: "very high",
securityContraint: { channels: "SSL/TLS", cipher: "AES128GCM"}

}
}

5 Verification of CPS Security Requirements
by Using Feature Models

The high variability of the configurations that can be included in the security
requirements that involve CPSs, can generate a high number of configurations,
whose verification can be very complex. Feature Models (FMs) represent a mech-
anism that facilitates the representation and treatment of the possible configu-
rations. In this section, we describe how FMs can be used for automatic analysis
of the configurations described and how the creation of a catalogue of feature
models can be used for verifying the compliance of the security requirements
described in the previous section.

5.1 Feature Models

As aforementioned, the use of Feature Models is a broad technique for analysing
Feature-Oriented Domain Analysis (FODA) [8] in Software Product Lines
(SPLs). Feature Models (FMs) involve a model that defines the features and
their relationships.

Definition 2 Feature Model. Let FM be a feature model which consists of
a tuple (F,R), where F is a set of n features {f1, f2, · · · , fn}, and R is a set of
relations {r1, r2, · · · , rm}.

There are several notations and formalism to define FMs [6], although the
most widely used is that proposed by Czarnecki [8], illustrated in Fig. 4. In gen-
eral, FM diagrams are composed of six types of relations between a parent feature
and its child features, although there exist extensions that enable attributes and
extra-functionalities for features:
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– Mandatory relation when child features are required (cf., Root is mandatory
sub-feature of A, Root ↔ A).

– Optional relation when child features are optional (cf., Root optional sub-
feature of B, Root → B).

– Alternative relation when one of the sub-features must be selected (i.e.,
in general a1, a2, · · · , an alternative sub-feature of b, a1 ∨ a2 ∧ · · · ∧ an ↔∨

i<j(ai ∨ · · · ∨ aj)).
– Or-relation when at least one of the sub-features must be selected (i.e., in gen-

eral a1, a2, · · · , an or sub-feature of b, a1 ∧ a2 ∧ · · · ∧ an ↔ b, in the figure
C ↔ C1 ∧ C2).

– Require relation, when a feature requires the existence of other features with
non-direct family relation (cf., in the figure A1 → B2).

– Exclude relation, when a feature excludes the existence of other features with
non-direct family relation (cf., in the figure ¬(D ∧ E)).

– Attributes associated to features, such as BCost in the example, that is an
Integer attribute attached to feature B.

B1 B4

B2 B3

A B C D E

Root

A1 A2 C1 C2

require
MandatoryOptional Or-alternative Alternative

Cross-Relations Attributes/Extra-func.

exclude

Bcost: [10..100]

Fig. 4. Toy feature model.

The automated analysis of FMs can be achieved by formal methods [8] based
on propositional logic, description logic or constraint programming. Most of the
approaches in the literature make a transformation from the FMs to a formalisa-
tion, for instance, Constraint Satisfaction Problems (CSPs) or Constraint Opti-
misation Problems (COPs) [14]. In this work, the tools used to automated the
analysis are FaMa and CyberSPL [9,39], both based on the Constraint Program-
ming paradigm.

The automated analysis of FMs enable to perform different reasoning oper-
ations on them, for instance, to determine whether the model is valid or not, to
obtain the number of all possible configurations, to obtain all possible configu-
rations, even we can ascertain whether it is correct or not concerning the model
and based on a configuration. Thus, we can verify a configuration according to
the model.
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The verification of the security requirement is based on the definition of a
valid configuration [39]. Thus, a configuration, ci, represents an assignment of
features for certain FM . For instance, ci = {Root=true, A= true, A1 = true,
A2 = false, . . . } represents an assignment for the model in Fig. 4, where missed
features are assigned to false value. The configuration can be represented without
the Boolean values but the same semantic, thus, ci = {Root, A, A1, A2, . . . }.

The configurations can be valid (i.e., correct) whether the selection of
assigned features satisfies all the relations, invalid otherwise. We revisited the
definition of valid configuration [39] to adapt it for the context of the verifica-
tion of a security requirement (SR) by considering it as a configuration to be
checked. Thus, the security requirement represents an assignment according to
the features of the model as aforementioned.

Definition 3 Verification of Security Requirements. Let 〈FM,SR〉 be the
tuple that represents the feature model, FM , and the security requirement, SR,
respectively. Let SR be an configuration assignment of n asset type and security
features {f1, f2, · · · , fn} according to FM . Thereby, the SR is verified as valid
when all the within features of the requirement satisfies the relation of FM .

verify(FM,SR) = valid ⇐⇒ {∀ri ∈ FM.R|ri(SR) ≡ true} (1)

For instance, the configuration assignment c = {Root,B} which represent
Root = true and B = true is invalid due to the relations between B and B1
is unsatisfied. This configuration can be seen as a security requirement which
represents asset types and security constraints. In our approach, we will for-
malise a set of FMs that enables the reasoning for the verification of the security
requirements presented in previous sections.

5.2 Catalogue of Feature Models for CPS

FM as a formalisation for the definition of security patterns has been also used
in [41]. In our approach, FMs are used to formalised the security requirements
specified in Sect. 4. To do that, we have formalised a catalogue of FMs that
align the security requirements with the recommendation of ENISA [1] for the
definition of a security CPS environment. The FMs explained in this section are
accessible through the public catalogue of the tool CyberSPL1.

The FM depicted in Fig. 5 is the result of this synthesis of the ENISA and
our proposal for security requirement definition. To bear born in mind, the FM
is just an overview since several parts have been hidden for clarity as some
require relations and sub-models. As can be seen, the FM is encompassed of
two main parts: (1) the assets (cf., Asset) involved in the security requirement,
and; (2) the security requirement (cf., Security) specification where properties,
conditions, and constraints can be defined.

1 https://estigia.lsi.us.es/cyberspl/featureModels/publicFeatureModels/.

https://estigia.lsi.us.es/cyberspl/featureModels/publicFeatureModels/
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Regarding the relations, there is a set of requires relations that have been
included to explain the relation between asset features and the security require-
ment aspects. For instance, the data stored into a database may require integrity,
hence, the integrity property requires the application of a certain security con-
straint related to the encryption, e.g., ciphering.

Regarding sub-models, Fig. 6 represents the Infrastructure sub-model. The
communications at least the specification of used protocols are mandatory but
most of the part are optional such as gateways, routers, firewalls, authentication
systems, etc.
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Fig. 5. Feature model for CPS and security requirements.
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Fig. 6. Sub-model for Infrastructure of CPS.

From the general overview in Fig. 5, we provide different security configura-
tion viewpoints [30] to illustrate some use cases. The first security configuration
viewpoint in Fig. 7 is concerning the data-in-transit and confidentiality property.
On the one hand, the in-transit data requires a type of network and confiden-
tiality. On the other hand, any communication channel requires confidentiality
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properties. The confidentiality can be achieved by the enforcement of the com-
munications using a security protocol such as SSL/TLS. However, the SSL/TLS
requires the specification of any cipher methods. To illustrate, we have included
three supported by the TLS 1.3 Camelia, AES128GCM, and ChaCha20; these
have been matched to three security levels Medium, High, and Very High respec-
tively.

The second security configuration viewpoint in Fig. 8 is concerning data
storage and customers. The web-based services can require storage such as
databases and users need to be authenticated and authorised to access the sen-
sor data. Thereby, users need authentication and authorisation properties and
data storage requires data integrity. On the one hand, integrity can be achieved
by the enforcement of cipher methods on the data. These methods Camelia,
AES128GCM, and ChaCha20 have been linked to three security levels Medium,
High, and Very High respectively. On the other hand, the authentication can
require some constraints for the password-based authentication system such as
multi-factor. The multi-factor, the length and constraint policy, and the avoid-
history based password policy are considered as high level, low level, and a
medium level of security respectively.
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Fig. 7. Feature Model for the security configuration viewpoint of Confidentiality and
Data in-transit.
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To illustrate a running example regarding the security requirements, a secu-
rity requirement that specifies data-in-transit without protocol and network
or a bad combination of SSL/TLS version and the cipher methods concerning
the level can provoke an incorrect configuration, therefore, an invalid security
requirement. For instance, the data-in-transit through wifi channels requires to
the medium level of confidentiality using 3DES or RC4. Both methods have been
not considered in our viewpoint because they are deprecated, unrecommended
and incompatible with recent versions of the TLS cipher suites.

5.3 Verification Examples for the Case Study

In this section, we show the results for the verification of the three requirements
presented in Sect. 3. To do that, we define the configurations for each requirement
and subsequently, we verify it against the FMs presented in the previous section.

I. High level Security Requirement

The security requirement establishes that the wireless communication (i.e.,
WPAN) in transit between the actuators (i.e., ALL), Arduino (i.e., micro-
controller), and sensors (i.e., ALL) must be encrypted (i.e., HTTPS), ensuring
confidentiality with a high level of security. Based on this specification, we have
composed the next security configuration to verify the requirement:

confHighLevel = {CPS IoT,Asset,Device, Sensor,Humidity, Temperature,

Controller,microController,Actuator, Electric,Magnetic, Infrastructure,

Communications, Protocol, BLE,RFID,Network,WPAN, Information,

Intransit, Security, Enforce Communications, Property, Confidentiality,

Level,High,Constraint,HTTPS} (2)

The confHighLevel configuration is correctly verified. Thus, it is valid since all the
features chosen are correct and comply with all the relations in the model. Therefore,
we can conclude that High-Level Security Requirement of the case study is correct.

II. Medium Level Security Requirement
The security requirement establishes that the users (i.e., Customer) who want to visu-
alise the data (i.e., Data Analytic & Visualisation) of sensors and activate the actuators
must be authorised and authenticate (i.e., Authorisation and Authenticate property)
by authentication system (i.e., Authentication System) with a 2FA system (i.e., enforce
Multi-factor Password).

confMediumLevel = {CPS IoT,Asset, User, Customer,Device,

Sensor,Humidity, Temperature,Actuator, Electric,Magnetic, Infrastructure,

SecurityDevice, AuthenticationSystem,Communications, Protocol,Wifi,

Network,WAN,AppServices, AnalyticV isualisation, Security, Property,

Authorisation,Authentication,EnforceAuthentication, , Level,High,

Constraint, Password,Multifactor, Condition}
(3)
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The confMedimLevel configuration is verified as invalid. The use of communication
will require enforcement of the communication to comply with confidentiality prop-
erties that are not specified. Therefore, we can conclude that Medium Level Security
Requirement of the case study is incorrect.

III. Low Level Security Requirement
The security requirement establishes that the sensors connected to the Arduino (i.e,
microController) via Bluetooth (i.e., BLE protocol) send information through HTTP
protocol but using an SSL/TLS cryptographic protocol to ensure Confidentiality prop-
erties. The information is located in encrypted HDFS and HBASE systems to ensure
Integrity property. In this case, the requirement specified complementary security prop-
erties with two different levels of security, therefore, we need to verify the two config-
urations one for each security level with the security properties:

confHigh
LowLevel = {CPS IoT,Asset,Device, Sensor,Humidity, Temperature,

Controller,microController, Infrastructure, Communications,

Information, Storage,Datastore,HDFS,Database,NoSQL,Protocol,

BLE,Wifi,Network,WPAN,Security, EnforceCommunications, Property,

Integrity, Confidentiality, Level,High, Constraint, SSLTLS,Cipher,

AES128GCM} (4)

confVeryHigh
LowLevel = {CPS IoT,Asset,Device, Sensor,Humidity, Temperature,

Controller,microController, Infrastructure, Communications,

Information, Storage,Datastore,HDFS,Database,NoSQL,Protocol,

BLE,Wifi,Network,WPAN,Security, EnforceCommunications, Property,

Integrity, Confidentiality, Level, V eryHigh,Constraint, SSLTLS,Cipher,

AES128GCM} (5)

The confHigh
LowLevel configuration is verified as valid but the confV eryHigh

LowLevel configu-
ration is verified as invalid due to the cipher chosen. The AES128GCM cipher method
is unsupported for the very high level of security. Thereby, we can conclude that the
Low Level Security Requirement is incorrect.

Summarising, we demonstrate the reasoning capabilities of the model by verifying
the security requirement in which two of the three, i.e, Medium and Low have been
verified as invalid due to problems in the specification, and just one, i.e, the High level
is verified as valid.

6 Conclusion and Future Work

The high features that can be configurable in a CPS make difficult the evaluation of the
requirements that involve security aspects. To facilitate the validation of the security
requirements for CPSs, we propose the use of Feature Models to support the description
of the possible configuration. To formalise the security requirement description, we have
defined a common grammar to define security requirements for CPSs by using JSON
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that gathering the possible involved elements. For an automatic verification of the
requirements, Feature Models are used to validate a configuration according to the
requirements. Moreover, a catalogue of FMs for CPS has been created and stored in a
special repository to be reused for any set of requirement to be validated. The feasibility
of the solution, both the description capacity of the requirements and the catalogue
of configurations in CPS has been evaluated through a case study of a hydroponic
farming CPS. For the future, we plan to extend the types of reasoning that can be
applied over the combination of the feature models and the security requirements for
CPSs, such as the diagnosis of the configurations that do not satisfy the requirement,
or the generation of correct configurations according to a set of requirements specified.
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modeling to support security evaluations: virtualizing the right attack scenarios.
In: VaMoS ’20: 14th International Working Conference on Variability Modelling of
Software-Intensive Systems, Magdeburg, Germany, 5–7 February 2020, pp. 10:1–
10:9 (2020). https://doi.org/10.1145/3377024.3377026

24. Liu, Y., Peng, Y., Wang, B., Yao, S., Liu, Z.: Review on cyber-physical systems.
IEEE/CAA J. Automatica Sinica 4(1), 27–40 (2017). https://doi.org/10.1109/
JAS.2017.7510349

https://doi.org/10.1007/978-3-030-25312-7_1
https://doi.org/10.1007/978-3-030-25312-7_1
https://doi.org/10.1109/TSE.2004.10
https://doi.org/10.1109/TSE.2004.10
https://doi.org/10.1201/b19311-16
https://doi.org/10.1201/b19206-23
https://doi.org/10.1007/978-3-540-33253-4_8
https://doi.org/10.1007/s00607-018-0646-1
https://doi.org/10.6028/NIST.SP.1500-201
https://doi.org/10.3837/tiis.2014.12.001
https://doi.org/10.1109/JIOT.2017.2703172
https://doi.org/10.1109/JIOT.2017.2703172
https://doi.org/10.1145/3377024.3377026
https://doi.org/10.1109/JAS.2017.7510349
https://doi.org/10.1109/JAS.2017.7510349
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res, P.: CyberSPL: a framework for the verification of cybersecurity policy compli-
ance of system configurations using software product lines. Appl. Sci. 9(24) (2019).
https://doi.org/10.3390/app9245364

https://doi.org/10.1007/978-3-642-05197-5_18
https://doi.org/10.1007/978-3-642-05197-5_18
https://doi.org/10.1016/j.infsof.2016.11.004
https://doi.org/10.1016/j.infsof.2016.11.004
https://books.google.es/books?id=XQ6DtgEACAAJ
https://doi.org/10.3390/technologies6030065
https://doi.org/10.3390/technologies6030065
https://doi.org/10.1007/978-3-030-05345-1_37
https://doi.org/10.1109/JSYST.2013.2294628
https://doi.org/10.3390/app9245364


Definition and Verification of Security Configurations for CPS 155
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Abstract. In this paper, we investigate the implications of the General Data
Protection Regulation (GDPR) on the design of a Cloud-based Health System.
Keeping secure healthcare information and protecting patients’ privacy is a major
responsibility of all healthcare providers. On May 25th 2018, when the GDPR
has become mandatory within the European Union, this responsibility has been
increased. Failure to comply with GDPR can result in huge fines. For this reason,
it is of vital importance any health care organization to explore ways for achieving
protection of the data subjects and ensuring GDPR compliance.

GDPR introduces the ‘special category of personal data’, that includes health
data and is subject to special conditions regarding treatment and access by third
parties. The focus of this research work is to provide guidelines for Cloud-based
health Organizations in order to comply with GDPR and ensure patients’ privacy
and rights. In this paper, we demonstrate, in a practical way, how a Cloud provider
may handle the difficulties of the legal framework by summarizing the legal text,
identifying the GDPR requirements, highlighting the obligations that are specific
for health data and providing guidelines for satisfying the GDPR requirements for
a Cloud-based Health provider.

Keywords: GDPR · Cloud Computing · Data protection · Security · Privacy ·
Health data · SaaS

1 Introduction

Digitization plays an important role in today’s life. New technologies are offering a
variety of prospects to gather, use and share health data with efficiency, to empower
patients in managing their diseases and to improve the quality, safety and efficiency of
healthcare systems. Cloud computing is a new technology that has been spread in many
ICT areas, significantly affecting the way in which personal data are processed and,
subsequently, being protected. Over the past years, a lot of research has been conducted
on security and privacy of Cloud environments and especially on Cloud-based Health
systems. The GDPR [1] outlines rigorous new policies for collecting, processing and
securing personal data and affects almost all industries but in the health care sector,
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the new Regulation gives every patient enhanced control over the way his/her personal
data are collected and processed. Today, complying with GDPR is a challenging and
demanding task for organizations, highlighting the need for a process that could guide
them in order to satisfy the requirements and build a GDPR compliant system.

The General Data Protection Regulation [1] was approved on April 2016 and came
into force on May 2018, bringing along several challenges for citizens, institutions and
other private and public organizations. GDPR has a direct impact on all 28 Member
States of the EU and is the European Union’s attempt to create an allied approach to
online privacy. Unfortunately, even today, many Health-care businesses and Providers
have not yet realized the huge fines that they are facing if they do not comply with
GDPR, something which is also the case for those that provide their services through
cloud infrastructures [2].

It is worthwhile to mention that the GDPR, applies to all companies that hold or
process EU residents’ data, including Cloud Computing users, Providers and their sub-
contractors. GDPR creates a uniform data privacy law across all 28 EU member nations
to be enforced wherever data processing and management practices affect EU citizens.
In other words, unless one Organization deals with non-Europeans, it is subject to the
regulation. For Cloud Providers, that act either as Processors or Data Controllers the new
obligations are extensive and challenging. Since the compliance of companies with the
regulation is obligatory, it is relevant to declare companies’ level of preparation for the
new GDPR requirements. This requirement must be met regardless of the means used to
process the personal data and it also covers Cloud services used to process the personal
data. Numerous industry sectors could have been chosen, but this research work focused
on the health sector. The objective of this paper is to give a brief advice on what a cloud
Health Organizations and Providers should consider and what further actions to take in
order to comply with GDPR.

In termsof its structure, this paper is divided infive sections, startingwith an introduc-
tion and continuing with Sect. 2 that presents the challenges in Personal Data Protection
in the GDPR era. Section 3 describes analytically the GDPR requirements while Sect. 4
focuses on the key aspects of the GDPR for health. Section 5 proposes the basic coun-
termeasures for satisfying the aforementioned requirements. Finally Sect. 6 concludes
the paper.

2 Challenges Faced by Organizations During GDPR Compliance

The GDPR introduces a new set of rules for the processing and protection of personal
data and the privacy of the users. In the Cloud Computing era, users enjoy several gains,
but concurrently, they are facing increased risks regarding the protection of their personal
data.

Although organizations should comply with GDPR by May 25, 2018, this is not yet
the case. One of the main reasons for the slow compliance uptake is the complexity of
GDPR and the various challenges that organizations have to overcome in order to achieve
compliance. The GDPR indeed introduces strict rules and obligations and recognizes a
small quantity of rights to individuals that must be expected by organizations.
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Apart from the mandate for GDPR compliance—and the non-neglectable financial
fines, organizations have an extra reason to adopt the underlying principles and the appro-
priate measures for data protection: growing people awareness of data breaches and their
growing demand that companies protect their information. In other words, compliance
is driven also by the market needs. Organizations subject to GDPR compliance claim
difficulties in provisions’ implementation, despite the money spent, although specific
problems are encountered with regard to the new requirements GDPR introduces. This
is due to various reasons, either technical or organizational. Challenges include:

• GDPR requirements’ interpretation: Since the Regulation introduces principles
rather than concrete rules, several organizations struggle to put them in practice into
their technical and operational context.

• Operational adaptation: GDPR implementation requires significant planning and
review about people, roles, systems, processes and transformation of business prac-
tices to privacy friendly processes. However, it is often hard to identify the flaws of
business practices against GDPR requirements, in some cases even have a clear view
on the precise practices themselves and to appropriately re-engineer processes for
becoming privacy-aware by design.

• Unified data view: Organizations must have a clear view on data subjects’ informa-
tion structure, semantics, and storage patterns. Currently, data is typically scattered
across different systems and databases, thus hardening control over them, as well
as responding to access, rectification, erasure and portability requests. Further, they
should maintain a comprehensive record of processing actions and the associated
context and make it readily available to data subjects and regulators.

• Security means enforcement: The GDPR requires, explicitly or implicitly, the appli-
cation of various security mechanisms for the protection of data. Organizations have
to identify and “plug” suitable mechanisms to their operations, new and re-engineered
processes, data records and customer and third parties’ relations.

• Customer relationship management:TheGDPRprovides data subjectswith control
over their data, while granting various other rights that level up the requirements
as regards management of customer relations, along with the means that should be
maintained by organizations for their implementation.

• Management of third parties: In the complex service provision ecosystem, organi-
zations should provide for privacy-aware data exchange and operations’ outsourcing.
This is hardened by the increasing use of Cloud and as-a-service technologies, where
data and operations are entrusted to third parties, thus creating implications for both
service providers and consumers.

• Accountability: The GDPR provides very little guidance as to what measures pro-
cessors and controllers should adopt in order to meet their accountability obligations.
Article 24 [1] introduces the concept of accountability, which requires controllers to
perform all of their data processing operations in compliance with the GDPR and to
be able to demonstrate such compliance, without providing any guidance on how to
do that.

• Lack of resources and capabilities: In order for the above to be implemented, sig-
nificant resources and now-how are required. While big companies may have money
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to invest, this does not essentially apply for small organizations that typically operate
with few employees and make heavy use of cloud resources.

In addition to the aforementioned challenges, organizations have to carefully consider
the GDPR principles in relation to the processing of personal data.

2.1 Principles Relating to Processing of Personal Data in GDPR

One of the major GDPR achievements is the clear refinement of data processing prin-
ciples in a way that they guarantee that any personal data processing is fair, lawful,
limited to the purposes of processing. These principles are listed under Article 5 [1] and
are presented in Fig. 1. Therefore, all exceptions to the processing principles must be
provided by law in order to be acceptable.

Principles 
of GDPR

Lawfulness, 
fairness and 

transparency

Accountability

Data 
minimisa on

Purpose
limita onLimited storage

Accuracy

Integrity and 
confiden ality

Fig. 1. Principles of GDPR

Lawfulness, Fairness and Transparency
Personal data should be processed in such a way “lawfully, fairly and in a transparent
manner in relation to the data subject” Article 5(1) (a) and Articles 37-40 [1]. These
principles guarantee that data will be processed in accordance with the law, proportion-
ally to the aim foreseen and with transparent means for the natural persons who should
be informed of the collection of their personal data, usage and consultancy and the extent
to which such operations go. Any processing must comply with the law which implies
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not only data protection related law but also other legislations applying to the specific
sector such as automotive services or energy providers. The principle of fairness brings
a balance test that needs to be carried out for each processing activity, since the right
to the protection of personal data must be balanced with other potentially conflicting
rights. Such balance can be achieved through strict compliance with the general princi-
ples underpinning the processing of personal data, but also when ensuring the respect
of data subjects’ rights from the controller. Hence, processing can be lawful but still
considered unfair with regard to the means foreseen. It is therefore essential that the
processing entailed is always clear to the data subject and that the latter is aware of its
rights under the GDPR.

Purpose Limitation
The collection of data should be limited to “specified, explicit and legitimate purposes”
Article 5(1)(b) [1]. The purposemust be specific: a controller cannot collect data without
knowing how and when these data will be used. When the purpose of data collection
is determined then, the appropriate data will be collected and stored, only on condition
that is necessary. Whether further processing is compatible with the original purposes of
processing can be assessed by analyzing a number of factors, the nature of the data, the
impact such further processing would have on the data subject, as well as the safeguards
adopted by the controller in order to ensure that subject’s rights are respected.

Data Minimization
Data minimization requests whether the same purpose can be achieved with a narrower
collection of data and is one of the principles that is linked with data protection by
design under the Regulation. The data gathered should be suitable and restricted to what
is essential for the purpose foreseen. In reality, it can bemore complicated to access since
the added value of minimization depends on a multitude of criteria and the purposes of
processing [3]. In some cases, such as police profiling, quality data is essential in order
to ensure non-discrimination and acquiring more data ensures more accurate and fair
results. For what concerns business purposes, collectors tend to acquire more data than
what they actually need and this can be problematic.

Accuracy
In consequence, controllers should ensure accuracy at all stages of collecting and pro-
cessing personal data, taking every step to guarantee that inaccurate data are deleted or
rectified without delay. Thus, controllers should make sure that outdated data are elimi-
nated or that data are correctly interpreted. The importance of this step varies according
to the type of data collected and the sector to which these safeguards apply. The system
should notify data subjects of their right to object or change personal data, as well as
provide a communication channel where the user can inform about data disputation.
Data should be analyzed for its quality and inaccurate or incomplete data should be
erased either manually or automatically [4].

Storage Limitation
The data should only be stored for as long as necessary and the retention period should
be decided at the moment of collection. However, in case of a new purpose that respects
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the legal requirements of the GDPR, the data retained for a longer period should again
be limited to what is necessary to accomplish the new cause. Traceability is once again
essential for this principle. Being able to trace personal data to different locations is
crucial when personal data has been backed up or distributed to different locations [4].
Attaching metadata makes it easier to identify the specific purpose and defined storage
duration of personal data, allowing an (automatic) erasure procedure.

Integrity and Confidentiality
The processing of personal data should be as secure as possible, “including protection
against unauthorized or unlawful processing and against accidental loss, destruction or
damage, using appropriate technical or organizational measures” [5]. For data protec-
tion by design purposes, it is important to limit unauthorized access, aswell as implement
systemic quality controls in order to ensure that an appropriate level of security is reached.
Personal data contained in the system should be encrypted end-to-end, where the level
of encryption depends on the risks of processing this personal data. Backups and dis-
tributed copies must also be taken into account. In order to ensure its integrity, personal
data should be validated (e.g. using hashes), which also contributes to the accuracy of
that data. Additionally, a suitable authentication mechanism should be implemented,
taking into consideration the sensitivity of personal data. Lastly, access rights must be
managed in order to prevent unauthorized access.

Accountability
The principle of accountability [6] in Article 5(2) [1] does not ensure that potential
security problems will be avoided but guarantees the data subject that its rights will be
lawfully respected. The significant fines under the new legislation illustrate the impor-
tance of ensuring that processing activities are well thought through, explained to the
data subject and respectful of privacy principles. Accountability is an overarching prin-
ciple that is reflected in several provisions of the Regulation. According to the GDPR,
the controller is responsible for the processing and must be able to prove that processing
operations are lawful. Additionally, he is responsible of mitigating the risks of violation
of the rights of the data subject throughout the entire software development life cycle.
Accountability is fulfilled through demonstration of legal compliance.

2.2 Other Security Aspects

In addition to the previous challenges, other security aspects are: the special categories
of personal data, the anonymization/pseudonymization of data and the encryption that
must be conducted by organizations.

Special Categories of Data
It is vital to bear in mind that not all data is of the same importance and that safeguards
can vary with respect to the “sensitivity” of the data collected. The GDPR defines per-
sonal data broadly in order to increase the protection of the individuals. Hence, personal
data is “any information relating to an identified or identifiable natural person”, i.e. the
data subject, “who can be identified, directly or indirectly, in particular by reference to
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an identifier such as a name, an identification number, location data, an online iden-
tifier or to one or more factors specific to the physical, physiological, genetic, mental,
economic, cultural or social identity of that natural person” Article 4 [1]. Furthermore,
“data revealing racial or ethnic origin, political opinions, religious or philosophical
beliefs, or trade union membership, [as well as] genetic data, biometric data [1], data
concerning health or data concerning a natural’s person sex life or sexual orientation”
are considered “sensitive” Article 9 [1]. Controllers can only process this data if they
respond to the requirements listed under Article 9(2) [1], otherwise the explicit consent
of the data subject is required or an issue of public interest is raised for the need to process
that data. Consideration of the risks is actually one of the most important changes of
the new legislation which wishes to ensure that data controllers evaluate, through every
operation, how a person’s rights are affected by the processing.

Pseudonymization
According to Article 4(5) of GDPR [1], pseudonymization is a method of processing
personal data in a way that it can no longer be attributed to a specific data subject albeit
the use of additional information, if that information is kept separately with appropriate
technical and organizational measures.

Encryption
Encryption is mentioned several times in Articles 6, 32 and 34 by the GDPR [1] as
an example of a privacy friendly measure, since it guarantees that data is protected and
raises the trust of the data subject to the data controller. Strong and efficient encryption is
necessary in order to guarantee integrity of data as well as a secure flow of information.
As it was stated by the former Article 29 Working Party, “encryption must remain
standardized, strong and efficient, which would no longer be the case if providers were
compelled to include backdoors or provide master keys” [7, 8]. Personal data should be
encrypted when stored (including creation of backups) and in transition.

3 Changes Introduced by the GDPR

During the process of conforming with GDPR requirements, cloud-based health
organizations should carefully address the following points (Table 1).

3.1 Records of Processing Activities

The controller should keep records of all processing activities [8] including information
on the name and contact details of the controller, theData ProtectionOfficer (DPO),when
applicable, the processor if any, the purpose of processing, a description of the categories
of persons involved and which data about them will be processed, the categories of
recipients to whom the data will be disclosed, possible transfers in third countries or
international organizations, planned time limits for erasure of the different categories of
data, and where possible, a general description of the security measures adopted.
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Table 1. EU-GDPR: Key Changes to the previous data protection framework

EU -GDPR: Key Changes to the previous data protection framework

Records of processing activities
3.1

Territorial Scope
3.2

Data Protection Impact Assessment
3.3

Subjects’ Rights
3.4

Data Breach Notification
3.5

Data Protection Officer

3.6

Penalties

3.7

Controllers and Processors

3.8

Consent

3.9

Data Protection by Design and by Default

3.10

3.2 Territorial Scope-Third Country Data Transfers

The GDPR also sets restrictions on how personal data is transferred outside EU. Data
may only be transferred if certain criteria are met – for example, the third country or
international organization offers “an adequate” level of data protection.

3.3 Data Protection Impact Assessment (DPIA)

Under the GDPR, companies should conduct formal Data Protection Impact Assessment
regarding any processing that would result in “high risk” for individuals’ rights and
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freedoms. The notion of high risk is not distinct in theGDPR, but there are three examples
of high risk processing: (i) the large scale processing of sensitive personal data; (ii)
automated decision taking; and (iii) systematic and large scale monitoring of publicly
accessible areas.

3.4 Subjects’ Rights

According to the provisions of the GDPR, citizens should regain control of their data.
Therefore, companies in possession of personal data are obliged to inform the users of
ways in which they use their data, provide them insight into their data, provide a copy
of data or change incorrect data. Especially, the data subjects’ right to data portability
may challenge entities as they will have to provide datasets to their customers upon
request. Other rights that are presented are: Right to information, Right to access, Right
to rectification, Right to withdraw consent, Right to object, Right to object to automated
processing, Right to be forgotten [1].

3.5 Data Breach Notification

Organizations must report data breaches to supervisory authorities and individuals
affected by a breach within 72 h Article 33 [1] of the detection. According to Arti-
cle 34, [1] a data subject should be also notified in cases where security breaches result
in a risk to their rights and freedoms.

3.6 Data Protection Officer

The GDPR introduces the role and the duties of the Data Protection Officer in Articles
37–40 [1]. Specific tasks of the DPO and corresponding obligations of the employers
are presented there. In addition, it is stated that the contact details of the Data Protection
Officer should be made available to the public for ensuring continuous communication
with data subjects. It is a responsibility of the controller and the processor to report to
the supervisory authority the appointment of the Data Protection Officer.

3.7 Penalties

The GDPR significantly increases the fines that can be imposed for breaches of the data
protection rules. At their highest, the fines can reach up to 4% of an organization’s annual
worldwide turnover or up to e20 million. The GDPR sets out a number of factors that
would need to be taken into account by national Data Protection Authorities.

3.8 Controllers and Processors

The GDPR applies to both controllers (those who say how and why personal data is
processed) and processors (those acting on the controllers’ behalf). The obligations
for processors – for example, being required to maintain records of personal data and
processing activities – are new under the GDPR.
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3.9 Consent

A person’s consent for processing of their personal data is valid only if it is given in a
voluntary, specific, conscious andunequivocalway, in a formof a statement, confirmation
or other consent-expressing deed.

3.10 Data Protection by Design and by Default

These two principles place an obligation on organizations to ensure that all processing
of personal data throughout the organization protects the privacy rights of individuals.
Essentially, the principles require that an organization’s practices and policies are privacy
friendly. The GDPR requires the data controller to adopt internal policies and implement
measures which comply with the principles of “data protection by design” and “data
protection by default”.

The GDPR suggests that data controllers should take the following measures:

• Minimize the processing of personal data
• Pseudonymize personal data as soon as possible
• Have complete transparency with regard to the functions and processing of personal
data

• Enable the data subject to monitor data processing. The GDPR requires that in the
design and creation of new products or services the data protection and privacy rights
of individuals are considered throughout the design stage. Similarly, the principles of
data protection by design and default should also be taken into consideration in the
context of public tenders.

4 Key Aspects of the GDPR of Particular Relevance to Healthcare

After the analysis of GDPR key changes, we need to explore how these changes will
influence the interaction of the user with the Cloud-based Health Provider. It is worth-
while tomention that our analysis provides a summary of the requirements that should be
addressed by a cloud provider, in a private Cloud, acting as data Controller, categorized
on the type of service.

4.1 Security

At this time that personal data protection is more than imperative, the question arises
as to what the right way to process visitor data in health care units is (e.g. hospitalized
patients or clinics, visitors to diagnostic laboratories, etc.) and which their rights, in
accordance with European Regulation 679/2016 and current National legislation, are.
Given that in this case “specific categories of data” are circulated, such as health data,
genetic data and/or biometric data of the recipient of health services, theway inwhich the
data is processed by the service provider is crucial. From their initial collection to their
subsequent management and keeping in the medical file. According to the principle of
integrity and confidentiality of data, the patient of a health care unit will expect the unit
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to protect his personal data through appropriate organizational and technical protection
measures. The above obligation of the health unit, in the capacity of “data controller”,
arises from Article 32 [1] of the GDPR, regarding the confidentiality and the security
of the processing of personal data. Appropriate organizational and technical measures
concern the overall organization and operation of the unit on data protection issues, such
as the existence of relevant procedures, the existence of confidentiality clauses and its
training, the overall compliance of the health unitwithGDPRetc. In thisway, the chances
of an “unauthorized access or accidental disclosure”, as well as of an “unauthorized or
accidental alteration” of data, according to Article 5 [1], are minimized.

4.2 Request (Explicit) Consent

TheGDPRstrengthens citizen’s rights as regards the process of consent for the collection,
use and sharing of their personal data. Article 9 [1] reflects that “consent” is the main
legal base to process this type of data, which should be explicit and unambiguous, freely
given, specific, informed and signified. It is clear that “explicit consent” for healthcare
purposes will need the strongest forms of agreement, with explicit use(s) of data listed
when getting such consent. Healthcare consent will also need to cover the case of many
potential transfers of health data, including international data transfers and cloud storage.
Users need to make a decision about whether to give consent to the collection of their
personal information, they must have a button or a ticking box complemented with
clear, specific and targeted information. Line (32) Article. 4 (11) Article. 22-2 (c) [1].
In addition, patients should be informed on how to withdraw consent prior to giving it
Article 7 paragraph 3 [1].

4.3 Change in the Way Medical Results Are Obtained

The GDPR is particularly strict on the processing of sensitive personal data, i.e. health
data, and points out that their processing is prohibited in the first place and that it is
permitted only in exceptional cases, for reasons limited by law. This has practically
changed the way health care providers operate. They are called upon to pay special
attention on how they handle the communication of medical results to patients. For
example, it is forbidden to provide medical results over the phone except in exceptional
cases where this method of communication could not be avoided. In addition, the results
of the examinations must be received by the patient in person and, in case he is unable
to do so, by an authorized third party. If the patient chooses to receive his/her results via
email, this should be done with encrypted email.

4.4 Strengthening of Data Subjects’ Rights

The GDPR strengthens subjects’ rights over their personal data. Although the rights of
data subjects have been present in the former legal texts or case-law,GDPR’s accomplish-
ment is to list them in clear terms within other data protection rights and obligations. In
fact, GDPR’s focus on the data subjects aims to strengthen their protection by all means.
Each patient, as a subject of personal data, has the right to be informed of his medical
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record and also to receive copies of it and, accordingly, the health care provider, as the
controller, is obliged to satisfy this right-Article 15 [1]. On the contrast, the right to
deletion, as enshrined in the provisions of Article 17 [26] of the GDPR, does not apply
to the processing of data in the field of health care, taking into account the provisions of
(3) of Article 17 [1]. Data controllers will be more accountable for what they do with
personal data and how they protect it.

4.5 GDPR Roles

Cloud participants, in GDPR terms, can be separated into two main roles: the data pro-
cessors and the data controllers. Most of the times, cloud providers act as data processors
on behalf of their customers/users who are the data controllers. The Data Controller is
obliged to ensure that there are appropriate technical and securitymeasures implemented
within the organization.

4.6 Security and Privacy Policies

Cloud providers that collect/process such special categories should take further actions
in order to satisfy GDPR requirements. To this extend, the types of sensitive data that
are processed should be identified and analytically described in the security policy of
the cloud, providing also the reasoning for their necessity. The Privacy Policy should be
freely available to patients in short format with basic information and clear pointers on
how to access the full Privacy Policy.

5 Basis Tasks that Health Organizations Should Do
for the Compliance with GDPR

The satisfaction of the requirements has been always the most critical and also most
challenging aspect to achieve compliance with the GDPR. Health Organizations, in
particular, require the highest possible security due to the sensitivity of the processed.

Starting with the data processors and taking into account the previous analysis, we
summarize the principles and provide tips that Health Organizations should take into
account:

5.1 Identify Categories of Subjects and Personal Data

Taking into account the basic definitions of Article 4 [1] of the GDPR, as well as the
provisions of Articles 6, 9 and 10 of the GDPR [1], they should identify and classify the
categories of subjects (e.g. patients, medical and nursing staff, blood donors, participants
in scientific research, clinical trials, etc.) and personal data, which health Organizations
collect and maintain per processing activity (e.g. collection and registration of patient
data upon arrival for outpatient clinics) - whether this processing is paperwork (or/and)
electronic - and ultimately by filing system (e.g. medical patient data file). Data subjects
are not only the beneficiaries of the services provided by law (patients, citizens) but also
the employees within the institution, for which the institution collects and processes
personal data.
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5.2 Identification of Personal Data Sources and of Purpose of Processing

Health Organizations should identify each specific category of personal data - whether
it is special categories of personal data according to Article 9 provision 1 and Article 10
of the GDPR [1] or whether it is simple personal data and specify precisely each data
category, with its subcategories of personal data that are being processed.

Health Organizations should identify the sources of personal data. e.g. data collected
directly from their subjects (patients, employees, etc.), as well as those collected by
third parties (e.g. other nursing institutions, insurance companies, etc.). In the event that
personal data is collected from other sources and not directly from the data subject, the
information obligations of Article 14 [1] of the GDPR shall be applied.

Furthermore, the purpose of processing for which the personal data is collected
should be clearly described.

5.3 Selection and Determination of the Legal Basis for Each Processing
of Personal Data

Health Organization should identify for each category of personal data that is being
processed, the legal basis for the processing according to Article 6, Articles 9 paragraphs
2 and Article 10 of the GDPR [1]. The consent of the subject is the necessary legal basis
for the processing of personal data in the field of health service provision. The obligation
to offer written information to the subjects in Articles 12, 13, 14 of the GDPR [1] must
not be confused with obtaining consent for the processing of their personal data.

The most suitable legal bases for the processing of personal data concerning health
(special categories) are:

• the provision of medical services according to Article 9 [1]
• the fulfillment of public interest in the sector of public health according to Article 9
[1]

• the need to fulfill archiving purposes in the public interest, for research or for statistical
purposes in accordance with Article 89 [1]

5.4 Determining the Period Personal Data Are Maintained

For each category of personal data, Health Organizations should determine the period for
which the data should be maintained, ensuring compliance with formal law provisions.

5.5 Special Actions for Compliance with the GDPR

Health Organizations should identify step-by-step, following the structure of the GDPR
provisions, all the necessary actions to ensure compliance with the GDPR requirements
and any other arrangements for the protection of the individual against the processing
of personal data.
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6 Conclusions

Organizations have to be prepared to comply with GDPR now in order to avoid risks
and heavy consequences. In this paper, we have analyzed the security requirements for a
GPDR compliant Software as a Service Health system and proposed specific measures
that could be engaged in the process of GDPR compliance in cloud computing-based
health environments. Understanding these implications has high practical relevance to
Health providers as significant amounts of time, planning andmoney are typically needed
to satisfy the requirements. The aim of our research is to assist the Cloud-based Health
organizations to the hard road of GDPR compliance and to provide them with a com-
pliance guide with a security perspective and, thus, to select the appropriate security
measures for the protection of the data that they collect, process and store. Thus, this
work is a necessary step to start dealing with required legal transformations. Future work
comprises the development and test of proposed methods and features within real Health
scenarios.
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ment of ITS services increases so does the users’ awareness regarding the
degree of trust that they show on adopting this kind of services. The
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This paper moves into this direction by identifying how risk analysis
can interact with security and privacy requirements engineering world,
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1 Introduction

The way humans, smart things and engineered systems interact and exchange
information has dramatically changed due to the recent advances in commu-
nications, computation, networking, software, and hardware technologies. The
paradigm of Connected Vehicles constitutes a major technology and paradigm
shift in the automotive industry, where enabling technologies and concepts of
networked ICT, Internet-of-Things (IoT) and Cyber-Physical Systems (CPS)
introduce new services and applications that will dramatically change driver-
vehicle interaction. Based on a report that EC published [3], in the near future,
the self-driving vehicles’ market is expected to grow exponentially, developing
profits of up to ¤620 billion by 2025 for the EU automotive industry. The ben-
efits from these technological achievements are quite many [30], such as the
transformation of roads to safer ones, the protection of the environment, the
improvement of accessibility for disable people, the creation of new job positions
and, consequently, the economic growth, to name a few.

However, autonomous driving rises a number of challenges that the scientific
community, in cooperation with industry, has to overcome. Road safety, liability
issues, data processing, and the necessary infrastructure are some that have been
already identified in the early stages of the progression to the full automation
of connected vehicles. Staying in the direction of the identification of challenges,
a recent report of the European Commission [10] highlights the importance of
finding the right balance in sharing only the appropriate amount of public and
private data. As the market of the driverless vehicles increases [23], security
research in this field will play a key role. Connected vehicles offer enormous
opportunities for innovative features and services that in turn increase vehicles’
cyber attack surface. Research in this area [21,31,39] has revealed that connected
vehicles are prone to attacks due to the increased trend of high connected ICT,
IoT and cloud services introduced.

Towards the direction of filling the aforementioned gaps, the ultimate goal of
our work is to build a security assurance framework able to support connected
vehicular technology, by addressing the safety, security and privacy of the han-
dled data. This framework will be based on three well-established methodologies,
each one focusing on addressing specific requirements, namely EBIOS [1], Secure
Tropos [27], and PriS [18]. For this reason, in this study we present the first step
towards the development of this framework, which is about the identification of
the concepts shared in these three methodologies. In order to provide a more
efficient design of the unified framework, an alignment of the EBIOS concepts
with the concepts of Secure Tropos and PriS is important in order to identify any
conceptual conflicts or any similarities in the terms used. Since Secure Tropos
and PriS have their origins in the Software Engineering world [15], there was no
need to align their concepts as well.

The rest of this paper is organised as follows: Sect. 2 presents related work
regarding the three research areas that we examine. Section 3 presents the base-
line of our work, by analysing all three methodologies that will allow us to align
the concepts of the examined methodologies. Section 4 describes the outcome of
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this analysis, focusing on the common concepts of the analysed methodologies.
Finally, Sect. 5 concludes the paper by raising issues for further research.

2 Literature Review

One of the novel aspects of the security assurance framework that we aim to
develop, is that it integrates three different research areas, i.e. risk analysis,
security requirements engineering, and the area of privacy requirements engi-
neering. For this reason, since, to the best of our knowledge, there is no other
integrated method that combines these three areas, in this section, we focus our
literature review on these three areas separately.

Risk Analysis. In the area of risk analysis, OCTAVE methodology [2] focuses
on activities, threats, and vulnerabilities. Its main concept is self-direction, which
means that people within the organisation must practice information security
risk assessment [22]. The OCTAVE approach has three stages, each of which is
divided into processes. Each process has certain activities that must be com-
pleted, and within each of these activities, the different phases must be taken to
achieve the desired results.

CORAS [35] was developed using information society technologies. One of its
main objectives is to develop a structure that uses the methods of risk analysis,
semi-formal methods for object-oriented modelling, and computer tools for an
accurate and unambiguous assessment of risk, and efficient critical safety sys-
tems [13]. The methodology is based on Unified Modelling Language (UML), a
language that uses diagrams to illustrate relationships and dependencies between
users and the environment in which they work.

The CCTA Risk Analysis and Management Method (CRAMM) [37] is a
qualitative risk analysis and management tool. It calculates/estimates risk for
each group of assets versus the threats to which it is vulnerable on a scale of 1
to 7, utilizing a risk matrix with the default values, by comparing it with the
activity level of threat and vulnerability.

Compared to the review conducted in risk analysis area, EBIOS is an ade-
quate and industrially validated tool to start the study since it assists analysts
by guiding them in the early steps of the system design, especially for defining
system’s security objectives [29].

Security Requirements Engineering. In the area of security requirements
engineering, the authors of [33] propose Model Oriented Security Requirements
Engineering (MOSRE) framework for Web Applications which considers security
requirements at the early stages of the development process. It covers all phases
of requirements engineering and suggests the specification of the security require-
ments in addition to the specification of systems requirements. The objectives,
stakeholders, and assets of the Web application are identified during the incep-
tion phase. The final security requirements are elicited after a sequence of actions
that include the identification - categorisation - prioritisation of threats and sys-
tem vulnerabilities the risk assessment process, the analysis and modelling, and
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finally the categorisation - prioritisation - validation of the final security require-
ments.

SQUARE (Security Quality Requirements Engineering) methodology [24] is
a risk-driven method that supports the elicitation, categorisation, prioritisation
and inspection of the security requirements through a number of specific steps.
It also supports the performance of risk assessment to assess the tolerance of
a system against possible threats. The method outputs all the necessary secu-
rity requirements that are essential for the satisfaction of the security goals of
a system. The methodology introduces the concepts of security goal, threat,
and risk, but does not consider the assets and the vulnerabilities of a system.
All the required security requirements should be identified by the requirements
engineering team and the relevant stakeholders.

Another approach is the Security Requirements Engineering Framework
(SREF) [14] which enables the elicitation and analysis of security requirements.
This framework includes four stages. Firstly, it identifies functional requirements
and afterwards, the security goals. Continuing, it identifies the security require-
ments of the functional requirements. Each security requirement satisfies one or
more security goals. After these steps, the framework decides if the system satis-
fies the security requirements. The authors introduced an asset-based approach
for the elicitation of security goals from business process models which are then
translated into security requirements.

In [11,12] the authors propose the Problem-based Security Requirements
Elicitation (PresSuRE) Methodology that facilitates the identification of secu-
rity needs during requirements analysis of software systems. More specifically,
it provides a computer security threat recognition and then the development
of security requirements. This methodology uses problem diagrams to support
the modelling of functional requirements. Firstly, based on its contents, this
methodology identifies system’s assets and the rights of authorised entities. Then,
it determines possible attackers and their abilities. Based on these steps, Pres-
SuRE generates graphs which depict threats on system’s assets. Every functional
requirement of each asset is related with possible threats and security require-
ments.

Compared to the methodologies presented in this sub-section, Secure Tropos
offers a more advanced tool for modelling, while the programming language used
for the development of the tool is easily extended. Moreover, the methodological
approach can be easily aligned with a risk-based approach. Finally, it combines
actor and goal-based modelling, which is very important for the alignment of
the common concepts of the three examined areas.

Privacy Requirements Engineering. In the area of privacy requirements
engineering, in [7] the authors present LINDDUN, a privacy threat analysis
framework which, in its first release, aimed at the elicitation and fulfilment of
privacy requirements in software-based systems. The process that LINDDUN
follows is that a data flow diagram (DFD) of the system is designed and then the
identified privacy threats are related to DFD elements. Privacy threat trees and
misuse cases are used for the collection of threat scenarios that might affect the



174 V. Diamantopoulou et al.

system. Moreover, this methodology supports the elicitation of the final privacy
requirements and the selection of appropriate privacy enhancing technologies.
The final stage of this methodology is the prioritisation and validation of privacy
threat through risk assessment.

Next, in [34] the authors adopt the concepts of privacy-by-policy and privacy-
by-architecture, and propose a three-sphere model of user privacy concerns,
relating it to system operations (i.e. data transfer, storage and processing). Addi-
tionally, the Modelling and Analysis of Privacy-aware Systems (MAPaS) frame-
work [6] is a framework for modelling requirements for privacy-aware systems.
The ABC4Trust project [32] protects privacy in identity management systems.

Compared to the methodologies presented in this sub-section, the PriS
method is one of the oldest and mostly evaluated privacy-by-design method-
ologies, while it is successfully used for the elicitation and modelling of privacy
requirements in traditional and cloud-based systems.

Finally, on a conceptual level the Secure Tropos and PriS methods are already
successfully tested under a unified framework [28].

3 Background Analysis

This section presents the methodologies that we will rely upon, in order to
develop an enhanced security assurance framework, able to support connected
vehicular technology, by addressing safety, security and privacy of the handled
data. More specifically, the methodology for the risk analysis is EBIOS, for
the identification of security requirements, we present Secure Tropos methodol-
ogy and finally, for the identification of privacy requirements, we present PriS
methodology.

3.1 Risk Analysis

EBIOS (English: Expression of needs and identification of security objectives)
is the risk analysis methodology created by the french Agence Nationale de la
Sécurité des Systèmes d’ Information (ANSSI) (English: National Cybersecurity
Agency of France). A risk analysis method identifies the critical part of the
system and their corresponding threats in order to evaluate the risk for these
assets and then the proper security objectives regarding the evaluated risks.
EBIOS is composed of five steps and offers many advantages, particularly the
flexibility, quickness besides the fact that it is a proven methodology that has
been used in several risk assessments and that it is compatible with the ISO
27005 risk analysis phase.

During the first step, Circumstantial study, the analyst can define the perime-
ter (boundaries) of the study. A global vision of the components and commu-
nications between components will be clarified. At this step, the following data
will be collected and formalised (non-exhaustive list):

– Essentials assets in a connected vehicle system
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– Functional description of components and relations between components
– Security issues that need to be addressed by the study
– Assumptions made if appropriate
– Existing security rules (law and regulation, existing rules in other studies)
– Potential constraints (internal or external) that might be imposed from the

specific under examination system

At the end of this step, a clear vision of the components and the links between
them will be formalised.

The second step, namely Expression of security needs, contributes to risk
estimation and definition of risk criteria. The expression of security needs will
be performed based on scale of needs. Security criteria and hypothetic impacts
will be stated. Security needs will be associated with each essential component
by taking into account the security criteria. A security needs report will be the
output of this step. Next, the Threat study and modelling step follows, where
the threats affecting the connected vehicle systems are studied. The threats are
specific to the connected vehicles. There will be no dependencies between these
threats and the security needs collected in the previous step. The list of the
pertinent threats and the type of attacks will be the main outputs of this step.

Step 4 follows, entitled Identification of security objectives. The purpose of
this step is to evaluate the risks affecting the connected vehicle environment.
The security objective is highlighted by comparing the threats with security
needs. The security objectives will contain the security requirements fulfilled in
the development of secure connected vehicle system (or component).

The final step, Step 5 Determination of security requirements, brings an
answer to the question how the security objectives will be achieved.

3.2 Security Requirements Engineering Analysis

Secure Tropos [27] is a security requirements engineering methodology that sup-
ports elicitation and analysis of security requirements. It is based on the principle
that security should be analysed and considered from the early stages of the soft-
ware system development process, and not added as an afterthought. To support
that approach, the methodology provides a modelling language, a security-aware
process, and a set of automated processes to support the analysis and consider-
ation of security from the early stages of the development process. The Secure
Tropos language consists of a set of concepts from the requirements engineering
domain, and in particular Goal-Oriented Requirements Engineering [4,36], such
as actor, goal, plan, and dependency, which are enriched with concepts from
security engineering, such as security constraint, secure plan, and attacks. This
methodology closely follows the software development life-cycle, i.e. capturing of
early requirements, late requirements, architectural design, detailed design, and
finally, implementation. Thus, it allows the developer to create and refine mod-
els, starting from the system-as-it-is, in order to finally develop the system-to-be,
during the analysis and design stage [9].
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Concepts Description
Secure Tropos combines concepts from requirements engineering for represent-
ing general concepts and security engineering for representing security-oriented
concepts [25].

A (hard) Goal [38] represents a condition in the world that an actor would
like to achieve. In other words, goals represent actors’ strategic interests. In
Tropos, the concept of a hard-goal (simply goal hereafter) is differentiated from
the concept of soft-goal.

A Soft-Goal is used to capture non-functional requirements of the system,
and unlike a (hard) goal, it does not have clear criteria for deciding whether it is
satisfied or not and therefore it is subject to interpretation [38]. For instance, an
example of a soft-goal is the “system should be scalable”. According to Chung et
al. [5], the difference between a goal and a soft-goal is underlined by saying that
goals are satisfied whereas soft-goals are satisfied under specific circumstances.

An Actor represents an entity that has intentionality and strategic goals
within the multi-agent system or within its organisational setting. An actor can
be human, a system, or an organisation.

A Plan [4] represents, at an abstract level, a way of doing something. The
fulfillment of a task can be a mean for satisfying a goal, or for contributing
towards the satisfying of a soft-goal. In Tropos different (alternative) tasks, that
actors might employ to achieve their goals, are modelled. Therefore, developers
can reason about the different ways that actors can achieve their goals and choose
the best one.

A Resource [4] presents a physical or informational entity that one of the
actors requires. The main concern when dealing with resources is whether the
resource is available and who is responsible for its delivery.

A Dependency [38] between two actors represents that one actor depends on
the other to attain some goal, execute a task, or deliver a resource. The depend-
ing actor is called the depender and the actor who is depended upon is called
the dependee. The type of the dependency describes the nature of an agreement
(called dependum) between dependee and depender. Goal dependencies repre-
sent delegation of responsibility for fulfilling a goal. Soft-goal dependencies are
similar to goal dependencies, but their fulfilment cannot be defined precisely
whereas task dependencies are used in situations where the dependee is required
to perform a given activity. By depending on the dependee for the dependum,
the depender is able to achieve goals that it is otherwise unable to achieve on
their own, or not as easily or not as well [38]. On the other hand, the depender
becomes vulnerable, since if the dependee fails to deliver the dependum, the
depender is affected in their aim to achieve their goals.

A Secure Dependency [28] introduces one or more Security Constraint(s) that
must be fulfilled for the dependency to be valid. In the Secure Tropos method-
ology we distinguish among three types of secure dependencies: dependee secure
dependency, depender secure dependency, and double secure dependency. In
terms of the modelling language, different Secure Dependency types are defined
using depender and dependee attributes of Security Constraints.
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A Security Constraint is used to represent security requirements. A Security
Constraint is a specialisation of the concept of constraint. In the context of soft-
ware engineering, a constraint is usually defined as a restriction that can influence
the analysis and design of a software system under development by restricting
some alternative design solutions, by conflicting with some of the requirements
of the system, or by refining some of the systems objectives. In other words,
constraints can represent a set of restrictions that do not permit specific actions
to be taken or prevent certain objectives from being achieved. Constraints are
often integrated in the specification of existing textual descriptions. However,
this approach can often lead to misunderstandings and an unclear definition of
a constraint and its role in the development process. Consequently, this results
in errors in the very early development stages that propagate to the later stages
of the development process, causing many problems when discovered; if they are
discovered. Therefore, in the Secure Tropos modelling language, security con-
straints are handled as a separate concept. To this end, the concept of security
constraint has been defined within the context of Secure Tropos as: A security
condition imposed to an actor that restricts achievement of an actor’s goals, exe-
cution of plans or availability of resources. Security constraints are outside the
control of an actor. This means that, differently than goals, security constraints
are not conditions that an actor wishes to introduce but it is forced to introduce.

A Vulnerability [28] is defined as a weakness, in terms of security and privacy,
that exists in a resource, an actor and/or a goal. Vulnerabilities are exploited by
threats, as an attack or incident within a specific context.

A Threat [28] represents circumstances that have the potential to cause loss;
or a problem that can put in danger the security features of the system.

Threats can be operationalised by different attack methods, each exploiting
a number of system vulnerabilities. An Attack Method [26] in Secure Tropos is
an action aiming to cause a potential violation of security in the system.

Security Mechanisms [26] represent security methods for helping towards the
satisfaction of the security objectives. Some of these methods are able to pre-
vent security attacks, whereas others are able only to detect security breaches. It
must be noted that further analysis of some security mechanisms is required to
allow developers to identify possible security sub-mechanisms. A security sub-
mechanism represents a specific way of achieving a security mechanism. For
instance, authentication denotes a security mechanism for the fulfilment of a pro-
tection objective such as authorisation. However, authentication can be achieved
by sub-mechanisms such as passwords, digital signatures and biometrics.

3.3 Privacy Requirements Engineering Analysis

PriS (Privacy Safeguard) is a privacy requirements engineering methodology,
which provides a set of concepts for modelling privacy requirements in the organ-
isation domain and a systematic way-of-working for translating these require-
ments into system models.

PriS, initially introduced in [18–20], is a privacy requirements engineering
methodology, developed for assisting designers on eliciting, modelling, designing



178 V. Diamantopoulou et al.

privacy requirements of the system to be and also providing guidance to the
developers on selecting the appropriate implementation techniques that best fit
the organisation’s privacy requirements. In a recent work [8], privacy process
patterns have been integrated to PriS, in order to facilitate system developers
to bridge the gap between design and implementation. PriS provides a set of
concepts for modelling privacy requirements in the organisation domain and a
systematic way-of-working for translating these requirements into system mod-
els. This methodology identifies privacy as a multifaceted concept and defines it
in the context of eight technical privacy requirements (such as anonymity and
unlinkability) and adopts the use of process patterns as a way to:

– describe the effect of privacy requirements on business processes; and
– facilitate the identification of the system architecture that best supports the

privacy-related business processes.

PriS was designed for supporting the realisation of privacy-aware information
systems on traditional environments and not for the cloud. Cloud environments
introduced a number of new privacy related concepts that along with the ones
already stated form a new set of concepts that need to be considered when
designing privacy-aware services over the cloud. Thus, extended versions of PriS
were introduced [16,17] for assisting designers to reason about privacy concerns
in cloud environments as well.

PriS Conceptual Model
The conceptual model of PriS uses the concept of goal as the central and most
important concept. Goals are desired state of affairs that need to be attained.
Goals concern stakeholders, i.e. anyone that has as interest in the system design
and usage. Also, goals are generated because of issues. An issue is a statement
of a strength, weakness, opportunity or threat that leads to the formation of the
goal. Cloud Service Providers (CSPs) constraint the functionality of the devel-
oped system or service due to the technologies they use, the policies they follow,
the contractual requirements with third parties, etc. Thus, the CSP may pro-
vide requirements that designers need to take under consideration during the
realisation of the system. Protection of users’ privacy is stated in many Euro-
pean and national legislations through the form of laws, policies, directives, best
practices, etc. All these sources need to be taken under consideration during the
identification of functional and non-functional requirements for traditional and
cloud-based systems. Thus, goal identification needs to take under consideration
all these elements before further analysis is conducted.

PriS distinguishes two types of goals, namely organisational goals and pri-
vacy goals. Organisational goals express the main organisation objectives that
need to be satisfied by the system into consideration. Organisational goals will
lead to the realisation of system’s functional requirements. In parallel, privacy
goals are introduced because of specific cloud based privacy related concepts
namely anonymity, pseudonymity, unlinkability, undetectability and data protec-
tion. Unobservability is realised if the system sufficiently realises undetectability
among the respective assets and anonymity of the user accessing them. Thus it is



Risk, Security and Privacy Towards the Design of Secure ITS 179

Table 1. EBIOS Concepts and Alignment with Secure Tropos and PriS

Concept Meaning Example Concept

Alignment with

Secure Tropos

and PriS

Entities Main organisation elements Hardware, Software,

Network, etc.

Resources

(Assets), Actors

Essential

Elements

Functions and information

providing added value to the

entities. They are linked to

the Entities

A computational

parameter is an essential

element that is linked

with the computer A and

Software Process B

–

Sensitivity Security criteria that

constraint an essential

element. Avoiding the

coverage of a security

criterion there will be an

impact on the organisation

through the linked entity

Integrity, Availability,

Confidentiality

Security

Constraint,

Privacy

Constraint

Threat

Agents

Natural, human,

environmental threats, either

accidental or deliberate

Earthquake, loss of

password

Threat

Attack

Methods

The knowledge derived by

the combination of the

sensitivity of the

organization and the

respective threat agents

Availability and denial of

service attack

Attack method

Vulnerability Each entity has a number of

vulnerabilities that can be

exploited by threat agents

using attack methods

A denial of service attack

(attack method)

exploited by a malicious

actor (threat agent) on

the web server (entity)

due to lack of

cryptographic protocol

usage (vulnerability)

Vulnerability

Security

Objectives

The way that vulnerabilities

are reduced thus reducing

the potential risk on the

entities

Protect the integrity of

users’ data in order to

avoid unauthorized

alterations from

malicious parties

Security

Objectives,

Privacy

Objectives

Security

Require-

ments

The transformation of

security objectives into

security functionalities that

are translated into

functional requirements

– Security Process

patterns and

plans, Privacy

Process patterns

and plans

Assurance

Require-

ments

Specific requirements that

will guarantee the required

level of confidence for the
realization of the security

requirements expressed as

Functional requirements

– Security

mechanisms
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not accomplished directly but indirectly through the realisation of the respective
two concepts. Finally, the concepts of isolation, provenanceability, traceability,
interveanability and accountability are related to data protection of user’s or
systems data over the cloud, as it was explained previously. Thus, all these con-
cepts are grouped under the data protection class. Privacy goals may have an
impact on organisational goals. In general, a privacy goal may cause the improve-
ment/adaptation of organisational goals or the introduction of new ones. In this
way, privacy issues are incorporated into the system’s design.

Goals are realised by processes. The transition process from goals to processes
includes the causal transformation of general goals into one or more subgoals
that form the means for achieving desired ends. During this process, in every
step, new goals are introduced and linked to the original one through causal
relations, thus forming a hierarchy of goals. Every subgoal may contribute to
the achievement to more than one goals.

As it was mentioned previously, goals are realised by processes. PriS uses a set
of privacy process patterns [8] as a more robust way of bringing the gap between
the design and the implementation phase. Privacy process patterns are usually
generalised process models, which include activities and flows connecting them,
presenting how a business should be run in a specific domain. Privacy process
patterns are applied on privacy related processes in order to specify the way that
the respective privacy issues will be realised through a specific number of steps.
This assists also the developer who can understand in a better and specific way,
how to implement the aforementioned privacy concepts. Privacy process patterns
are also used for identifying a number of Privacy Enhancing Technologies (PETs)
already available for implementing the system’s privacy requirements. In this
way, the developer can choose the most appropriate technology based on the
privacy process patterns applied on every privacy-related process.

4 Concept Alignment

For proposing a generic approach that combines risk analysis with security and
privacy requirements elicitation and modelling approaches, it is important to
examine if a correlation between the aforementioned methodologies can occur
from a conceptual point of view. The goal is to design a methodology that facil-
itates analysts and software engineers to get from the system description and
threats knowledge a detailed, clearly justified, and well-structured set of secu-
rity and privacy requirements, covering these threats. EBIOS is an adequate and
industrially validated tool to start the study since it assists analysts by guiding
them in the early steps of the system design, especially for defining system’s
security objectives. Secure Tropos, a well-known security requirements engineer-
ing methodology can use the EBIOS output as input for deriving “formally” the
adequate security requirements for the various elements of the system. Finally,
PriS provides an extra focus on privacy, which is a very important topic in the
field of ITS security, aiming to increase users’ trust, by providing privacy-aware
services.
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Thus, in order to provide a more efficient design of the unified methodology,
an alignment of the EBIOS concepts with the concepts of Secure Tropos and PriS
was important in order to identify any conceptual conflicts or any similarities
in the terms used. The alignment of the concepts is presented in Table 1. Since
Secure Tropos and PriS have their origins from the Software Engineering world,
there was no need to align their concepts as well. The necessary alignment was
between EBIOS and the two other methods.

5 Conclusions

This work comprises the first step towards the development of a methodology for
a security assurance framework, able to support connected vehicular technology,
by addressing safety, security and privacy of the handled data. The first step of
this work, presented in this paper, focuses on the identification of the common
concepts of three already existing methodologies, namely EBIOS, Secure Tropos,
and PriS. In order to provide a more efficient design of the unified methodology,
an alignment of the EBIOS concepts with the concepts of Secure Tropos and PriS
was important in order to identify any conceptual conflicts or any similarities
in the terms used. This output will be the basis for the development of the
methodology that facilitates the transition from a system description and threats
knowledge, to a detailed, clearly justified and well-structured set of security
requirements.

Assurance security evaluation methods always rely on the definition of a
proper security target. Thus, it is an important aspect of the evaluation process
to define a meaningful security target. It is often one of the most criticised
parts of an evaluation, since there is no universal way to assess the relevance
of such a document. But one thing that helps gain confidence in this part of
the evaluation is the existence of elements of proof that the system and the real
threats associated to it, are properly understood and justified. With this work,
we aim to overcome the aforementioned limitations, by providing a methodology
which will be able to facilitate the design process of the relevant security target,
representing real-world security objectives for Intelligent Transportation Systems
(ITS).

In the next steps of this work, the aim is to develop a new tool that will
be able to make assurance of security, safety and privacy aspects for Connected
Vehicles, measurable, visible and controllable by stakeholders, and thus, enhanc-
ing confidence and trust in Connected Vehicles.
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Abstract. When used in requirements processes and tools, personas
have the potential to identify vulnerabilities resulting from misalign-
ment between user expectations and system goals. Typically, however,
this potential is unfulfilled as personas and system goals are captured
with different mindsets, by different teams, and for different purposes. If
personas are visualised as goal models, it may be easier for stakeholders
to see implications of their goals being satisfied or denied, and designers
to incorporate the creation and analysis of such models into the broader
RE tool-chain. This paper outlines a tool-supported approach for finding
implicit vulnerabilities from user and system goals by reframing personas
as social goal models. We illustrate this approach with a case study where
previously hidden vulnerabilities based on human behaviour were iden-
tified.

1 Introduction

Personas are fictional characters that represent archetypal users, and embody
their needs and goals [4]. Personas are the product of research with represen-
tative end-users, so designing for a single persona means designing for the user
community he or she represents. By facilitating design for one customer voice
rather than many, personas have become a popular User Experience (UX) tech-
nique for eliciting and validating user requirements.

Personas can be a useful addition to requirements processes and tools when
‘building security in’. If we identify that a persona experiences physical or cog-
nitive burden while completing a task then its performance might not be as
intended. Steps might be omitted or the task altered to achieve an end more
conducive to the persona’s own goals, irrespective of whether or not the intent
is malicious.

Personas can inspire the identification of security vulnerabilities. In prac-
tice, they usually do not. Design processes prioritising agility provide little time
for using personas for anything besides validating stakeholder value has been
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achieved. Even if we assume UX and security engineers collaborate, personas
are not always used in the ways envisaged by designers [12], while security engi-
neers might primarily focus on requirements for security mechanisms. Given
their differing concerns and perspectives, problems may not be found even when
these are indicated during the collection or analysis of user research data.

Personas, as user models, can be integrated into Security Requirements Engi-
neering (RE) practices and tools, but they need to be built and presented dif-
ferently. This may make it easier for stakeholders to identify the security impli-
cations of user goals being satisfied or denied. Goal models in languages like i*
[29] and the Goal-oriented Requirements Language (GRL) [1] provide a founda-
tion for this improved integration; they represent the intentions and rationale of
social and technical actors, their inter-relations, and alternative strategies giving
a space for variability accommodation, including that of user types. Approaches
like Secure Tropos [21] and STS-ml [23] show how goal models can be used in
the early stage of design to find vulnerabilities. However, they are role-focused
whereas people are expected to align to one or more ways to achieve predefined
goals.

To integrate personas into Goal-oriented Security Requirements Engineering,
we need to answer two research questions. First, how can persona creation be
leveraged to construct goal models (RQ1)? Second, how can existing goal mod-
elling approaches and RE tools, with minimal changes, be constructed to reveal
implicit vulnerabilities – vulnerabilities that may be present when dependees
fall short of their responsibility to deliver dependums [16] – without burdening
designers with additional conceptual knowledge (RQ2)? User research and threat
modelling can be time-consuming and cognitively intensive activities that might
happen separately or in parallel before, during, or after other Requirements Engi-
neering activities. It is, therefore, necessary to loosely couple these goal models
such that other design models can evolve orthogonally with minimum disruption
to existing processes and tools.

In this paper, we present a tool-supported approach for finding implicit vul-
nerabilities by reframing personas as social goal models. The remainder of this
paper is structured as follows. In Sect. 2, we consider related work in social goal
modelling and security, personas, and usable & secure Requirements Engineering
upon which our approach is based. In Sect. 3, we present the processes and tool-
support algorithms that underpin our approach before describing its application
to an industrial control systems case study example in Sect. 4. We discuss the
implications of our work and potential limitations in Sect. 5, before concluding
in Sect. 6 by summarising the contributions of our work to date, and directions
for future work.

2 Related Work

2.1 Finding Vulnerabilities Using Social Goal Modelling

Social goal modelling languages like i* capture the modelling of dependencies,
where a depender actor depends on dependee actor for some resource depen-
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dum. Actors become vulnerable when they rely on dependees for dependums.
Analysing chains of these dependencies can help us understand how vulnera-
ble these actors are [28]. Moreover, when such models capture a socio-technical
system of actors and resources, they can also highlight potential system vul-
nerabilities resulting from inconsistencies between an organisation’s policies and
working practices [17].

In previous work examining the use of social goal modelling to support Secu-
rity Requirements Engineering, Liu et al. [16] considered how legitimate actors
might use their intentions, capabilities and social relationships to attack the sys-
tem, and how dependency relationships form the basis of exploitable vulnerabil-
ities. The idea of dependencies as implicit vulnerabilities was further elaborated
by Giorgini et al. [13], who indicated that dependency relationships can also
capture trust relationships where dependers believe dependees will not misuse a
goal, task or resource (Trust of permission), or a trustee believes dependees will
achieve a goal, execute a task, or deliver a resource (Trust of execution).

Elahi et al. [5] incorporated vulnerabilities into goal models to link knowl-
edge about threats, vulnerabilities, and countermeasures to stakeholder goals
and security requirements. Vulnerabilities are considered as weaknesses in the
structure of goals and activities of intentional agents, which can be propagated
via decomposition and dependency links. The introduction of vulnerabilities was
added on the basis that including security and non-security elements on a sin-
gle model makes models clearer and facilitates model discussion [27]. However,
while this approach supports the specification of vulnerabilities, it provides lit-
tle support for eliciting them. This still requires a priori knowledge of potential
system weaknesses or threat models that could take advantage of them. More-
over, Moody et al. [20] found that the graphical complexity of i* is several times
greater than a human’s standard limit for distinguishing alternatives. As such,
approaches that increase the complexity of the i* language are likely to hinder
rather than improve the understandability of social goal models, particularly for
novices.

2.2 Personas for Security

UX professionals have long used personas to bring user requirements to life, and
there has been some been work within the Requirements Engineering community
on using personas to add contextual variability to social goal models, e.g. [22].

The merits of using personas to explicitly elicit security requirements was
identified by Faily et al. [8], who showed how the use of personas could show the
human impact of security to stakeholders who have never met user communities
represented by personas. In recent years, there has also been additional interest in
the RE community on the use of personas to engage stakeholders when validating
requirements [3], and how data used to construct personas can have some security
value. For example, Mead et al. [19] demonstrated how the text from personas
built on assumptions about attackers (Personae Non Gratae) could be mined
to identify potential threat models and identify gaps between a designer’s and
attacker’s model of a system. However, Mead et al. focuses on the identification of
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threats to a system rather than vulnerabilities that might arise from interactions
between personas and the system.

2.3 IRIS and CAIRIS

IRIS (Integrating Requirements and Information Security) is a process frame-
work for designing usable and secure software [7]. The framework incorporates a
methodology agnostic meta-model for usable and secure requirements engineer-
ing that supports the complementary use of different Security, Usability, and
Requirements Engineering techniques. Personas are integrated into this frame-
work, which uses the KAOS language for modelling system goals [15], obstacles
that obstruct the satisfaction of these goals, dependency associations between
roles, and relationships between tasks, system goals, and the roles responsi-
ble for them. The framework is complemented by CAIRIS (Computer-Aided
Integration of Requirements and Information Security): a software platform for
eliciting, specifying, automatically visualising, and validating secure and usable
systems that is built on the IRIS meta-model. By making explicit the links
between different security, usability, and software models using IRIS, and pro-
viding tool-support for automating generating and validating these models, IRIS
and CAIRIS can put one model in context with another. For example, we recently
demonstrated how data flow taint could be identified in data flow diagrams
within CAIRIS by putting these diagrams in context with other software and
usability models [11].

Previous work has shown that, if personas are constructed using qualitative
data analysis, the results of this analysis can be framed as argumentation models
[9], and the elements of these models can be re-framed as goals and soft goals in
social goal models [6]. Not only does this make it possible to automatically gener-
ate goal models from argumentation models, some assurance is also provided for
both the basis of user goals and the broader impact of satisfying these goals on
other system elements. Subsequent work has demonstrated how these concepts
can lead to generation of elaborate GRL compatible goal models [10]. However, a
weakness of this approach is its reliance on additional tool-support (jUCMNav),
and the limited support of traceability links between the goal modelling platform
and its originating data should the GRL model evolve; such evolution is likely
as different stakeholders make sense of this model. Subsequent refinement of the
jUCMNav model could lead to additional effort by analysts to ensure the goal
model and its foundational CAIRIS models are synchronised.

3 Approach

3.1 Conceptual Model

To reframe a persona as a social goal model, our approach relies on aligning
concepts from IRIS with concepts from social goal modelling. A review of the
complete conceptual model, which is described in more detail in [7], is beyond the
scope of this paper. We do, however, summarise this model concept alignment
in Fig. 1, which we provide further rationale for in the sub-sections below.
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Fig. 1. UML class diagram of IRIS and user goal concepts

Personas and Persona Characteristics. Our approach has only a minimal
impact on existing IRIS concepts. We assume personas consist of multiple per-
sona characteristics. These characteristics are attributes of persona behaviour;
they can be considered as arguments for persona behaviour, and are grounded
in one or more grounds, warrants, and rebuttal elements. These elements (doc-
ument references) are factoids that can be drawn from a variety of primary
and secondary data sources (external documents) such as interview transcripts,
observational notes, and web sites. Further details on these concepts can be
found in [7].

User Goals. User goals represent the intentional desires of actors, where actors
are personas. This definition is inline with the definition used for goals by the
social goal modelling community, e.g. [28]. In our approach, user goals are fac-
toids expressed intentionally. Yu et al. [30] states that intentional properties can
only be inferred based on information obtained by indirect means, and that the
validity of these attributions can never be certain. However, a premise of earlier
work in the HCI community [9] is that the qualitative underpinnings of personas
can be validated, in the same way that qualitative models in general can be vali-
dated. So, although validity can never be certain, our model provides some level
of assurance. Based on the satisfaction levels proposed by Amyot et al. [1], user
goals can be assigned a qualitative satisfaction level associated with a quantita-
tive score; these values are Satisfied (100), Weakly Satisfied (50), Weakly Denied
(−50), and Denied (−100).
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Hard/Soft Goals and Beliefs. Our approach inherits the idea of hard goals,
soft goals, and beliefs from i*. Hard goals are goals that can be measurably
satisfied, whereas soft goals are goals with less well-defined success criteria that
can be satisficed [26]. Beliefs capture facts important to stakeholders [1]; we use
these to capture beliefs held by personas. Beliefs are used irregularly in goal
models, and while it has been suggested these are used to capture the ratio-
nale of designers during modelling rather than stakeholders [25], it has also been
accepted that further exploration on the semantics of beliefs is needed [31]. The
grounding of personas and IRIS’ support for KAOS domain properties – that
can capture this form of rationale – means we need not explicitly incorporate
rationale meta-data into visual models. Therefore, beliefs can be safely used to
represent stakeholder beliefs without confusion. User goals are elicited from per-
sona characteristic elements based on the trust characteristic elicitation process
described in [10], where implied goal, soft goal or belief intentions form the basis
of user goals associated with the characteristic and its grounds, warrants and
rebuttal elements. These user goals are expressed as persona intentions.

Aligning System and User Goals. As Fig. 1 shows, IRIS supports the con-
cept of system goal, i.e. prescriptive statements of intent that the system should
satisfy throughout the co-operation of its intended roles in a particular envi-
ronment; this definition is based on the KAOS definition of goal [15]. Obstacles
obstructing these goals may be associated with vulnerabilities, thereby connect-
ing a goal view of a system with a risk view. IRIS also supports dependency
modelling of system goals, where a depender role depends on dependee role for
a goal or task dependum.

Until now, IRIS has not incorporated the notion of user goal because, as a
methodologically agnostic meta-model, discretion on how to map user goals and
expectations to system functionality is left to designers. However, in the case of
a goal dependum, we should be able to capture the need for user goals to be
satisfied to satisfy system goals. Consequently, our approach now adds an explicit
traceability link between user goals that personas might have, and KAOS goals
that a system needs to satisfy. This traceability link could be bi-directional, as
we do not prescribe the elicitation of one type of goal before the other. For
example, an analyst may capture system goals to satisfy a persona’s goals, so
may wish to indicate the system goals that address these user goals. Conversely,
in a pre-existing system model, an analyst may wish to examine the implication
of system requirements on the value a persona wishes to achieve. Our approach
precludes neither possibility, and facilitates subsequent model validation checks.

3.2 Modelling User Goal Contributions

To visualise personas as goal models, our approach extends the i* Strategic
Rationale model [28] in two ways. First, we align persona characteristic elements
with contribution links. Contribution links indicate the desired impact that one
system element has on another [1]. As user goals are part of the broader socio-
technical system being modelled, it is reasonable to assume that one user goal
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can contribute to another. In our approach, argumentation elements form the
basis of means/end contribution links between user goals, i.e. where one user goal
is the means for another user goal’s end. Links are annotated with two additional
pieces of information: (i) whether a link is a ‘means’ or an ‘end’ with respect to
the characteristic’s goal, soft goal or belief, (ii) an optional initial satisfaction
level, based on the qualitative values and quantitative scores specified in [1], i.e.
Satisfied (100) Weakly Satisfied (50), Weakly Denied (−50), and Denied (−100);
this is analogous to the setting of strategies in jUCMNav [1]. Second, as tasks
can have a security impact [5], completion of a task contributes to one or more
user goals.

Algorithm 1: calculateGoalContribution
Input : goalName - the goal name
Data: evaluatedGoals - set of previously evaluated goals and their contribution scores, cts

- names of tasks contributing to user goal goalName, cgs - names of user goals
contributing to user goal goalName, linkScore - quantitative score for the
contribution of user goal cgName to user goal goalName, contScore - product of
linkScore and the goal contribution score for user goal cgName

Output: score - contribution score
1 Function calculateGoalContribution(goalName) is
2 score ← initialSatisfactionScore goalName;
3 if score = 0 then
4 isObstructed ← systemGoalObstructed goalName;
5 if isObstructed then
6 score ← -100;
7 else
8 if goalName �∈ domain evaluatedGoals then
9 cts ← taskLinks goalName;

10 while taskName ← cts do
11 score ← score + taskContributionScore taskName;
12 end
13 cgs ← goalContributions goalName;
14 while cgName ← cgs do
15 linkScore ← contributionLinkScore goalName cgName;
16 cgScore ← calculateGoalContribution cgName;
17 contScore ← linkScore × cgScore ;
18 score ← score + contScore;
19 end
20 score ← score / 100;
21 if score < -100 then
22 score ← -100;
23 else if score > 100 then
24 score ← 100;
25 end
26 evaluatedGoals ← evaluatedGoals ∪ {goalName → score};
27 else
28 score ← evaluatedGoals goalName;
29 end

30 end

31 end
32 return score;
33 end
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Like other goal modelling languages, contributions have a qualitative value
corresponding to a quantitative score. We base these values on those used by
GRL: Make (100), SomePositive (50), Help (25), Hurts (−25), SomeNegative
(−50), and Break (−100). Make and Break contributions lead to the satisfaction
or denial of user goals respectively; similarly, Help and Hurt contributions help or
hinder satisfaction of user goals. SomePositive and SomeNegative values indicate
some indeterminate level of positive or negative contribution that exceeds helping
or hindering.

The approach for calculating contributions is similar to Giorgini et al.’s label
propagation algorithm [14]. We implemented a recursive, forward propagation
calculateGoalContribution (Algorithm 1) based on the CalculateContribution
algorithm described in [1].

The setting of an initial satisfaction score (Line 2) based on the previously
described satisfaction level is permitted; this can override the calculated goal
score from related task and goal contributions. If the initial satisfaction score
has not been overridden and no system goals associated with a user goal have
not been obstructed (Lines 4–6), a contribution score is calculated. To handle
goal contribution loops, i.e. where user goal x is a means to goal y, which is
a means to goal x, or situations where the user goal x contributes to several
user goals that eventually contribute to user goal y, a persistent set of visited
goals and their contribution scores, evaluatedGoals, is retained. Propagation
occurs if a goal’s name is not in this set (Lines 9–26), otherwise the previously
retained contribution for that goal is reused (Line 28). The contribution score is
calculated based on the tasks contributing to it (Lines 9–12), and the product of
each contributing goal and the contribution link strength (Lines 13–19). If the
score calculated is greater than 100 or less than −100 then the score is normalised
to a value within this range (Lines 21–25).

3.3 Identifying Implicit Vulnerabilities

Our approach for identifying implicit vulnerabilities, which is concerned with
dependencies between system rather than user goals, identifies two situations
where dependums might not be delivered. First, if a system goal dependum or
its refinements are obstructed and not resolved. Second, if the dependum or its
refinements are linked with denied user goals.
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Algorithm 2: isGoalObstructed check
Input : g - the goal name
Data: ugs - names of user goals linked to system goal g, goals - names of system goals

refinements of g, obs - names of obstacles obstructing system goal g
Output: isObstructed - indicates if goal g is obstructed

1 Function isGoalObstructed(g) is
2 isObstructed ← false;
3 ugs ← linkedUserGoals g;
4 while ug ← ugs do
5 score ← calculateGoalContribution ug [];
6 if score < 0 then
7 isObstructed ← true;
8 break;
9 end

10 end
11 if isObstructed = false then
12 goals ← refinedGoals g;
13 if goals = ∅ then
14 obs ← obstructingGoals g;
15 if obs �= ∅ then
16 isObstructed ← true;
17 else
18 while o ← obs do
19 isObstructed ← isObstacleObstructed o;
20 end

21 end

22 else
23 while g ← goals do
24 isObstructed ← isGoalObstructed g;
25 end

26 end

27 end
28 return isObstructed;
29 end

Algorithm 2 specifies how the presence of such implicit vulnerabilities might
be identified within a typical recursive system goal satisfaction algorithm. The
algorithm returns a value of true if the system goal g is obstructed.

The algorithm navigates the operationalising tree-based KAOS goal refine-
ments (Lines 11–27) to determine if there are obstruct associations between
refined goals and obstacles, and these obstacles have not been resolved, i.e. there
are no resolve relationships between obstacles and goals which address them.
However, this check can be shortcut should a linked user goal associated with
system goal g be denied, i.e. has a score less than 0. (Lines 3–10). Should this
check not be shortcut then the isObstacleObstructed algorithm (Line 19) deter-
mines whether a goal is obstructed. This algorithm returns a value of true should
one or more of the following conditions hold: (i) the obstacle or one of its obsta-
cle refinements are not resolved by a [mitigating] system goal, (ii) an obstacle
or one of its obstacle refinements are resolved, but the resolved goal has one or
more linked user goals which are denied. The isObstacleObstructed algorithm
is formally specified in [11].

Vulnerabilities within IRIS are defined as system weaknesses [7], but an
implicit vulnerability may not always be a system weakness. It may indicate
some inconsistency between what system roles and humans fulfilling might want
and need, or – as suggested by [24] – some level of human fallibility resulting
from roles that participate in too many dependencies as a depender. However,
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implicit vulnerabilities can help make sense of different system models and, in
doing so, provide rationale for vulnerabilities feeding into risk models.

3.4 Tool-Support

To show how this approach might be implemented in Requirements Management
tools more generally, we incorporated a new model type and supporting tools
into CAIRIS release 2.3.6.

We tool-supported the additional concepts and algorithms by introducing a
User goal visual model. This is based on the visual semantics of GRL, where a
rounded box represents a hard goal, a polygon with rounded corners represents a
soft goal, an ellipse represents a belief, and a dashed rectangle models the actor
boundary. In this model, actors are represented by personas. Further drawing
from the semantics used by GRL and jUCMNav, these nodes are coloured from
dark green to dark red corresponding with satisfaction values of Satisfied (100)
and Denied (−100); nodes with a value of None (0) are coloured yellow.

User goal models are generated automatically by CAIRIS using the same
pipeline process used to visualise other CAIRIS models. A declarative model of
graph edges is generated by CAIRIS; this is processed and annotated by graphviz
[2] before being subsequently rendered as SVG. This annotation stage includes
applying Algorithm 1 to user goal nodes to determine its score, and subsequent
colour. The CAIRIS model generation process is described in more detail in [7].
The algorithms described were incorporated into a Implied vulnerability model
validation check, which is applied to all KAOS goal dependency relationships
in a CAIRIS model. CAIRIS model validation checks are implemented inter-
nally within the relational database used by a CAIRIS model as SQL stored
procedures.

Fig. 2. Generated Excel workbook for entering user goals and contributions
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As shown in Fig. 2, we also extended CAIRIS to generate Excel workbooks
for capturing user goals and contribution links. Such workbooks are useful for
analysts wishing to contribute to user goal modelling via more familiar office
automation tools.

The generated Excel workbook contains UserGoal and UserContribution
spreadsheets, where edited cells for both are coloured green. The UserGoal work-
sheet is pre-populated with read-only data on the persona characteristic or doc-
ument reference name, its description, the persona it is associated with, and an
indicator to whether the reference corresponds to a persona [characteristic] or
document reference. When completing the worksheet, analysts should indicate
the intentional elements associated with the persona characteristics or document
references providing their grounds, warrants, or rebuttals. Analysts should also
indicate the element type (goal, softgoal, or belief), and the initial satisfaction
level using the dropdown lists provided. The source and destination cells in the
ContributionsSheet are pre-populated once user goals have been added in the
UserGoal sheet, so only the means/end and contribution links need to be set.

We further extended CAIRIS to allow the contents of these workbooks to be
imported into a pre-existing CAIRIS model.

4 Case Study

4.1 ACME Water Security Policy

We evaluated our approach by using it to identify implicit vulnerabilities asso-
ciated with the security policy of ACME Water : an anonymised UK water com-
pany responsible for providing clean and waste water services to several million
people in a particular UK region. The infrastructure needed to support such
a large customer base was substantial, amounting to over 60 water treatment
works, 800 waste water treatment works, 550 service reservoirs, 27,000 km of
water mains, 19,000 km of sewer networks, with over 1,900 pumping stations,
and 3,200 combined sewer outflows. This policy was modelled as a KAOS goal
model where each system goal represented a policy goal.

Four in-situ interviews were held with 6 plant operators, SCADA engineers
and plant operation managers at two clean water and two waste water treat-
ment plants. These interviews were recorded, and the transcripts analysed using
Grounded Theory. The results of this analysis are a qualitative model of plant
operations security perceptions. Using the persona case technique [9], we anal-
ysed the Grounded Theory model to derive a single persona of a water-treatment
plant operator, Rick, incorporating 32 persona characteristics, and backed up by
82 argumentation elements (grounds, warrants, or rebuttals).
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Secure operating environment

Secure network infrastructure Secure changes Access Control Secure Operating Systems Secure SLA Secure Roles Product security accreditation Secure backup Compliance audit Secure site Business activity asset

Fig. 3. High-level ACME Water security policy goals

The security policy goals were created by analysing existing documentation
about ACME’s existing information security policy and agreeing the scope of
the policy to be modelled with ACME’s IT security manager. Existing policy
documentation was analysed to elicit and specify a KAOS goal model of 82 policy
goals, with a single high level goal (Secure operating environment) and, as shown
in Fig. 3, 11 refined sub-goals representing the different policy areas. These goals
and other security and usability elements of the operating environment were
specified in a CAIRIS model; these included 2 personas, 11 roles, 21 obstacles,
9 vulnerabilities, 5 tasks, and 6 role-goal-role dependencies.1

4.2 User Goal Model Creation

To generate a user goal model based on Rick, we initially derived 104 user goals
and beliefs from both the persona characteristics and argumentation elements,
and 165 contribution links. The first two authors then reviewed the model to
de-duplicate synonymous user goals. For example, a Site protected user goal was
associated with a Copper theft document reference, as the intention implied was
that the site needed to be protected from this threat. However, we identified
a Site secured user goal associated with Physical and login security document
reference. As a result, we deleted the former user goal, and contribution linked
its user goals to Site secure. In parallel with the de-duplication of user goals,
we also added additional contribution links between user goals based on our
understanding of the persona and his intentions, where these contribution links
cross-cut persona characteristics. For example, on reviewing the persona charac-
teristics and their underpinning data, we noted that the Thieves ignore impact
user goal, which was associated with the Thieves do not care about their impact
characteristic, helped foster the belief that Personal safety is a hygiene factor ;
this belief was associated with the Personal safety is an infosec hygiene factor
persona characteristic. Following this analysis, the final model resulted in 93 user
goals and beliefs, and 205 contribution links.

Figure 4 shows the goal model generated by CAIRIS for Rick.

1 The case study CAIRIS model is available from https://doi.org/10.5281/zenodo.
3979236.

https://doi.org/10.5281/zenodo.3979236
https://doi.org/10.5281/zenodo.3979236
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Fig. 4. Annotated CAIRIS User Goal model based on Rick persona

4.3 ICT Awareness Implicit Vulnerabilities

From Fig. 5, we identified a link between the InfoSec communications perceived
user goal (annotated as 2) and the ICT awareness system goal, which is a refine-
ment of the high-level Secure Site system goal.

The ICT awareness system goal indicates ICT partners should know how to
maintain equipment hosted in the secure areas and, as Fig. 5 (inset) shows, this

Fig. 5. Alignment between ICT awareness system goal in KAOS goal model (inset)
and InfoSec communications perceived user goal in user goal model



198 S. Faily et al.

system goal is already obstructed due to exposed and surplus equipment which
should not be present. Unfortunately, as Fig. 5 also indicates, the related user
goal is also denied. The negative impact affects not only the perception of site
security, but also the perception the site is run efficiently; this corroborates the
obstacles found to be present in the system goal model. To reinforce this, the
belief Thieves steal anything (annotated as 1) was set to satisfied, which weakly
denied InfoSec communications perceived, further validating negative perception.
This highlighted the need for a new dependency where an IT security manager
depends on ICT partner to achieve the ICT awareness goal.

The limited security awareness means operators fail to see the connection
between misunderstanding authorisation, and wifi insecurity and site security,
due to their belief than an air-gap exists between wireless networks and industrial
control systems. Access controls on pump actions further supports the belief that
unknown applications are unauthorised. To explore this further, we associated
the Pump action restricted user goal with the Access Control system goal, and
added a dependency to indicate that plant operators depend on Information
Security managers for this goal. CAIRIS subsequently flagged a model validation
warning because a refined goalVendor passwords was obstructed, due to evidence
that vendors were using easily guessed default passwords for certain critical
components.

4.4 Validating Vulnerabilities with Implicit Vulnerabilities

As indicated in Fig. 1, obstacles can be associated with vulnerabilities to capture
the rationale for including vulnerabilities in subsequent risk analysis activities.
In the ACME Water model, an Exposed ICT Cabinets obstacle was already asso-
ciated with an Exposed cabinet vulnerability, but - given how divisive resolving
obstacles might be due to the architectural implications of their resolution – we
wanted to see if the user goal model of Rick provided a human rationale for the
obstacle’s presence.

Information Security Managers depend on Plant operators for a related
Industrialised secure cabinet system goal to ensure control systems are kept in
secure cabinets. On reviewing the user goal model and the tasks in the ACME
Water model, we noted that no-one was explicitly required to check these cab-
inets; instead, ACME Water trusted Rick to do this while discharging other
duties.

As Fig. 6 shows, as part of a pre-existing Broken Instrument alarm task
(annotated as 3), we introduced help contribution links to Complex failure callout
and SCADA alarm responded because Rick completes the task to satisfy these
user goals. The task entails Rick being away from the safety of the control room
to respond to equipment alarms from these cabinets. Should these alarms fire
out of hours, the model shows that Rick might feel uneasy, particularly if he
thinks the alarm indicates intruders are stealing equipment. The potential for
Rick to skip the steps necessary to check these cabinets was corroborated in the
user goal model due the SCADA alarm responded being very weakly satisfied.
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Fig. 6. Contribution of Broken Instrument alarm task to user goals (left) and related
responsibility and dependency associations (right)

5 Discussion and Limitations

While important for validating requirements, traceability is a weakness of lan-
guages like i* due to lack of guidelines for working with complementary models
[24]. Our approach addresses this traceability problem by drawing user goal rela-
tionships from the qualitative data analysis underpinning personas. However, a
limitation of our approach is the restricted expressiveness of the generated user
goal models, particularly the lack of support for strategic dependencies between
user goals. Supporting dependencies between user goals may appear trivial from
a modelling perspective, but retaining traceability would necessitate changes to
how the qualitative data grounding personas is elicited and analysed to ensure
both personas and their collaborative aspects are encapsulated. Approaches for
creating such personas already exist, e.g. [18], and could provide a grounding for
subsequent modelling of user goal dependencies.

Another limitation of our work is that our case study considers only a single
persona. However, our initial results developing and evaluating the changes to
CAIRIS indicate that user goal models place little additional performance burden
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to model validation checks. Because CAIRIS can incrementally import models
that overlay existing models, it is possible to incrementally add personas to a
baseline system to explore the impact of different personas interacting with each
other. Based on the process and performance of the tool-support, we believe
our approach scales to multiple personas too, but a more thorough performance
evaluation will be the subject of future work.

6 Conclusion

This paper presented an approach for reframing personas as social goal models
and, in doing so, using both the reframed and related models to find implicit vul-
nerabilities. As a result, we have made two contributions addressing our research
questions in Sect. 1. First, we addressed RQ1 by demonstrating how the user
research used to construct personas can be leveraged to partially automate con-
struction of social goal models. Such user goals could be elicited either while
constructing personas, or afterwards - in which case the process of constructing
the user goal models helps further validate the personas and the data upon which
they are based. Second, we addressed RQ2 by illustrating how minimal contri-
butions to existing tool-support facilitate automation for both the identification
of implicit vulnerabilities from user goal models, and the validation of existing
system goal obstructions based on user goals and user goal contributions. Our
intention is not to replace traditional RE approaches to system and social goal
modelling, but to show how applying them in a different way can identify and
confirm potential security problems that might have otherwise remained hidden.

Future work will further examine persona characteristics and goal and task
attributes to evaluate fitness between persona and actors in goal models. For
example, some goals might require long-term attention span while others require
different social skills. The user model associated with these attributes will be then
used to simulate how different personas interact, and whether this leads to inse-
curity. We will also investigate collaborative information gathering techniques
to capture goal models and their personas, e.g. through an interactive algorithm
driven by representative users providing satisfaction and denial weights, and
propagation options.
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Abstract. In this paper, we are concerned with the problem of estimat-
ing the speed of an RF jammer that moves towards a group/platoon of
moving wireless communicating nodes. In our system model, the group
of nodes receives an information signal from a master node, that they
want to decode, while the Radio Frequency (RF) jammer desires to dis-
rupt this communication as it approaches them. For this system model,
we propose first a transmission scheme where the master node remains
silent for a time period while it transmits in a subsequent slot. Second, we
develop a joint data and jamming estimation algorithm that uses Linear
Minimum Mean Square Error (LMMSE) estimation. We develop ana-
lytical closed-form expressions that characterize the Mean Square Error
(MSE) of the data and jamming signal estimates. Third, we propose a
cooperative jammer speed estimation algorithm based on the jamming
signal estimates at each node of the network. Our numerical and sim-
ulation results for different system configurations prove the ability of
our overall system to estimate with high accuracy and the RF jamming
signals and the speed of the jammer.

Keywords: Platoon of vehicles · RF jamming attack · RF jammer
speed

1 Introduction

Wireless communication has constraints in terms of power, bandwidth, reliabil-
ity, and communication range. As the utility and usefulness of these networks
increase every day, more and more malicious competitors appear and target these
networks with different types of security attacks. Radio frequency (RF) jamming
is one method that a malicious node can use to disrupt the transmission between
the nodes of a wireless network [19,23]. In this type of attack a signal is used
to disrupt the communication via the broadcast medium, as most nodes use
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one single frequency band. In certain application domains where groups of wire-
less nodes must communicate reliably in broadcast mode, like drone swarms or
platoons of autonomous vehicles [17] and applications for dynamic charging of
electric vehicles through inter-vehicle communication [13,16], an RF jammer can
have a profound effect in the operation of the system if it can disrupt wireless
communication [11,18]. There are methods to defend against a jamming attack
such as spread spectrum communication or increase of transmission power, but
they typically incur a high cost (power, bandwidth, or complexity). Another way
to defend against an RF jamming attack is for the whole group of nodes to move
away from the jammer in a flying ad hoc networks (FANETs) environment [8,26]
or in a platoon that forms a wireless vehicular network [26]. But to do so the
group of nodes, especially in a platoon of vehicles, must be able to estimate the
behavior of the jammer [3,14]. Of particular interest is its speed relative to the
platoon since it reveals whether the jammer is approaching or moving away. The
focus of this paper is to derive accurate estimates of the speed of the jammer in
a group of wireless moving nodes.

Motivation: Contrary to seeing RF jamming interference as a problem of an
individual node, we propose to address it at the group level since the applica-
tions of interest fall into the category of a platoon of vehicles that its movement
is coordinated using Cooperative Adaptive Cruise Control (CACC). The esti-
mated jammer speed value has been proved as a crucial feature for detecting
and classifying a RF jamming attack in a cross-layer Machine Learning (ML)
jamming detection scheme combined with other features from the PHY layer or
the network layer [15,17]. In particular, by improving the speed of the jammer
estimation at the group level, we suggest that the proposed estimated metric
can further improve the performance of an intrusion detection system. Last, the
estimated speed of the jammer is particularly important for a future model of
predicting the future position of the jammer.

Contributions: The contributions of this work are described below. Firstly,
we propose to use jointly the data from wireless receivers in platoon nodes for
the purpose of estimating the jamming signal and eventually the speed of the
jammer. To achieve our goal we design a transmission protocol for the platoon
and an associated estimation algorithm. With our protocol in the first time slot
the master node does not transmit any useful information so we obtain a clear
observation of just the jamming signal and the receiver noise, while in the second
time slot where the information signal is transmitted we observe an additive
form the information signal, the jamming signal, and the noise. Our approach
ensures that we have a clean interfering signal. Under this protocol, we use the
Linear Minimum Mean Square Error Estimator (LMMSE) to estimate both the
information signal u and the jamming signal zi for every node i in the platoon.
Our main result is a closed-form expression of the Mean Square Error (MSE)
of the signal u and the jamming signal zi. The second contribution is a new
algorithm that combines the jamming signal estimates received at the nodes of
the platoon, so as to achieve an accurate estimate of the jammer speed.
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The rest of the paper is organised as follows: in Sect. 2 we present related
work while in Sect. 3 we describe our system model and the assumptions. In
Sects. 4 and 5, we present the proposed joint data, jamming signal, and speed
estimation algorithms including all the analytical results. In Sects. 6 and 7 we
present numerical and simulation results. Finally in Sect. 8 we conclude this
paper.

2 Related Work

Speed Estimation. Our literature survey indicates that active vehicle safety
systems have not benefited sufficiently from the additional information received
from a connected vehicle network so as to design more reliable vehicle speed esti-
mation algorithms [12,29,31]. Pirani et al [22] introduce distributed algorithms
for speed estimation where each vehicle can gather information from other vehi-
cles in the network to be used for speed fault detection and reconstruction. This
procedure is used as a bank of information for a single vehicle to diagnose and
correct a possible fault in its own speed estimation/measurements. The same
approach is also considered in [6] for a platoon of connected vehicles equipped
with CACC. Without using a distributed system, the authors in [14] proposed
a method for speed estimation between one transmitter and one receiver. How-
ever, none of these approaches take into account the possible RF jamming in
the area and are not concerned with the speed of the jammer. In contrast, there
is considerable work regarding distributed jamming attack detection, but only a
few methods exploit distributed jamming signal estimation.

Jamming Detection. Several works cover the problem of distributed jamming
detection (but not estimation) in Multiple-Input-Multiple-Output (MIMO) sys-
tems. The majority of these works proposed jamming detection methods with
a Generalized Likelihood Ratio Test (GLRT) in MIMO systems [2,10]. The
authors in [30] in order to secure the legitimate communication, proposed a jam-
ming detection method in non-coherent Single-Input-Multiple-Output (SIMO)
systems, in which channel statistics are not required. It was shown that the
probability of detection initially grows with the number of receive antennas but
converges quickly, while the channel statistics from the jammer to the receiver
always influence the performance. All of these works use additional hardware
(e.g. more antennas) on the transmitter and receiver to detect a jamming attack.
More recent works like [11] proposed methods for jamming detection in Vehicular
Networks (VANETs) with Machine Learning (ML) methods like clustering. The
authors proposed new algorithms that can differentiate intentional from unin-
tentional jamming as well as extract specific features of the RF jamming signal.
In contrast, our proposed method desires to exploit the distributed environment
of multiple receivers to effectively estimate the jamming signal and the jammer
speed.
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Jamming Estimation. Distributed estimation (DES) is a topic that has been
investigated considerably in the literature. However, to the best of our knowledge
no works have considered using DES in a setting where a jamming signal and
the jammer speed need to be simultaneously estimated. The most closely related
work where DES is used for jamming estimation can be found in [4] where the
authors implemented a joint Successive Interference Cancellation (SIC) decoder
and LMMSE estimator for an interfering (jamming) signal. Similarly, the authors
in [9] investigate the problem of distributed decoding under a white noise jam-
ming attack. However, the aforementioned methods have as prime goal the cor-
rect decoding of the valuable data sent by the transmitter under an interference
source.

Our Work. In contrast to all the aforementioned works, this paper proposes
a two-stage transmission scheme in which the master node remains silent for
one slot out of the two time slots. This method is superior in estimating jointly
the data and jamming signal using an LMMSE estimation compared to a base-
line system. Subsequently, using this jamming signal estimate, the speed of the
jammer is also estimated. All the above are accomplished without any extra
hardware such as multiple antennas on the transmitter and the receiver.

3 System Model and Assumptions

Topology: We consider a wireless Vehicle-to-Vehicle (V2V) communication net-
work that consists of a set of N nodes. The first node is the master node who
sends the same information messages to the other nodes. Also there is a Jammer
(J) who uses his jamming signals to thwart the communication between the mas-
ter node and the other nodes of the network. In our topology the N −1 receivers
move as a realistic application of platoon of vehicles with approximately the
same speed (ur), using the CACC technology [25] and with a constant distance
(d) between the members of the platoon (fixed to 5m in our experiments). Also
there is a jammer who moves on a parallel road in relation to the platoon with
speed uj and when approaching the platoon within a relatively short distance
on the x-axis (at about xdist) starts its jamming attack. Observing the topology
of the investigated scenario, N − 1 orthogonal triangles are formed between the
jammer, the specific receiver and the vertical projection (vdist) of the position of
the jammer on the road that the platoon is located. So, for every vertical triangle
the Angle of Departure (AOD) values between the jammer and each one from
the receivers can be defined using the geometry of the proposed topology as:

(1) : cos φ1 =
xdist

dist1
,

(2) : cos φ2 =
xdist + d

dist2
,

...

(N − 1) : cos φN−1 =
xdist + (N − 2) ∗ d

distN−1
(1)

where disti is the actual distance between the jammer and the i-th receiver.
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Fig. 1. Wireless communication network for DES of the speed of the jammer.

Observation Model: Each node i during slot t observes yi,t as illustrated in
Fig. 1. In the first time slot, when the master node does not transmit anything,
each node observers only the jamming signal zi. In the second time slot when
the master node transmits a signal u, each node receives two interfering signals:
one from the master node, u through a channel hi, and the aggregate signal zi

from the jammer (which is the result of what the jammer transmitted through
an unknown channel hj,i) that takes into account the relative speed between
jammer-receiver and AOD of the transmitted jamming signal. The noise wi,t for
each time slot is Additive White Gaussian Noise (AWGN) with zero mean and
variance σ2

w and is uncorrelated across the nodes. So in two different time slots
we have two observations in every node:

yi,t = zi + wi,t (master node does not transmit) (2)

yi,t = hi ∗ u + zi + wi,t (master node transmits) (3)

In the above i indicates the node and t indicates the time slot. Hence, the
observations form the random vector y = [y1,1 y1,2 y2,1 y2,2 ... yN−1,1 yN−1,2]T

that has 2(N − 1) elements. We now define the vectors

u = [z1 z2 z3 z4 ... zN−1 u]T

which is a N × 1 vector and

w = [w1,1 w1,2 w2,1 w2,2 ... wN−1,1 wN−1,2]T
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which is also a 2(N − 1) × 1. The final signal model for our system becomes:

y = Hu + w (4)

where H is the following matrix:
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 . . . 0
1 0 0 . . . h1

0 1 0 . . . 0
0 1 0 . . . h2

. . . . . . . . . . . . . . .
0 0 . . . 1 0
0 0 . . . 1 hN−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

3.1 Considered Channel Models

We progressively investigate our idea in the context of more complex channel
models and we describe them next.

Rayleigh Channel: For the wireless link we assume flat Rayleigh fading,
while the channel remains the same for two consecutive time slots (quasi-
static). Hence for every time slot during the transmission of a packet we have
|hi| ∼ Ray(E[|hi|2]) [21]. The average received power is E[|hi|2] = 1/distpo

M(i)

where distM(i) is the node’s distance from the master node and po is the path
loss exponent set to 3. We assume that the channel between the master node
and the remaining ones is known since it can be easily calculated from packet
preambles.

V2V Stochastic Channel: With this more advanced model, the received sig-
nal at the i ∈ [1, ..., N − 1] receiver nodes that is received from the jammer
through a stochastic wireless V2V channel using the proposed two-stage trans-
mission protocol can be modeled as follows [14]:

yi,1 = γipoj,ie
j 2π

λ fD,iτi ∗ zi + wi,1 (5)

yi,2 = γipoM,ie
j 2π

λ fDM,iτi,M ∗ u + γipoj,ie
j 2π

λ fD,iτi ∗ zi + wi,2 (6)

All the wireless links between the jammer and the multiple receivers and the
links between the master node and the multiple receivers are assumed Line of Sight
(LOS).However, the proposedmethod canbe easily applied in amultipath scenario
in which in addition to the specular LOS component there are several other Non
Line of Sight (NLOS) diffuse components due to multipath reflections [14]. In the
above equations, γi is the amplitude associated with the LOS path, poM,i, poj,i rep-
resents the corresponding free space propagation losses from the master node and
the jammer to the i-th receiver. The λ is the wavelength. The complex coefficient
γi is assumed to be constant over the observation interval. The variables τi,M , τi
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and fDM,i, fD,i represent the time delays and Doppler shifts of the transmitted sig-
nal from the master node and the jammer, respectively. Finally, Δui is the relative
speed between the jammer and the specific receiver and wi,1, wi,2 represents the
AWGN with zero mean. Note that (5) corresponds to the first time slot in which
only the jammer transmits its symbol (as in (2)) and (6) corresponds to the second
time slot in which the master node transmits its signal and the jammer interferes
too (as in (3)). The channel model can be modeled exactly as the relation (11)
in [14]. Since we want to include the relative speed between the jammer and the
receiver in the last equations (5), (6) we write the Doppler frequency fD,i from the
transmitted signal by the jammer as:

fD,i =
Δuifc cos φi

c
(7)

where fc the carrier frequency with value 5.9 Ghz (which is the band dedicated
to V2V communication). Also cos φi is the incidence AOD between the jammer
and the i-th receiver and c is the speed of light. All parameters used in this
paper are summarised in Table 1.

3.2 Jammer Behavior

We consider jammers that aim to block completely the communication over a
link by emitting interference reactively when they detect packets over the air,
thus causing a Denial of Service (DoS) attack. The jammers minimize their
activity to only a few symbols per packet and use minimal, but sufficient power,
to remain undetected. We assume that the jammer is pretty capable and is able
to sniff any symbol of the over the air transmissions in real-time and react with a
jamming signal that flips selected symbols at the receiver with high probability
(see [28]). This type of reactive jammer is designed to start transmitting upon
sensing energy above a certain threshold in order for a reactive jamming attack
to succeed. We set the latter to −75 dBm as it is empirically determined to be a
good tradeoff between jammer sensitivity and false transmission detection rate,
when an ongoing 802.11p transmission is assumed [24]. For the jamming signal
we don’t have any information for its variance. We assume that the reactive
jammer transmits after its being triggered for two consecutive time slots and
this has the result that the jamming signal is the same. Also we assume that the
channel conditions between the jammer and the multiple receivers remain the
same through two consecutive time slots.

4 Joint Data and Jamming Signal Estimation

For estimating the information and the jamming signal in this paper we adopt
the LMMSE [4,21]. An LMMSE estimator is an estimation method which min-
imizes the MSE which is a common measure of estimator quality. The LMMSE
estimator ensures the minimum MSE from all linear estimators. For our general
linear model y = Hu + w, the estimator of u is given as:

û = (HHC−1
w H + C−1

u )−1HHC−1
w y (8)
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Table 1. Mathematical symbols used in this paper.

Symbol Description

N Actual number of nodes

disti Actual distance between jammer- receiver i

xdist Distance between jammer- receiver i in x-axis

vdist Vertical distance between jammer- receiver i in y-axis

distM(i) The node’s i distance from the master node

M Master node

cosφi AOD between jammer - receiver i

d Distance between platoon members

u Information signal

zi Jamming signal transmitted in receiver i

hi Channel between master node and receiver i

hj,i Channel between jammer and receiver i

wi,t AWGN at the receiver i at time t

yi,t The overall signal received at the receiver i at time t

σ2
w AWGN variance

γi The amplitude associated with the LOS path

poM,i Free space propagation losses from M to receiver i

poj,i Free space propagation losses from jammer to receiver i

λ The wavelength

τi,M Time delay from the M to receiver i

τi Time delay from the jammer to receiver i

fDM,i The doopler shift of the transmitted signal from M to receiver i

fD,i The doopler shift of the transmitted signal from the jammer to
receiver i

Δui The relative speed between the jammer and the receiver i

fc Carrier frequency

c Speed of light

Cw The auto-covariance matrix of w

Cu The auto-covariance matrix of u

ur,i The speed of the receiver i

uj The speed of the jammer

σ2
w The variations of the power of the jamming signal

α The smoothing parameter of the filter

Δt The time interval for updating the estimation procedure

where Cw and Cu are the auto-covariance matrices of w and u respectively. The
MSE of this estimator is the trace of Ce , that is the covariance matrix or the
estimation error:

MSE = Tr(Ce) = Tr((HHC−1
w H + C−1

u )−1)) (9)
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4.1 MSE Derivation

As the literature has shown, a very challenging task is to produce a closed-form
expression for the desired estimator and signal model [4,5,20]. In this subsection
we outline the process that has led to the desired expression that will help us
study the behavior of the proposed system.

Recall that in our model we assume that the noise is AWGN with zero mean
and variance σ2

w and is uncorrelated across the nodes. We have no information
about the jamming signal and so we assume that its mean is zero. Under these
assumptions and with the use of the general LMMSE estimator, the MSE for
the information u and jamming signal zi for nodes is given in (10), and (11)
respectively.

MSEu =
1∑N

n=2(
h2

n

σ2
wn,2

) + 1
s2

u
− ∑N

n=2(
h2

n

σ4
wn,2∗( 1

σ2
wn,1

+ 1
σ2

wn,2
+ 1

σ2
zn

)
)

(10)

MSEzi =

∏N
n=2,n �=i(

1
σ2

wn,1
+ 1

σ2
wn,2

+ 1
σ2

zn
) ∗ (

∑N
k=2(

h2
n

σ2
wn,2

) + 1
s2

u
)

−∑N
k=2(

h2
n

σ4
wn,2

) ∗ ∏N
n=2,n �=i,k( 1

σ2
wn,1

+ 1
σ2

wn,2
+ 1

σ2
zn

)
∏N

n=2(
1

σ2
wn,1

+ 1
σ2

wn,2
+ 1

σ2
zn

) ∗ (
∑N

n=2(
h2

n

σ2
wn,2

) + 1
s2

u
)

−∑N
k=2(

h2
n

σ4
wn,2

) ∗ ∏N
n=2,n �=i(

1
σ2

wn,1
+ 1

σ2
wn,2

+ 1
σ2

zn
)

(11)

In order to understand better the implications of the produced expression we
present results for the case of N = 4 where we have that

MSEu =
1

s − h2
2

σ4
w2,2∗α

− h2
3

σ4
w3,2∗β

− h2
4

σ4
w4,2∗γ

(12)

Also MSEz2 is equal to

β ∗ γ ∗ s − h2
3

σ4
w3,2

∗ γ − h2
4

σ4
w4,2

∗ β

α ∗ β ∗ γ ∗ s − h2
2

σ4
w2,2

∗ β ∗ γ − h2
3

σ4
w3,2

∗ α ∗ γ − h2
4

σ4
w4,2

∗ α ∗ β
(13)

where:

s =
h2
2

σ2
w2,2

+
h2
3

σ2
w3,2

+
h2
4

σ2
w4,2

+
1
s2u

, α =
1

σ2
w2,1

+
1

σ2
w2,2

+
1

σ2
z2

β =
1

σ2
w3,1

+
1

σ2
w3,2

+
1

σ2
z3

, γ =
1

σ2
w4,1

+
1

σ2
w4,2

+
1

σ2
z4

The first thing we notice from these expressions is that the MSE of the informa-
tion signal u is inversely proportional to the number of nodes, that is we have
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benefits in the accuracy of bit detection (MSE can be easily converted to Signal-
to-Noise Ratio (SNR) and Bit Error Rate (BER)) when more nodes assist in
the estimation process. Regarding the MSE of the estimated jamming signal it
is also increased with a higher number of nodes but this is not obvious from the
expression (11) that is more involved. The precise quantification of these gains is
presented in the respective performance evaluation section where we will delve
into the performance of this estimator in isolation first.

5 Jammer Speed Estimation

Our ultimate goal is to estimate the jammer speed based on jamming signal
estimates that we obtained from the previous section. Figure 1 indicates that
between the jammer and each receiver there is different AOD and a different
distance (disti). Using again the estimator in (8) we propose to combine the
values in the N × 1 estimated vector u (that contains the joint data and the
jamming signal) by diving them pairwise and taking then the absolute value:

| û1

û2
| = | ẑ1

ẑ2
| = |hj,1z

hj,2z
| = |γ1poj,1e

j 2π
λ fD,1τ1

γ2poj,2ej 2π
λ fD,2τ2

|

...

| ûN−2

ûN−1
| = | ẑN−2

ẑN−1
| = |γN−2poj,N−2e

j 2π
λ fD,N−2τN−2

γN−1poj,N−1ej 2π
λ fD,N−1τN−1

| (14)

Under specific assumptions and mathematical manipulations presented in
the Appendix A taking into account the equations for the stochastic V2V chan-
nel (5), (6), (7) and the set of Eq. (1) with the geometry of the considered
topology, the above equations can be simplified and solved for the speed of the
jammer:

(1) : ûj =
b̂1 ∗ λ ∗ c2

d ∗ 2π ∗ fc
+ ur

(2) : ûj =
b̂2 ∗ λ ∗ c2

d ∗ 2π ∗ fc
+ ur

...

(N − 2) : ûj =
b̂N−2 ∗ λ ∗ c2

d ∗ 2π ∗ fc
+ ur

This means that we have N − 2 equations that involve the speed of the jammer
and the known value of d which is the distance between the members of the pla-
toon. We observe that the only factor that differentiates these equations are the
(b̂1, b̂2, ..., b̂N−2) which are the imaginary parts of the estimated complex numbers
(ln ( ẑ1

ẑ2
), ln ( ẑ2

ẑ2
), ..., ln ( ẑN−2

ẑN−1
)). Consequently, these values are only related to the
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estimated jamming signals ẑi. Obtaining the unbiased sample mean estimator of
the above point estimates for the speed of the jammer we have:

ˆ̄uj =
N−2∑
l=1

1
N − 2

(
b̂l ∗ λ ∗ c2

d ∗ 2π ∗ fc
+ ur) (15)

Hence, if we increase the number of receivers we obtain a better estimate of
the speed of the jammer. Now in the case that the jammer approaches the i-th
receiver at a speed lower than the relative speed between the jammer and the
receiver, it has positive sign if |ur −uj | = uj −ur. Repeating the above procedure
results in something analogous to (15), namely:

ˆ̄uj =
N−2∑
l=1

1
N − 2

(ur − b̂l ∗ λ ∗ c2

d ∗ 2π ∗ fc
) (16)

We must note that we do not need to know a-priori the correct sign of the
relationship |ur − uj | since one of the two (15), (16) will have a negative sign
and consequently this estimated jammer speed value must be rejected. In this
case, the alternative equation must be used to estimate the speed of the jammer.

6 Numerical and Simulation Results for AWGN
and Rayleigh Channels

For our simulations we assume that the master node together with the other
nodes form a platoon of vehicles that move together in a specific direction with
approximately a constant velocity. The jammer is in a specific distance and
moves in parallel with them but we do not have any information for its position
and channel condition between itself and the nodes in the platoon. We gradually
present results for the AWGN channel, a Rayleigh fading channel, and finally a
realistic vehicular channel that includes LOS and shadowing from obstacles in
the next section. In this way we can offer a full exploration of all the aspects of
our system.

For the AWGN and Rayleigh channels our purpose is to evaluate the ability
of the estimator in (10) and (11) to accurately estimate the jamming signal. Con-
sequently, we also test a baseline system where the master node transmits data
continuously without stopping its transmission as with the proposed scheme. In
our analytical model this result can be obtained by setting the noise variance to
infinity in (2). Furthermore, we assume σ2

w to be equal to 0.1. The information
signal u is a random binary sequence with power equal to σ2

u = 1 leading thus
to a transmit SNR of 10dB. Higher SNRs would lead to higher gains. For the
jamming signal note that its variance σ2

zi at every node takes different values
because of channel fading. We implemented our algorithm in Matlab and we exe-
cuted 50000 iterations for every different system configuration. For our results
we present the MSE for the transmitted information u and for the jamming
signal zi.
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6.1 Results for an AWGN Channel

In Fig. 2a we present the results for the MSEu and MSEzi for the proposed
and baseline systems. We observe that in the baseline system the MSEu and
the MSEzi for N = 2 nodes start at the same value. This is what we expect
to observe because only (3) is available for u and zi (and hi = 1). As we add
nodes the two MSE’s improve and the MSE of the information u enjoys higher
improvements with every new node. For the proposed system our results are
much better as we have also the observations from the first time slot for every
node and we can estimate and isolate better the jamming signal that eventually
results in a better estimation of the information u. Specifically, the MSE of the
estimated jamming signal using the proposed transmission protocol is about
0.19 lower as compared to the baseline protocol for N = 6. The above result
proves that using the proposed transmission protocol we achieve a significant
increase in accuracy of the estimated jamming signal. Although we have better
MSE’s for both estimated parameters we observe a behavior that requires some
further explanation. As we observe in Fig. 2a for the proposed system for a
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number nodes N = 2, 3, the MSEzi is better than the MSEu. This indicates
that one can estimate better the different jamming signals for every node than
the common information u for all nodes but this is not the case. The reason
for this behavior is that the information signal that we are trying to estimate is
common for all nodes but the jamming signal zi is different for every node and
contains the unknown channel hji and the real jamming term z. So it is easier
for us to estimate a range of values zi than a discrete value u.

6.2 Results for Rayleigh Fading Channel

When the channels between the master node and the other nodes are Rayleigh
fading hi takes random values. We adopt the same assumptions for the variance
of the information signal and the noise. In Fig. 2b we present the results for
MSEu and MSEzi. We observe that in the baseline system the MSE is greater
than the proposed system because in the baseline system we have only the obser-
vations of the second time slot for every node so we do not have the ability to
estimate the jamming signal. The MSE of the estimated jamming signal using
the proposed transmission protocol is about 0.07 lower as compared to the base-
line protocol for N = 6. In both systems the MSEu that is achieved for N ≥ 4
is adequate for a communication system. The final thing that we observe is that
for a small number of nodes the estimation of the jamming signal seems to be
better than that of the information. The information signal u that we want to
estimate is common for all nodes but the jamming signal is just a different term
zi which contains also the unknown channel hj,i for every node. That means that
with the same two observations for every node we are estimating from a set of
two possible discrete BPSK values for u (effectively detecting the signal), and
simultaneously we estimate zi = hj,iz (and not z which might also be a discrete
modulated signal). The MSEzi has low values even for small N . As the number
of nodes increases the observations from the different nodes for the information
signal u increase leading to a MSEu that is lower than MSEzi. This is achieved
for N ≥ 6.

6.3 Results for MSE Vs σ2
z

In our next set of results we assume a constant number of nodes N = 5 and we
vary σ2

z between 1 to 10. In Fig. 2c we observe that in the proposed system that
we have two observations for every node, as σ2

z increases, both MSEu, MSEzi

remain practically in the same low desirable value below 0.1. That means that
our system is not vulnerable to jamming, and as the power of the jamming
signal σ2

z increases the system responds and estimates the information signal u
in a very efficient way. In Fig. 2d we observe the difference between the baseline
and the proposed system. Here as σ2

z increases (power of jamming increases)
we observe a massive increase in MSEu and MSEzi. These results illustrate
the importance of the observations in (2) for every node. In the baseline system
that we practically cannot use these observations we have only (3) for every
node. That means that we have no more information for every zi and when this
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jamming signal has higher power than the information signal we cannot isolate
and estimate the later.

7 Simulation Results for Vehicular Channel

In this section we seek to evaluate the performance of the speed estima-
tion algorithm in conjunction with the jamming signal estimation algorithm.
For this purpose, we used the Simulation of Urban Mobility (SUMO) tool
and OMNET++/VEINS [27]. SUMO is adopted as our traffic simulator and
OMNET++ is used to simulate wireless communication. Furthermore, the
GEMV (a geometry-based efficient propagation model for V2V) [7] tool was
integrated into the VEINS network simulator for a more realistic simulation of
the PHY layer [18]. Specifically, the experiments are conducted in a rural area
at the outskirts of the city of Aachen.

7.1 Cooperative Jammer Speed Estimation Results

We present our results in terms of the Mean Absolute Error (MAE) between
the real value of the speed uj and the estimated mean of the jammer speed
in (15), (16) using the estimated results from multiple receivers ûj :

MAE = |ˆ̄uj − uj | (17)

The MAE is calculated for both baseline and the proposed two-stage trans-
mission scheme. These estimated MAE values are presented in Fig. 3a for both
baseline and the proposed two-stage transmission scheme with a different num-
ber of receivers in the interval [0, 50] in a realistic vehicular channel. In this
experiment we also assume that the jammer approaches the platoon of vehicles
with a maximum speed of 28 km/h and the receivers move with random speeds
that belong in the interval [30] km/h. By setting the number of receivers to
N = 50 nodes, we observed that the jammer can effectively communicate with
only 25 out of 50 nodes based on the GEMV simulator [7]. It can be seen in
Fig. 3b that after a number of 25 receivers the MAE of the estimated jammer
speed converges to a stable value for both systems under comparison. This is
because beyond 25, there are no other effective communication pairs between
the jammer and the receivers. Moreover, the MAE of the estimated speed of
the jammer under realistic vehicular communication channel using the proposed
transmission protocol is about 0.5 lower as compared to the baseline protocol
for N = 20. The above results indicate the significance of the proposed trans-
mission protocol in terms of increasing the accuracy of the estimated speed of
the jammer. Because of its superior performance we use the proposed two-stage
transmission scheme for the rest of the experiments.

But in reality, the members of a platoon of vehicles never moves at exactly
the same speed. So, when we change slightly the range where the speed of the
receivers can vary, we observe in Fig. 3b that as this range is narrower, the MAE
decreases. This is because in this case the speed deviation of all the receivers will
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Fig. 3. MAE of the jammer speed estimation using the proposed transmission protocol
for a different number of receivers

be present as an additional condition in (15), (16). This result is very encouraging
since it states that when it is used in vehicle formations that all have the same
approximate speed (e.g. platoons), the speed of the jammer can be estimated
with improved accuracy.

For our next experiment we check the robustness of the proposed distributed
system with 20 multiple receivers but over time. We update the jamming signal
zi estimate using (8) every Δt = 20 s, while in the intermediate time instants
we use the last estimated jamming signal as our current estimate of the jammer
speed. The jammer speed estimate that takes place in the time interval [1, 100]
s is presented in Fig. 4a. During [1,75] s the jammer moves with a speed of 25
km/h, while from time 75 s onwards a sharp increase in the speed of the jammer
to 50 km/h is observed. Therefore, for the specific time interval [75, 90] s the
MAE value increases significantly. This is happening because of the jammer
speed in the subsequent time instants between 75 and 90 s is actually the old
estimate made at 70 s. This is clearly an approach that may create a stale value
for the estimated speed when we have changes.

To solve the previous problem we apply a smoothing filter for combining the
jammer speed estimates across time. In particular we combine the last estimate
with the estimated jammer speed at the present time instant ˆ̄uj(t) as follows:

ˆ̄uj(filtered)(t) = (1 − a)ˆ̄uj(t) + a ∗ ˆ̄uj(filtered)(t − 1) (18)

We explored for two extreme values a = [0.8, 0.2] and the results can be seen
in Fig. 4b. Observing these results, it is obvious that giving parameter a large
values such as 0.8, results in a sharp changes in filtered speed estimate over the
entire duration of this specific experiment and especially in the specific time
interval [75, 90] s. This is because the speed of the jammer is mainly estimated
using the last estimate of its speed. This results in the smoothing filter being
unable to estimate the actual instantaneous changes in the speed of the jammer.
On the contrary, by giving lower values to parameter a around 0.3 or 0.2, all
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abrupt changes are absorbed by the smoothing filter and so the MAE does not
vary significantly over time.
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8 Conclusions

In this paper, we considered a network when a swarm of nodes that receive an
information signal from a master node and a signal from an RF jammer. We
proposed both a transmission scheme where the master node remains silent for
a slot, and a joint data and jamming signal estimation algorithm using LMMSE
estimation. We derived analytical closed-form expressions for the MSE of our sys-
tem. Our results indicate that as the number of nodes in the swarm increases,
the estimation of both the jamming and information signals is improved signifi-
cantly. Our results also showed that our proposed transmission scheme is robust
against RF jamming attacks since, although the power of the jamming signal
(σ2

z) increases, the MSEu and MSEzi remains constant. Finally, we proposed a
method for combining the jamming signal estimates from the multiple receivers
so as to improve the accuracy of the jammer speed estimate in a realistic vehic-
ular channel. To the best of our knowledge, our proposed scheme is the first
distributed estimation scheme for the speed of an RF jammer. The experimental
results prove that the speed estimate of the jammer is improved by increasing
the number of receivers and the proposed method is particularly suitable for a
platoon of vehicles since they use approximately the same speed. An accurate
estimation of the speed of the jammer and its use as an extra feature in a ML
approach [17], increases the accuracy of an RF jamming attack detection.

However, a “smart” jammer can overhear the transmissions of the master
node to swarm nodes, learn the proposed transmission protocol and act accord-
ingly. For this reason, we could further improve the security of the proposed
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transmission protocol turning it into a pseudo-random time hopping protocol so
that the master node only transmits at specific times slots which are selected
pseudo-randomly according to a private key pre-sharing procedure [1] between
the master node and the receivers. This proposed “smart” communication pro-
tocol can further confuse the jammer and is an area of future research.

A Appendix

Recall that the N −1 receivers are assumed to be close to each other, resulting in
a constant value for the free space propagation loss poj,i and the random variable
γi for the observation interval in the above equations. Under these assumptions
the set of Eq. (14) is simplified to:

ẑ1
ẑ2

=
ej 2π

λ Δu1
fc
c cosφ1τ1

ej 2π
λ Δu2

fc
c cosφ2τ2

...

ẑN−2

ẑN−1
=

ej 2π
λ ΔuN−2

fc
c cosφN−2τN−2

ej 2π
λ ΔuN−1

fc
c cosφN−1τN−1

By taking the natural logarithm of the expressions on the left and right we have:

ln (
ẑ1
ẑ2

) = ln (
eω|ur,1−uj | cosφ1τ1

eω|ur,2−uj | cosφ2τ2
)

...

ln (
ẑN−2

ẑN−1
) = ln (

eω|ur,N−2−uj | cosφN−2τN−2

eω|ur,N−1−uj | cosφN−1τN−1
)

where ur,i is the speed of every receiver, uj the speed of the jammer in the
area and the variables fcx = fc

c , ω = j 2π
λ fcx. If we assume that the jammer

approaches the i-th receiver at a speed lower than its own speed the relative
speed between jammer and receiver is positive and so |ur,i − uj | = ur,i − uj . By
simplifying the previous logarithmic equations we have:

ln (
ẑ1
ẑ2

) = ω[(ur,1 − uj) cos φ1τ1 − (ur,2 − uj) cos φ2τ2]

...

ln (
ẑN−2

ẑN−1
) = ω[(ur,N−2 − uj) cos φN−2τN−2 − (ur,N−1 − uj) cos φN−1τN−1]

In the above equations the estimated jamming signal values on the left-hand side
are complex numbers of the form: (â1 + b̂1j), ..., âN−2 + b̂N−2j. We observe that
the real part of the above equations on the right side is equal to zero. So all the
real parts, that is the â’s, are equal to zero. We also assume that the receivers
move at similar speeds (ur,1 � ur,2 � ... � ur,N−1 = ur) as they are members



222 D. Kosmanos et al.

of the platoon. By replacing the AOD values with the order of Eq. (1) and the
time delays as τ1 = dist1

c , τ2 = dist2
c , ..., τN−1 = distN−1

c we have:

b̂1 = ω[(ur − uj)
xdist

dist1
∗ dist1

c
− (ur − uj)

xdist + d

dist2
∗ dist2

c
]

...

b̂N−2 = ω[(ur − uj)
xdist + (N − 3) ∗ d

distN−2
∗ distN−2

c
− (ur − uj)

xdist + (N − 2) ∗ d

distN−1
∗ distN−1

c
]
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Abstract. Backscatter communications relieves sensor tags from the
energy-intensive task of generating their own radio waves. This enables
sensor tags to transmit their sensor readings at an energy consumption
that is several orders of magnitude lower than that of conventional low-
power radios. The resource-constraints of typical backscatter tags, how-
ever, make it challenging to provide security for them. In this extended
abstract, we take a first step towards authentication of backscatter trans-
missions. We propose to add authentication information in the chip
sequences of the physical layer. We discuss design issues and in particular
the trade-off between security and reliability and propose mechanisms to
enable low-power authentication suitable for backscatter tags.

Keywords: Backscatter · Authentication · Security

1 Introduction

Backscatter communications enable data transmissions while avoiding the need
to generate a radio wave at the backscatter device, which is one of the most
energy-consuming tasks for low-power Internet of Things (IoT) devices. Instead,
an external device generates the carrier wave on which the backscatter tags
modulate their sensed data values. Recent progress in backscatter communica-
tions enables IoT sensors and actuators to transmit physical-layer protocols such
as Bluetooth [2], WiFi [8,23], IEEE 802.15.4 (often called ZigBee) [15,16] and
LoRa [14,18] with a power consumption below one milliwatt, several orders of
magnitude lower than with conventional low-power radios and, in some cases,
at distances in the range of kilometers [18]. This dramatic reduction of power
consumption makes it increasingly feasible to power devices by energy harvested
from the environment. At the same time, using commodity physical-layer pro-
tocols removes the need for an expensive dedicated device (RFID reader) to
generate the required carrier wave on which the devices modulate their data.
Backscatter promises large-scale data collection from battery-free IoT devices
that run on harvested energy. We are, however, not aware of any security-related
efforts in backscatter, other than for RFID [20].
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Fig. 1. Backscatter transceiver prototype

While security based on Public Key Infrastructure (PKI) systems are becom-
ing possible for resource-constrained, battery-powered devices [5], the resources
on backscatter tags are usually too limited for dealing with, for example, certifi-
cates required for device authentication. In this paper, we propose an alternative
physical-layer authentication mechanism for backscatter devices that employs
watermarking to authenticate packets. Watermarking here refers to embed-
ding secret information in the packets [7]. Several IoT physical layers such as
IEEE 802.15.4 and IEEE 802.11b (WiFi) use Direct-Sequence Spread Spectrum
(DSSS), a spread-spectrum modulation technique used to better handle inter-
ference. In the case of 802.15.4, the transmitter maps one 4-bit symbol to one
out of 16 32-chip pseudonoise codes (PN-code). The receiver maps the received
code to the best matching 4-bit symbol. The 16 codes are chosen so that this
matching process is robust against chip flips. Our key idea is that backscatter
tags, upon transmission, could intentionally flip one or more chips to enable the
receiver to identify the transmitter, without altering the original data. This is
similar to recent efforts in using the 802.15.4 chip sequence as steganographic
channel [9,12,24] or watermarking [11] but with a focus on authentication for
ultra-low-power backscatter devices. Similar mechanisms could be implemented
in other parts of the packets as we discuss in Sect. 6.

Contributions. Our main contribution is the design of a physical-layer authen-
tication scheme for backscatter-based IoT devices. We discuss several design
trade-offs such as the one between security and reliability. To the best of our
knowledge, this is the first paper that addresses security for backscatter with
IoT physical layer protocols.

2 Background

In this section we present a brief background on backscatter transmissions and
DSSS, both with a focus on IEEE 802.15.4.

Backscatter. Backscatter transmitters selectively reflect an external Radio Fre-
quency (RF) signal to convey information such as their sensor readings [8,23].
By offloading the carrier generation to an external device, backscatter tags avoid
the energy-consuming task of generating their own radio wave, which reduces
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their power consumption by up to three orders of magnitude compared to tra-
ditional low-power radios. The backscatter transmitter controls how the carrier
wave is reflected by changing the load attached to its antenna to create a spe-
cific impedance mismatch. This enables the tags to control the amplitude, phase
and frequency of the reflected signal. Therefore, the tags can backscatter almost
any standard physical layer protocol including packets conforming to the IEEE
802.15.4 standard [15,16]. A backscatter prototype is shown in Fig. 1.

DSSS. Physical layer protocols such as those employed by IEEE 802.15.4 and
IEEE 802.11b use DSSS, a spread-spectrum modulation technique used to better
handle interference. Using DSSS, this is achieved by widening (spreading) the
bandwidth of the transmitted signal. When despreading at the receiver, unin-
tentional and intentional interference is reduced. In IEEE 802.15.4 each symbol
(consisting of 4 bits) is mapped to a 32-chip long pseudonoise code (PN-code).
There are 16 of these PN-codes as defined in the standard. These 16 PN-codes
have been selected to maximize the number of chip positions in which the two
PN-codes are different (Hamming distance). In 802.15.4, the minimum distance
between two PN-codes is 12 and the maximum 20. A receiver takes the received
PN-code and matches it to the symbol whose PN-code has the minimum Ham-
ming distance to the received PN-code.

3 Related Work

There are a number of studies that discuss steganography and watermarking for
IEEE 802.15.4. Ko proposes a first system using a steganographic channel that
is based on the 802.15.4 chip sequence [9]. The main contribution of the paper
is to show that this channel enables the transmission of additional data to save
energy. Along the same lines, Metha et al. also propose to use this channel to
communicate with a specialized receiver while sending data to a conventional
one [12]. Towards this end, they expand the original 802.15.4 chip sequences
with additional chip sequences that still resolve to the original ones for a con-
ventional 802.15.4 receiver. Zielinska and Szczypiorski add additional scrambling
to the modified chip sequences to complicate detection of the steganographic
channel [24]. They demonstrate the possibility of creating a covert channel with
the same data rate as 802.15.4, with a low impact on the bit error rate and
only a slight decrease in receiver sensitivity. Li et al. study the same issues
for watermarking in 802.15.4 and also implement a prototype system to gain
experimental results [11]. Nain et al. extend the channel with acknowledgements
to make it reliable [13]. In contrast to these approaches, we aim at exploit-
ing the 802.15.4 PN-codes for authentication of extremely resource-constrained
backscatter devices.

Ureten and Serinken are among the first to propose to use RF fingerprints
for identifying individual nodes in wireless networks by means of their RF finger-
prints [19]. Xu et al. differentiate between the conventional passive approaches
for fingerprinting and active approaches [21]. The latter approaches do not only
observe ongoing communication but also try to trigger responses from devices
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to make them transmit useful features. Oracle [17] goes beyond the previous
approaches by using transmitter-side modifications to increase the chances of
correct identification at the receiver. In contrast to our approach, Oracle requires
machine learning methods to differentiate between different nodes whereas our
approach relies on much simpler methods at the receiver as we discuss in the
next section. Some studies have shown that RF fingerprinting is feasible also for
RFID tags [1,22].

4 Design Issues

4.1 Overview

On a high level, we devise a backscatter communications authentication system
that works as follows: A carrier generator that could be a software-defined radio,
a WiFi or an IEEE 802.15.4 device, generates an unmodulated carrier. One or
more backscatter tags transmit their collected sensor data by modulating their
sensed data in 802.15.4 frames on top of the unmodulated carrier. In order
to enable authentication, the tags embed authentication information by flipping
selected chips in the PN-code. We call these chips authentication chips. The chips
are flipped according to the tag’s individual random sequence that is known by
both the receiver and the backscatter tags. In our case, the receiver needs to be
able to detect the flipped chips. Current 802.15.4 radios do not offer access to
such low-level information and hence we would need a specialized receiver that
we implement with a software-defined radio, similar to related work. Note that
low-power software-defined radios exist [4].

Using the 802.15.4 PN-code for authentication by watermarking is interesting
for backscatter devices as it allows us to add information without increasing the
packet size. On the other hand, it needs to be done with care since it reduces
the robustness of the backscattered signals which are particularly weak and
vulnerable. We discuss these and other issues in the sequel of this section.

4.2 Message Authentication Code

We use a Message Authentication Code (MAC) to provide authenticity. To that
end, we split the MAC into 5-bit chunks to identify one of the 32 PN-code posi-
tions to be flipped. Given the maximum IEEE 802.15.4 packet size of 127 bytes
and the fact that there are 4 bits per DSSS symbol we can encode up to 254 bits
in one packet by flipping one chip per DSSS symbol. Knowing the message and
the tag’s random sequence (key) the receiver can decode and verify the MAC.

4.3 Preliminary Reliability Analysis

The goal of this section is to provide a preliminary analysis about the impact
of flipping chips of the PN-code on the reliability of packet transmissions and
outline ways of improving reliability. We implement a Monte Carlo simulation



228 T. Voigt et al.

Table 1. The results show that under worse channel conditions there is an increase in
symbols and authentication chips that cannot be detected. Using two instead of one
authentication chips per chip PN-code improves the situation.

Number
Auth. chips

Number RX
chip errors

Symbol
correct

Auth. chips
correct

Symbol and
Auth. correct

1 0 1.0 1.0 1.0

1 1 1.0 0.97 0.97

1 2 1.0 0.94 0.94

1 4 1.0 0.88 0.88

1 6 0.99 0.81 0.8

1 8 0.88 0.75 0.64

2 0 1.0 1.0 1.0

2 1 1.0 1.0 1.0

2 2 1.0 0.997 0.998

2 4 0.998 0.99 0.99

2 6 0.96 0.97 0.93

2 8 0.78 0.94 0.73

in Python. In the simulation, we take one of the 16 PN-codes and first flip one
or more chips of the code before transmission. The first chip is flipped as part
of the authentication, the other chips are flipped to increase security by adding
additional chip flips. We flip an additional number of chips to simulate errors at
the receiver where interference actually occurs. Note that such a chip flip during
reception could undo the transmitter’s chip flip. After the reception of a packet,
the receiver decodes the PN-code and retrieves the authentication chips.

Basic Reliability. The goal of our first simulation is to evaluate if the correct
PN-code and hence symbol is detected. Further, we evaluate if the authentication
chip is correctly detected, i.e., if it has not been flipped again which could happen
because of interference at the receiver.

Table 1 depicts the simulation results. The table shows how the number of
authentication chips and the number of chip errors at the receiver impact the
correctness of the received symbol (i.e., the receiver selects the correct symbol
out of the 16 possible ones), if the authentication chip is still valid (i.e., it has
not been flipped again during reception) and finally in the right-most column if
both the PN-code and the authentication chip are still correct. The table shows
that with only one authentication chip, there is a high chance that interference
(additional chip flips) prevents that both the correct symbol and the correct
authentication chip can be detected. Therefore, we opt for using two authen-
tication chips in each symbol. With two authentication chips, we consider the
authentication chips also correctly received if only one of them is correct.

The results in the table show that under worse channel conditions, i.e., when
we flip more chips at the receiver, there is an increase in symbols and authenti-
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Table 2. While flipping additional chips before transmission increases security, it leads
to a further decrease in the correct detection of symbols and authentication chips

Number
Auth. chips

Number RX
chip errors

Symbol
correct

Auth. chips
correct

Symbol and
Auth. correct

2 + 1 0 1.0 1.0 1.0

2 + 1 1 1.0 1.0 1.0

2 + 1 2 1.0 0.998 0.998

2 + 1 4 0.99 0.99 0.98

2 + 1 6 0.91 0.97 0.87

2 + 1 8 0.66 0.94 0.61

2 + 2 0 1.0 1.0 1.0

2 + 2 1 1.0 1.0 1.0

2 + 2 2 0.998 0.998 0.996

2 + 2 4 0.97 0.99 0.96

2 + 2 6 0.83 0.97 0.8

2 + 2 8 0.56 0.94 0.51

cation chips that cannot be detected. The table also shows that only less than
in total six chip flips per symbol can be corrected. As Zielinska and Szczypiorski
denote [24], the maximum error correcting capability in 802.15.4 is �dmin−1

2 �
where dmin is the minimum Hamming distance between two PN-codes (12 in
802.15.4).

Since we require that only one out of the two authentication chips needs to be
correct, we increase the risk that an attacker that sends faked packets and tries
to guess the authentication chips succeeds. With only one authentication chip
per symbol the probability that the attacker flips the correct chip is 1

32 since
there are 32 chips per symbol. Using two authentication chips and requiring
that only one of them is correct increases this probability to 1

32 + 2 · 1
32 · 30

32 ,
i.e., from 0.03125 to 0.0596. If we assume that the attacker needs to guess 10
symbols correctly, the probability of a correct guess decreases beyond 5.63e-13.
We make two assumptions here: First, we assume that we have two distinct
authentication chips in the (manipulated) PN-code of a symbol. Second, since
chips may be flipped at the receiver due to interference, the receiver does not
require that all symbols have the expected authentication chips but a subset is
sufficient for successful authentication.

Additional Chip Flips. One possibility to make it more difficult for the
attacker to identify the random sequence based on observed chip flips is to create
additional chip flips. While this increases security the chances increase that the
receiver cannot decode the transmitted symbol correctly. We quantify this risk
with additional simulations that we depict in Table 2.

The table shows that as expected the risk of symbol mismatch increases.
Assuming that during reception eight chips are flipped because of interference,
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Fig. 2. MAC implementation

the ability to decode the right symbol decreases from 78% (Table 1) to 68% with
one additional chip flip before transmission to 56% with two additional chip flips.

These results demonstrate that adding additional chip flips in order to
increase the security has as expected a negative impact on the symbol detection
ability of the receiver when there is radio interference. Therefore, the decision if
and how many additional chip flips should be performed depends on the state of
the radio channel. If the channel conditions are good and there is a low risk for
interference and hence chip flips during reception, additional chip flips seem an
attractive idea. If, however, the radio channel conditions are bad adding addi-
tional chip flips may cause symbol errors at the receiver. As in such scenarios
we may expect additional chip flips caused by interference, it is not necessary to
add artificial chip flips for security reasons.

Conventional low-power radios have mechanisms such as CCA (Clear Chan-
nel Assessment) checks to get an understanding of the state of the radio channel.
There are, however, currently no similar mechanisms for backscatter tags. There-
fore, we expect that we need to measure the channel conditions at the receiver
(where interference actually takes place) and inform the backscatter tags about
the channel conditions.

4.4 MAC Implementation

As illustrated in Fig. 2, we base our MAC on a CRC-based MAC t = h(B)⊕k [10],
where B is the b-bit message to be sent, h(B) = coef(B(x) · xm mod p(x)) a
function of the (b,m) hash-family with polynomial p(x) of degree m, and k is
a one-time key. We use the 16-bit CRC (polynomial) of IEEE 802.15.4 because
it has to be calculated and concatenated to the packets for error detection pur-
poses anyway. The one-time key is derived from the tag’s random sequence. For
each packet we use another 16-bit sub-sequence with an offset depending on the
message sequence number times 16 (modulo the sequence length).

We finally use a linear-feedback shift register to extend the m = 16 bit MAC
t (used as initial value) into a longer pseudo-random sequence. For this purpose
we use the feedback polynomial x16 + x15 + x13 + x4 + 1 to achieve a maximum-
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Fig. 3. Experimental setup

length period of 216 − 1, which is plenty for practical packet lengths. An LFSR
is easy to implement in both soft- and hardware.

The success probability of an adversary that tries to modify a single message
that results in the same MAC is at most ε for ε-opt-secure hash families [10]. For
the (b,m) hash-family: ε = (b+m)/(2m−1). This shows that the message length
m has a significant impact on ε, and hence on the security of the system. Short
messages reduce the search space for brute force attacks, long messages increase
ε. The hash function h() (in our case the CRC) can be reused if for each new
message a different one-time key k is used. It is therefore important to chose a
sufficiently long random sequence for each tag to derive unique keys.

5 First Prototype

In order to demonstrate the basic feasibility of our approach, i.e., that we can flip
chips even on our resource-constrained prototype, we implement chip flipping in
our backscatter tag [15]. The modifications are implemented in the FPGA that
features the baseband logic to generate 802.15.4 frames. As a carrier generator,
we use a USRP B200 software-defined radio and as a receiver a Zolertia Firefly
IoT development platform. We place the devices at close distances as shown in
Fig. 3 to avoid undesired chip flips due to weak communication links. We flip
a specific number of chips and evaluate whether the Zolertia node is still able
to receive the packets. In order to consider a worst case, we flip the chips so
that the minimum Hamming distance is minimized. For example, when flipping
two chips, the minimum Hamming distance that is 12 without any chip flips,
becomes 10, 12 or 14 dependent on which chips are flipped. For the purpose of
this experiment, we flip the chips that lead to a minimum Hamming distance of
10. We send 160 packets with the same number of flipped chips, 10 with each of
the different PN-codes.

Our results show that the Zolertia node receives almost all packets correctly
when we flip up to four chips in each PN-code. In fact, we see one error (out of
640 packets) in these scenarios which we attribute to external interference since
the experiments are conducted in an office environment. If we flip five or more
chips in one chip sequence, however, we see an increasing rate of symbols that
are wrongly detected. When we flip 8 chips in each PN-code, roughly half of the
packets can still be correctly received.

6 Discussion

While our first prototype has been implemented in the physical layer, we could
also implement the same algorithms in other places in the packet, for example,



232 T. Voigt et al.

in the application layer. The main disadvantage of implementations at higher
layers is that the packets increase in size due to the additional bytes required
for authentication. Note that while the smallest unit we can manipulate in the
physical layer is a chip, in higher layers it is a bit which corresponds to eight
chips. Hence, implementing the same approach in a higher layer may lead to a
non-negligible increase of the size of the packets and larger packets have a higher
risk of being corrupted [6]. On the other hand, our approach of flipping chips in
the 802.15.4 frames has a negative impact on the packet reliability. Furthermore,
the implementation of our approach requires a gateway that is capable of dealing
with physical layer information. Note, however, that there is a current trend of
more capable gateways for the Internet of Things [3]. In the long run, we intend
to combine our approach with RF fingerprinting which also requires information
from the physical layer and hence gateways that are able and need to handle
physical layer information.

7 Conclusions

In this extended abstract, we have taken the first steps towards authentication
for extremely resource-constrained sensor devices using backscatter communi-
cation. In particular, we target backscatter devices that use IEEE 802.15.4 as
their physical layer protocol where we embed the authentication information as
chip flips. We have discussed several design options that highlight the trade-off
between security and reliability and have shown that chip flipping is feasible also
in those resource-constrained backscatter devices. Towards the best of our knowl-
edge, this is the first paper that targets security for backscatter with standard
IoT protocols.
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Abstract. The privacy issue is highly relevant for modern information systems.
Both particular users and organizations usually do not understand risks related
with personal data processing. The ways an organization gathers, uses, discloses,
and manages a customer’s or client’s data should be described by privacy policy,
but in major cases such policies are confusing for the customer. The goal of
this research is making privacy policy transparent for the users via automation
of the privacy risks assessment process based on the privacy policy. The paper
introduces the developed common approach to privacy risks assessment based
on analysis of privacy policies and ontology for privacy policies. The approach
includes construction of an ontology for a privacy policy, and generation of rules
for privacy risks assessment based on the proposed ontology. The applicability of
the proposed approach and ontology is demonstrated on the case study for IoT
device.

Keywords: Privacy policy · Privacy risks · Personal data · Ontology · Semantic
analysis · Natural language processing · Risk assessment

1 Introduction

The privacy issue is not novel formodern society. From themoment the various processes
began moving into the information space, a large amount of personal information moved
there. Personal data is data that identifiably describe a living individual person [1]. This
information may be of financial interest, and it is used by different companies for a
variety of purposes. In addition to using with so-called legal purposes, i.e. the purposes
that have legal basis, this information can be stolen if information security requirements
are not satisfied. It should be noticed that though the privacy issue is under discussion
for the many years, the individuals, generally, do not understand what is personal data,
how and when they provide legal basis for using their personal data while interacting
with systems, products, and services, how and when their personal data can be stolen, as
well as how personal data can be used against the individuals (e.g. annoying advertising,
black PR (Public Relations), blackmarket, damage to reputation, etc.). At the same time,
the organizations that provide the systems, products, and services, may not completely
realize the consequences of the personal data leakage both for their customers, and the
organizations themselves. These consequences can include the financial losses, damage
to reputation, and negative impact for the organization’s development.
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A number of incidents involving the personal data leakage led to the development
of the EU General Data Protection Regulation (GDPR) [1] that emphasizes control over
personal data and states that data subjects should be made aware of the risks related
to personal data processing. This has forced the organizations to pay more attention
to the privacy issues to avoid law and financial problems. The organizations should
generate a privacy policy while providing various information products. Privacy policy
is a statement or a legal document (in privacy law) that discloses some or all of the
ways a party gathers, uses, discloses, and manages a customer or client’s data. But most
users accept such policies without even reading and understanding what kind of data
and on what period they provide. A representative example is the application developed
in Moscow to track the movements of individuals infected with COVID. All individuals
that install the application and accept the privacy policy, give their consent to transfer
all the data that application can get (from IP address to the passport ID and employer)
to any third parties for almost any purposes including advertising for 10 years.

The goal of this research ismaking privacy policy transparent for the users by automa-
tion of the privacy risks assessment process based on the privacy policy. The approach
based on the ontology is proposed.

As it is mentioned, the analysis of privacy policies is highly relevant and not novel
issue. But to this moment there is no completed research related to the risk assessment
based on the privacy policies analysis.

In this paperwe propose an approach that incorporates analysis of the privacy policies
written in natural language for the subsequent formal specification of the policies using
an ontology and privacy risk assessment based on the constructed ontology.

The main contributions of the paper are as follows:

• a common approach to privacy risks assessment based on ontology constructed for a
privacy policy;

• a privacy policy based ontology;
• an approach for constructing rules for privacy risks assessment based on the proposed
ontology;

• a usage scenario.

The paper is organized as follows. Section 2 analyzes the main related works in the
area of formal languages development for the privacy policies specification, applica-
tion of natural language processing for the privacy policies analysis, existing privacy
aware ontologies and privacy risks assessment. In Sect. 3 the developed methodology
for privacy risks assessment is introduced, the developed ontology is provided, including
the design and implementation processes, key concepts and application (Subsect. 3.1),
converting privacy policy text to ontology (Subsect. 3.2), and privacy risks assessment
procedure (Subsect. 3.3). In Sect. 4 the case study on application of the developed ontol-
ogy to assess privacy risks is given, examples of the rules that can be used for privacy risks
assessment are considered, and the discussion on advantages of the suggested ontology
and the proposed privacy risks assessment procedure is provided. The paper ends with
conclusion and future research directions.
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2 Related Works

In this section we outline and analyze two main groups of researches related with ours.
The first group of the researches covers development of formal languages. The pro-

posed languages can be used to specify the policies, while the developed policies can
be used for the further analysis or privacy risk assessment. We consider this group of
works as soon as in the scope of our approach we should develop a formal language for
subsequent ontology specification.

The secondgroup of the researches covers analysis of privacy policy texts represented
using natural language. We consider this group of works as soon as privacy policies are
usually generated using natural language. To develop formal language for ontology
specification automatically we analyze the text of the privacy policy given in natural
language first. In scope of this group of works we consider both the papers devoted to
the natural language processing (NLP) and the papers devoted to the NLP application
to analyze privacy policies and to assess the risks.

The formal languages are used for specification of the security policies, license
agreements, access control policies, and privacy policies. The essence of approaches
devoted to development of formal languages is specification of the language alphabet
and of the rules for constructing the sequences using the characters of the alphabet (i.e.
the language grammar). The text specified using such language can be processed using
mathematical methods. There are a lot of application areas of this approach. As soon as
this research is devoted to the privacy policies processing, we review in details the papers
that consider development of formal languages for specification of privacy policies.

In [2] the authors propose the Platform for Enterprise Privacy Practices (E-P3P) to
formalize a privacy policy into a machine-readable language that can be enforced auto-
matically within the enterprise by the means of an authorization engine. The formalized
policy specifies what types of the personally identifiable information (PII), for what
purposes and by what users in the organization can be used. To formalize the policy the
language that incorporates the terminology and the set of authorization rules is used.
The terminology includes six elements, namely, data categories, purposes, data users,
the set of actions, the set of obligations and the set of conditions. The authorization
rules are used to allow or deny an action. Similar approach to authorization management
and access control is introduced in [3]. The proposed model consists of users/groups,
the accessed data, the purposes of access, and access modes. It is used to ensure that
personal information is used only for authorization. Authors also proposed a privacy
language based on the proposed model. This language is used for privacy and access
control rules formalization and automated enforcement of these rules by the means of
the access control system. The proposed model is limited only by the access control
considering privacy aspects.

In [4] the language based approach is also used. The authors consider the privacy
principle that states that the user’s personal data can’t be used for the purpose different
from the one that they were collected for without consent of the concerned user. The
authors assume that in major cases the users do not have any idea how and what purposes
their personal information is used for. To resolve this issue the authors propose a data
handling policy (DHP) showing users who and under what conditions can process their
personal data. This policy can be developed by the service provider or by the user using
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the developed DHP language. The language incorporates the set of terms (namely, recip-
ients, actions, purposes, PII, conditions, provisions and obligations) and rules. The DHP
then enforced using policy decision points (make decision regarding the access request)
and policy enforcement points (implement decision) of the access control system. The
disadvantage is that such policy should be developed for each new product.

In [5] another language called PILOT for privacy policy specification is proposed.
The authors also developed a tool that allows assessing privacy related risks if the policy
is specified using the proposed language. The advantage of the approach is that it allows
assessing the risks. The disadvantage is that this approach doesn’t allow assessing them
automatically if the policy is not specified using the developed formal language. The
authors propose to users define the privacy policies themselves and then represent the
risks of the developed policy. It is also not clear from the article how to define all possible
risks that are required to get assessment for the specific risk.

In [6] the authors proposed the Layered Privacy Language (LPL) that fulfill the intro-
duced requirements, namely, differentiation between the source and recipient of data,
generating privacy policies considering the purposes of operations with data, guarantee
of human-readability based on layering of privacy policies. The disadvantages of this
work are as follows: the research is not completed and the proposed language does not
cover all privacy aspects now; the company should define their privacy policy using LPL
before analyzing it.

The privacy risks assessment approach is proposed in [7]. It is based on the harm
trees. The trees are constructed based on information about the system, the personal data,
the relevant risk sources, the relevant events and their impacts on privacy. The harm tree
nodes are represented as triples incorporating personal data, system component, and risk
source. The root node of the harm tree corresponds to a privacy harm. The leaf nodes
correspond to the exploitation of data by the most likely risk source. The users’ privacy
settings are also considered while calculating the likelihood of the privacy harms.

The main difference between the papers of this group and our approach is that we
propose generating and processing the ontology automatically for every policy specified
in natural language using NLP.

The second group of the researches covers analysis of texts written in natural lan-
guages, including privacy policy texts. In [8] authors presented a pipeline for automatic
privacy policy extraction and analysis of theAndroid applications. Themain contribution
is annotated corpus of the privacy policies APP-350 Corpus available by link: https://
www.usableprivacy.org. The authors applied the TF-IDF (term frequency and inverse
document frequency) approach to construct feature vector from text of the policies and
the support vector machine (SVC) classifier to detect different data practices in poli-
cies. In [9] the authors applied machine learning approach to automated detection of
opt-in/opt-out choices to control personal data visibility. They tested different machine
learning techniques for policy text analysis, such as linear regression and neural networks
and experimented with different set of features. However, application of the approach
requires labeled data set. The authors implemented this procedure manually.

In [10] the authors propose a semantic framework PrivOnto to analyze privacy poli-
cies. The proposed framework uses as input the set of annotated privacy policies and
developed an ontology representing a set of policies with identified privacy aware data

https://www.usableprivacy.org
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practices. The key challenge here was related to the automated annotation of privacy
policies to generate specific ontologies, for this goal crowdsourcing, machine learning
and natural language processing were used. First, the experts analyzed the set of privacy
policies and annotated them using outlined 11 categories of data practices (First Party
Collection/Use:Privacy, Third Party Sharing/Collection:Privacy, User Choice/Control,
User Access, Edit, & Deletion, Data Retention, Data Security, Policy Change, Do Not
Track, International & Specific Audiences, Other). These categories served as main con-
cepts to model privacy policies. Annotated set then was used to train the framework for
automated annotation. The researches annotated over 23,000 data practices extracted
from 115 privacy policies and made them publicly available by link: https://www.usable
privacy.org. This research is the most closest to ours, but we focus not only on detection
of data practices in text of policies, but on assessment of risks for personal data. To
achieve this we focus on a particular privacy policy and develop a detailed semantic
presentation of each privacy-aware data practice.

In this paper we introduce the proposed ontology that is the basis for our approach
to the automated analysis of privacy risks based on the privacy policies. Though some
aspects related to privacy policies analysis are covered in the related research, today there
is no end-to-end approach to automated privacy risks assessment based on policies. Thus,
themain contribution of our research is a new approach to privacy risks assessment based
on analysis of privacy policies defined using natural language and ontology for privacy
policies.

3 Methodology

In Fig. 1 the suggested risk assessment procedure based on analysis of privacy policies
is shown.

Privacy Policy

Ontology of privacy 
data usage aspects 

(P2Onto)

Mapping of privacy policy to 
P2Onto concepts using  NLP 

techniques

Rules based  
P2Onto

Priva

Privacy Risks Score

Fig. 1. General scheme of privacy risks calculation based on privacy policy analysis

The key element of the suggested approach is the P2Onto ontology that describes
different aspects of personal data processing such as first party collection, third party
sharing, etc. It serves as the basis for constructing an ontology for each particular privacy
policy. Themapping of individuals to its concepts is implemented using natural language

https://www.usableprivacy.org
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techniques. P2Onto ontology also serves as the basis for constructing rules for automated
privacy risk calculation. All these steps with particular focus on P2Onto ontology are
described below in detail.

3.1 P2Onto Ontology

The goal of P2Onto ontology is to describe possible data usage scenarios that involve
personal data processing, and to provide formal basis for the risk assessment. To construct
the ontology, we used the data usage practices and associated privacy aspects proposed
in [10]. These aspects were identified by the domain experts who studied both existing
privacy policies and corresponding legal regulations and requirements, such as COPPA
[11], and the HIPAA Privacy Rule [12]. They are listed below.

First-Party Data Collection and Usage. This aspect characterizes what personal data
are collected by the service provider, operating the device, web site or application, how
they are collected, what legal basis and purposes of data collection are.

Third-Party Data Collection and Sharing. This aspect characterizes all issues concern-
ing data sharing procedures, including form of data shared – aggregated, anonymized or
raw.

Data Security. This aspect describes security mechanisms, both technical and organi-
zational, used to protect data.

Data Retention. This aspect characterizes temporal issues of personal data processing
and storage.

Data Aggregation. This aspect defines if service provider aggregate personal data.

Privacy Settings. This practice defines available tools and options to end user to limit
scope of personal data being collected (opt-in/opt-out issues of personal data collection).

Data Control. This aspect relates to tools and mechanisms provided to user to
manipulate with personal data – access, edit, and erase.

Privacy Breach Notification. This aspect relates to the tools andmechanisms the service
provider uses to inform about breach of personal data privacy.

Policy Change. This aspect relates to what tools and mechanisms the service provider
uses to inform an end user about changes in text of personal data privacy and possible
reactions available to end user.

Do Not Track. This practice describes how tracking signals for online tracking and
advertising are processed.

International and Special Audience. This aspect discusses different issues relating with
processing personal data of special audience such as children, and citizens of certain
states and regions.
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According to the workflow for designing ontologies based on privacy policies pro-
posed in [13], the definition of the competence questions for each privacy aspect is a key
issue that specifies the goal and tasks of the ontology. We used this approach for con-
structing the P2Onto ontology and determined a set of competence questions specifying
issues associated with them. These competence questions are based on guidelines and
questionnaires provided by international security IoT assessment frameworks such as
IoTF,GSMAin thefield of privacy risk assessment [14, 15]. The examples of competence
questions for some privacy aspects are given in Table 1.

Table 1. Some privacy aspects and corresponding competence questions

Privacy aspect Competence questions Examples

First-party data collection and
usage

What data categories are
collected?

Geo location, activity
tracking, health status,
financial info, contact info,
etc.

What is the data collection
mode?

Automatically without user
consent, automatically but
with given consent every time
when automatic collection
performed, or given by user
directly (i.e. financial data)

What is the purpose of data
collection?

Service provision including
additional services,
enhancement of service
provision, analytics and
research, marketing and
advertising, personalization,
security and support services,
legal requirement, etc.

What is the basis for data
collection

User given consent, legal
requirement, other

Do you collect data from third
party service providers?

No, public sources,
third-party service providers,
others

Privacy settings Who provides privacy settings
control?

First-party service provider,
Third-party service provider
(including web-browser
privacy settings)

How are they implemented? Opt-in (user directly specifies
what data to collect and
share), opt-out using web-link
or mailing, stop using services
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These questions helped us to identify core concepts and properties of the P2Onto
ontology. We outlined four core concepts – Data, Activity, Agent andMechanism – that
serve as the basis for describing all aspects of data processing including tools involved
in this process. Let us consider them in detail.

Data is a generic concept, it is a super class for Personal_Data and Non-
Personal_Data. The conceptPersonal_Data is defined inGDPR text as “any information
relating to an identified or identifiable natural person (‘data subject’); an identifiable nat-
ural person is one who can be identified, directly or indirectly, in particular by reference
to an identifier such as a name, an identification number, location data, an online iden-
tifier or to one or more factors specific to the physical, physiological, genetic, mental,
economic, cultural or social identity of that natural person” [1, Article 4].

This allowed us to determine Sensitive_Data concept and its subclasses to describe
racial or ethnic origin (Racial_Data), political opinions, religious or philosophical
beliefs (Religion_Data), genetic data (Genetic Data), biometric data for the purpose of
uniquely identifying a natural person (Biometric_Data), data concerning person health
(Health_data), data about crime records (Crime_Data).We also outlined Tracking_Data
concept to have possibility to answer Do Not Track data usage aspect. Concept Non-
Personal_Data is used to describe non-personal data such as statistical data and is valu-
able to understand how many types of data – identifiable and not – are collected about
particular device user.

Figure 2 shows the hierarchy of Data subclasses.

Fig. 2. Structure of data concept

Concept Activity (Fig. 3) is a generic concept that may be used to describe possible
actions concerning data processing and data control activities. That is why we defined
two different subclasses Data_Activity and Control_Activity. The first subclass is pur-
posed to describe possible activities arising with data processing – collection, usage
(or processing), storage and sharing with third parties, while the purpose of the second
subclass is describe wide variety of activities associated with data privacy control and
data access operations available to user, consent giving and withdrawal. It also includes
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activities of service provider concerning notifications in case of policy change and breach
of data. Each individual or subclass of Data_Activity concept has property hasLegal-
Basis that defines legal basis for data activity, including data collection. The legal basis
is represented by a concept Legal_Basis. The purpose of data activity is described by
Data_Activity_Purpose concept. We assume that there is a variety of data processing
purposes but in general case they may fall into categories listed in Table 1.

Fig. 3. Structure of activity concept

Two other important concepts are Agent andMechanism. The concept Agent is used
to describe service provider, end user, i.e. data subject, and third party participating in
data processing. We currently suggest reusing this concept from PROV-O ontology that
specifies a concept Agent as a subject that “bears some form of responsibility for an
activity taking place, for the existence of an entity, or for another agent’s activity” [16].

The Mechanism class is a generic class that is used to define different mechanisms,
tools or interfaces for implementing different types of data activities. It serves as a super-
class to describe tools and mechanisms to collect and share data, options available to
user to access data and control their privacy. TheMechanism is a superclass for theNoti-
fication_Mechanism concept used to describe ways the server provider notifies the data
subject in case of data breach or privacy policy change. These classes are linked to data
subjects or activities using special object properties reflecting the relationship between
corresponding classes. For example, to describe security mechanisms and tools used
to secure data processing, we use the property isSecuredBy linking the Data_Activity
concept with the Security_Mechanism concept.

Figure 4 shows main concepts and properties related to the First Party Collection
aspect.

3.2 Mapping of the Policy Text into P2Oto Concepts

Mapping text of the privacy policy into the concepts of the P2Onto ontology is a critical
process. In major cases, text policies are monolithic texts structured in paragraphs. Some
policies present important information in the form of tables or lists. This allows us to
make following assumptions:

• if policy is a text organized in paragraphs, then each paragraph represents a set of
P2Onto concepts semantically linked to one privacy aspect and data usage scenario;
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Fig. 4. P2Onto concepts and properties describing first party collection practice

• if paragraph contains a list, then each list item represent individuals of one concept
or a set of P2Onto concepts semantically linked to one privacy aspect;

• if text contains a table then each row is treated as one data usage scenario, where
columns contain individuals relating to different P2Onto concepts;

• if policy text is monolithic and does not contain paragraphs, then we treat it as one
usage scenario, detecting individuals relating to P2Onto concepts, without linking
them to one scenario.

P2Onto concepts are instantiated by words or phrases from a text policy based on
simple matching them to a vocabulary that contains key words for each P2Onto concept,
extended by generated synonyms.

As the result mapping each P2Onto concept will be assigned a set of individuals, if
the P2Onto concept except the Personal_Data class and its subclasses was not detected
in a given data usage scenario, then it is assigned the NotDef individual.

3.3 Privacy Rule Construction

The P2Onto ontology is constructed in such a way that one concept or subset of concepts
may provide an answer to one competence question. Table 2 shows some examples
of mapping between privacy aspects, competency questions and P2Onto concepts and
properties.

Mapping one concept to one competency question allows us to propose the following
privacy risk assessment procedure.

Let PA is a particular privacy aspect, and it includes n competence questions. Let
CQi is ith competence question, and then the risk score for PA privacy aspect is defined
as follows.
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Table 2. Privacy aspects and P2Onto concepts and properties

Privacy aspect Competency
questions

P2Onto concepts P2Onto properties

First party
collection/use

What data categories
are collected?

Data and its subclasses
(personal data,
non-personal data)

usesData

Do you collect data
from third party
service providers?

Third party CollectsDataFrom

What is the data
collection mode?

Collection mechanism hasCollectionMechanism

What is the purpose
of data collection?

Data activity purpose isProcessedFor

What is the legal
basis of collection?

Legal basis hasLegalBasis

Privacy settings Who provides privacy
settings control?

Agent providedBy

How are they
implemented?

User_Control_
mechanism

Implements

What data types do
they affect?

Data and its subclasses
(personal data,
non-personal data)

Involves

1. For each competence question CQi

a) define a Ci concept or a set Ci of concepts (belonging to one superclass, i.e.
class Data),

b) calculate RiskScore(CQi) risk score for competence question CQi as
a RiskScore(Ci) risk score of instances belonging to Ci concept, i.e.
RiskScore(CQi) = RiskScore(Ci). RiskScore(C) for a set of concepts is defined
as follows RiskScore(C) = max{RiskScore(Ci),Ci ∈ C}.

2. Calculate privacy risk score for privacy aspect as a sum of risk scores for each
competence question CQi:

RiskScorePA =
n∑

i=1

RiskScore(CQi). (1)

3. If RiskScorePA ≥ High_Threshold, then privacy risks are High, if RiskScorePA <

Low_Threshold, then privacy risks are Low, else they are Medium.
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The values of threshold need to be determined during experiments after some sta-
tistical distribution of risks is obtained, but currently we suggest defining them as
follows:

• High_Threshold = 4/3·n,
• Low_Threshold = 2/3·n,

where n is the number of competence questions defined for privacy aspect PA. The
overall privacy risks are calculated as sum of RiskScorePAi determined for each privacy
aspect PAi.

To calculate RiskScore(C) based on individuals of the concept C, we propose to
rank them as critical, generic and other. The rank of individuals is determined for
each concept individually. Let us consider the following example, the purposes of the
data collection may be as follows: p1 – service provision including additional services,
p2 – enhancement of service provision, p3 – analytics and research, p4 – marketing
and advertising, p5 – personalization, p6 – security and support services, p7 – legal
requirement. The purposes p1 and p2 are rather generic, it is rather difficult to judge
whether the data collected are really necessary or not, we propose to rank them as
generic; purposes p3, p4 and p5 assume data aggregation and possible user profiling that
is why we suggest ranking them as critical, purposes p6 and p7 are clear and we rank
them as other.

Let us define following functions:

• Critical(C) returns a number of individuals of the concept C that have critical rank;
• Generic(C) returns a number of individuals of the concept C that have generic rank;
• Other(C) returns a number of individuals of the concept C that have other rank;
• Not_defined(C) returns a number of NotDef individuals assigned to the concept C.

Then in general case we propose using the following rule to score the risks for each
concept C:

If Critical(C) > 0, then RiskScore(C) = 2, else
If Others(C) = 0 or Generic(C)+Not_defined(C)

Others(C) ≥ 1, then RiskScore(C) = 1,
else RiskScore(C) = 0.
However, in some cases it is necessary to define individual rules for some concepts.

The example of such concept is Data, as we consider that risks are getting higher with
the amount of collected data, and that is why we suggest scoring this concept according
to the following rule:

If (individuals of Sensitive_Data is not null) then RiskScore(Data) = 2, if individ-
uals of Personal_Data or its subclasses is not null) then RiskScore(Data) = 1, else
RiskScore(Data) = 0.
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4 Usage Scenario and Discussion

To demonstrate our approach, we analyzed the privacy policy of the August company
that produces smart lock, doorbell cameras and other accessories [17]. Their smart lock
allows implementing a variety of convenient but privacy risky functions as remotely
lock and unlock the door, logging exit/entrance activity of smart lock owners as well
as their guests, supports biometrical identification and voice assistant. We constructed
an ontology for the privacy policy concerning August services and products [17] and
calculated privacy risks based on the information provided within it.

We examined the following data usage aspects: first-party data collection and usage
scenario, third-party data collection and sharing, data security, data retention, privacy
settings, data control and policy change. We omitted from the explicit risk analysis
international and special audience scenario as special audience is usually represented by
citizens of EU and California protected by a set of regulations such GDPR [1], CCPA
[18].

These regulations require specifying explicitly the purpose of data processing includ-
ing collection and third party sharing, and our analysis showed that these concepts are
considered in first data collection and third party-sharing. Moreover, it is interesting to
understand privacy risks in general but not for a specific audience, however, in future
we are planning to include this scenario and analyze the difference in privacy risks for
different type of audience. The August products are not purposed for the use by minors
under 16, therefore privacy risks for this specific audience are not calculated. It also
should be noted that the usage scenario describing privacy breach notification was not
detected in the text at all.

The given privacy policy is represented by a text structured as a sequence of para-
graphs, some of them contain bulleted lists, there was also a table. Currently the process
of mapping privacy policy to P2Onto concepts is done manually, however, to detect
P2Onto concepts and data usage scenarios in text of the policy we used assumptions
defined in Sect. 3.2 and treated paragraph without bulleted list or item of a list as one
data usage scenario.

Figure 5 shows a part of constructed P2Onto ontology describing collection activity
constructed under following assumptions.

We used Graffoo OWL editor [19] for prototyping and visualizing ontology before
moving it to OWL/XML format. We also used its capabilities to highlight different
usage scenario for different type of data. The rectangles on Fig. 5 correspond to P2Onto
concepts, labeled arrows – to object properties, while small circles – to the individuals.
The individuals that belong to one usage scenario, i.e. were detected in one paragraph
or bullet list item are marked by one color.

FromFig. 5 it is clearly seen that inmajor cases the privacy policy text did not contain
individuals of all P2Onto classes referring to one data usage, this resulted in appearance
of NotDef individuals in many data usage scenarios. In some cases these concepts were
described separately. For example, the purposes of data usage and storage were given in
separate paragraph, but there was no clear specification what type of the data they refer.

We detected similar case in data retention usage practice (Fig. 6).
The product manufactures first provide general description of how long all collected

data is retained for, the purpose and legal basis for data retention (white circles in Fig. 6),
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Fig. 5. Part of P2Onto ontology presenting first party collection data usage practice detected in
August privacy policy (Color figure online)

and then specify some particular scenarios, for example, they inform that lock activity,
including guest activity as well as account information is stored at least 90 days after
account deletion (orange circles in the Fig. 6), however, they do not provide information
how long the financial data of the smart lock user is stored (lilac circles in the Fig. 6).

Let us calculate privacy risks for first party collection and usage practice. It is
described by five competence questions that are given in Table 2 alongside with cor-
responding P2Onto concepts. To calculate risk score associated with each competence
question it is necessary to assign ranks to the individuals detected.

Table 3 contains suggested ranks for the individuals.
We assumed that collection information from the user’s guests may pose high pri-

vacy risks both to user and his/her guests. The purposes of data processing concerning
personalization and understanding of user behavior are also considered as critical as they
highly related to user behavior profiling, and at last we refer to not defined legal basis of
data collection and processing as critical, as personal data processing has to have clearly
defined basis for this activity what is stated in many legislative regulations.

For the assigned ranks of the individuals we obtained the following risk scores for
each competence question or corresponding P2Onto concept and risk score for the given
data practice (see Eq. 1):
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Fig. 6. Part of P2Onto ontology presenting data retention practice detected in August privacy
policy (Color figure online)

• RiskScore (Data) = 1;
• RiskScore (Third Party) = 2;
• RiskScore (Collection Mechanism) = 0;
• RiskScore (Data Activity Purpose) = 2;
• RiskScore (Legal Basis) = 2;
• RiskScore (First party collection and usage) = 7.

The values of the risk thresholds for the given usage scenario are the following:

• High_Threshold = 4/3·5 = 6.67,
• Low_Threshold = 2/3·5 = 3.33,

Thus, The RiskScore equal to 7 corresponds to high privacy risks.
It should be noted that the procedure of assigning ranks to the individuals is a critical

part in the risk assessment procedure. For example, changing rank of not defined legal
basis to not critical results in RiskScore for Legal_Basis concept equal to 0, that in its
turn results in medium privacy risks for this data practice (RiskScore = 5).
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Table 3. Assigned ranks of P2Onto individuals for different concepts

P2Onto concepts Critical Generic Others

Data All individuals of
Sensitive_Data
class

All individuals of
Personal_Data class

All individuals of
Non_Personal Data

Third party Guests Third party products

Collection mechanism Automatically ask
(given by user)

Data activity purpose Personalized,
understand your
needs, interests

Use and purchase
products and services;
use device and
application; provide,
administer, improve
app, services; provide
service; product and
communication;
comply legal
obligations; enforce
agreements; provide
further information and
offers

Guest invitation
process, to have access
to Smart lock and app,
authenticate or verify
account, track your
location to
determine…, You
operate and monitor
devices and services
conduct market
research, guest
invitation process,
manage and administer
our account, fulfill
orders, respond to
support requests;
resolve disputes;
protect, investigate,
deter against
fraudulent, illegal
activity; administer
promotional activity

Legal basis NotDef Your consent, consent
to product
manufactures,
expressed consent,
performance, our
legitimate interest,
legal obligation

Application of similar procedure to assess the rest of privacy policies allows obtaining
following risk scores for them:

• RiskScore(third-party data collection and sharing) = Medium
• RiskScore(data security) = Medium
• RiskScore(data retention) = High
• RiskScore(privacy settings) = Medium
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• RiskScore(data control) = Medium
• RiskScore(policy change) = Medium.

The overall risk score for the given policy is Medium, that it is expected privacy risks
for this policy, as the device collects and stores a lot of personal information that relates
not only to the end users but to their guests. However, the sharing process is described
rather transparent, though the format of data sharing is not defined.

Interestingly that it is clearly stated onlywhen data sharing is done inmarket research
and other purposes. The retention data aspect received High risk score because it has
indefinite period of retention, however this period is mentioned in the usage scenario of
aggregated and anonymous data.

Thismade us to conclude that it is necessary to consider the type of the data (personal,
sensitive or non-personal data) involved in each data scenario. The application of the
ontology as a framework for constructing such rules allows these changes as all data
scenarios are presented as linked ontology concepts. This ability of the ontology is also
useful in explaining obtained results as it is clear how different types of personal data
are collected, processed and shared, what tools and options to access, edit personal data
or delete of them are available to end user, etc.

The authors consider that this ontology can serve as the basis for elaborating inter-
active graph-based visualization models targeted to explain the privacy risks to the end
user in clear and readable manner.

5 Conclusions

The personal data protection is highly relevant task in the modern information systems
due to their complexity and strong link with everyday life of people, on the one hand,
and possible negative consequences of the personal data leakage, on the another hand.
In some cases privacy polices are the only way for the end user to understand what types
of personal data are processed by device or application, how they are processed and
protected, what the goals of data collection and sharing are.

This paper proposed an approach for privacy risk assessment based on ontology
constructed for a particular privacy policy. The risk assessment procedure uses rules that
score privacy risks depending on the rank of ontology individuals detected in the text of
privacy policy. The resulting scores can help end user to understand what privacy risks
he/she accepts when accept privacy policy.

In the paper the authors demonstrated the proposed approach for assessing privacy
policy of the smart lock that allows remote control. The usage scenario showed that
proposed ontology is able to present main data usage aspects in clear and readable
manner, it also allows explain the calculated risk score.

However, it also revealed that setting ranks for individuals is a critical aspect that
requires additional research. Another important direction of the future research is related
to the automation of ontology concepts detection in the policy text.
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Abstract. IoT cyber security deficiencies are an increasing concern
for users, operators, and developers. With no immediate and holistic
device-level fixes in sight, alternative wraparound defensive measures
are required. Intrusion Detection Systems (IDS) present one such option,
and represent an active field of research within the IoT space. IoT envi-
ronments offer rich contextual and situational information from their
interaction with the physical processes they control, which may be of
use to such IDS. This paper uses a comprehensive analysis of the cur-
rent state-of-the-art in context and situationally aware IoT IDS to define
the often misunderstood concepts of context and situational awareness
in relation to their use within IoT IDS. Building on this, a unified app-
roach to transforming and exploiting such a rich additional data set is
proposed to enhance the efficacy of current IDS approaches.

Keywords: Internet of Things · IoT · Intrusion detection · Context
awareness · Situational awareness

1 Introduction

One of the largest computing platforms in the world, the Internet of Things (IoT)
is a continually evolving paradigm that aims to permeate and interconnect every
facet of society. Comprised of heterogeneous devices in growing numbers sensing
and interacting with each other and the surrounding world, IoT brings significant
benefits to its ever expanding set of application domains.

Computationally constrained when compared to traditional computing sys-
tems, IoT devices utilise varying technologies designed to support communica-
tion using limited resources. Consequently, this exposes them to cyber attacks
through their inability to adopt traditional defensive techniques [15]. These issues
are compounded through deficiencies in development practices, and contribute
towards IoT devices being considered as promising targets of attack [15]. This
ever increasing threat necessitates the use of alternative wraparound defensive
measures, including intrusion detection systems (IDS).

IDS for IoT is an active field of research, with many solutions being created to
overcome device-level resource limitations [5]. However, few IDS solutions incor-
porate the large swathe of context and situational information generated by IoT
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devices. Even in micro deployments, there exists a large quantity of information
that has the potential to provide any IDS with contextual and situational under-
standing, empowering decision making. Authors in this space have identified the
potential for context and situational awareness in IoT IDS [3]. However, the dif-
ference between these two terms is often misunderstood, with context awareness
and situational awareness being mislabelled and subsequently misused [14,22].
This presents a challenge to other researchers looking to incorporate context and
situational awareness into their own IDS solutions.

In this paper we clarify the difference between context and situational aware-
ness for IoT IDS through a comprehensive analysis of their current state-of-the-
art within literature. We then offer a unified approach to generating situational
awareness data for IoT IDS through a theoretical pathway, highlighting the nec-
essary steps to take to transform raw data into situational awareness.

2 Background and Related Work

IDS for IoT is a varied and active research area, with a broad body of literature
dedicated to detecting the ever increasing profile of attack techniques. While
active, it is an area that faces unique challenges, with a vastly heterogeneous
device base adding new concerns to long standing security issues inherited from
traditional computing systems.

There exists 3 primary surveys that focus on IDS in IoT. Zarpelão et al. [31]
present a taxonomy to classify IDS in IoT literature, alongside a critical analysis
of future research directions in this space. The authors identify that research
efforts should focus on investigating detection methods and placement strategies,
increasing the range of detectable attacks, addressing more IoT technologies,
improving validation strategies, and overcoming the unsuitability of traditional
IDS for IoT networks. Santos et al. [25] provide a more recent literature review,
corroborating Zarpelão et al.’s [31] proposed research directions, and highlight
that IoT IDS is still in its infancy. Finally, Benkhelifa et al. [5] critically reviewed
practices and challenges in IoT IDS, before proposing an architecture supporting
IoT IDS that spans all three IoT layers (perception, network, and application).

While the aforementioned surveys identify key research issues currently
affecting IoT IDS, they fail to discuss or identify the use of context and sit-
uational awareness as a suitable base for augmentation. This is to be expected
when considering that although there are over 900 IoT IDS papers returned from
cursory searches on SCOPUS, only 24 of these are focused towards context or
situational awareness for IoT IDS. Although context and situational awareness
IoT IDS constitutes a very small proportion of overall IoT IDS literature, there
are authors who demonstrate that context information when considered in con-
junction with network information offers improvement over non-context aware
IDS [3]. Furthermore, Kouicem et al.’s [15] survey of IoT security advocates
that to improve IoT device security there should be an increased effort towards
utilising the environment in which they pervade.

As demonstrated across the following sections, efforts have been made to
exploit context and situational awareness within IoT IDS literature. However,
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there is still much confusion surrounding the difference between these two dis-
tinct terms, and how one can transform raw data into usable context and situa-
tional awareness. Moreover, the initial attempts present in literature often claim
to use context awareness, but in actuality are using situational awareness [22],
and vice versa [14]. To alleviate this confusion, the following two sections outline
what constitutes context and situational awareness, including the state-of-the-
art for their use in IoT IDS.

3 Context and Context Awareness

3.1 Definitions

To successfully identify implementations of context awareness for IoT IDS, it is
important to first understand what is meant by context and context awareness.
Dey and Abowd [1], provide the following widely accepted definition of context,
Definition 1, as:

“any information that can be used to characterize the situation of an entity.
An entity is a person, place, or object that is considered relevant to the
interaction between a user and an application, including the user and appli-
cations themselves”

Once understood, it becomes possible to distinguish between raw data and con-
text information. Sanchez et al. [24] posit that this distinction is simple; raw data
is unprocessed and comes directly from the data source, while context informa-
tion can only be generated through the processing of raw data. This distinction
is important to keep in mind to ensure that the use of context information and
raw data is kept separate to avoid confusion.

Following on from their definition of context, Dey and Abowd [1] provide the
following widely accepted definition of context aware, Definition 2, as:

“A system is context aware if it uses context to provide relevant informa-
tion and/or services to the user, where relevancy depends on the user’s
task”

While both definitions are widely accepted, there are cases in which related
works opt for alternative definitions [6,16]. However, IDS for IoT using context
awareness requires definitions that are generically applicable due to the hetero-
geneous nature of IoT devices, and where the reshaping of situations can occur
from the smallest of changes in environmental composition. For this reason, Dey
and Abowd’s [1] definitions are preferred, as they are more generically applicable
when compared with those suggested in other works.

3.2 Context and Context Awareness for IoT IDS

Before discussing context and context awareness for IoT IDS, it is first impor-
tant to identify the state of context and context awareness for IoT as a whole
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so that an appropriate basis can be formed. Perera et al. [23] provide the most
comprehensive context aware IoT survey to date. In this work the authors iden-
tify factors necessary for context awareness formation, and introduce the con-
text life cycle. This life cycle covers the movement of context in context aware
systems, and consists of four stages: Acquisition, Modelling, Reasoning, and Dis-
semination. Following a discussion surrounding the overall context life cycle, the
authors present a number of practical techniques applicable to each stage. Sezer
et al. [26] build upon this to provide the most recent survey on IoT context
awareness. Their work provides an overview of the state of the art in context
aware IoT, and goes on to discuss new techniques supporting stages within the
context life cycle, before defining context awareness as an essential part of IoT.

Anton et al. [3] present a context aware intrusion detection system for Indus-
trial IoT that uses context information alongside network information. Their
system is shown to offer an increase in performance over non-context aware IDS,
with a lower false positive rate overall. The authors successfully demonstrate
the value of context awareness for IoT IDS, and suggest that context awareness
should be considered more widely to increase the reliability of IoT intrusion
detection systems.

Sharma et al. [27] created a context aware system used for IoT-embedded
Cyber Physical systems IDS, evaluated on an Unmanned Arial Vehicle. The sys-
tem effectively uses context awareness to outperform similar systems in reliability
and rates of false-positives, false-negatives, and true positives.

Sikder et al. [28] developed a context aware sensor based attack detector
for smart devices. This attack detector demonstrates the use of machine learn-
ing techniques for context aware IDS, and is evaluated on a smart phone. The
authors use context in a way consistent with previously highlighted definitions,
and can be viewed as an accurate example of context awareness use for IoT IDS.

Park et al. [22] present a smart factory context aware IDS, however the
authors introduce uncertainty as the work is identified as context aware, yet is
also explicitly described as being based on situational awareness. This serves
as an example of the confusion still present between context and situational
awareness.

Pan et al. [21] and Gopal and Parthasarathy [12] utilise context awareness for
IDS within building management systems and wireless sensor networks respec-
tively. Both examples utilise context awareness to achieve the goals of intrusion
detection in a manner consistent with definitions. As both application areas
contain large overlaps with IoT, these two examples should be considered when
attempting to utilise context awareness for IoT.

Finally, Choi et al. [8] implement context extraction to detect and identify
faulty IoT devices. The author’s use of context is not explicitly used for intru-
sion detection, however as the generated context information is used to provide
services, the authors have successfully implemented context awareness according
to definitions. While not designed for IDS, the approaches used within are easily
adaptable for use in a different context.
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While context awareness is a rich and varied area of research within IoT
as a whole, literature surrounding its current use for IoT IDS is currently in
its infancy. Understanding of context and its technical implementations within
general literature is good, with the existence of artefacts such as the context
life cycle serving to enable research within this space. Researchers are begin-
ning to identify context awareness as a useful approach towards improving the
capability of current IDS for IoT, with implementations showing enhancement
of reliability, false-positives, false-negatives, and true positives over non-context
aware solutions. However, some confusion still remains surrounding its use, and
in some cases its fundamental construct. Overall, the use of context awareness
within IoT IDS shows promise, although there is much work still to be done.

4 Situation and Situational Awareness

4.1 Definitions

Compared to context and context awareness, definitions of situation and sit-
uational awareness do not have as great a presence or understanding within
existing literature. There are, however, common themes that pervade provided
definitions and support in their understanding.

In their work on situation aware access control, Kayes et al. [13] propose
that to specify a situation, it is required to capture the states of relevant context
entities along with their relationships. Combining this with other information
available within the environment, Kayes et al. [13] defined a situation as consist-
ing of the set of elementary information. This view is corroborated by Goker et
al. [11], who view context as a description of the aspects of a situation. While not
necessarily a direct definition of situation, it can be taken from Kayes et al. [13]
and Goker et al. [11] that a situation must, at the very least, contain context to
be identified as such. This can then be substantiated further by Ye et al. [30],
who state that a situation can be seen as an abstraction of the events occurring
in the real world derived from context. Transforming this into a formal construct,
Meissen et al. [19] define situation as S = (tbeg, tend, cs) where S is the situation,
tbeg is the starting time of the situation, tend is the end time of the situation,
and cs is a set of characteristic features, with a characteristic feature viewed as
a logical proposition about a context, or a subset of its components. From these
examples we can conclude that for a situation to exist, it must implicitly con-
tain context information. This information must be understood, processed, and
combined to comprehend what the current situation at a specific point in time
is. Rewording Meissen et al.’s [19] formal definition into Definition 3, a situation
is therefore:

“a set of characteristic features over an identified time that can uniquely
describe the real world scenario that is of current interest”

Situational awareness is less prevalent than context awareness in existing liter-
ature, potentially due to its use as a synonym within context definitions. End-
sley [9] can be considered an early adopter of situational awareness, provided a
widely accepted definition, Definition 4, as:
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“the perception of the elements in the environment within a volume of time
and space, the comprehension of their meaning, and the projection of their
status in the near future”

While Endsley’s [9] original definition was created for military purposes, its appli-
cability to the field of computing, and more specifically IoT, is valid. Achieving
Endsley’s [9] view of situational awareness would allow for improved user inter-
action, and the prediction of required services and resources before they are
requested. Other definitions of situational awareness do exist within IoT focused
literature [2], however, similarly to context and context awareness, our selected
definitions are more generically applicable and thus better suited for IoT IDS.

4.2 Situation and Situational Awareness for IoT IDS

Of particular importance to situational awareness for IoT IDS is the concep-
tual model of Network Security Situation Awareness (NSSA) developed by Xu
et al. [29], formed through a combination of Endsley’s [9] situational awareness
model and Bass’ [4] JDL model. Consisting of three levels, security situation
perception, situation evaluation, and situation prediction, the model was devel-
oped specifically with IoT in mind. Expanding on this, Xu et al. [29] focus on
the first two levels and develop a situation reasoning framework, before demon-
strating how it could detect attacks, worms, and evaluate IoT network vulner-
abilities. The framework consists of 3 main components: a NSSA ontology, a
reasoning engine, and user defined rules. Heterogeneous information, including
context information, is formatted and fed into the ontology model, which models
inputted information and the relationships existing between data points. Once
the ontology is populated, the reasoning engine reasons out abnormalities using
instances and user defined rules that identify different scenarios (e.g. attack sce-
narios). These three components combine to partially achieve the first two levels
of NSSA, however Xu et al.’s approach [29] cannot monitor the overall security
of IoT, as it does not contain the capabilities to handle all relevant information.

Utilising Xu et al.’s [29] conceptual model, Liu and Mu [17] present a network
security situation awareness model using risk assessment methodologies. While
the authors provide a starting point for this research area, the developed model
simply scans a target network to obtain vulnerability information, assesses the
risk value using their own custom formulas, then computes the network risk level
based on the risks of all connected assets. As such, this model is limited and does
not achieve true situational awareness.

McDermott et al. [18] correctly identify and utilise situational awareness,
however from the perspective of a device owner’s awareness of a cyber attack
on their device. The authors make no mention of NSSA, and instead utilise
Endsley’s [9] original model. Casillo et al. [7] use situational awareness terminol-
ogy, however the authors fail to demonstrate any implementation of situational
awareness. Gendreau [10] demonstrates in depth understanding of situational
awareness and its potential application to IoT IDS, however the author only
suggests that their work is applicable to it from their given application of a
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Fig. 1. Depiction of relation between events, context, and situation

self-reliant management and monitoring wireless sensor network cluster head
selection algorithm.

Kirupakar and Shalinie [14] present a situation aware IDS design for indus-
trial IoT gateways. The authors appear to have confused situation awareness
with context awareness, as there is little to no mention of situational awareness
within their work, instead they utilise a context analyser in their system and
appear to be attempting to achieve context awareness.

Similar to context and context awareness, literature for situational awareness
within IoT IDS is currently in its infancy. There are examples of models designed
to achieve situational awareness for IoT IDS, such as NSSA, although there is no
general adoption of one specific model. Furthermore, there are concrete examples
of situational awareness for IoT IDS, albeit a small number. While this means
that researchers are beginning to identify its use for improving IoT intrusion
detection, there is still confusion surrounding the exact nature of situational
awareness and the difference between it and context awareness, with works in
this area confusing the two. Overall, the use of situational awareness within IoT
intrusion detection shows promise, encompassing and expanding the previously
shown benefits of context awareness due to it including context awareness in its
creation. However,it is in a much earlier stage than that of context awareness
from both a theoretical and technical perspective, and as such the potential
benefits of situational awareness for IoT IDS remain largely unexplored.

5 Comparison

Context and situational awareness concepts can be difficult to separate, as shown
by the aforementioned definitions, where context requires the acknowledgement
of a situation. Within existing literature, there are works that understand and
utilise context awareness, yet do not consider situational awareness. Moreover, as
previously demonstrated, there is a degree of confusion within context and situ-
ational awareness literature surrounding the difference between the two distinct
concepts, with authors claiming to implement one, while actually implementing
the other. There exists further evidence of separation between context and situa-
tional awareness in the National Institute of Standards and Technology’s (NIST)
framework and roadmap for smart grid interoperability standards [20]. In this
document, NIST identify situational awareness as one of the top eight priority
areas to be considered when protecting critical infrastructure, with a focus on
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Fig. 2. Pathway from raw data through to situational awareness

smart grids. This example, and the previously described body of literature, form
a basis towards the conclusion that context and situational awareness are two
separate, yet interlinked entities, and not merely interchangeable concepts. This
conclusion forms the basis for the following figures.

Figure 1 depicts the relationship between events, context, and a situation.
As shown in Definition 3, a situation is a set of characteristic features over
an identified time, that uniquely describes the real world scenario that is of
current interest. Combined with Definition 1, which describes context as any
information that can be used to characterise the situation of an entity, it is
logical to reason that a situation’s characteristic features must contain context.
From Definition 4, it can be seen that context is a data source understood
at a specific snapshot of time, while a situation develops and evolves over a
period of time, thereby meaning that a situation is composed of context available
within a specific window of time. Within a situation there can be many different
contexts available and of use in understanding the situation, while context itself
is implicitly tied to characterising the specific situation in question.

Expanding this relationship through to context and situational awareness,
Definition 2 states that a system is context aware if it uses context to provide rel-
evant information and/or services. According to Definition 4, situational aware-
ness involves perceiving the situation, which as previously mentioned contains
context within its set of characteristic features. Therefore, if a system implements
situational awareness then it must intrinsically implement context awareness by
default, as context is part of a situation and thereby used to provide relevant
information. Figure 2 demonstrates this relationship and provides a theoretical
pathway from raw data through to an understanding of a situation, based on
the aforementioned conclusions and previously described differentiation between
raw data, primary context, and secondary context. As context information is a
building block in the understanding of a situation, the progression from both
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primary and secondary context towards understanding the current situation is
natural. This viewpoint is partially substantiated by Perera et al. [23], who when
discussing primary and secondary context note that secondary context without
primary context could indicate a less than complete understanding of the situa-
tion. Finally, the figure also highlights where current aspects of literature, such
as the context life cycle and NSSA reside.

With a situationally aware system inherently implementing context aware-
ness, it stands to reason that previously highlighted benefits of context aware
IDS for IoT such as improved reliability, false-positives, false-negatives, and true-
positives would be present within such a system. Furthermore, as a situation
requires the understanding of a much larger set of information than purely con-
text, we believe that situationally aware IoT IDS would provide a more complete
and holistic approach to IDS for IoT.

6 Conclusion

In this paper we have discussed the differences between context and situational
awareness, identified by the current state of the art for both areas. This formed
a basis to provide a discussion on how situational awareness implicitly utilises
context awareness. Moreover, as situational awareness provides a more holistic
and complete view of the security situation for an IoT environment, we suggest
that future work implementing these concepts within IDS for IoT focus primarily
on situational awareness and the use of context as a core constituent. We have
identified that literature for context awareness in IoT is more developed than
that of situational awareness, however common to both is a lack of literature
surrounding their application towards IoT IDS, with both areas in their infancy.
Although this area is in its early stages of development, authors are beginning
to identify the benefits situational and context awareness can bring to IoT IDS.
Finally, we have provided a pathway supporting the transformation of raw data
towards situational awareness, including the use of context information as a core
component. Our future work will focus on the practical implementation of this
pathway to develop an IDS that is situationally aware, offering an enhanced
viewpoint to further improve decision making processes and attack detection.
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11. Göker, A., Myrhaug, H., Bierig, R.: Context and Information Retrieval (chap. 7),
pp. 131–157. Wiley, Hoboken (2009). https://doi.org/10.1002/9780470033647.ch7

12. Gopal, R., Parthasarathy, V.: CAND-IDS: a novel context aware intrusion detec-
tion system in cooperative wireless sensor networks by nodal node deployment.
Circ. Syst. 07(11), 3504–3521 (2016). https://doi.org/10.4236/cs.2016.711298

13. Kayes, A.S.M., Han, J., Colman, A.: PO-SAAC: a purpose-oriented situation-aware
access control framework for software services. In: Jarke, M., et al. (eds.) CAiSE
2014. LNCS, vol. 8484, pp. 58–74. Springer, Cham (2014). https://doi.org/10.1007/
978-3-319-07881-6 5

14. Kirupakar, J., Shalinie, S.M.: Situation aware intrusion detection system design
for industrial IoT gateways. In: ICCIDS 2019–2nd International Conference on
Computational Intelligence in Data Science, Proceedings (2019). https://doi.org/
10.1109/ICCIDS.2019.8862038

15. Kouicem, D.E., Bouabdallah, A., Lakhlef, H.: Internet of things security: a top-
down survey. Comput. Netw. 141, 199–221 (2018). https://doi.org/10.1016/j.
comnet.2018.03.012

16. Liu, Y., Seet, B.C., Al-Anbuky, A.: An ontology-based context model for wireless
sensor network (WSN) management in the internet of things. J. Sens. Actuator
Netw. 2(4), 653–674 (2013). https://doi.org/10.3390/jsan2040653

17. Liu, Y., Mu, D.: A network security situation awareness model based on risk assess-
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