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Preface

Currently, radiation detectors for medical and industrial applications are based on
effectively integrating the X-ray photons emitted from the X-ray tube. This standard
technique is vulnerable to noise due to variations in the magnitude of the electric
charge generated per X-ray photon. Higher energy photons deposit more charge in
the detector than lower energy photons so that in a quantum integrating detector,
the higher energy photons receive greater weight. This effect is undesirable in many
detection applications because the higher part of the energy spectrum provides lower
differential attenuation between materials, and hence these energies yield images of
low contrast.

Direct conversion X-ray quantum counting detectors solve the noise problem
associated with photon weighting by providing better weighting of information
from X-ray quanta with different energies. In an X-ray quantum counting system,
all photons detected with energies above a certain predetermined threshold are
assigned the same weight. Adding the energy windowing capability to the system
theoretically eliminates the noise associated with photon weighting and significantly
decreases the required X-ray dosage compared to energy integrating systems.

High-Z materials like CdTe, CdZnTe (CZT) and GaAs offer the best imple-
mentation possibility of direct conversion X-ray detectors. In addition, emerging
class of materials, perovskite crystals are starting to be used for gamma and X-
ray detection. Advanced X-ray detection technologies based on these materials are
subject of this book. We discuss material challenges, detector operation physics
and technology, and readout integrated circuits required to detect signals processes
by high-Z sensors. These advanced X-ray detection technologies are expected to
revolutionize X-ray detection for medical imaging and industrial applications for
years to come. There is a large number of technological developments in the field
of computed tomography (CT) scanners in hospitals, X-ray scanners at airports
for baggage scanning, dirt bomb detection in security applications, and imaging
in non-destructive testing applications like food inspection. Advanced materials and
detectors are needed to pursue worldwide developments of these technologies.

The book is divided into two parts. The first deals with X-ray sensors and
materials, the second with system applications. First two chapters are devoted to
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vi Preface

emerging perovskite materials and highlight major recent advances in the field.
Perovskite materials are calcium titanium oxide mineral composed of calcium
titanate (CaTiO3) and the term is also applied to the class of compounds which have
the same type of crystal structure as CaTiO3 (XIIA2+VIB4+X2−3), known as
the perovskite structure. Many different cations can be embedded in this structure,
allowing the development of diverse engineered materials. Perovskite crystals are
considered to be the future material for low-cost and high-performance radiation
sensors. Wolszczak et al from Wake Forest University, USA, discuss material
challenges and physical concepts behind material developments in Chap. 1, while
Nie et al from Los Alamos National Laboratory, USA, focus on Lead-Halide
perovskites in Chap. 2.

The remaining chapters in the first part deal with more developed high-Z solid
state detectors. Researchers from Leicester University, UK, outline spectroscopic
performance of these pixelated detectors using sophisticated simulation tool in
Chap. 3. Tsigaridas and Ponchut from ESRF, France, describe detector performance
for synchrotron applications in Chap. 4. Finally, Grimm from ETH, Switzerland,
guides us through high-Z sensors used for space X-ray detection in Chap. 5.

The second application part of the book starts with Skrzynski, Curie National
Research Institute of Oncology, Poland, providing overview of advanced X-ray
detector for medical imaging in Chap. 6. In the following chapter, Kang, Chonnam
National University, Korea, describes DEXA, dual energy X-ray absorptiometry.
This technique sends two X-ray beams at different peak energy frequencies to
the target bones and soft tissue. Chapter 8 deals with a very important emerging
technology, spectral computed tomography, and is written by the leading research
group on that topic from Siemens. The CdTe-based scanner from Siemens is
currently undergoing clinical trials at Mayo Clinic in the USA. Chapter 9 by
Chi from Beijing Normal University, China, provides an interesting perspective
on X-ray fluorescence computed tomography followed by Chap. 10 by Lee from
Korea University, Korea, on XRF and Compton imaging. The book closes with
Chap. 11 by Kaissas, Greek Atomic Energy Commission, Greece, describing coded
aperture approaches in identification of radioactive spots, followed by Chap. 12
by Yin, Lanzhou University, China, and Komarov, Washington University in St.
Louis, USA, exploring possibility of building positron emission tomography (PET)
instrumentation using CZT detectors.

This book will give the reader a good overview of some of most recent advances
in the field of advanced materials used for gamma and X-ray imaging. We have
tried to strike a balance between general chapters in both high-Z materials (CdTe
and CdZnTe) and perovskite crystals. The book provides an in-depth review of the
research topics from leading world specialists in the field and should be an excellent
reference for people already working in the field as well as for those wishing to
enter it.

Port Moody, BC, Canada Krzysztof (Kris) Iniewski
February 2021
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Toward Perovskite-Related Scintillators
with Necessary Stokes Shift
and Thickness for Hard X-Ray
Radiography and Gamma Spectroscopy

Weronika W. Wolszczak, David L. Carroll, and Richard T. Williams

1 Attractiveness of Pb-Halide Perovskites for Scintillation
Detectors of Ionizing Radiation

It often happens in the advance of technology that intense research and development
on a given material class driven by obvious promise for new consumer products
have carried on its back other technology that would probably not have been
developed in isolation, at least not on the same timescale. The last decade of intense
research activity on lead-halide perovskites, already producing advances in solar
cells and light emitters, seems such a moment. Leveraging the tremendous activity
and investment in these materials may allow fundamental new advances in allied
areas, e.g., x-ray radiography in medicine, security inspections, and industry.

In addition to the ongoing material research activity that may benefit devel-
opment of new ionizing radiation detectors, it is attractive that the Pb-halide
perovskites can be grown and processed in solution at relatively low temperature and
that the basic raw materials are earth abundant. Furthermore, the APbX3 perovskites
have reasonably high-density and high-Z elements (Pb, possibly A = Cs, and
possibly X = I), which are helpful in a radiation detector to stop and convert the
incident x-ray or gamma photon to electron-hole pairs.
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NC, USA

Faculty of Applied Sciences, Department of Radiation Science and Technology, Section
Luminescence Materials, Delft University of Technology, Delft, Netherlands
e-mail: wolszcw@wfu.edu

D. L. Carroll · R. T. Williams (�)
Center for Nanotechnology and Molecular Materials, Wake Forest University, Winston-Salem,
NC, USA
e-mail: carroldl@wfu.edu; williams@wfu.edu

© Springer Nature Switzerland AG 2022
K. Iniewski (ed.), Advanced X-ray Detector Technologies,
https://doi.org/10.1007/978-3-030-64279-2_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64279-2_1&domain=pdf
mailto:wolszcw@wfu.edu
mailto:carroldl@wfu.edu
mailto:williams@wfu.edu
https://doi.org/10.1007/978-3-030-64279-2_1


2 W. W. Wolszczak et al.

Fig. 1 Extraordinary activity in photovoltaic and lighting research on perovskites may be
leveraged for two corresponding routes to radiation detection, particularly radiography

The lead-halide perovskites exhibit the so-called defect tolerance, which is partly
credited for transport properties beneficial in solar cells and potentially in direct
semiconductor detection of ionizing radiation. Defect tolerance is taken to mean that
defect trap levels lie more within the bands than in the gap or are shallow if within
the gap. Reviews and explanations have been offered [3, 6, 26, 32]. The attractive
properties of metal halides are accompanied by the fact that such salts generally are
soft insulators prone to point and line defects. Many of the electron trap levels that
would appear within the bandgaps of most other halide insulators become enveloped
within the Pb-derived conduction band that is mainly responsible for narrowing the
gap from typical metal halide insulator to APbX3 semiconductor.

As suggested by the branching in the lower part of Fig. 1, it appears that
lead-halide perovskites may be poised to furnish radiographic detectors by two
different routes, one depending on defect-tolerance-associated carrier lifetime in
semiconductor mode for direct radiographic detection and the other depending on
high-quantum-yield light emission from excitons in semiconducting quantum dots
(QDs) and possibly single crystals. The chapter in this book by Wanyi Nie et
al. on Emerging Lead-Halide Perovskite Semiconductors for Solid-State Detectors
examines progress along the left branch using charge collection. We focus in this
chapter on the right branch seeking to exploit scintillating light emission for indirect
radiography.

Quantum confinement in CsPbX3 nanoparticles renders the nearly non-emissive
(at room temperature) bulk semiconductor into a QD bright emitter with pho-
toluminescence quantum yield reported as high as 90% to 95% for interband
excitation [8, 9, 13, 48]. The luminescence is from carrier recombination and
exciton decay (free and/or bound depending on temperature), so one may reasonably
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Fig. 2 Light yield of different scintillators versus bandgap energy Eg, with the bandgap-based
theoretical limit represented by the dashed curve. From [70]

infer total electron-hole radiative recombination with 90% quantum efficiency in
the perovskite nanocrystal. Another promising property of Pb-halide perovskites
that should make them good scintillators is their small bandgap compared to the
insulators employed for most conventional scintillators. A well-known plot of
scintillator light yield versus bandgap [15] is shown in Fig. 2 with a superimposed
curve of “maximum theoretical light yield” plotting the quantity 1 keV/βEgap, where
β ≈ 2.5 and βEgap approximates the average energy deposited per electron-hole pair
produced in an x-ray stopping event. Then the dashed curve expresses maximum
light yield in units of photons/keV to be compared to the experimental points.

2 Temperature Dependence of Photoluminescence
and Radioluminescence from Single-Crystal Pb-Halide
Perovskites

Given a 90% quantum efficiency, Fig. 2 suggests that with 2.3 eV bandgap, inor-
ganic CsPbBr3 or hybrid (CH3NH3)PbBr3(=MAPbBr3) might attain a scintillation
light yield as high as 156 photons/keV, which would be revolutionary among
scintillators if it could be realized in practice at room temperature. So far, it is
not realized even approximately at room temperature. However, low-temperature
data are encouraging with regard to the prediction of Fig. 2 for two materials:
MAPbBr3 with 2.3 eV bandgap and MAPbI3 with 1.66 eV bandgap [4]. From the
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Fig. 3 (Left) Temperature dependence (10–350 K) of light yields of MAPbI3, MAPbBr3,
and (EDBE)PbCl4 single crystals determined from x-ray-excited luminescence (left scale) by
comparing to the (EDBE)PbCl4 signal which was independently calibrated at 300 K by pulse
height spectrum. The inset is an expanded vertical plot around 300 K. (Right) X-ray-excited
luminescence (light shaded spectrum) and photoluminescence (dark shaded spectrum) of (a)
MAPbI3, (b) MAPbBr3, and (EDBD)PbCl4 at room temperature. The peak-normalized x-ray-
excited spectra were reduced by ½ relative to the photoluminescence spectra for display. All plots
from [4]

radioluminescence data reproduced in Fig. 3, [4] estimated that under x-rays from
a 45 kV Cu-anode tube, single-crystal MAPbBr3 at 10 K has a light yield (LY)
of 152 photons/keV, while MAPbI3 with 1.66 eV bandgap has an estimated LY
of 296 photons/keV at 10 K. As shown in Fig. 4a, Mykhaylyk et al. report that
an all-inorganic Bridgman-grown single crystal of CsPbBr3 at 7 K has a LY of
50 photons/keV excited by 12 keV x-rays and 109 photons/keV under 5.5 MeV
alpha particle radiation from a 241Am source [43]. Taken together, these values
indicate that the fantastic bandgap-limited light yield is in principle attainable in
semiconducting Pb-halide perovskite materials under the right circumstances, where
right circumstances apparently mean temperature of 10 K or lower. Unfortunately, at
room temperature, the light yield is far smaller. In the experiments of Birowosuto et
al., the radioluminescence light yields of single-crystal MAPbBr3 and MAPbI3 fell
to ∼ 0.2 photon/keV and ∼ 1 photon/keV, respectively, at room temperature, a value
barely usable if at all [4]. (See Fig. 3 including inset.) What causes that temperature
dependence is an important issue to consider if attempting to use extended three-
dimensional Pb-halide perovskite semiconductors as room-temperature scintillators.

The right side of Fig. 4 presents temperature dependence of the free exciton,
donor-bound exciton, and donor-acceptor pair contributions to PL of single-crystal
Bridgman-grown CsPbBr3 as measured and assigned by Wang et al. [67]. Com-
bining this information with the temperature dependence of the amplitudes of radi-
oluminescence (left side Fig. 4), the following inferences about Bridgman-grown
single-crystal CsPbBr3 are suggested: (a) the room-temperature luminescence
comes from free-exciton radiative decay (on the basis of the Wang et al. spectrum
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Fig. 4 (Left) Temperature dependence (7–230 K) of single-crystal CsPbBr3 luminescence decay
times (a) and intensity amplitude components (b), from fitting 12 keV x-ray pulse-excited
luminescence to y = A1 exp (−t/τ 1) + A2 exp (−t/τ 2) + y0, from [43]; (right) temperature
dependence (10–300 K) of photoluminescence spectra from a single crystal of CsPbBr3. The
dashed line indicates the peak evolution of the free-exciton emission; solid circles mark the peaks
of donor-bound exciton emission; and arrows denote the donor-acceptor pair emission. From [67]

identification), but it is very weak relative to the low-temperature luminescence
(based on Mykhaylyk et al. intensity data); (b) spectrally, the low-temperature
luminescence (e.g., at 10 K) comes from defect-bound excitons and donor-acceptor
pairs, but hardly at all from free excitons [67], and it is very bright relative to
room-temperature luminescence [43]. These observations suggest the following
mechanism for at least part of the observed thermal quenching of luminescence
in single-crystal CsPbBr3: defects classed as donors and acceptors may each on
the one hand bind an exciton, and on the other hand the same or different donors
and acceptors may trap electrons and holes separately and mediate radiative decay
by the donor-acceptor pair mechanism. In the case of exciton binding at a defect
site that allows radiative decay, there are two advantages that the trap-mediated
radiative decay may have over free-exciton radiative decay: (1) the defect facilitates
momentum conservation in the radiative transition, whereas free-exciton radiative
decay is restricted to the population of a small range of exciton band states around
the photon momentum connecting to the ground state at zero momentum; and (2)
binding at a defect that ultimately promotes radiative decay prevents the exciton
for a period of time from moving to find defects that promote nonradiative decay.
Electrons and holes trapped on donors and acceptors close enough to undergo
donor-acceptor radiative decay benefit from the same two mechanisms promoting
their radiative decay relative to free-exciton radiative decay. Starting from the
luminescence of defect-bound excitons and donor-acceptor pairs at low temperature
in Figs. 3 and 4, warming the crystal leads to de-trapping of the bound excitons
and carriers so that the luminescence defaults to radiative recombination of free
excitons competing with transport of the mobile excitons to point and line defects
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and surfaces. Furthermore, although the free-exciton binding energy in CsPbBr3 is
somewhat greater than kBT at room temperature, there will be substantial thermal
ionization of free excitons and reformation of new excitons from some of the
ionized free carriers. They are in thermal equilibrium and at risk for loss due to
trapping in the free-carrier phase, which contributes to thermal quenching. But the
surviving carriers recombining by second-order kinetics should have the spectral
signature of free excitons, as long as exciton binding energy exceeds kB(295 K).
This is supported by the spectral data of [67] shown in Fig. 4. After examining
the evidence for reabsorption of exciton luminescence and considering it in light
of the temperature dependence in Figs. 3 and 4, we will propose in addition that
reabsorption of exciton light is part of the empirical thermal quenching that is
measured particularly in radioluminescence (Fig. 3).

3 Thermal Quenching Avoided in Nanocrystalline Pb-Halide
Perovskites: Success of LEDs

Prospects for making room-temperature perovskite scintillators benefited from
research and development on perovskite light-emitting diodes (LEDs), where it had
been found that perovskite nanocrystals as light emitters avoid the room-temperature
quenching of luminescence that occurs in extended 3D bulk crystals. The retention
of light emission at room temperature in nanocrystals is generally attributed to
quantum confinement of electrons and holes together [48, 73], but understanding of
how the thermal quenching in microscopic and macroscopic crystals occurs and how
quantum confinement defeats the room-temperature quenching would be helpful
to know better. In light of high-luminescence quantum yield persisting to room
temperature in nanocrystal Pb-halide perovskites, it is fair to inquire: “Has the use
of nanocrystal 3D Pb-halide emitters with ≥90% PLQY permitted the promise of
bandgap-limited light yield around 150,000 photons/MeV to be attained at room
temperature in detector blocks or thick films?” No. Still not even close. Except for
some success in imaging with soft x-rays, nanocrystalline 3D Pb-halide scintillators
at useful thickness and room temperature have only poor to moderate light yield,
not yet sufficient for energy resolution or competitive hard-x-ray imaging.

4 What Is Hindering Transfer of LED Success
to Scintillation Success Using 3D Pb-Halide Perovskites?

What is the other issue that has prevented realizing a good scintillator, granting
the following three outstanding Pb-halide perovskite attributes: (1) high quantum
yield of interband recombination luminescence in perovskite nanocrystals at room
temperature, (2) small bandgap assuring many carriers deposited upon x-ray
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stopping, and (3) reasonably high-density and effective Z of Pb-halide perovskites
assuring x-ray stopping in a reasonable thickness? Why have the perovskite QD
emitters that work so well in LEDs not been able to convert x-rays or gamma rays
to a large number of detected luminescence photons?

One possible problem is suggested by noting that the measurements of high
PLQY of halide perovskites at room temperature have been made in thin films
or dilute suspensions of nanoparticles where it does not much matter that the
exciton radiative recombination has small Stokes shift (typical of excitons in
semiconductors), because the medium is optically thin. Unlike LEDs, gamma
scintillation and hard-x-ray radiography require a substantial thickness of dense
scintillator to stop ionizing radiation, so a small Stokes shift relative to a strong
absorption edge means the scintillation light may be substantially reabsorbed while
exiting the material. Such considerations led us to point out that one should find or
introduce a more substantial Stokes shift in halide perovskite materials or systems
in order to use them as a scintillator detector of hard radiation [69]. Other groups
have noted the reabsorption problem in Pb-halide perovskites as well, such as [2, 4,
18, 33, 43, 78], and some have started investigations of how one might mitigate the
problem, for example, by a wavelength shifting dye [18], introduction of Mn2+ as an
activator and wavelength shifter in a perovskite β-particle detector [78], or utilizing
the large Stokes shift of self-trapped excitons in low-dimensional perovskites [2].

5 Absorption and Photoluminescence in Single-Crystal
CsPbBr3

It is worth a look at the magnitude of reabsorption of excitonic luminescence in
representative Pb-halide perovskite materials based on published data. We will first
examine emission and reabsorption of exciton luminescence in single crystals of
CsPbBr3 and then in nanocrystals of CsPbBr3 and related perovskites. The groups
of M. Kanatzidis and D. Y. Chung at Northwestern University and Argonne National
Laboratory have grown purified CsPbBr3 crystals from the melt principally for
use in semiconducting direct detection of radiation [23]. He et al. [22] measured
transmission, diffuse-reflectance determination of relative absorbance, and excitonic
photoluminescence in a Bridgman-grown CsPbBr3 single crystal, reproduced below
in Fig. 5a [23]. The excitonic PL is Stokes-shifted from the peak of room-
temperature band-edge absorption by about 100 meV in these data.

The plotted quantity (1-R)2/2R, where R is diffuse reflectance, is a statement
of the Kubelka-Munk transform equaling the quantity α/s where α is the optical
absorption coefficient (cm−1) and s is the semiempirical scattering coefficient to
account for internal scattering. The parameter s is dominated by particle size,
packing, and refractive index. It is not a strong function of wavelength and is
commonly considered roughly constant over the spectrum for a given sample.
Thus the measured curve of (1-R)2/2R is approximately the absorption coefficient
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Fig. 5 (Left) Measurements [23] of the transmission spectrum of 5 × 5 × 3 mm3 single-crystal
CsPbBr3 and (inset) diffuse-reflectance results plotted as a quantity approximately proportional to
absorption coefficient, overlaid by the photoluminescence of this Bridgman-grown single crystal
of CsPbBr3 excited at 440 nm. (Right) We expanded the inset and assigned the peak of absorption
to be the maximum absorption edge coefficient ∼5 × 104 cm−1 measured on solvent-suspended
CsPbBr3 nanocrystals by [11]

spectrum with arbitrary scale factor s−1, and we must estimate s from additional
information. In this case we estimated the maximum absorption ∼ 5 × 104 cm−1

from measurements on suspended CsPbBr3 nanocrystals measured by [11] for
assigning an absorption coefficient scale in Fig. 5b. Relative to that maximum,
horizontal lines are drawn at α = 104 and 103 cm−1. The latter value corresponds
to a 10 μm optical attenuation depth for the peak of photoluminescence. A vertical
line is drawn at the intersection of the absorbance curve and the 103 cm−1 line, and
its intersection with the PL spectrum suggests that most of the PL except its reddest
tail should be strongly attenuated in ≤10 μm of CsPbBr3 at room temperature.

We have made measurements to test the self-absorption attenuation length of
exciton luminescence in single-crystal CsPbBr3 using a two-photon confocal micro-
probe to scan depth of the excitation spot below the surface of the sample. Results
below were measured on Bridgman-grown CsPbBr3 provided by M. Kanatzidis
and D. Y. Chung, prepared by the same method as the sample characterized in
[23] in Fig. 5a. The two-photon depth-scanned photoluminescence experiment is
useful to study reabsorption of exciton luminescence in melt-grown single crystals
because of the difficulty to cut and polish slices of CsPbBr3 crystal in the few μm
to 100 μm range that would be needed for usual transmittance measurements of
single-crystal material near the exciton edge. Photoluminescence from a specified
depth in melt-grown single-crystal CsPbBr3 is extracted in our experiment using a
0.65 NA microscope objective in a two-photon photoluminescence experiment [45]
represented in the schematic at the left side of Fig. 6. The 850 nm, 130 fs laser pulses
are transmitted by CsPbBr3 at ordinary (unfocused) intensities but are efficiently
two-photon absorbed in a small focal volume at the beam waist. For the 0.65 NA
objective, the diffraction-limited focal volume of the infrared light at the 1/e contour
is 1.58 μm in lateral diameter × 2.19 μm Rayleigh length (z). The two-photon
absorption contour is smaller, corresponding to 1.12 μm diameter × 1.55 μm
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Fig. 6 (Left) Two-photon photoluminescence microprobe setup for measuring luminescence
spectra from melt-grown single-crystal CsPbBr3 detected through a 350–700 nm band-pass filter
with 0.65 NA objective collection optics as a function of depth z of the excitation/collection focal
spot below the sample surface. (Right) PL intensity (red points) and centroid of the spectral peak
(blue points) as a function of depth z of the excited focal volume

length. As is typical in two-photon fluorescence microscopy, the luminescence
is collected back through the objective using a dichroic beamsplitter. At the PL
wavelength of 545 nm, the collected focal volume is similar in size to the excitation
volume.

The right side of Fig. 6 displays data for photoluminescence intensity normalized
to 100% at the maximum versus z, and PL redshift plotted in nm shift of the
centroid of a fitted Gaussian spectrum versus depth z of the excited focal volume.
The redshift reaches 31 meV relative to the surface-excited spectrum at a depth
(escape length) of 60 μm. The PL intensity is attenuated to 5% of its maximum
when extracted from a depth of 20 μm, implying an effective absorption coefficient
over the entire PL band of approximately 1500 cm−1 assuming the excitation
efficiency is constant in the top 20 μm of the sample. The slope of the PL attenuation
plot becomes more gradual when the excited spot is deeper than 20 μm. The
attenuation from 20 μm to 60 μm indicates an effective absorption coefficient of
about 240 cm−1. A gradual lessening of the effective absorption coefficient can be
expected as the surviving PL spectrum redshifts farther down the sloping tail of
Urbach-broadened exciton absorption, but the sudden change of slope at 20 μm
is not reproduced in our model of absorption and redshifting based on an Urbach
absorption edge. The two-slope phenomenon might involve altered properties of the
top 20 μm of this sample because of cutting and polishing damage and/or reaction
with atmosphere, the latter of which has been shown to increase PL from the near-
surface region of CsPbBr3 single crystals [67]. In any case, the PL attenuation data
vs extraction depth measured in Fig. 6 is reasonably consistent with expectation
based on our simple analysis of the He et al. spectral measurements in Fig. 5
[23], namely, that the reabsorption of excitonic PL in CsPbBr3 single crystal is
quite severe already at about 20 μm path length. The expected redshift as well
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as the approximate absorption coefficient over the PL band is confirmed by the
measurements in Fig. 6.

6 Absorption and Photoluminescence in Single-Crystal
MAPbBr3

Staub et al. have conducted a study of the photoluminescence intensity and
spectrum from single-crystal MAPbBr3 comparing the cases of front-side and
backside excitation, where front-side denotes collection of luminescence from the
laser-pulse-irradiated surface and backside means collection from the crystal face
opposite the irradiated side. The outline of their experiment is summarized on
the left side of Fig. 7, where the blue and red wavy arrows represent the blue
side and red side of the photoluminescence spectral band [58]. The case of front-
side illumination with the 404 nm laser excitation pulse is on the left side of
the schematic illustration representing early time at top and later time at bottom.
Likewise, backside illumination is depicted on the right side of the schematic. The
peak-normalized spectra plotted on the right side of Fig. 7 reveal a substantial
redshift in the backside luminescence because it transits the sample thickness
subject to the sloping absorption spectrum of MAPbBr3 under the PL band. The
peak of the PL band (measured front-side) experiences a transmittance of only
about 10−3 on transiting 1.7 mm of crystal thickness (backside). Though highly
attenuated, this is larger transmittance than warranted by the absorption coefficient

Fig. 7 (Left) Illustrating the setups for front-side excitation (relative to detection) and backside
excitation. (Right) Comparison in (a) of peak-normalized spectra of MAPbBr3 single-crystal PL
under front- and backside illumination at 3.07 eV with pulse photon density 2.9 × 1014 cm−2.
Modeled spectra are shown by solid lines. (b) Absorption coefficient determined by fitting the
model to the spectra in (a). From [58]
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of CsPbBr3 deduced in Figs. 5 and 6. Reasons for the difference could be that
MAPbBr3 has lower absorption coefficient than CsPbBr3 at the PL band peak,
that carrier diffusion plays more of a role in energy transport in MAPbBr3, and/or
that details of photon energy downshift during photon diffusion. They analyzed
the time- and spectrally resolved data in a model that included carrier diffusion,
recombination luminescence, optical reabsorption/reemission (photon recycling),
and surface recombination [58].

The lower right side of Fig. 7 displays the absorption coefficient spectrum
deduced from model fitting of the front- and backside photoluminescence data. Note
that the absorption spectrum is a straight line on the semilogarithmic plot, indicating
an Urbach rule shape spanning many decades of absorption coefficient. A direct
measurement of the Urbach edge spanning 4.5 decades in MAPbI3 measured by De
Wolf et al. [12] will be shown later. The results of Staub et al. and De Wolf et al.
provide strong evidence that there is Urbach broadened edge absorption underlying
the whole of the excitonic photoluminescence spectrum in MAPbBr3 and MAPbI3,
respectively. The utility of identifying Urbach absorption edge broadening in Pb-
halides of interest for scintillation is that it then becomes a reasonably reliable
basis for extrapolating the absorption coefficient across the entire PL or scintillation
emission band, including the red-tail range of the surviving luminescence band
where absorption coefficient cannot be reliably measured by transmittance due to
dominance by scattering losses. From analysis of their data, Staub et al. concluded
that it is carrier diffusion rather than photon recycling which accounts for most of
the spatial energy redistribution. By switching photon recycling on and off in their
model, they determined that it does not much affect spatial energy distribution but
does have an important effect in determining the carrier concentration in the sample
versus time [58]. The significant contribution of carrier diffusion to extracting
luminescence from a given depth may be different in a single crystal as measured
by Staub et al. versus a nanocomposite of perovskite quantum dots in an insulating
host as discussed below.

In solar cells, reabsorption of excitonic luminescence is desirable and also known
as photon recycling [35]. Excitonic recombination luminescence is lost energy
in a solar cell if it escapes as a photon, but reabsorption back into an exciton
or free-carrier state gives a second bite at the apple for charge separation and
collection. There are multiple bites with multiple emission and reabsorption cycles,
which occur more frequently, the smaller is the Stokes shift. This is termed photon
recycling in works on solar cells. Small excitonic Stokes shifts are sought after
in that context. GaAs offers one of the smallest exciton Stokes shifts, 4.1 meV at
room temperature [65]. Thus in the two most investigated applications of Pb-halide
perovskites – LEDs and solar cells – reabsorption of excitonic luminescence is,
respectively, nearly irrelevant and highly sought after.
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7 Absorption and Photoluminescence in Nanocrystals
of Three-Dimensional CsPbBr3

When nanocrystals of Pb-halide perovskites are the emitters, photoluminescence
quantum efficiency does not fall off at room temperature in the way it does in
bulk single crystals, the latter case being exemplified in Figs. 3 and 4. PLQY
of nanocrystal CsPbBr3 achieves values reported earlier in our introduction as
90% to 95% at room temperature [8, 9, 13, 48]. Let’s examine the magnitude
of reabsorption of excitonic luminescence by samples composed of nanocrystals.
The absorption coefficient at the peak of the interband/excitonic edge in CsPbBr3
nanocrystals has been reported by [11] as α ≈ 5 × 104 cm−1 and by [40] as
α ≈ 3 × 104 cm−1. The excitonic luminescence Stokes shift in CsPbBr3 depends on
NC size. Taking 9 nm as a rough midpoint of the measured sizes studied by ([5, 47],
the corresponding Stokes shift for this size is ∼ 40 meV. The luminescence peak in
their data for this size overlies an absorption coefficient of α ≈ 1.5 × 104 cm−1,
roughly 40% below the maximum absorption at the interband edge, but still very
substantial. For a conservative round number of absorption coefficient taken as
α ≈ 1 × 104 cm−1 at the PL band peak in medium-sized nanocrystals, the peak of
the excitonic luminescence band should be attenuated 63% (to 1/e) by reabsorption
upon traversal of roughly 1 μm in nanocrystalline CsPbBr3. This is somewhat more
severe reabsorption attenuation than deduced for single-crystal CsPbBr3 in Fig. 5
and measurements reported in Fig. 6. Part of this difference is that the exciton
luminescence Stokes shift is smaller in nanocrystal CsPbBr3 than in the single-
crystal CsPbBr3 measured by He et al. [He et al], Fig. 5a. Another is that we are
addressing attenuation of the PL band peak in the present discussion of nanocrystals,
but the data of Fig. 6 measured extraction of the whole PL band including the
surviving red wing. A third possibility discussed in [58] is the greater role of carrier
diffusion for energy transport in semiconducting macrocrystal CsPbBr3. In any case,
the measured and/or deduced optical attenuation lengths of exciton luminescence in
nanocrystal and macrocrystal CsPbBr3 lie in the range of a few μm to tens of μm.
In comparison, the typical light-emitting layer thickness in an LED of about 100 nm
can be seen to pose a negligible problem of reabsorption for the escaping light. On
the other hand, for 100 μm, 1 mm, or 1 cm thicknesses of scintillators needed to stop
x-rays of, respectively, 30 keV, 100 keV, and 500 keV photon energy in CsPbBr3,
it can readily be seen that optical attenuation of the escaping exciton luminescence
light is a serious problem.

8 X-Ray Attenuation Length Compared to Luminescence
Attenuation Length

An ionizing radiation detector needs to stop (i.e., convert primary photon energy
to secondary electron-hole pairs) most of the flux of incident x-rays to make a
good imaging detector. It should stop all of the energy of most of the counted
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Fig. 8 X-ray attenuation coefficient of CsPbBr3 along with those of elemental Cs, Pb, and Br
weighted according to their mass fraction in CsPbBr3. These results are plotted using data from
the NIST Standard Reference Database 8 (XCOM Photon Cross Sections)

gamma photons to make a good energy-resolving detector. Figure 8 shows the x-ray
attenuation plot versus photon energy for CsPbBr3 and its elemental constituents
individually. The x-ray attenuation coefficient μ (cm−1) expresses the x-ray flux
I(x) remaining after traversal of thickness x by an incident flux I0, according to:

I (x) = I0 exp (−μx) . (1)

The total attenuation coefficient includes contributions from the photoelectric effect,
Compton scattering, and pair production. The photoelectric effect is largest at low
energies, Compton scattering dominates at intermediate energies around 1 MeV and
for lighter elements, and pair production dominates at high energies, above roughly
5 MeV.

For x-ray photon energy of 30 keV, used at the softer end of the spectrum for
much of medical x-ray imaging, stopping 63% (= 1 – e−1) of the photon flux
requires a thickness of CsPbBr3 equal to about 100 μm. For security scanning
of shipping containers, industrial inspection of metal structures, and some medical
procedures such as positron-emission tomography (PET), x-ray and gamma photon
energies within the range of 0.511 MeV up to 10 MeV should be detected and
sometimes energy-resolved. Figure 8 shows that attenuation to 1/e requires a
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thickness of CsPbBr3 ranging from about 2 cm at 511 keV up to about 3 cm at
10 MeV. Using our earlier estimate of exciton band peak luminescence attenuation
to 1/e in only one to tens of μm of CsPbBr3, you can see that scintillation traversal
of the whole thickness required to stop 511 keV and 10 MeV gamma or x-rays in
CsPbBr3 is largely prohibited when luminescence attenuation length is compared to
x-ray attenuation length, and there is even a penalty of light extraction for 30 keV
x-rays.

9 Optical Absorption Coefficient of Pb-Halide Perovskites
in the Range of Exciton Luminescence

Optical absorption spectra in the edge and interband range of Pb-halide perovskites
are often presented in the literature with a normalized or arbitrary scale of absorption
coefficient. Quantitative absorption coefficient spectra for CsPbBr3 nanocrystals in
suspension were reported by [11] and by [40], which can be averaged to deduce
an approximate absorption coefficient at the peak of the interband edge onset,
α ≈ 4 × 104 cm−1. Spectra that report quantitative absorption coefficient based
on transmittance of Pb-halide perovskite films are often displayed on a linear scale
of about one decade of absorption, trailing off to a baseline that includes Fresnel
interface and Rayleigh scattering losses, hindering assessment of absorption in the
red wing of the exciton PL band. Photothermal deflection spectroscopy (PDS) and
Fourier transform photocurrent spectroscopy (FTPS) measure temperature rise and
carrier generation by the probe beam, respectively, and so can measure the spectrum
of energy deposition continuing below the floor dictated by scattering losses
in transmission measurements. However, such measurements give the accurate
spectral decrease of probe energy deposition relative to some spectral maximum
of deposition, but not directly the absorption coefficient at the maximum. PDS and
FTPS were measured over multiple decades of band-edge absorption in MAPbI3 by
[12], shown in Fig. 9. FTPS is able to measure the spectrum of absorption into free-
carrier states over a span of at least 4.5 decades. Although absorption coefficient is
not expressed directly in the plot of [12], one may use a transmission measurement
of quantitative absorption coefficient at the maximum absorption of the band edge
in MAPbI3, ∼2 × 104 cm−1 [30], to attach an approximate absorption coefficient
scale to Fig. 9.

10 Urbach Edge Broadening

The straightness of the FTPS absorption edge spectrum over four decades in the
semilog plot of Fig. 9 indicates an exponential falloff of absorption coefficient
below the interband/exciton edge in this room-temperature measurement according
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Fig. 9 Transmittance, PDS,
and FTPS measurements of
absorbance relative to a
maximum normalized (for
PDS) at 3.0 eV in CsPbI3.
From [12]

to the Urbach rule. Urbach edge broadening purely by electron-phonon interaction,
as exhibited particularly in AgBr [66] and alkali halides [21, 34, 61], displays
characteristic broadening of the excitonic absorption edge versus photon energy and
temperature according to:

α (hν, T ) = A exp [−σ (E0 − hν) /kBT ] (2)

where α(hν, T) is the absorption coefficient, E0 is the photon energy corresponding
to the common intersection of the extrapolated data for different temperatures T, A is
the absorption coefficient at the intersection point (not physical), and the constant σ

is the Urbach slope parameter. In less ionic and/or disordered materials, the Urbach
edge broadening is often not fully due to electron-phonon interactions leading to
the form of Eq. (2) but can have a temperature-independent part of exponential
broadening due to disorder or defects, as first shown by [10] and quantified by
theories such as the electric microfield effect [17]. To include broadening with
temperature dependence (or independence) more general than Eq. (2), Dow and
Redfield among others defined a “spectral Urbach rule” stated as Eq. (3) below.

Temperature dependence data over sufficient absorption decades to support or
test Eq. (2) have not been measured for Pb-halide perovskites to our knowledge.
Instead, it is common practice in works on Pb-halide perovskites at room tempera-
ture to use a restatement of the Urbach rule valid specifically at room temperature
in the following form:

α (hν) = A exp [− (E0 − hν) /EU] (3)

EU is called the Urbach energy in this form of the rule. Comparison to the original
Urbach rule in Eq. (2) identifies the Urbach energy as EU = kB(295 K)/σ . The
constants A and E0 are defined differently in Eqs. (3) and (2). In Eq. (3), there is
no concept of an intersection point of extrapolated edges at different temperatures.
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Instead, the constants A, E0, and EU are parameters in an empirical fit of the
measured straight-line semilog plot of absorption coefficient at room temperature.
A is absorption coefficient at the highest point of the straight-line plot, E0 is
the energy of that reference point, and EU is the energy interval over which the
absorption coefficient falls to 1/e. The Urbach edge broadening characterized by EU
in perovskites has gained importance particularly for solar cell research. Disorder-
induced Urbach edge broadening in the alloy system MAPb(I1 − xBrx)3 has been
studied by sub-bandgap photocurrent [60].

Galvani et al. calculated the electron-phonon contribution to edge broadening in
MAPbI3, finding EU = 9.5 meV [19], compared to the experimental measurement
of EU = 15 meV [12, 60] in MAPbI3. They attributed the difference to the
disorder component of edge broadening in MAPbI3. The flip side of this is that
more than half of the Urbach broadening in MAPbI3, and by extension other Pb-
halide perovskites, is attributable to electron-phonon broadening with temperature
dependence characterized by Eq. (2). The near-edge spectral range in T-dependent
Urbach broadening becomes exponentially more transparent as temperature is
lowered. In alkali halides, the near-edge absorption can increase as much as five
decades of absorption coefficient from 10 K up to room temperature, e.g., measured
0.3 eV below the exciton peak in KCl [34, 61].

11 Temperature-Dependent Urbach Broadening as
a Contributor to the Experimentally Observed Thermal
Quenching of Excitonic Radioluminescence
in Single-Crystal 3D Pb-Halide Perovskites

The Urbach edge is not as broad in Pb-halide perovskites as in alkali halides, but it is
worth considering that if the classic temperature dependence of the electron-phonon
part of Urbach broadening is partially represented in Pb-halide perovskites, as the
theory of Galvani et al. on MAPbI3 [19] suggests, then a substantial part of the
reabsorption of excitonic luminescence could be strongly temperature dependent.
Figure 3b compared the room temperature photoluminescence and radiolumines-
cence (45 kV, Cu target) spectra of MAPbBr3, MAPbI3, and (EDBE)PbCl4 single
crystals measured by [4]. The radioluminescence spectra of MAPbBr3 and MAPbI3,
coming from the roughly 200 μm penetration depth of the polychromatic x-rays,
are redshifted compared to the photoluminescence spectra coming from the surface
(roughly the top 200 nm). This is clear evidence of reabsorption of the exciton
luminescence while exiting from the x-ray penetration depth at room temperature,
confirming again much of the discussion in preceding parts of this chapter. The
(EDBE)PbCl4 sample did not display this redshift because it is a 2D perovskite
with significant Stokes shift of its self-trapped exciton emission away from the
absorption edge (see discussion later). While there were no spectral data reported
at low temperature, recall from our earlier discussion of Fig. 3 that the light yields
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of MAPbBr3 and MAPbI3 rose to very near the theoretical maximum bandgap-
limited value when temperature was lowered to 10 K. If the light yield at 10 K
is at the theoretical maximum, then there cannot be much reabsorption of the
luminescence into the exciton edge at 10 K during escape of light from the x-ray
penetration depth. The scintillation reabsorption problem in these perovskites has
been somehow solved at low temperature!

We suggest that the temperature-dependent Urbach edge in Eq. (2), credited by
[19]) for about 63% of the exciton edge broadening in MAPbI3, could be part of the
explanation. That part of the absorption becomes exponentially more transparent
to exciton luminescence as the temperature approaches 10 K. Also contributing
to this trend is the fact that the bound exciton luminescence and especially the
donor-acceptor pair recombination luminescence centers which become dominant
at low temperature are more highly Stokes-shifted than is the free exciton, which
is dominant at room temperature [67]. Considering this, we suggest that the
rise of light yield toward low temperature (conversely, the quenching of light
yield toward room temperature) observed by [4] in Fig. 3 for hybrid perovskites
and [43] in Fig. 4 for inorganic perovskites may be caused by at least two
different mechanisms acting together. One is the thermal ionization of radiative and
momentum-conserving bound exciton and donor-acceptor pair centers discussed
earlier in regard to the right side of Fig. 4 from [67]. This ionization occurs at
temperatures above about 80 K, leaving free excitons and free carriers existing
in thermal equilibrium as room temperature is approached. Another “quenching”
mechanism is the substantial phonon-assisted temperature-dependent component of
the Urbach broadening, which according to Eq. (2) predicts exponentially increasing
reabsorption as temperature is raised.

12 The Stokes Shift Challenge

Many conventional scintillators employ ionic insulator hosts with doped activator
ions, and others rely on self-activation by self-trapped excitons formed sponta-
neously on excitation of certain hosts. In both cases, the Stokes shifts are large
and/or reckoned from the activator-excited state which was already chosen to
lie well below the conduction band edge. As a result, reabsorption of the light
in conventional scintillators is not usually a serious barrier to performance. To
be sure, some of the rare-earth dopants like Eu2+ in SrI2 have a small enough
Stokes shift that reabsorption becomes a problem. The difficulty in that case is
pulse lengthening during photon recycling, which can express itself as loss of
detected light within a specified gate, rather than actual loss of light to nonradiative
channels [1]. In contrast, semiconductor luminescent materials including the three-
dimensional Pb-halide perovskites have typically small luminescence Stokes shift,
and it is often reckoned directly from a strong excitonic absorption edge rather
than an isolated sharp dopant state as in ion-activated scintillators. Even in a
semiconductor with 90% or 95% PLQY, nonradiative channels can drain excited
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states during photon recycling as light exits a scintillator thick enough to stop
x-rays and gamma rays of medium to high energy. To be sure, there have been
several publications demonstrating scintillation from Pb-halide perovskites suitable
for imaging applications. Most were demonstrated at medium to soft x-ray energies
([4, 7, 8, 24]), but some also showed response and broad photopeaks for high-
energy photons up to 662 keV gamma rays [31, 81]. Our point is not to deny
that scintillation can be observed in 3D Pb-halide perovskites – because it can be.
The point is to specify what seems to be a problem with this material class, i.e.,
insufficient Stokes shift relative to excitonic absorption, in order to try to overcome
it and benefit fully from the other attractive properties already pointed out. Returning
to Fig. 2, imagine getting rid of the loss to reabsorption at room temperature and
thereby moving closer to realizing the maximum light yield suggested from the
combination of PLQY and βEgap.

The problem then is how to get a bigger Stokes shift in Pb-halide perovskites
or related materials that retain some or all of the other properties that make
them attractive for ionizing radiation detectors. Three possible strategies will be
discussed:

1. Perovskite-related Pb-halides and other metal halides of dimensionality lower
than 3 are often found to exhibit self-trapped excitons (STE) emitting highly
Stokes-shifted broadband luminescence. This is a route to get a bigger Stokes
shift in perovskite emitters themselves and thus suppress reabsorption.

2. Wavelength shifters, particularly dyes, have been in use for some time in organic
scintillators either to avoid reabsorption or to match the response of photodetec-
tors. Wavelength-shifting ions are employed as co-dopants in inorganic crystal
scintillators, e.g., [71, 72]. Wavelength-shifting dyes have been combined with
QDs in polymer hosts at high QD loading for scintillator use [29, 37] and recently
with CsPbBr3 QDs in PMMA to suppress reabsorption [18]. However the initial
report in [18] was only for 2% QD loading of CsPbBr3 in PMMA.

3. Dope a perovskite or perovskite-related host with an activator ion, e.g., a
rare-earth ion or thallium. This provides a light-emitting state that is already
separated below the exciton/interband edge and that furthermore exhibits a
configuration-coordinate-described substantial Stokes shift commensurate with
a localized excited state. The hope is to also benefit from attractive properties
of a halide perovskite host which could include narrow gap for light yield and
(defect tolerant?) semiconductor transport for efficient transfer of charges and/or
excitons from ionizable host to emitting activator.

13 Strategy #1: Self-Trapped Excitons in Lower-Dimensional
Perovskite-Related Materials

Excitons are found to self-localize by lattice relaxation in a number of materials
including ionic halides, oxides, and condensed rare gases as reviewed, e.g., in
[57], and perovskite-related metal halides of dimensionality lower than 3 as studied



Toward Perovskite-Related Scintillators with Necessary Stokes Shift. . . 19

more recently by, e.g., [2, 14, 25, 36, 39, 41, 54, 55, 77, 79, 81–84]. Self-trapped
excitons (STE) typically emit highly Stokes-shifted broadband luminescence. The
phenomenon has become a subject of considerable interest for developing white-
light LEDs [14, 25, 36, 39, 41, 54, 55, 77, 79, 84]. It is also attracting growing
attention in the search for halide perovskite scintillators with sufficient Stokes shift
to avoid the reabsorption problem [2, 81, 84].

Besides the role of Stokes shift in granting freedom from reabsorption of
luminescence, other benefits of a self-activated scintillator based on self-trapped
excitons are that there is in principle no energy transfer step from host to dilute
activators. Every lattice site of the pure crystal is a potential self-trapping site and
therefore a light-emitting site. One is not limited by solubility concerns for raising
the concentration of activators, since the concentration of such recombination
sites is 100%. There are already commercial self-activated scintillators using STE
luminescence instead of doped-in activators for the electron-hole recombination
luminescence counted as scintillation – e.g., cadmium tungstate (CdWO4), cesium
hafnium chloride (Cs2HfCl6), and undoped CsI. The Stokes shift of the scintillation
light is reckoned from the strong exciton/interband absorption edge, just as it is
in CsPbBr3. The Stokes shift must be large to get clear of the exciton absorption
edge, which has Urbach broadening extending as much as 0.6 eV below the exciton
peak at room temperature in alkali halides and not much less in the other ionic
crystals listed above. The Stokes shift of STE luminescence is indeed large in the
examples of self-activated scintillators: 0.5 eV in CdWO4, 2.9 eV in Cs2HfCl6, and
1.8 eV in CsI. Large Stokes shift and accompanying broad emission bandwidth are
characteristic attributes of STE luminescence. The STE’s very existence is owing
to electron-phonon interaction, so it is not surprising that phonon broadening and
Stokes shifting can be dramatic in the luminescence [68].

Li et al. [36] have presented a recent perspective on self-trapped excitons in
halide perovskites. Their illustration of general processes of electron-hole radiative
recombination is reproduced below in Fig. 10a. The configuration-coordinate
representation of STE ground and excited electronic states are illustrated in Fig.
10b, c. The concepts represented in such diagrams were worked out initially from
experimental and theoretical studies of STEs in alkali halides and other wide-gap
ionic crystals with strong exciton-phonon interaction and have now been found
to properly describe broadband intrinsic luminescence found in Pb-halide as well
as Pb-free halide perovskite-related materials of lower dimensionality than 3, by
multiple research works ([36] and references therein).



20 W. W. Wolszczak et al.

Fig. 10 (a) Schematic representation of various intrinsic luminescence phenomena including
band-to-band luminescence, exciton luminescence, STE luminescence, and cross luminescence.
(b) Configuration coordinate schematic of the energy-level structure of STE (GS ground state, FE
free-exciton state, FC free-carrier state, STE self-trapped exciton state, Eg bandgap energy, Est
self-trapping energy, Ed lattice deformation energy, EPL emission energy). (c) Schematic of the
nonradiative recombination process for STE when the excited-state relaxation is large. From [36]

14 Ion-Size Control of STE Relaxation: Parallels Between
Alkali Halides and Halide Perovskites

In alkali halides, ion size is found to exert control over how much lattice relaxation
occurs in the excited state, thus how much energy relaxation occurs on the way
to the emission coordinate in the configuration coordinate curves of excited and
ground states, and from that how much Stokes shift. The more spacious and “loose”
is the ionic lattice to allow relaxational ion motion in the electronic excited state,
the larger is the STE Stokes shift in general. In alkali halides, where large “off-
center relaxation” of the halogen is mainly responsible for the largest Stokes shifts,
the important ion-size parameter is the halogen to alkali ratio [56]. To illustrate,
the Stokes shifts of the triplet STE luminescence in potassium halides are 7.4 eV
in KF, 5.5 eV in KCl, 4.4 eV in KBr, and 2.6 eV in KI [57], differing only in
the halide ion. Besides the big Stokes shifts, an additional consequence of the
large lattice relaxation is that the STE luminescence of every crystal listed above
is thermally quenched far below room temperature. As Li et al. pointed out in their
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discussion of STEs in perovskites, overly large excited-state relaxation (leading to
very large Stokes shift) risks a crossing of the ground and excited-state adiabatic
potential curves, resulting in dumping of the excited-state population depicted in
Fig. 10c [36]. In the present context of STEs in lower-dimensional perovskite-
related materials, the issue of openness of the lattice, such as around the B-site
affecting distortion of the BX6 octahedra, seems reminiscent of the ion-size effects
on STE Stokes shift in alkali halides.

CsPbBr3 and other APbX3 perovskites with Cs or organic groups as the A-site
ion have not been found to exhibit self-trapped excitons, with one exception in the
low-temperature (T < 176 K) phase of CsPbCl3 [22]. The reason is basically that
the APbX3 perovskites are semiconductors, more so (smaller gaps) for the heavier
halogens on X-sites. As semiconductors, they have relatively large band curvature
implying rapid site-to-site electron and exciton transfer. Toyozawa stated a simple
rule governing when spontaneous self-trapping may occur: the energy lowering
from polarization, bond formation, or other relaxation around the excited state (once
it is localized) should exceed half the bandwidth of the energy dispersion curve if
the self-trapping relaxation is to be stable [62]. Half the bandwidth is the energy
cost of localizing from a band state, where the full band width 2B is the range of
translational kinetic energies due to site-to-site transfer. Their range of ±B about
the energy of the localized state can be illustrated, e.g., by constructing the band
from anti-bonding and bonding combinations of local atomic states. The energy
payback from local lattice relaxation (including chemical bonding and polarization)
has to be sufficient to justify the cost of localization from the band. Generally,
semiconductors with bandgaps roughly 3 eV and below do not exhibit STEs, mainly
because the exciton band half-width B is substantial in such materials. Toyozawa
et al. defined g = ELR/B as the exciton-lattice coupling constant, where ELR is
the energy lowering of the exciton by lattice relaxation upon localization [52, 64].
In terms of g, the conceptual criterion discussed above for self-trapping becomes
roughly g > 1. Schreiber and Toyozawa elaborated on this in more detail, showing a
connection (inverse proportionality) between g and the Urbach rule slope constant
σ in Eq. (2):

σ = s/g (4)

where s is a dimensionless constant that depends on the dimensionality and
geometry of the crystal lattice. For example, s = 1.5 for simple cubic lattices in
3 dimensions, and s = 1.24 for simple square lattices in 2 dimensions [52]. The
broader the Urbach edge (smaller σ ), the more likely to find self-trapped excitons,
in general.

Toyozawa and Shinozuka showed that there is always an activation barrier
between free and self-trapped excitons in three-dimensional materials, may or may
not be a barrier in 2D materials depending on the value of g, and that there is no
barrier in 1D materials and 0D materials [63]. The barrier present in 3D and 2D
materials may be surmounted with thermal energy, and in such cases, free excitons
and self-trapped excitons may coexist. Materials with 1D and 0D structure should
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be unstable to spontaneous lattice distortion in the excited state, although we note
in this context that Yuan et al. have reported self-trapped excitons and free excitons
coexisting in 1D C4N2H14PbBr4 [80].

The evidence for self-trapping in perovskite materials of reduced dimension-
ality (as well as coexistence of free and self-trapped excitons in 2D but not
0D) is becoming quite clear by now in the literature. Two-dimensional sheet-
structured perovskite materials, generally with organic ligand spacers between
sheets, have exhibited Stokes-shifted broadband emission attributed to STEs starting
from work on (EDBE)PbBr4 [14], (C6H11NH3)2PbBr4 [77], (EDBE)PbCl4 [4],
(DMEN)PbBr4, and (DMAPA)PbBr4 [41], and multiple other 2D perovskite-related
materials reviewed by [36, 54], for example. Some of the 2D perovskite materials
exhibit both the large Stokes-shifted, broadband emission of STEs and a sharp
peak or shoulder attributable to free excitons in coexistence [25, 54, 77], which
implies a thermal activation barrier for self-trapping, illustrated in Fig. 10b. Material
parameter dependence of the free/self-trapped luminescence intensity ratio has
been studied [55]. Stokes-shifted broadband emission has also been reported in
one-dimensional perovskites including (C4N2H14)PbBr4 [80] and (C4N2H14)SnBr4
[84]. The so-called zero-dimensional perovskite-related materials such as Cs4SnBr6
[2], (C4N2H14Br)4SnBr6 [84], and (C9NH20)2SbCl5 [83] also exhibit broad, Stokes-
shifted STE luminescence and achieve higher PLQY, up to near unity. In a
survey of the literature, Li et al. observe that the 0D perovskite materials display
STE luminescence but not in coexistence with a free-exciton luminescence peak,
concluding that there is no barrier to self-trapping in the 0D perovskites [36].

Li et al. further noted that the PLQY of many of the 2D perovskite-related
broadband STE emitters is relatively low. They suggested that one cause of the
low PLQY may be a consequence of overly large excited-state relaxation [36].
The 2D perovskites allow both inter-octahedral tilting as well as distortion of
the octahedra themselves as relaxation modes determining the STE energy. Their
meaning of “overly large” is that it may lead to a crossing of the excited- and ground-
state adiabatic potential energy curves as represented in Fig. 10c, with consequent
dumping of the excited state being one mechanism of thermal quenching. Again
noting parallels with STE phenomena in alkali halides (AX), the STE relaxation
in those materials can involve large “off-center” relaxation of the X2

− core of the
STE, by almost a lattice constant, in addition to the “on-center” diatomic bonding
relaxation that forms the X2

− halogen core of the STE itself [57]. The ion-size ratio
of halide to alkali in NaI restricts the large halide displacement needed for the STE
to undergo off-center relaxation of its I2

− core relative to the whole lattice. In most
other alkali halides, it is the off-center X2

− relaxation that accounts for the main
part of very large Stokes shifts noted four paragraphs earlier, as well as consequent
thermal quenching by crossing to the ground state at relatively low temperature
[56, 57]. In contrast, the tight lattice dictated by ion-size ratio in NaI restricts the
STE to stay on center (i.e., on the center point of the two iodide ions that bond in
the excited state). Because of this, NaI has a modest Stokes shift compared to most
other alkali halides and does not thermally quench by crossing directly to the ground
state at room temperature. The partial quenching of NaI STEs at room temperature
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and above is instead attributed to thermally activated diffusion of the STE, given
its relatively shallow trapping depth in NaI compared to other alkali halides [44].
On the basis of one- and two-photon excitation studies, Nagata et al. proposed that
the thermal quenching in NaI occurs when the thermally mobilized STEs encounter
defects, including point, line, and especially interface defects [44]. This relative
thermal stability of the STE against ground-state crossing in the “tight lattice” of
NaI and thus its survival to transport excited-state energy may be considered an
important contributor to why NaI is one of only three activated alkali halide hosts
that find use as scintillators. CsI, which allows only a small amount of off-center
relaxation (the so-called type II STE), is a second one, useful both as the activated
scintillator CsI:Tl and the self-activated STE scintillator CsI. LiI, which is even
more restricted by ion-size ratio than NaI, is the third. It is worth noting that they are
all alkali iodides, and despite the inconvenience of alkali iodides being hygroscopic,
two of them have continued to find very wide use as scintillators for roughly the last
70 years.

In the 0D perovskite-related materials Cs4PbBr6 and (C4N2N14Br)4SnBr6,
theoretical calculations of STE mobility by resonance transfer performed by [20]
indicate that greater thermal quenching of the STE luminescence in Cs4PbBr6 com-
pared to (C4N2N14Br)4SnBr6 can be attributed to a relatively tighter lattice (small
interstitial space) in Cs4PbBr6, restricting excited-state relaxation and associated
Stokes shift. Because of the smaller Stokes shift, resonant overlap of tails of the
STE emission and absorption bands is not entirely removed in Cs4PbBr6, and the
STE is proposed to migrate in that material by resonant transfer to neighboring
octahedra. In the compared case of (C4N2N14Br)4SnBr6, the larger interstitial space
of the lattice permitted larger STE relaxation, and the consequent larger Stokes
shift removed all overlap of exciton absorption and STE emission, immobilizing
the STE against resonant transfer. The more shallow-trapped STEs in Cs4PbBr6
were proposed to diffuse readily at room temperature and find nonradiative defects
[20], in partial analogy to the conclusion of [44] on STE quenching in NaI discussed
above.

The relative looseness of the (C4N2N14Br)4SnBr6 lattice compared to Cs4PbBr6
may be partly attributed to the large organic ligand in the A ion position allowing
more tilting of the octahedra during relaxation. However, Han et al. made it clear
that substitution of the smaller Sn2+ for Pb2+ in the B ion position has the main
effect on STE relaxation, opening space for larger tetrahedral distortion of the
(B)Br6 octahedron when the B-site ion is Sn2+ compared to Pb2+. Once again
we draw analogy/contrast to the alkali halide experience, where the ion-size ratio
in NaI restricted STE relaxation, preventing its crossing to the ground state but
enabling thermal hopping mobility of the STE. Because of the thermally activated
mobility, quenching can occur by finding nonradiative defects. Furthermore energy
transport to Tl+ activator ions, if present, can occur helping make the widely used
activated scintillator NaI:Tl. In the perovskite comparison, ion size of the B and X
ions composing octahedra can restrict or allow deformation of the octahedra and
thus control the degree of STE relaxation and consequent Stokes shift. The Stokes
shift (relaxation) is not so big as to threaten quenching to the ground state (Fig.
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10c), but Han et al. showed that it is big enough with Sn replacing Pb to shut down
resonant transfer mobility of the STE and thus suppress quenching on defects at
room temperature.

We also note the experiment of [82] in which hydrostatic pressure was applied
to (C6H5C2H4NH3)2PbBr4 [(PEA)2PbBr4], a layered perovskite of inorganic 2D
sheets separated by large organic ligands. Increased pressure caused broadband
Stokes-shifted STE emission and reduced the near-band-edge-bound exciton emis-
sion. Forces on the PbBr6 corner-sharing octahedra exerted in the plane of a sheet
are transmitted by the relatively stiff inorganic layer, whereas forces perpendicular
to the sheet are transmitted by relatively softer deformable ligands. Zhang et al.
studied deformation of the PbBr6 octahedra under pressure by x-ray diffraction.
We speculate that because distortions by in-plane compression of the octahedra
partially coincide with local distortion modes that occur during STE relaxation in
(PEA)2PbBr4, there may result a cooperative achievement of a stable STE energy
minimum under pressure. There are parallels in the earlier literature on applied
lattice strain and self-trapped excitons in alkali halides. Itoh et al. melted and
resolidified films of NaI and NaBr inside the narrow gaps of a succession of fused
quartz cells [27, 28]. Because of the difference in expansion coefficients of cell and
contents, the resulting films were under dilatational strain. As commented earlier,
NaI and NaBr are the two alkali halide examples where halide and alkali relative
ion sizes make a tight lattice that restricts translational motion of halide ions even
in the excited state such that these two alkali halides exhibit only the on-center or
Type I STE configuration characterized by small Stokes shift. Itoh et al. observed
that in proportion to decreasing cell thickness (increasing dilatational strain), a
more highly Stokes-shifted STE luminescence band, by 1 eV in NaI and 1.5 eV
in NaBr), appeared and grew in intensity at the expense of the on-center STE band.
They identified the new luminescence band as due to moderately off-center type II
STEs, made possible when the lattice was “opened up” to the possibility of halogen
excited-state translation in the lattice. Lattice expansion promotes additional self-
trapping relaxation in NaI and NaBr because it was the tightness of the lattice that
inhibited the larger ion and atom displacements, whereas in (PEA)2PbBr4 discussed
above, hydrostatic pressure may compress the Br ions in the inorganic sheet, which
is in the direction of relaxation of the midplanes of octahedra shown to be involved
in self-trapping of excitons in this perovskite.

The lead-free double perovskite Cs2AgInCl6 emits Stokes-shifted broadband
STE luminescence, but only weakly so because the luminescence is parity forbidden
[38, 39]. By doping it with Na, the inversion symmetry was broken with the
result that the optimal alloy Cs2(Ag0.6Na0.4)InCl6 achieved a PLQY three orders of
magnitude higher than Cs2AgInCl6, at 86% [Luo]. Other studies of STE emission in
alloyed double perovskites Cs2NaxAg1 − xInCl6 [75] and Cs2AgSbxBi1 − xBr6 [74]
have been conducted.

Shinozuka and Toyozawa showed that the extrinsic exciton localization potential
of a defect, plus the intrinsic exciton-lattice coupling constant g, can lead to a
stable localized exciton where neither coupling alone could achieve it [53, 64].
They termed this “impurity-assisted self-trapping.” Yu et al. have shown that doping
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PEA2PbI4 with Sn initiates self-trapping of excitons with broadband emission,
whereas the STE did not occur in the pure material [79].

B. Yang et al. studied a lead-free metal halide, Rb2CuBr3, with crystal structure
describable as one-dimensional aligned ribbons of distorted CuBr4 tetrahedra
spaced by Rb ions [76]. While not a perovskite, it has some similarity as a low-
dimensional self-activated solution-grown metal halide whose STE emission is
Stokes-shifted enough to avoid reabsorption. With high exciton binding energy
in the 1D structure, the STE in Rb2CuBr3 is found to maintain high quantum
efficiency at room temperature, so that together with the absence of reabsorption, an
impressively high radioluminescence light yield of 91,000 photons/MeV has been
measured. Other reported properties of the material make it appear promising for
evaluation as a scintillation x-ray detector [76].

15 Sacrifice of Stopping Power to Get Stokes Shift?

From the above discussion, one can surmise that tailoring perovskite materials to
support self-trapped excitons that are stable against quenching at room temperature
is a potentially useful way to gain Stokes shift needed to avoid reabsorption.
However, there seems to be a performance price to pay in most instances of
achieving the stable STE and its advantages. One adds bulky organic spacer ligands
to achieve 2D layering and/or substitutes the large Pb2+ ion at the B-site of the
inorganic octahedra by a smaller ion to gain easier deformability of the octahedron
during excited-state relaxation for a more Stokes-shifted and thermally stable STE.
Both of those actions lower the density and the effective Z of the material, therefore
lowering the stopping power for ionizing radiation. The attenuation coefficient μ

of an element of atomic number Z and density ρ is proportional to ρZ4. Rodnyi
defined an effective atomic number of a compound scintillator, Zeff, which allows
rough estimation of stopping power given the high-order dependence on Z:

Zeff = 4

√∑
i

wiZ
4
i (5)

where wi is the ith element mass fraction and Zi is the corresponding atomic number
[50]. Table 1 lists several perovskite and perovskite-related materials of interest
for scintillation along with their mass density ρ, effective atomic number Zeff, and
attenuation lengths for 30 keV, 100 keV, and 1 MeV x-rays. Several conventional
scintillators are included for comparison.

Whereas the density of CsPbBr3 is 4.87 g/cm3, examples of broadband-emitting
2D Pb-bromide perovskites have densities of 2.39 g/cm3 in (C6H11NH3)2PbBr4
[77] and 2.860 g/cm3 in (DMABA)PbBr4 [41], a reduction to about half the density
of CsPbBr3 and substantially less than half that of some conventional inorganic
scintillators, e.g., in Table 1. The good news is that for the Stokes-shifted 2D and
0D perovskite scintillators, the x-ray attenuation coefficient need not be compared
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to the optical reabsorption coefficient, which would become prohibitive for the extra
stopping thickness required by halving the x-ray attenuation coefficient. That issue
is resolved by the STE Stokes shift in some 2D and 0D perovskites. In summary, the
x-ray attenuation coefficients of the lower-dimensional and/or lead-free perovskites
are less than x-ray attenuation coefficients of conventional scintillators in Table 1,
but still serviceable for some radiography applications.

16 Strategy #2: Wavelength Shifter in the Perovskite Emitter
or Its Supporting Matrix

Rather than seeking a bigger Stokes shift in the luminescence of the halide
perovskite itself, one can utilize energy transfer to a secondary emitter which is
designed to shift the emission wavelength enough to avoid reabsorption. Organic
wavelength-shifting dyes have been used extensively in plastic scintillators to
achieve better spectral match with photodetectors and/or to suppress reabsorption.
Co-doping inorganic scintillators with ions chosen to receive transferred energy
from an activator ion and reemit at a shifted frequency have been employed for
similar purposes of matching a photodetector’s spectral response or suppressing
reabsorption, e.g., [71, 72].

A recent paper by [18] used a custom-synthesized perylene dye with HOMO-
LUMO levels well matched to CsPbBr3 excitonic emission and found nearly
100% efficient energy transfer to the Stokes-shifting dye. However, their initial
work reports loadings of the perovskite nanoparticles only up to 2% by weight
in the PMMA+dye host polymer. Much higher loading of the high-Z perovskite
nanocrystals relative to the polymer support and wavelength shifter will ultimately
be needed for hard x-ray radiography. The Pei group at UCLA has achieved 60%
loading of CdxZn1 − xS/ZnS core-shell semiconducting QDs in PVT + dye [37] and
80% loading of YbF3 QDs in PVT + dye [29]. Their method utilizes partial ligand
exchange, substituting part of the usual oleic acid short ligands by longer double-
headed ligands where one end binds to the QD and the tail gets incorporated in
polymerization of the host to anchor the QD against migration and aggregation that
lead to dot quenching and light scattering.

The issue of diluting the dense, high-Z, radiation-stopping material with an
organic low-Z binder and wavelength shifter to get a net Stokes shift brings up the
same consequences of reduced stopping power as discussed in the previous section.

17 Strategy #3: Ion Activator in Perovskite Host

A third approach to employing a perovskite in a scintillator with suitable Stokes
shift to avoid reabsorption is to use the perovskite as the host, with an activator
ion as the light emitter. If the activator is an isolated ion (atomic size) rather than
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a semiconducting nanoparticle, its more localized excited-state wave function will
cause greater local lattice relaxation in the excited state for greater Stokes shift and
better extraction of scintillation light. This is nothing more than a conventional
ion-activated scintillator where the host happens to be a perovskite. What could
be the advantage of a perovskite in that role? We have previously noted in the
discussion of Fig. 2 that the small bandgap of a Pb-halide perovskite host or other
semiconductor can in principle permit very high scintillation light yield. In addition,
a semiconducting host in place of the more typical insulating host may be more
effective in transport of carriers from points of generation in the dense host to
the activator ions, and if defect tolerance of a Pb-halide perovskite host aids in
the energy transport to activator ions, it would be a further bonus. Against these
possible advantages, the challenge is to find a suitable activator with levels that fit
energetically between the band edges of the perovskite semiconductor host, or if
f-f transitions between states overlying a band are used, that there be a means of
efficiently coupling host excitations to the ion excited state. There are experiments
to suggest that these challenges are not prohibitive at least when CsPbCl3 is the host.

Pan et al. measured luminescence and excitation spectra of Ce, Sm, Eu, Tb,
Dy, Er, and Yb lanthanide dopants in hot-injection solution-grown nanocrystals of
CsPbCl3 [46]. They determined that the lanthanide ion most likely substitutes for
Pb2+ on the perovskite B-site. Doping concentrations up to about 10 mole% were
achieved. The luminescence spectra they measured in the undoped and lanthanide-
doped CsPbCl3 are shown in Fig. 11a. Notably, the Ce3+-doped sample exhibits a
broadband of Ce 5d-4f luminescence with peak at about 430 nm. Its decay time is
9.7 ns, significantly faster than Ce luminescence in macrocrystals of almost all other
hosts. The quantum efficiency of Ce luminescence was found to be about 25%. All
of the other lanthanide dopants in CsPbCl3 studied by Pan et al. exhibited only f-f
transitions of the lanthanide, with decay times ranging from 600 to 900 μs. The
quantum efficiency was in the range of 20–30% in all lanthanide dopants studied
except Yb, which exhibited surprisingly high quantum efficiency of 143%. The
authors attributed this to a quantum cutting process involving a defect near mid-gap
which could participate in two-step transitions from the conduction band ultimately
to the valence band, each step able to couple to Yb3+ 2F7/2 → 2F5/2 excitation.
Milstein et al. also reported on this emission in Yb3+-doped CsPbCl3 [42].

Vacuum referred binding energy (VRBE) diagrams of lanthanides are a very
useful tool for studying lanthanide luminescence properties, e.g., [16]. We have
constructed a VRBE diagram for lanthanide dopants relative to the CsPbCl3 bands,
shown in Fig. 11b. The conduction and valence band energies were obtained from
cyclic voltammetry [49]. Exploiting the fact that Pan et al. observed the Ce3+
luminescence transition 4f05d1 → 4f1 (5d-4f for short) just below the ~410 nm free-
exciton emission of CsPbCl3 [46], we fitted the 5d excited state and Ce3+ ground
state within the bandgap in Fig. 11a. This resulted in the estimated model parameters
of U = 7.2 eV and Ce3+ redshift D3 = 3.3 eV. The divalent and trivalent ground
and ionized states of all other lanthanides follow from the VRBE construction.
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Fig. 11 (Left) Luminescence spectra of lanthanide-doped CsPbCl3 excited at 365 nm, from [46];
(right) VRBE diagram of lanthanide ions in CsPbCl3. Energy is referred to the vacuum level (0 eV).
Blue and red colors correspond to 3+ and 2+ charge states of the lanthanides. The continuous
lines with filled circle markers connect the ground states of 3+ lanthanides, while the open circles
indicate the energy of the lowest 4f5d excited state. Blue shading shows the valence band, while
the light orange is the conduction band

Except for Ce3+, the trivalent ground states of all other lanthanides lie within or
below the valence band of CsPbCl3 rather than in the gap. The only possible 5d to 4f
luminescence transition which is within the bandgap is that of Ce3+. Due to the low-
lying conduction band of CsPbCl3, almost all states of the divalent lanthanides lie in
the conduction band. The only exceptions are Eu2+ and Yb2+ ground states, which
makes Eu3+ and Yb3+ dopants capable of acting as an electron trap. Despite the
fact that the 4f5d excited states (marked by open circles) lie below the conduction
band minimum, the energy to excite them from the trivalent ground state is larger
than the bandgap energy in all except Ce3+, which will result in full reabsorption
of the resulting emission. However, Pan et al. observed 4f-4f emission from all
the studied lanthanides (Ce, Sm, Eu, Tb, Dy, Er, Yb). This surprising fact can be
best illustrated with Yb3+ dopant, for which a single sharp transition was observed
around 980 nm and identified as the 2F5/2 → 2F7/2 transition. The Stokes shift of the
Yb3+ f-f transition excited at the CsPbCl3 band edge is enormous, ~ 1.9 eV. Pan et
al. observed this emission under 365 nm excitation. Since Yb3+ does not have any
electronic transitions in that energy range to be able to directly absorb excitation
light, this observation highlights the importance of the CsPbCl3 host in the energy
transfer process. If we consider free excitons in CsPbCl3 as the primary products of
electron-hole creation, there is no overlap of the exciton emission with absorption
to the Yb3+ 2F5/2 state. This indicates that some intermediate state is crucial for
obtaining lanthanide luminescence in CsPbCl3, such as the defect near mid-gap
suggested by Pan et al. for its role in quantum cutting, while enabling resonant
energy transfer from the CsPbCl3 exciton to the Yb3+ 2F7/2 → 2F5/2 excitation.
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Emerging Lead-Halide Perovskite
Semiconductor for Solid-State Detectors
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1 Introduction

Lead-halide perovskites are emerging semiconducting materials which have high
crystalline, defect tolerance, excellent long carrier lifetime for the next-generation
solution-processed optoelectronic devices [1–3]. Notably, the progress on photo-
voltaics made from perovskite thin films has been unprecedented and is still driving
extensive research and development efforts in science and industry [4–11]. In this
chapter, we will introduce lead-halide perovskites as a new class of materials for
next-generation SSRDs. The three-dimensional perovskite structures follow the
chemical formula ABX3, where A is a cation, B is a metallic cation, and X is
a halide anion. The structures can be tuned to adapt desired functionalities; in
particular, heavy metals such as Pb, Sn, and Bi can be selected at the B-site. Along
with halides at the X-site (Br, Cl, I), the average atomic number for perovskite
compounds can be quite high, comparable to, or higher than the popular zinc-
doped cadmium telluride (CZT), to efficiently stop high-energy radiation photons.
The various perovskite structures available and expected properties are discussed
in Sect. 2. The perovskites are unique because large, high-quality single crystals
can be synthesized via low-cost methods, which facilitate large-scale fabrication
(Sect. 3). Furthermore, the semiconducting properties are essential to consider for
radiation detectors, where the product of the charge mobility and carrier lifetime
should be maximized and bulk/surface defect density should be minimized. A
detailed summary on the electronic properties of perovskite materials is shown in
Sect. 4. Finally, pioneer works on the perovskite-based semiconducting radiation
detectors have been reported in the literature and are reviewed in Sect. 5. This
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section includes the reported progress on detectors made with both single-crystal
and polycrystalline films. We also point out the potential challenges for detector
performance optimizations.

2 Material Structure

Perovskite is a class of common mineral materials found on earth, with widely
known perovskite oxides like CaTiO3 and SrTiO3. The structure was first discovered
by a German mineralogist Gustav Rose in the Ural Mountains of Russia in 1839 and
named after the Russian mineralogist Lev Perovski [12]. Perovskite materials have
a general formula of ABX3 with a three-dimensional structure, (Fig. 1a) and the
lead-halide perovskites are a new class of materials in the perovskite family which
are composed of an organic (or inorganic) cation (A-site), metal cores, (B-site),
and halides (X-site). Recently, hybrid perovskites have demonstrated breakthroughs
in photovoltaics, light-emitting diodes, and radiation detectors, which have driven
intense research interests to push these materials toward next-generation optoelec-
tronics. One of the most famous hybrid organic-inorganic perovskite materials is
methylammonium lead triiodide (CH3NH3PbI3 or MAPbI3) that is widely used for
photovoltaic devices [13].

To understand the perovskite structure, the Goldschmidt’s tolerance factor (TF)
[14–16] is often employed to determine the structural stability:

TF = (
rA,eff. + rX

)
/
√

2 (rB + rX)

where rA and rB are the radii of the A-site and B-site cations and rX is the radius
of the halides in the X-site. For hybrid lead-halide perovskites, a tolerance factor
between 0.8 and 1.0 will lead to a stable 3D perovskite phase [15, 16]. An ideal
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Fig. 1 Perovskite crystal structure. (a) Three-dimensional (ABX3); (b) Two-dimensional
(Ruddlesden-Popper, Dion-Jacobson, and Aurivillius phase); (c) one-dimensional structure; and
(d) zero-dimensional structure
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perovskite structure stabilizes in a symmetric cubic structure with a corner-sharing
octahedron as the backbone. If the size of A is smaller than B, the tetragonal
or orthorhombic structure will be favored. In addition, if A is larger, the crystal
will adopt layered two-dimensional structures (Fig. 1b). For instance, Ruddlesden-
Popper phases [17–21], Dion-Jacobson phases, [22, 23], and Aurivillius phases
[24, 25] have been synthesized and reported. Furthermore, tuning the perovskite
structure by chemical approach can further reduce the dimension down to zero-
dimensional nanocrystals [26–30] (Fig. 1d), which provide more opportunities
for desired functionalities and applications. For example, the low-dimensional
perovskites are of particular interest for light-emitting applications and radiation
scintillators.

The hybrid perovskite materials have many excellent properties such as direct
band gaps, good absorption coefficients, low defect densities, long carrier lifetimes,
and long diffusion lengths, which will be described in detail in the Electronic
Properties section. More importantly, high-quality hybrid perovskite materials can
be produced with solution processes. However, these properties highly depend
on the crystal structures, material qualities, and processing conditions. Therefore,
previous reports have developed many approaches for high-quality perovskite
material growth for optoelectronic applications. For example, Bakr et al. reported
using an inverse temperature method to grow single crystals for MAPbI3, MAPbBr3,
and MAPbCl3 from solution [31–33] that have low defect density. Liu et al. used
a continuous flow method in a confined space to laterally grow large-area single-
crystal wafers with high sensitivity photodetector demonstration [34]. The single-
crystal growth kinetics are described in Sect. 3. Nie et al. pre-heated the solution
and substrate to coat perovskite thin films via a “hot-casting” process, which can
produce high-quality, mm-scale large-grain perovskite thin films for reproducible
perovskite solar cells [35–39]. Apart from the 3D perovskites, significant efforts are
devoted in 2D perovskite-based optoelectronics. Tsai et al. reported nearly single-
crystal thin film growth with controllable orientation for 2D lead-halide perovskite
materials [19, 40–42]. This is essential to facilitate the charge transport, to suppress
the carrier recombination in the semiconductor, as well as to improve the device
operation stability under light and humidity conditions [19, 41, 43]. The powerful
synchrotron grazing incidence wide-angle X-ray scattering (GIWAXS) tool has also
been applied to characterize the crystal orientation and crystallinity in 2D perovskite
materials [19, 40, 42, 44, 45]. More recently, Chen et al. utilized strain engineering
for epitaxial stabilization of halide perovskite thin films, which exhibit enhanced
semiconductor device performance [6]. Furthermore, these studies have shown that
high-quality perovskite growth greatly impacts the device stability and performance
in both optoelectronics and radiation detection (Fig. 2).
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Fig. 2 Solution-processed high-quality perovskite materials. (a) Single-crystal MAPbI3 and
MAPbBr3 and (b) perovskite wafer. (c) Hot-casting approach for large-grain perovskite thin
film. (d) Nearly single-crystalline 2D perovskite thin film. (e) Strain engineering for epitaxial
stabilization of halide perovskite thin film. Panel b is reproduced with permission from Ref. [34].
Panel d is reproduced with permission from Ref. [42]. Panel is reproduced with permission from
Ref. [6]

3 Crystal Growth and Characterizations

3.1 Solution-Based Single-Crystal Growth

In 2015, high-quality, hybrid perovskite single-crystal growth was first published
using a low-cost, rapid growth technique, now known as inverse temperature
crystallization (ITC) [31–33]. Soon thereafter, large, ongoing research efforts have
been placed in a variety of areas in solution-based hybrid perovskite single-crystal
growth. This growth method was first used with the discovery of the inverse
relationship between temperature and solubility with hybrid perovskite materials,
i.e., as temperature of the solution increases, its solubility decreases, yielding
crystalline precipitation (as shown in Fig. 3a). In this method, a solution is typically
prepared using two to three precursors in a specific solvent, depending on the
composition. Once the high concentration hybrid perovskite precursor solution is
prepared (1 M) and complete dissolution, it is then placed in an oil bath on top of
a hot plate. Over the course of minutes, hours, or days, depending on the type of
growth desired, the temperature of the oil bath is slowly heated to begin nucleation.
By controlling the ramp rate of the temperature, the nucleation and crystallization
can be accurately controlled to ensure that one large, high-quality crystal is grown
in a single vial [46, 47]. This process is displayed in Fig. 3b. Once crystals are
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Fig. 3 (a) Graphical representation of common solubility versus temperature for hybrid perovskite
materials for where crystallization begins. (b) Schematic of inverse temperature crystallization
growth method. (c) Schematic of anti-solvent diffusion single-crystal growth method. (d) Pictures
of different hybrid perovskite composition single crystals as grown via solution growth methods
(MAPbBr3, orange/MAPbI3, black/MAPbCl3, clear). (e) Example cubic phase characterization
of MAPbBr3 via powder X-ray diffraction. (f) Photoluminescence characterization data of
MAPbBr3 − xClx to display accuracy in anionic doping

grown, they are carefully removed from solution and dried to remove excess solvent
from the surface. There are other important single-crystal growth techniques used
for hybrid perovskites that will be discussed in the next section.

There are many unique benefits to using solution-based growth techniques for
single-crystalline hybrid perovskites. The first being simplicity of the growth cycle
from beginning to end without the need of complex instrumentations (i.e., vacuum
chamber, high-temperature oven). Most solution-based growth methods only require
equipment such as hot plates, crystallization dishes, silicone oil, scintillation vials,
etc. Because of the inexpensive equipment, along with inexpensive precursor
materials and solvents, this type of single-crystal growth is orders of magnitude
cheaper than other types of single crystals grown for similar applications. Most
estimates for growth costs have been <$10/cm3, as it has been shown that ultrahigh-
purity precursors are not needed to grow high-quality single crystals capable of
accurate semiconductor applications [48–53]. Also, an important note is that all of
these solution-based single-crystal growth methods occur at low temperatures (less
than 150 ◦C) as compared to other traditional high-temperature single-crystalline
semiconductor growths (such as CdZnTe, which is grown around 800 ◦C) [54].
Not only does low-temperature processing reduce the cost of crystal growth, it
also reduces the possibility of issues such as thermal stress cracking in the single
crystals. Also, because the solution-based growth techniques depend on solubility
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manipulation, many have shown the ease of growing very large, high-quality single
crystals by continuously flowing fresh solution during growth [46, 55]. Shape
control has also been clearly demonstrated by modifying the growth container size
and shape, which yields possibilities in growing specific dimensions needed for
specific applications [32, 34]. It is important to note that because these growths take
place in solution, it is possible to have issues with remaining solvent after growth
on the surface or inside of the crystal. However, this can easily be taken care of by
low-temperature baking of the single crystals post-growth.

3.2 Commonly Used Hybrid Perovskite Single-Crystal Growth
Techniques

There are a variety of other efficient solution-based and non-solution-based growth
techniques that have been successfully demonstrated to produce high-quality single
crystals of hybrid and non-hybrid perovskite single crystals. These include anti-
solvent vapor diffusion, temperature-lowering methods, slow solvent evaporation,
and melt growths [33, 46, 56–59]. For solution-based methods, anti-solvent diffu-
sion crystal growth is among one of the most common techniques used for hybrid
perovskite single-crystal growth [33]. In this growth technique, the crystallization
solution is prepared similarly to the process explained in the previous section for the
ITC method. The difference between these two methods is the driving force used for
nucleation/crystallization. Briefly, the solution container is placed inside of a second
outside container. The outside container is filled with a known anti-solvent to the
crystallization solution. The anti-solvent evaporates to form a vapor, which then
diffuses into the crystallization solution to decrease the solubility. The solubility
then slowly decreases to the point where nucleation and crystallization can occur.
This process is depicted in Fig. 3c. At first, although high-quality single crystals
were grown using this technique, it was proven to be difficult to grow large single
crystals. However, over time this technique has been properly modified, by factors
such as lowering the temperature to reduce the vaporization rate of anti-solvents or
covering the crystallization solution with a mesh or foil with controlled pore size to
reduce the diffusion rate [33]. With these modifications, the anti-solvent diffusion
growth method has become viable in producing large, high-quality perovskite single
crystals, while maintaining low cost of simplicity of growth.

Other less commonly used solution-based techniques have been demonstrated
to produce high-quality perovskite single crystals. A top seeded solution growth
(TSSG) technique has been shown to produce high-quality MAPbI3 single crystals
[56]. In this method, a previously grown seed crystal is placed on an air-cooled
silicon substrate inside of a heated supersaturated solution to grow the seed into a
much larger crystal. Although this method has produced high-quality crystals for
semiconductor applications, the method requires more solution components such as
acids, which increase the cost of this process, without significantly increasing the
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quality of product. Another method is solution temperature lowering where seed
crystals are typically grown via rapid nucleation. Then seeds are chosen for further
crystal growth, and the concentrations are gradually saturating as the temperature
is slowly lowered. Both MAPbI3 and MAPbBr3 crystals were grown with large
dimensions (up to 1 cm3) using this method [60]. In order to grow large-scale single
crystals with high quality, another method was developed [46]. In this method,
the solution is prepared inside a closed oven, and the solution is allowed to warm
very slowly over the course of 20 days (around 2 ◦C per day) undisturbed. Single-
crystalline MAPbBr3 was grown around 26 cm3 using the low-temperature gradient
crystallization method [46]. Although solution-based methods have mainly been
used for perovskite single-crystal growth, some groups have turned to melt growth
methods (or Bridgman-Stockbarger method) for high-quality inorganic perovskite
crystal growth (e.g., CsPbBr3) [59]. In this method, precursors are added into a
tube furnace and melted together to form a molten solution. Then the furnace
is used to slowly cool the solution to form high-quality single crystals with the
dimensions of the ampule used for growth. This method provides accurate control
to produce high-quality single crystals. However, in the realm of hybrid perovskites,
this method cannot be used. This is because the precursors mixed together must
have similar melting temperatures, as is the case for CsBr and PbBr2. However,
the organic components and inorganic components have vastly different melting
temperatures for hybrid perovskites. This is why solution-based methods have been
at the forefront for high-quality single-crystal growth of hybrid perovskites.

3.3 Single-Crystal Characterization

Once single crystals are grown and harvested from solution, it is important to
characterize them to ensure high-quality, proper composition, and desired proper-
ties. There are abundant characterization techniques developed in the literature to
understand properties of hybrid perovskite single crystals, but the most important
properties belong to structural, optical, and electronic categories for semiconducting
device development.

When single crystals are first grown and harvested from solution, a well-utilized
tool to initially characterize the quality of the growth is visual inspection. As shown
in Fig. 3d, when the bromide- and chloride-based crystals are grown, they are
transparent. When visually inspecting the single crystal, it is important to look for
various signs. The most common visual inspection for these types of single crystals
among the community relies on transparency of the crystals without distortion of
imagery or graphical lines placed underneath the crystal. However, if the crystal is
not transparent, cloudy, or even slightly distorts the image below, one can speculate
on the quality of the crystal growth through a relative concentration of defects
or micro-cracks in the bulk of the crystals. In the case for nontransparent single
crystals, like the black, iodide-based single crystals, transparency cannot be checked
for quality. Instead, the quality inspection here comes from smoothness and mirror-
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like finishes of the crystal faces. Other visual inspections include checking for
smooth parallel sides without curvature for cubic crystals and sharp edges.

The visual inspection is a first, simple step to initially speculate on the quality
of the bulk material; however, phase and defect concentration are very important
properties in these materials for semiconductor applications and must be quantified
properly. Powder X-ray diffraction (XRD) is most commonly used to study the
crystal structure of single crystals. In this method, the single crystal is finely ground
into powder and an XRD pattern is collected. The data is then matched to the pure
compound from a crystallographic database to ensure that the material is in the
proper phase (i.e., MAPbBr3 = cubic, MAPbCl3 = cubic, MAPbI3 = tetragonal for
room temperature structures) [61]. Other X-ray diffraction techniques can be used to
understand imperfections in the crystallographic structure throughout the material,
such as Laue diffraction patterns to characterize the alignment of the crystal faces
and high-resolution XRD (such as rocking curves) to see any deviations in the
crystal structure [62]. Temperature-dependent XRD can also be used to understand
structure transitions such as in MAPbI3 which undergoes a transition from cubic
to tetragonal phase around 330 K and again transition to the orthorhombic phase
around 160 K [63].

The next common structural characterization deals with quantifying defect
concentration and characterizing the types of defects that directly play an impor-
tant role in semiconductor optoelectronic applications. There are a wide variety
of experimental techniques including secondary ion mass spectrometry, positron
annihilation spectroscopy, X-ray measurements, electrical measurements, optical
measurements, and more [64]. Electrical measurements such as space-charge-
limited current (SCLC) and Hall measurements can be also used to quantify defect
concentrations [33, 63]. Meanwhile, other common techniques include time-of-
flight and temperature-modulated techniques to determine the levels of traps within
the band gaps, which help to understand the roles of traps in charge transport
processes [65, 66].

The next techniques to continue characterizing as-grown hybrid perovskite single
crystals use optical spectroscopy. Absorption is used to directly measure the band
gap and states that below the gap, photoluminescence can be a close substitute to
estimating the band gap and trap density of the material. When they are excited
by an absorbable wavelength, the excited states relax from the conduction band to
the valence band, and the corresponding energy is released via light such as the
photoluminescence shown in Fig. 3f.

4 Electronic Properties

Unlike commonly used semiconductors, such as Si, Ge, and CZT, halide perovskite
materials are ionic compounds, which give rise to unique electrical properties as
well as challenges. The electronic band structure, charge transport, traps, and defects
depend on the perovskite compositions and also the crystal growth conditions. Here,
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Fig. 4 Perovskite properties. (a) Calculated linear absorption cross-sectional coefficient of photo-
electric effect and scatter process as a function of gamma-ray photon energy of CZT and MAPbBr3
crystals. (b) Schematic of calculated electronic band diagram of high-temperature cubic phase
of MAPbI3 considering spin-orbit coupling [78]. (c) Calculated transition energy of defects in
MAPbI3 [79]

we discuss the general electronic properties of perovskites relevant to radiation
detection applications. Lead-halide perovskites have a strong radiation stopping
power due to high effective atomic number (consists of heavy elements like Pb, Cs,
halides, etc.) and high density. Figure 4a shows the linear attenuation coefficients
of hybrid perovskite materials, (MAPbI3, CsPbBr3, 2D perovskite, and double
perovskite) which are comparable to conventional CZT and much higher than Si.
Therefore, the quantum efficiency of a MAPbI3 crystal with 2 mm thickness (density
4.15 g/cm3) for a radiation photon with energy of 100 keV is about 99.9% (assuming
the photon deposits all its energy in the crystal and all the electron-hole pairs
generated are collected). Even at an energy of 300 keV, photoelectric absorption is
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the dominant interaction mechanism and Compton scattering is much smaller. The
inorganic CsPbBr3 perovskite has an even higher attenuation coefficient. Due to the
tunable nature of the material compositions, other high atomic number elements
can also be incorporated in the perovskite materials to further increase the stopping
power. Cs2AgBiBr6 double perovskite is one example of high detection efficiency
[67]. Moreover, using the optical band gap (Eg), one can estimate the ionization
energy or the free electron-hole pair creation energy (W) using empirical relation
W ~ 3*Eg. The band gap for common perovskites falls within the range of 1.1 eV to
2.5 eV, which translates to ionization energies in the range of 4.6 eV–6.83 eV [49,
51, 68].

Electronic band structures of halide perovskites have been thoroughly studied
using various experimental and theoretical investigations for optoelectronic appli-
cations [69–73]. In the perovskite MAPbI3, the valence band maximum consists of
antibonding states of 5p orbitals of I and 6s orbitals of Pb, while the conduction
band minimum is formed mostly by 6p orbitals of Pb [69–73]. The electronic states
contributed by the organic cation MA+ lie far from the band edges. Therefore, the
role of the organic cation is primarily to balance charge in the PbI6

4− octahedral
cage and provide structural stability [74]. Due to the presence of heavy elements,
there is significant spin-orbit coupling which lowers the band gap of MAPbI3 to
a value of ~1.62 eV [74]. By substituting I with smaller halides (Br, Cl), the
band gap can be further increased up to 2.9 eV [69, 70, 75]. These values fall
within the suitable band gaps for radiation detection applications which is large
enough to suppress thermally generated background noise for room temperature
operation, yet small enough to produce many electron-hole pairs per high-energy
photon. However, the halide substitution has been found to significantly increase
defects and impact the electrical response under an external electric field. For
example, it was found in MAPbBr3 that the hole and electron transports are widely
imbalanced because of impurity-induced trapping or scattering. Accurate doping
of Cl (MAPbBr3-xClx, where x ≤ 0.15) in the perovskite structure can create
more balanced charge transport and reduction of dark current, leading to enhanced
radiation detection performance [50, 53, 76]. Cl doping in MAPbI3 has also been
demonstrated (MAPbI3 − xClx) to enhance photovoltaic performance via tuning of
transport and structural properties [77].

X-ray detection using double perovskite Cs2AgBiBr6 single crystals, which
consists of heavy elements like Cs, Ag, and Bi and has an indirect band gap of
2.1 eV, has also been reported [67]. Therefore, halide perovskites offer incredible
flexibility to tune the band gap, increase the ionizing radiation stopping power, and
deliver an impressive detection limit of 59.7 nGyair s−1.

4.1 Charge Transport Properties

Due to strong spin-orbit coupling, the electron and hole effective mass in MAPbI3
is reduced to 0.1 m0−0.29 m0 [80–82]. These effective mass values are comparable
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to Si. However, the mobilities of halide perovskites are lower than that of Si.
Depending on the measurement technique used and the quality of the single
crystal, the reported electron and hole mobility values for MAPbI3 are in the range
of 24–800 cm2/Vs [32, 33, 56]. Moreover, temperature dependence of mobility
measurements indicates that these modest mobility values are mainly due to the
scattering of electrons with longitudinal-optical phonons [83]. Notably, the reported
electron and hole mobilities are in the same range, which is consistent with effective
mass [81]. A lower hole mobility in CZT is a major problem limiting the device
performance [84]. Therefore, ambipolar charge transport in lead-halide perovskites
is ideal for efficient extraction of both electrons and holes.

On the other hand, the perovskites have long carrier lifetimes and diffusion
lengths [32, 33, 56, 85]. The reported lifetimes of MAPbI3 are around 10–17 μs
[51], while a record long lifetime of CsPbBr3 that is more than 25 μs is reported
[51]. From first principle calculations, the proposed mechanism for these long
carrier lifetimes is attributed to Rashba splitting arising from strong spin-orbit
coupling which results in spin-forbidden transitions [86]. The long lifetimes also
make up for the modest mobility values and result in mobility-lifetime (μτ)
product comparable to CZT materials. The reported μτ product for MAPbI3,
MAPbBr3, and CsPbBr3 are 0.8 × 10−3 cm2/V [51], 1.2 × 10−2 cm2/V [49],
and 1.33–1.69 × 10−3 cm2/V [51, 87], respectively. In addition, high μτ product
of 1.8 × 10−2 cm2/V and resistivity of 3.6 × 109 � cm [50] for mixed-halide
MAPbBr2.94Cl0.06 have been obtained by doping MAPbBr3 with Cl.

4.2 Defects

Low trap state densities in the range 109 cm−3–1010 cm−3 has been reported
for solution-grown halide perovskite single crystals [32, 33, 88]. Using Bridgman
melt growth method, centimeter-sized CsPbBr3 crystals with impurity levels below
10 p.p.m. for total 69 elements have also been obtained [51]. The absorption spectra
of perovskites show sharp onsets with Urbach energy as small as 15 meV even
for polycrystalline MAPbI3 films [89, 90]. Single-crystalline Si for comparison has
an Urbach energy of 11 meV [89]. These experimental results are consistent with
theoretical studies which indicate that dominant intrinsic defects are shallow traps,
while deep defects located near the middle of the band gap are unlikely to form due
to high enthalpy of formation [91, 92]. Figure 4c shows the formation energy and
energy level of possible defect states in MAPbI3 [79]. It can be seen that defects
with low formation energy such as interstitials (Ii, MAi), vacancies (VMA, VPb, VI),
and antisites (MAPb, PbMA, MAI) have shallow transition levels. Similarly, defects
with higher formation energies such as IMA, IPb, PbI, and Pbi have higher transition
levels. This “defect tolerance” in perovskites has been attributed to the strong lone
pair in Pb s orbital, antibonding coupling in I p orbital, and the high iconicity [91,
92]. Due to the low density of electrically active defects in halide perovskites, charge
carriers excited by radiation can be extracted without being trapped. Moreover, the
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defect tolerance nature of perovskites also gives rise to radiation hardness [93, 94].
Yang et al. have demonstrated perovskite solar cells which retain more than 96%
of their initial efficiency under continuous irradiation of gamma-rays from 137Cs
benchtop irradiator for accumulated dose of 2.3 Mrad [94].

4.3 Surface and Interface Effects

Different surface termination and facets can have different electronic levels and
stability. Density-functional theory (DFT) studies have predicted that the energeti-
cally favorable (110)/(001) facets and MAI termination is more stable than the PbI2
termination in MAPbI3 [95, 96]. MAI-terminated surface also has higher valence
and conduction band edges than PbI2 [96]. However, the different surfaces retain
the defect tolerant nature of the bulk and hence have low mid-gap defect states
[95]. Similar to bulk defects, surface defects are also electronically benign. Using
transient reflectance spectroscopy, the surface recombination velocity in perovskite
single crystal was measured to be ~103 cm s−1 [97, 98]. This value is orders of
magnitude lower than that of conventional inorganic semiconductors.

Uratani et al. used first principle calculations to investigate possible surface
defects in MAPbI3 under different growth conditions (I-rich, Pb-rich, and moderate)
[99]. Under the I-rich condition, excessive I atoms on flat and vacant surfaces
can trap charge carriers [99]. Therefore, many passivation strategies such as using
organic polymer interlayers have been successfully used to suppress recombination
at the surface [100].

5 Solid-State Detector

5.1 Introduction

Most of the reported perovskite solid-state radiation detectors (PSSRDs) have
similar structures to photodetectors where a p-i-n device configuration is often
chosen. It comprises a highly resistive intrinsic semiconductor and is sandwiched
between p and n contacts, as shown in Fig. 5a [49]. For applications such as X-
ray detectors, the working principles of PSSRD are like photodetector operation
probing in either photocurrent or photovoltage mode, where free carriers are excited
by multiple X-ray photons and are subsequently collected by the electrodes and
analyzed by an external circuit [49]. Due to the high absorption coefficient of lead-
halide perovskites, thin film devices with thicknesses from microns to millimeters
are often used [101].
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Fig. 5 X-ray detectors based on lead-halide perovskites. (a) Single-crystal MAPbBr3 radiation
detector structure. The charge generation regions are located close to the surface for visible light
excitation and deeper inside the single crystal for X-ray excitation, respectively. (b) Schematic
of layer stacking of the MAPbI3-based p-i-n photodiode, the MAPbI3 layer is 260 ± 60 nm. (c)
Averaged short-circuit X-ray photocurrent as function of dose rate. Inset: Sensitivity normalized to
the active volume for MAPbI3 layers with different thicknesses. (d) The left panel shows an optical
image of spin-cast polyimide-MAPbI3 composite on an a-Si:H TFT backplane. The inset shows a
single-pixel structure of TFT (scale bar 30 μm) in which the collection electrode (white outline)
is connected to the drain contact of the TFT through a circular pad. The right panel shows a hand
phantom X-ray image obtained (using 100 kVp and 5 mGyair s−1 for 5 ms exposure, resulting in a
dose of 25 μ Gyair and a bias voltage of 50 V). (e) Image of a freestanding sintered MAPbI3 wafer
(1/2 inch × 1 mm). (f) Extracted charge versus electric field from a MAPbI3 wafer-based X-ray
detector shown in (e). (a) is adapted with permission from Ref [49]. (b) and (c) are adapted with
permission from Ref [48]. (d) is adapted with permission from Ref [101]. (e) and (f) are adapted
with permission from Ref [68]

For other applications, such as photon counting and gamma-spectroscopy, the
PSSRDs need to count single X- or γ-ray photons, that is, free carriers excited by
each photon are collected by the electrodes and are converted into an electrical
pulse signal measured by an external circuit. The corresponding charge density
is proportional to the height of the pulse. Specifically, PSSRDs require several
important characteristics to successfully construct the energy-resolved spectrum.
First, the dark current of the detector needs to be minimized so that the electronics
can resolve pulse signals at all amplitudes for spectrum construction. Second, to
collect all the ionized charges caused by a single incident gamma-ray photon, a large
electric field is required during detector operation. Third, the semiconductor must
consist of heavy elements to efficiently interact with X- and γ-ray photons, while
maintaining excellent transport properties (i.e., mobility-lifetime (μτ) product) in
order to maximize the photoelectric peak that contributes to the spectrum [59].
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5.2 X-Ray Detectors

Several advantages including high absorption coefficients, long carrier diffusion
lengths [85], high mobilities, and solution-processible techniques [13, 19, 35, 102,
103], described in the Electronic Properties section, make lead-halide perovskites
promising candidates for next-generation SSRD. Table 1 presents the detector
characteristics of several lead-halide perovskites and traditional semiconductors,
such as amorphous selenium (a-Se) and mercury iodide (HgI).

Yakunin et al. first reported X-ray detector based on solution-processed MAPbI3
thin films (Fig. 5b) [48]. The sensitivity of 25 μC Gyair

−1 cm−2 is commensurate
with the current solid-state detectors (Fig. 5c) [101]. The sensitivity of MAPbI3
detectors is further improved to over 2000 μC Gyair

−1 cm−2 by fabricating
high-quality polycrystalline MAPbI3 wafers with millimeter thickness using a
mechanical sintering process (Fig. 5e and f) [68]. Moreover, further developments
have been made in X-ray imaging based on lead-halide perovskites. Benefiting from
the high sensitivity, the X-ray dose can be reduced by at least an order of magnitude
compared with conventional selenium detectors (Fig. 5d) [101, 108]. Due to the
cubic crystal shape of the MAPbBr3 single crystal, it has been commonly used and
is also proven as excellent X-ray detector. Wei et al. demonstrated the first single-
crystalline MAPbBr3 X-ray detector with a sensitivity of 80 μC Gyair

−1 cm−2 and
a high μτ product of 1.2 × 10−2 cm2 V−1 [49]. The sensitivity is further improved
up to 529 μC Gyair

−1 cm−2 by tailoring the interface state density [104].
While 3D perovskites in the ABX3 form have been extensively studied, another

group of perovskite materials, namely, Ruddlesden-Popper (RP) layered 2D per-
ovskites, also attracted a lot of interest. These 2D perovskites are more environmen-
tally stable due to the existence of protecting organic spacers [17, 18]. Recently,
Tsai et al. demonstrated high sensitivity and robust thin film X-ray detectors using
2D RP perovskites [42]. Different from previous detectors that usually require high
electric field to collect X-ray-induced free carriers, these detectors generate both
short-circuit current (primary current) and open-circuit voltage from X-ray photons,
providing an alternative detecting mechanism.

5.3 γ -Ray Detectors

Besides low-energy X-ray detection below 100 keV, lead-halide perovskites have
also proven to be feasible for high-energy γ-ray spectroscopy in the range of 0.1 to
1 MeV. Unlike X-ray detectors that focus more on the sensitivity and detection limit,
γ-ray detectors are typically used for energy-resolved spectroscopy. It also requires
large-volume (several cm3 to hundreds cm3) single crystal to improve the efficiency
of photoelectric absorption [50, 51]. Table 2 summarizes device performance of
conventional and halide perovskite detectors.
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Several initial studies have demonstrated prototype perovskite detectors. For
example, Yakunin et al. reported the first energy-resolved gamma-ray spectrum
from 241Am at 59.6 keV with 35% energy resolution using solution-grown FAPbI3
single crystal [115].Wei et al. used dopant-compensated MAPbBr3 − xClx crystals to
increase the bulk resistivity and achieved below 10% energy resolution at 662 keV
from 137Cs radiation at a field of 18 V/cm [50]. He et al. achieved energy resolution
of 12% at 59.6 keV from 241Am and 6.8% at 122 keV from 57Co with MAPbI3
single crystals at −2 ◦C using asymmetric Schottky-type electrodes [51].

Despite the rapid progress, the organic-inorganic perovskites suffer from the
long-term environmental instability due to the hydroscopic nature of the organic
cations. On the contrary, pure inorganic perovskite CsPbBr3 provides better stability
due to the lack of organic molecules. He et al. have shown CsPbBr3 single-crystal
gamma-ray detector with energy resolution approaching the industrial standard CZT
detectors when operating under 7 × 103 V/cm [59]. While these demonstrations are
highly promising, their working conditions and reported energy detection ranges are
very different despite all claimed high-energy resolution <10%.

Recently, Liu et al. conducted a detailed study of the working and design
principle of perovskite γ-ray detector [116]. It has been found that the dark current
is mainly contributed by electrons and the slow pulse generation is caused by ion
migration. Therefore, creating p-type contact by using high work function contact
and reducing the ion migration by lowering the temperature or using inorganic
cation are the key to improve the detector performance (Fig. 6).

5.4 Scintillators

Apart from solid-state detectors, scintillators are also an important category of
X-ray and γ-ray detectors. Unlike solid-state detectors which directly convert
radiation into currents, scintillators convert high-energy photons into ultraviolet-
visible photons which can be further detected by conventional photodetectors,
usually photomultiplier tubes (PMTs) [117]. Conventional scintillator materials,
such as Bi4Ge3O12 (BGO), YAlO3:Ce, CsI:Tl, and LaCl3:Ce, usually require
high-temperature synthesis, and their emission energies are not tunable to match
the response of PMTs. Lead-halide perovskites, on the other hand, have several
advantages including low-temperature solution process, tunable emission, and high
sensitivity. Recently, there has been significant progress in scintillators based on
lead-halide perovskites. Table 3 summarizes the properties of common scintillator
materials and lead-halide perovskites.

Two groups, Birowosuto et al [118] and Mykhaylyk et al [119], studied the
scintillation properties of organic-inorganic lead-halide perovskite single crystals,
MAPbI3, MAPbBr3, and 2D perovskite crystal (EDBE) PbCl4 (EDBE = 2,2′-(eth-
ylenedioxy)bis(ethylammonium)). They found these perovskite crystals exhibit high
light yield of over 1.5 × 106 photon/MeV for MAPbI3 and MAPbBr3 at cryogenic
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Fig. 6 γ-Ray detectors based on single-crystal lead-halide perovskites. (a) Energy-resolved
spectrum of 241AM recorded with a FAPBI3 single crystal. (b) 137Cs energy spectrum obtained
by CH3NH3PbBr2.94Cl0.06 with energy resolution of 6.5%. (c) As-grown CsPbBr3 single-crystal
ingot with a diameter of 11 mm and the single-crystal wafers with different sizes. (d) Energy-
resolved spectrum of 137Cs γ-ray source from CsPbBr3 detector with a shaping time of 0.5 μs. The
dimension of the detector is 4 × 2 × 1.24 mm3. (e) Schematic diagram of Schottky-type MAPbI3
detector (left) and corresponding energy level diagram (right) with asymmetrical electrode design.
(f) Energy-resolved spectrum by Schottky-type MAPbI3 detector at 2 ◦C and −70 V bias under
57Co γ-ray source at 2 ◦C with a characteristic energy of 122 keV. The dimension of the detector is
4 × 3 × 1.52 mm3. (a) is adapted with permission from Ref [115]. (b) is adapted with permission
from Ref [50]. (c) and (d) are adapted with permission from Ref [59]. (e) and (f) are adapted with
permission from Ref [116]

temperature of 10 K. The fast decay of a few nanoseconds enables fast timing
measurements.

Comparing with bulk crystals, perovskite nanocrystals have many advantages
such as stability, tunable emission, bottom-up synthesis, and large-area fabrication.
Chen et al. synthesized CsPbBr3 − xClx nanocrystals with average size of 9.6 nm
and tunable emission from 420 nm to 700 nm and demonstrated first report of X-ray
scintillator based on perovskite nanocrystals [120]. The nanocrystal thin film with
thickness of 0.1 mm demonstrated optical sensitivity comparable (60%) to CsI:Tl
scintillator at 10 keV photon energy. They also demonstrated X-ray imaging by
integrating CsPbBr3 nanocrystals to a pixelated α-silicon photodiode array. Thanks
to the high sensitivity, the required X-ray dose was 400 times lower than typical
medical imaging doses.
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6 Challenges and Future Directions

The previous sections discuss the essential properties of the halide perovskite mate-
rials for high-energy radiation detectors, including structure characterization, crystal
growth methods, and electronic properties, which led to pioneer demonstrations of
X-ray sensors and gamma-spectroscopy. In this section, we will discuss important
challenges and future development directions.

The main challenge recognized for halide perovskite-based optoelectronic
devices is polarization effects, which rapidly degraded the device performance
overtime under high external electric fields. Polarization is a known issue in other
semiconductors used for radiation detection, such as TlBr detector [121]. Halide
perovskites are ionic materials, and ions can diffuse (mostly halides) via defect
sites under large electric fields [122, 123] which presents an essential and fatal
problem in radiation detectors. Unlike photovoltaic devices (e.g., no external bias is
applied), high-energy radiation detectors generally required relatively high external
voltages to extract ionized carriers efficiently. In particular, the detectors for gamma-
spectroscopy described in the Solid-State Detector section necessitate thick crystals
with large cross section to fully stop high-energy gamma-ray photons, and single
photon counting operation mode is required to construct energy-resolved gamma-
ray spectrum. Therefore, collecting every ionized charge in solid-state gamma-ray
detector becomes critical, and large external voltages (above 500 volts across a
5-mm-thick crystal or 1000 V/cm) are needed. However, recent works by Liu et
al. [116] and Tisdale et al. [53] have identified the problems of the increasement
in background noise and baseline fluctuation when the single-crystal MAPbBr3-
based detectors were operated under electric fields higher than 250 V/cm. This
is far from the required electric fields to collect all the ionized charges, and the
limitation in applied electric field is partially contributed to the poorly energy-
resolved spectra. After careful and detailed detector characterizations, Tisdale et al.
attributed such instability under high electric field to the field-induced ion migration
that created conducting channels through the device, causing a significant increase
in dark current. This effect can be circumvented by constantly switching the voltage
polarity applied on the gamma-ray detector while collecting both of the positive
and negative pulses. As a result, the detector could be operated under 500 V/cm and
output an energy resolution of ~30% for the 662 keV gamma-ray photon emitter
from a 137Cs source. However, the intrinsic material instability induced by the
electric field still needs to be addressed and will require further improvements
such as material structure and composition optimization and interface passivation
approaches. Fortunately, suppressing ion migration in perovskite materials has been
widely investigated in the field of perovskite photovoltaics. For instance, since the
ion migration often occurs via defect sites, bulky organic cations used for fabricating
2D perovskites have been incorporated into 3D perovskites to passivate the defects
and facilitate crystal growth [103, 124]. This strategy has proven to be effective
for photovoltaic devices and light-emitting diodes. Furthermore, surface passivation
strategies have been proposed to suppress the interfacial ion migration that can cause
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device polarizations [125, 126]. Utilizing potassium iodide on the perovskite surface
has been shown useful for maximizing and stabilizing the photoluminescence [127].
These surface passivation approaches are all promising strategies to be employed
for radiation detector development.
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Modelling Spectroscopic Performance of
Pixelated Semiconductor Detectors
Through Monte-Carlo Simulation

Kjell A. L. Koch-Mehrin, Sarah L. Bugby, and John E. Lees

1 Introduction

When choosing or designing a detector for a particular application, a complete
understanding of the expected response is vital. Parameters such as quantum
efficiency, spatial resolution, signal-to-noise ratio, count rate capability and spectral
resolution all play a part in the suitability of a detector. These parameters are not
necessarily independent, and in many cases an improvement in one parameter can
only be achieved with deterioration of another.

In order to understand the complex interplay between these parameters, predict
detector response and inform design decisions, models that employ the Monte-
Carlo method are commonly used. The Monte-Carlo approach allows the stochastic
nature of photon detection to be simulated through a series of randomly determined
outcomes.

For solid state detection, pixelation allows imaging and improves photon count-
ing as simultaneous, but spatially separated events can be differentiated. Addition-
ally, if the pixel pitch is small compared to sensor thickness, the ‘small pixel effect’
can mitigate the effects of poor charge carrier mobilities and improve spectroscopic
response [1]. For these reasons, it is often desirable to decrease pixel size, but doing
so increases the impact of electronic noise thresholding, pile up, fluorescence and
the sharing of charge from a single event across multiple pixels. A Monte-Carlo
model of a pixellated solid state detector must therefore incorporate all these effects
since each has an impact on the detector response.

In this chapter we describe such a Monte-Carlo detector model. The model is
general and applicable to a range of sensor materials and detector architectures but is
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demonstrated here through comparison of simulated and experimental results from
observations using a 1-mm-thick CdTe sensor coupled to the HEXITEC ASIC [2].
The model accurately predicts the proportion of charge sharing events as a function
of incoming photon energy, and this is used to explore the influence of internal
fluorescence on charge sharing. More broadly, the model can be used to predict ideal
spectroscopic response of a given sensor and understand how a detector’s design can
impact performance.

2 Monte-Carlo Detector Model

The Monte-Carlo model that we present here has been developed in the Python
programming language [3] and is appropriate for use for photon energies where pair
production is negligible. For pair production to occur, the energy of the photon needs
to be at least equal to the combined resting mass of an electron and positron. Since
this threshold is at 1.022 MeV, which is above the X-ray energies typically detected
directly with semiconductor radiation detectors, attenuation by pair production is
not included in this model. Although applicable to any pixellated semiconductor
detector if the appropriate material properties are entered, throughout this chapter
we will use a CdTe detector as an example.

Figure 1 shows a schematic of the simulated detector, detecting a single photon,
and defines variables that will be used to describe the model. The model assumes
that the detector has a planar cathode and a pixelated anode. The z-axis is defined

Photon

Anode

Cathode

z = 0

A�enua�on depth, z0
h+

E-field lines

z = L

d

w

e-

σ

Fig. 1 Schematic of the detector as simulated by the model. Electrodes are positioned above
and below the sensor material. The entire sensor is assumed to be depleted by the electric field,
produced by applying a bias voltage to the electrodes. The cathode is planar, and the anode is
pixelated. Although the cathode is drawn here, its attenuation is assumed to be negligible by the
model. The thickness of the sensor is given by L, and d is the drift length of the electrons to the
anode. The electron charge cloud will expand as it drifts towards the anode (represented by the
triangle with its apex at the photon attenuation depth z0). The width of the Gaussian charge cloud
(i.e. standard deviation) at the anode is given by σ . The width of the pixel electrodes is given by w
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to be from the cathode to the anode, measured from the surface of the sensor on
the cathode side. In practice the model is run with a large number of input photons
in order to ensure a smooth simulated response with good statistics. For photon
counting, the error on the number of detected events, σnE

, is derived from Poisson
statistics, i.e.

σnE
= √

nE, (1)

where nE is the number of detected events. If, for example, 1000 events are recorded
in an energy bin, the associated counting error is ∼3%.

The following sections describe the path of a single photon and its resulting
charge cloud as it steps through the model for a CdTe detector that ultimately
produces a signal at the pixelated anode.

2.1 Photon Generation and Attenuation

The energy, E, of the incoming photon is specified by the user. Alternatively, a
radioactive isotope such as Cd109, Am241 or Co57 can be selected, and the source’s
possible emission energies are randomly sampled from known rates to determine
the emitted photon energy E.

Uniform illumination across the entire collecting area is modelled, with the
photon given a random incident position on the surface of the detector. The model
assumes a back-illuminated detector, with the photon incident perpendicular to the
detector surface through the cathode.

2.1.1 Photon Attenuation

Any attenuation by the cathode is considered negligible as electrode thicknesses are
typically of the order of nanometres.

The depth, z0, into the sensor from the cathode side at which the photon is
attenuated is found using the probability distribution P(x) obtained from the Beer–
Lambert law [4]

P(x) = e−μ(E)x, (2)

where μ(E) is the total linear attenuation coefficient of CdTe for the photon
energy E and x the distance the photon travels before being attenuated. For the
incident photon, the attenuation depth z0 is simply the position along the z-axis
after distance x. Values for μ(E) are taken from the National Institute of Standards
and Technology (NIST) XCOM database [5], interpolated on a log–log scale. If the
calculated attenuation depth z0 is greater than the thickness of the sensor L, the
photon is not detected by the sensor and instead passes through unattenuated. In this
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case, the photon is removed from the simulation, and the model proceeds with the
computation of the next photon.

2.1.2 Scattering

Since the probability distribution from Eq. (2) uses a total linear attenuation
coefficient, we do not yet know if attenuation occurred via the photoelectric effect,
Compton scattering or Rayleigh scattering, whose separate attenuation coefficients
make up the total μ(E) [5]. The type of attenuation that occurred at position z0 is
determined by random sampling from the relative likelihoods of each attenuation
type. For example, the probability of attenuation by Compton scattering Pμcs(E) at
photon energy E is

Pμcs(E)
= μcs(E)

μ(E)
, (3)

where μcs is the attenuation coefficient for Compton scattering only.
If attenuation occurs via the photoelectric effect, the primary photon is assumed

to be completely absorbed at depth z0 and deposits all of its energy at that location.
If the photon is scattered, any energy transfer at position z0 depends on the scattering
that occurred. Once the new direction of the scattered photon has been determined,
we return to Eq. (2) to calculate whether it interacts at a new position within the
sensor or escapes the sensor entirely in which case it is removed from the simulation.
For every interaction position of the scattered photon that is within the sensor, the
relative likelihoods of the attenuation types are used to determine if the photon is
again scattered or finally absorbed.

For compounds, it is also necessary to determine which type of atom the
interaction was with. The probability, Patom, of the photon interacting with a Cd
atom in CdTe, for example, is [6]

Patom = WCd

(
μ(E)

ρ

)
Cd(

μ(E)

ρ

)
CdT e

, (4)

where WCd is the weight fraction of Cd in CdTe (0.468) and ρ the density of the
sensor material [5].

If Rayleigh scattering occurs, since it is a form of coherent scattering, the
scattered photon does not deposit any energy at the interaction position. Instead,
only the direction of travel of the photon changes. The possible scattering angles
are defined by a probability distribution that depends on the energy E of the photon
being scattered and the number of the atom involved in the interaction Z [7]. The
probability distribution is randomly sampled to determine the scattering angle θ .
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When Compton scattering occurs, the primary photon imparts some of its energy
to the electron it interacts with and is scattered in a new direction. The energy of the
scattered photon, E′, is defined by [8]

E′ = E

1 + E

mec2 (1 − cos θ)

, (5)

where θ is again the scattering angle of the photon, me the electron mass and c the
speed of light. Compton scattered photons are typically assumed only to interact
with free electrons. Under this assumption, the Klein–Nishina formula [9] can be
used to determine θ as it gives the probability distribution function of all possible
scattering angles from a single free electron for a photon with energy E. The energy
deposited at the interaction position z0 where the photon scatters is

Ee = E − E′, (6)

where Ee is the energy transferred to the electron, in this case the Compton recoil
electron.

The direction of the scattered photon relative to the photon’s initial direction of
travel is calculated using spherical coordinates (θ, φ) where the scattering in the
polar direction is described by the scattering angle θ and the azimuthal direction φ

of the scattered photon is isotropic and therefore obtained by uniformly sampling in
the interval [0, 2π ].

2.1.3 Absorption

At this stage, the primary photon was either directly absorbed via the photoelectric
effect or scattered before being absorbed at a new position and depth z0. During
absorption, the photon transfers its energy to a bound electron, ejecting it from the
atom and leaving the atom in an excited state. The ejected electron is referred to as
the photoelectron and leaves behind a vacancy in the shell that it was ejected from,
which may lead to the emission of characteristic fluorescence photons as the atom
relaxes.

For compounds, the atom the photon interacts with is determined using Eq. (4).
Which shell the photon interacts with will firstly depend on the binding energy of
the shells relative to the energy of the photon. If the energy of the photon does not
exceed the binding energy Eb of a shell, absorption by that shell is not possible. The
binding energy of the shells is taken from Thompsen et al. [10]. Where E > Eb, the
shell the photon is absorbed by is determined by comparison of the mass attenuation
coefficients of the individual shells. Electrons bound to K, L1, L2 and L3 shells
are considered in the model. The mass attenuation for an individual shell can be
calculated from the total mass attenuation of the atom and its jump factor, J , [6]
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(
μ

ρ

)
shell

= J − 1

J

(
μ

ρ

)
tot

. (7)

The jump factor is the fraction of the total photoelectric absorption coefficient
due to absorption by electrons of the respective shell.

2.1.4 Fluorescence

When a vacancy is created in a shell, its fluorescence yield is used to determine if
a fluorescence photon is generated as the vacancy is filled. If fluorescence does not
occur, the complete energy of the primary photon is assumed to be absorbed by the
photoelectron such that

Ee = E. (8)

Equation (8) is a simplification that does not take into account non-radiative
transitions (such as the Auger effect), which may result in new vacancies in higher
energy shells. Given that fluorescence yield is lower for higher energy shells and
that, if fluorescence does occur, its energy is lower, the likelihood of the energy
escaping a pixel of realistic size via a fluorescence photon becomes very small. The
absorbed energy can therefore be reasonably approximated using Eq. (8).

If a fluorescence photon is emitted from the excited atom, the relative radiative
rates for each possible transition are used to determine the energy of the emitted
fluorescence photon. Possible transitions, their line energies and their relative rates
for both Cd and Te are shown in Table 1 [10].

A vacancy that forms in an L-shell of the same atom due to a Kα transition
may also fluoresce, producing an additional fluorescence photon. The energy of the
photoelectron Ee is therefore calculated by

Ee = E −
L3∑

i=Kshell

EXRFi
, (9)

where EXRFi
is the energy of the X-ray fluorescence photon, if any, from the ith

shell. Vacancies that arise in an M or N shell due to the cascading of electrons or
otherwise are ignored due to the low energy of any potential fluorescence emissions,
as in the case of Auger electrons. The energy from the ignored vacancies is therefore
included in the photoelectron energy Ee (i.e. it is never subtracted from the incident
photon energy E in Eq. (9)).

An emitted fluorescence photon may travel in any direction, determined by
sampling a uniform distribution over all solid angles, and the distance it travels
before interaction is again calculated using Eq. (2). The steps described so far for
the primary incident photon, including scattering, are repeated for any secondary
fluorescence photon and any further fluorescence photons that result from those.
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Table 1 Possible transitions for Cd and Te atoms used in the model, along with line energies and
relative radiative rates for each transition [10] rounded to three and two significant figures

Cd Te
Transition Line energy (keV) Rate Line energy (keV) Rate

Kα1 (KL3) 23.174 0.55 27.473 0.53

Kα2 (KL2) 22.984 0.29 27.202 0.29

Kβ1 (KM3) 26.095 0.09 30.996 0.10

Kβ2 (KM2) 26.654 0.02 31.700 0.03

Kβ3 (KM2) 26.061 0.05 30.945 0.05

Lα1 (L3M5) 3.134 0.77 3.769 0.75

Lα2 (L3M4) 3.127 0.08 3.758 0.08

Lβ2 (L3N4) 3.528 0.12 4.302 0.14

Ll (L3M1) 2.767 0.03 3.336 0.03

Lβ1 (L2M4) 3.317 0.91 4.030 0.88

Lγ1 (L2N4) 3.717 0.09 4.571 0.12

Lβ3 (L1M3) 3.401 1.00 4.120 1.00

2.2 Charge Transport

At this stage in the model, the primary photon and any secondary fluorescence
photons have each transferred their energy to a photoelectron. The position of the
photoelectrons in the sensor is known as these are the interaction positions of the
photons at depth z0. A photoelectron will lose its energy by ionization, creating
electron–hole pairs along its path until it is stopped. The number of electron–hole
pairs, N , is given by

N = Ee

ε
, (10)

where ε is the average pair creation energy, equal to 4.3 eV in CdTe [11]. The
number of electron–hole pairs N generated for a given Ee will vary due to Fano
noise. This noise captures the variance in electron–hole pairs generated as the
photoelectron loses energy, which is assumed to follow Fano-adjusted Poisson
statistics (σ 2

N = FN ). The Fano factor, F , is taken to be 0.1 for CdTe [12].
The model assumes a uniform electric field across the sensor material formed by

the bias voltage applied to the electrodes. If a negative polarity bias is applied to the
cathode, the field lines go from the anode to the cathode (parallel to the z-axis). Due
to this field, charges will drift towards the electrodes, with the holes moving towards
the cathode (z = 0) and the electrons towards the pixelated anode (z = L).

The motion of the charge carriers drifting towards the electrodes induces a
current at the electrodes as described by the Shockley–Ramo theorem [13]. This
induced current is what is read out by the detector electronics and signals that
some energy deposited in the sensor by a photon has been detected. For a pixelated
readout, the drifting charge carriers from a single photon energy deposition may
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induce a current over multiple pixels. The charge carriers form a cloud that grows
due to thermal motion and electrostatic forces during drift. If the size of the charge
cloud is calculated, it can be used to estimate over how many, and which, pixels the
charge carriers induce a signal in.

2.2.1 Charge Cloud Size

The size of the electron charge cloud is calculated in the model, approximated
by a symmetrical two-dimensional Gaussian distribution [14, 15] in the plane
perpendicular to the electric field lines (i.e. the z-axis). The final size of the cloud
will depend on the initial size, σi , due to the range of the photoelectron (over which
it excites the electron–hole pairs) and the growth of the cloud, σd , from diffusion
and electrostatic repulsion of the charges as the cloud drifts to the anode. The final
size of the charge cloud at the anode, σ , is found by adding the two components in
quadrature (under the assumption that their magnitudes are not correlated [16])

σ =
√

σ 2
d + σ 2

i . (11)

Initial cloud size σi has been estimated by Blevis and Levinson [17] for a number
of photoelectron energies, and these can be used to model X-ray spectra from
a CdTe detector [15]. The values determined in [17] are the average range (i.e.
displacement) of the photoelectron and therefore the diameter of the initial charge
cloud. For a Gaussian cloud, we can estimate its diameter as the FWHM [18] such
that diameter ≈ 2.355σ . Using this approximation, the values for σi determined
for our model are 0 µm, 1 µm and 4 µm for photons of energy 0 keV, 35 keV and
100 keV, fit with a second-order polynomial to find σi for any Ee. The relationship
between σi and Ee is visualized in Sect. 4.2.

The cloud growth during drift, σd , is calculated using the diffusion equation
derived from Fick’s second law [19]

∂σd(t)2

∂t
= 2D, (12)

where D is the diffusion coefficient and σd(t)2 is a function of time. The diffusion
coefficient is given by the Einstein relation [20]

D = μe

kbT

e
, (13)

where μe is the electron mobility, kb the Boltzmann’s constant, e the elementary
charge and T the temperature of the sensor. For a uniform field, the total drift time
td for the electron cloud to reach the anode is equal to
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td = d
L

μeV
, (14)

where L is the thickness of the CdTe sensor, d the drift length of the electron cloud
to the anode (given by L − z0) and V the applied bias voltage. The electrostatic
repulsion between the electrons that occurs during drift is included by using an
effective diffusion constant D′ [14] in place of D in Eq. (12)

D′ = D + μeNq

24π3/2ε

1

σ(t)
, (15)

where ε is the permittivity in CdTe [21] and σ(t) is the size of the electron cloud
at any instantaneous point in time t . By combining Eqs. (12), (13) and (15), the
differential equation that gives the size of the electron cloud due to diffusion and
electron repulsion after drifting some period of time t is

∂σd(t)2

∂t
= 2μekbT

e
+ μeNe

12π3/2ε

1

σ(t)
. (16)

This equation must be solved numerically to get a well-approximated solution
for σd after the total drift time. In our model we use the fourth-order Runge–Kutta
method [22] with over 103 iterative time steps between t = 0 and t = td with
σ(t) = σi at t = 0. Once σd(td) is known, Eq. (11) is used to compute the final size
of the electron cloud when it has arrived at the anode.

2.2.2 Signal Induction

It is well understood that the signal measured at an electrode is not the charge that
arrives at the electrode but instead the induced charge from the charge carrier motion
during drift [23]. From the Schokley-Ramo theorem, the charge induced �Q on a
single electrode by a moving charge is [24]

�Q = −q[ψ(rf ) − ψ(ri )], (17)

where ri and rf are the start and end positions of the moving charge q, respectively,
and ψ the weighting potential of the corresponding electrode. A detector’s weight-
ing field depends on its geometry and electrode arrangement only and describes the
electromagnetic coupling between moving charges and the conducting electrodes.
Although the movement of the charges is controlled by the electric field, �Q is
calculated more easily by use of the weighting potential, a dimensionless quantity
of the weighting field for which 0 ≤ ψ ≤ 1.

Ideally, to achieve the most accurate modelling of charge induction, Eq. (17)
would be solved numerically for each electron and hole in motion over each pixel
electrode, using a 3-dimensional weighting potential and electric field profile. In
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the model described here we use the approximation of a charge cloud of width
σ to estimate how the induced charge is distributed over the pixelated anode (see
Sect. 2.2.3) and so we need only to calculate how much of the original charge in the
cloud is induced at the anode. In this case, simpler approximations exist, which are
less computationally demanding but still provide valuable information.

The Hecht relation [25] can be used to calculate the induced charge �Q for a
parallel-plate two-electrode configuration with a uniform electric field. By dividing
the induced charge by the initial amount of charge in the cloud at creation, given by
Ne, the charge collection efficiency (CCE) is found. Typically �Q is not equal
to Ne because, as the charge carriers drift to the corresponding electrode, they
can become trapped in defects and impurities in the sensor crystal, which results
in incomplete charge collection. The trapped charges are no longer in motion
and therefore do not induce a charge on the electrodes resulting in charge loss.
The classical Hecht relation that takes into account this charge loss due to carrier
trapping is given by

CCE = �Q

Ne
= λh

L

(
1 − e

− z0
λh

)
+ λe

L

(
1 − e

− L−z0
λe

)
, (18)

where λh = μhτhEF and λe = μeτeEF are the mean drift lengths of holes and
electrons, respectively, and are a product of the carrier lifetime τ , the carrier mobility
μ and the electric field strength EF .

The classical Hecht relation works for planar detectors where the pixel size is
equal to or greater than the thickness of the sensor (w/L ≥ 1). For such a detector
geometry, the charge induced by some fixed carrier drift length is equal irrespective
of the distance of the charge carriers to the electrode. However, for the case of
a pixelated detector, if the pixel pitch is smaller than the sensor thickness, a more
significant fraction of charge is induced by carriers drifting close to the pixel. This is
what is referred to as the small pixel effect, and the weighting potential ψ describes
how much charge is induced depending on the where the charge carriers are in
motion relative to the electrode.

For our model, we present a slightly modified Hecht relation that employs a one-
dimensional weighting potential along the z-axis

CCE = λh

L

(
1 − e

− ψ(z0/L)L

λh

)
+ λe

L

(
1 − e

− L−ψ(z0/L)L

λe

)
, (19)

where ψ(z0/L) is the weighting potential at the normalized interaction depth z0/L

of the photon from the cathode. Figure 2 shows the one-dimensional weighting
potential calculated by Duarte et al. [26] using a finite element simulation software
for the small pixel w/L = 0.25 CdTe detector geometry used as an example
here, compared with the weighting potential for a planar detector. We see from the
figure that for a planar electrode configuration ψ(z0/L) = z0/L. Inserting this into
Eq. (19), we obtain the classical Hecht relation as shown by Eq. (18). The weighting
potential for the w/L = 0.25 case, on the other hand, exponentially approaches 1 at
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Fig. 2 Weighting potential for a planar detector (w/L ≥ 1) and for the geometry of the HEXITEC
CdTe sensor. A normalized interaction depth of 0 is at the cathode and 1 at the anode. The w/L =
0.25 weighting potential is from Duarte et al. [26], calculated using a finite element simulation
software

the anode side. Therefore, charges moving close to the pixel anode induce a greater
fraction of the charge signal. The weighting field in small pixel configurations
is favourable for detectors with sensor materials that have significantly different
carrier drift lengths, allowing the possibility to minimize the induced signal from
the carrier that is more likely to trap. For CdTe, the mean drift length of holes is
roughly a factor of 10 times smaller than that for electrons [27]. Therefore, by using
a back-illuminated detector where most of the photon interactions take place closer
to the cathode side, electrons will primarily traverse the more dominant regions
of the weighting field and correspondingly induce a greater fraction of the charge
signal as opposed to the holes. This results in a better CCE and thereby improves
spectroscopic performance as charge loss due to the more easily trapped holes is
reduced.

The CCE is calculated for each charge cloud by first sampling the weighting
potential at the normalized interaction depth z0/L and then using Eq. (19). The
effective number of carrier pairs, equivalent to the induced current on the anode
after consideration of the weighting field and trapping during carrier drift, N ′, is
then

N ′ = CCE × N. (20)
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2.2.3 Readout at the Pixelated Anode

For each charge cloud, we have a two-dimensional Gaussian distribution centred at
the x and y position of the photon interaction point with standard deviation σ and
containing N ′ charges. This is evaluated against the pixelated array. The number of
charges distributed to a pixel are multiplied by the pair creation energy ε to obtain
the signal induced on that pixel in energy (eV).

Many pixelated detectors will have inter-pixel gaps between the electrodes
forming each pixel. It is expected that these will be small compared to pixel pitch—
our CdTe detector example has a pixel pitch of w = 250 µm with an inter-pixel gap
of 50 µm.

Charges drifting in close proximity to the inter-pixel gap may result in further
incomplete charge collection due to changes in the electric and weighting field
close to the gap [28]. Using the one-dimensional approximation for weighting
potential only sensitive to the z position of the charge cloud in the sensor, it is not
possible to model this effect. As a result, this model assumes that charges are always
drifting perpendicular to the electrodes and charge loss in the inter-pixel gap is not
considered. This is a limitation of the model, however; in practice, only a small
fraction of the signal is induced by carriers drifting in the gaps as the majority of the
weighting field has already been traversed. Although challenging, it is possible to
use three-dimensional weighting and electric field maps to simulate the charge loss
to the inter-pixel gap using the Shockley–Ramo theorem with numerical analysis.
These more accurate field maps can, for example, be obtained using finite element
analysis software. For our purposes, the benefits of this approach are outweighed by
its complexity and computational requirements as results using the approximations
outlined here are already very similar to those seen experimentally.

The signal induced on each pixel electrode is subject to electronic noise from the
pixel readout and digitization process. Individual sources of electronic noise are not
considered in the model; instead, we define a single parameter A that encapsulates
all the noise to the signal from the readout electronics. The electronic noise is
assumed to follow a Gaussian distribution with variance σ 2 = A, where A is equal
to the equivalent noise charge (ENC). The ENC is a free parameter in the model that
can be adjusted to match experimental data. Electronic noise is added to each pixel
that contains an energy.

2.3 Spectral Response Reconstruction

Data is recorded in an event list format, and this must be reconstructed in order to
distinguish individual photon events and obtain the detector response to the observed
source. The model’s event list format is similar to that produced by the HEXITEC
ASIC (see Sect. 3.1 for ASIC details), where the charge recorded in each pixel
for every frame in the observation is saved. The simulated event lists can therefore
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Fig. 3 Event shapes for isolated, bi-, tri- and quad-pixel events. The greyed-shaded squares
correspond to pixels that have recorded an energy greater than the noise threshold

be processed using a reconstruction algorithm based on the one used in [29] for
experimental HEXITEC detector event lists.

The reconstruction algorithm classifies the type of each event. Pixels that are
adjacent to one another are said to be part of the same event. The event type then
depends on the number of pixels the event contains—as shown in Fig. 3. The
energy of an event is the sum of the energy in all pixels making up that event. A
separate spectrum is reconstructed for each event type, where only events with a
shape as shown in Fig. 3 are considered. This excludes some events (e.g. a line of
four pixels) that are known to occur at a very low frequency and more likely due
to coincident events. Different orientations for identically shaped events show no
difference in their energy response and are therefore considered as the same event
type. Diagonally adjoined events are counted as two separate events.

It is common practise to apply a noise threshold to the energy in each pixel to
remove counts that are due to thermal charge leakage from the crystal and detector
electronics, instead of energy deposited by a photon. The noise threshold is applied
by the algorithm—removing all pixels in an event that have an energy lower than a
user-defined threshold. The event type and its energy are determined after applying
the noise threshold.
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3 Experimental Measurements with a CdTe Detector

In this section we introduce the CdTe detector that is used as a case study to
validate the model, with the comparisons discussed in Sect. 4. The experimental
data collected with the detector is from the work by Bugby et al. [29] and Koch-
Mehrin et al. [30]—a summary of those observations is given here. The detector
calibration process is described in detail in [29].

3.1 The CdTe Detector

Experimental data were taken using the STFC High Energy X-ray Imaging Tech-
nology (HEXITEC) [2] detector system, developed to detect hard X-rays and
gamma rays. The HEXITEC ASIC is a pixelated 80 × 80 array with a pitch of
250 µm manufactured by a standard 0.35 µm CMOS (complementary metal-oxide
semiconductor) process, such that each ASIC pixel contains a charge amplifier,
shaping amplifier and a peak track-and-hold circuit. Therefore, induced charge is
converted to a voltage and digitized at the pixel level, allowing each pixel to provide
a full energy spectrum.

The detector used consists of a platinum planar cathode of ∼200 nm thickness
and pixelated aluminium anode on opposite sides of the CdTe semiconductor
material as the sensor. The aluminium anode forms a Schottky (i.e. blocking)
contact, which helps reduce charge leakage. The CdTe sensor has a thickness of
1 mm and a 20 × 20 mm collecting area. The anode is pixelated by an 80 × 80
array with a pixel electrode size of 200 µm and an inter-pixel spacing of 50 µm. The
ASIC and anode are attached by flip-chip assembly to gold studs placed on each of
the ASIC bond pads.

3.2 Data Collection

The detector and ASIC module were mounted in a readout system with off-chip
digitization, an FPGA (field programmable gate array) for ASIC clocking and a
gig-ethernet connection to a PC. An ASIC frame rate of 1.6 kHz was used for all
experiments. The readout system controlled the detector temperature to 28 ± 1 ◦C
and applied a bias voltage of −500 V to the CdTe cathode. The bias voltage was
periodically refreshed by switching the bias to 0 V for 2 s once every minute. This
was done to prevent known time-dependent polarization effects in Schottky contact
CdTe [31] and therefore help maintain a more uniform electric field across the
detector.

Sources used were either a radioisotope that emits characteristic X-rays as it
decays or an X-ray tube that produces X-rays via fluorescence and bremsstrahlung
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Table 2 Experimental observations using the CdTe HEXITEC detector carried out by [29] for the
radioisotope runs (top section of table) and [30] for the X-ray tube runs (bottom section of table).
For the radioisotope photopeaks the errors depend on if multiple peaks (i.e. Kα1 and Kα2) have
been combined into a single peak energy because these cannot be resolved, in which case their
relative intensities are taken into account to determine the error; otherwise, a nominal error of 10
eV is used. For the X-ray tube acquired photopeaks, the error is determined from the photopeak
FWHM since the peak is not from characteristic X-rays. Source activity or X-ray tube current, total
acquisition time and average frame occupancy are also given for each observation

Source

Source
activity
(MBq)

Photopeak
energies (keV) Acquisition time (s) Frame occupancy (%)

109Cd 84.9
22.00 ± 0.10

1000 0.424.90 ± 0.01

88.00 ± 0.01
241Am 351.7 59.54 ± 0.01 1000 0.5

57Co 51.7
14.40 ± 0.10

7000 0.2122.10 ± 0.05

136.50 ± 0.10
55Fe 414.0 5.95 ± 0.01 3600 0.2
99mTc 188.3 140.50 ± 0.01 1800 0.4

Tube voltage (kV)

Tube
current
(μA)

Photopeak
energy (keV) Acquisition time (s) Frame occupancy (%)

35 110 32.5 ± 3.5 1800 0.2

40 80 38.0 ± 3.5 1800 0.2

50 5 45.8 ± 3.5 1200 0.2

as electrons accelerated by an applied voltage collide into a target. Table 2 lists all
the observation runs carried out, showing the radioisotope or X-ray tube voltage
used for that run and the corresponding photopeak energies obtained from the
source. The various sources used provide a range of photopeak energies from 5.95
keV to 140.5 keV.

Frame occupancy, defined as the percentage of pixels with an energy above the
set noise threshold [32], was kept below 1% for each observation. At such a low
frame occupancy, we can assume that multi-pixel events are indeed due to charge
sharing and not photon pileup—this is important when accurately calculating the
charge sharing rates due to the charge cloud size and X-ray fluorescence (Sect. 4.2).

3.3 Event Type Spectra and Charge Sharing

An energy spectrum is reconstructed from each source observation listed in Table 2
using the algorithm we described in Sect. 2.3 and analysed for each event type
introduced in Fig. 3. Figure 4 shows the different event type energy spectra for
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Fig. 4 Event type spectra for 109Cd (LHS) and 57Co (RHS) from experimental observations

the 109Cd and 57Co observations. By inspecting the individual event type spectra
around the main source photopeaks, we get a good idea of the effect of charge
sharing on a pixelated detector’s response. The photopeaks of multi-pixel events are
much broader than the same photopeak in the isolated event spectrum, and the peak
position of the multi-pixel events also shifts to lower energies (indicating charge
loss). For the 109Cd source, the Ag Kα line was measured at 21.75 keV (expected at
22 keV) with isolated events but 19.65 keV for the bi-pixel events, and the FWHM
of the peaks were 0.85 keV and 2.85 keV, respectively. Multi-pixel events exhibit
worse spectral performance than isolated events and negatively impact the detector
response.

Some multi-pixel events do not suffer from as much, if any, charge loss. This
is easily seen in the 122-keV photopeak (57Co) in the bi-pixel event spectrum that
shows two components—a peak at ∼121 keV followed by a flat shoulder at lower
energies. This is due to two types of charge sharing—those created by fluorescence
and those created by a single charge cloud inducing a charge on two neighbouring
pixels. In the case of fluorescence charge sharing events, a fluorescence photon
escapes into a pixel adjacent to the pixel of the incident photon and deposits its
energy there directly. The charge sharing event is not created by charges drifting
within the inter-pixel region and inducing a signal on a neighbouring pixel, and
therefore does not suffer from charge loss. For the 22-keV photons in the 109Cd bi-
pixel spectrum, no double peak is visible. Since K-shell fluorescence does not occur
at this energy, all of the counts in the 109Cd bi-pixel photopeak are due to charges
spreading from one cloud centre and exhibit some charge loss.

An effective way to visualize these two varieties of bi-pixel events and reveal
the effects of charge loss is shown in Fig. 5. Figure 5 shows the energy split across
the two pixels in each bi-pixel event, once for the 59.5-keV photopeak from 241Am
data and again for the 122-keV photopeak from the 57Co data. Counts along the
straight line have not suffered from any charge loss, with the energy in the two
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Fig. 5 Two-dimensional histograms showing the distribution of the energy split for all bi-pixels
for the 241Am data (LHS) in the energy range from 50 to 62 keV, and for the 57Co data (RHS)
within 110–125 keV. The white line represents the ideal case in which no charge loss occurs. The
gaps on either axis from 0 to 3 keV correspond to the noise threshold. In the 241Am distribution, the
bright spots are annotated with the fluorescence photon causing the bi-pixel event (these correspond
to the fluorescence spots in the 57Co distribution). In total there are eight bright spots—only four
are annotated because the remaining four are the same but with the energies in the pixels reversed

pixels adding up to the exact photopeak energy. The majority of the bi-pixel counts
however appear below the straight line indicating charge loss. Along the line and not
affected by charge loss are the bright spots, which correspond to the fluorescence
charge sharing events. Bi-pixels due to fluorescence have characteristic energy splits
where in one pixel the fluorescence photon energy is recorded and in the other
pixel the escape peak energy (i.e. the photopeak energy minus the energy of the
escaped fluorescence photon). This results in a large collection of counts at specific
energies, forming the bright spots. Since fluorescence charge sharing events exhibit
less charge loss, their energy resolution is typically better than that of the charge
spreading events.

4 Comparison Between Model and Experiment

Both the Monte-Carlo model and the experimental data collected with the pixelated
CdTe detector have been described. We now compare certain spectroscopic per-
formance quantities as estimated by the model against values determined from the
experimental observations. A detector response is simulated at multiple line energies
covering the experimental photopeak energy range from 5.95 keV to 140.5 keV.
Using the simulated responses, the rate of charge sharing as a function of incoming
photon energies is calculated. The proportion of charge sharing events caused by
fluorescence in bi-pixels and tri-pixels is also estimated by the model.

For each simulation, the model was run with 107 primary photons incident on the
detector at a count rate of 1 photon per frame. This count rate was chosen to ensure
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that all observed multi-pixel events are due to charge sharing and not influenced
by photon pileup. The thickness of the sensor was set to 1 mm with the sensor
temperature fixed to 28 ◦C. Although in the experiments the detector was biased to
−500 V, in the model the bias voltage was set to −425 V. Cola et al. [33] show that
for Schottky contact CdTe, charge buildup causes a non-uniform electric field across
the sensor, which decreases in strength with distance from the anode. An effective
voltage of −425 V with a uniform field is suggested in [33], which approximates
the average electric field strength felt by the charge carriers drifting in the non-
uniform field under a −500 V bias. Since the model ignores the inter-pixel gap, the
pixel size used in the simulations was the pixel electrode size of 200 µm on a 80
× 80 pixel array, which was found to give better agreement with experiment than
when the pixel pitch of 250 µm was used. The ENC was set to 60 electrons rms in
order to match the FWHM of the simulated photopeaks to that of the experimental
photopeaks for isolated events. A noise threshold of 3 keV was applied to every
pixel, and recorded energies were binned with a bin size of 0.3 keV (in order to
match with the experimental data processing) to produce the response spectrum.

4.1 Simulated Detector Response

Figure 6 shows the simulated detector response to incoming photons with energy
59.5 keV, compared with the response obtained experimentally from the 241Am
source for isolated events only. The lower energy X-ray L-shell lines emitted from
241Am were not observed experimentally due to the 0.5-mm-thick steel housing of
the sealed source. This allowed us to obtain an experimental detector response to
the 59.5-keV line only. The simulated and experimental responses are shown for
isolated events only and were normalized by the maximum number of counts in an
energy bin of the primary γ photopeak.

The detector response is, as we would expect, dominated by a photopeak at the
energy of the incoming γ photons, 59.5 keV. However, multiple other smaller peaks
are also visible in the response, despite the source not emitting those energies.
All the peaks visible in the response and their measured positions are listed in
Table 3. The escape peaks are due to K-shell fluorescence from either the Cd or
Te atom escaping a pixel that absorbed a 59.5-keV photon, by either leaving the
sensor completely or being reabsorbed beyond the nearest pixel neighbours. The
escaped fluorescence photons that are reabsorbed within the sensor lead to the
fluorescence peaks at ∼23 and ∼26 keV. The total number of isolated absorbed
59.5-keV events is the sum of counts in the primary gamma photopeak and all
escape peaks. The proportion of counts in each of the peaks relative to this total sum
is shown in Table 3, revealing good agreement between experiment and simulation.
The multiple peaks in addition to the 59.5-keV photopeak are solely a product of the
detector’s response and do not describe the source that was observed. Furthermore,
the use of pixels, and particularly as they become smaller, increases the proportion
of counts in the fluorescence and escape peaks while decreasing counts in the
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Fig. 6 Simulated detector response to 59.5-keV photons compared with the experimentally
measured response to the same energy. The spectra were normalized to the maximum counts in
an energy bin of the 59.5-keV photopeak and only include isolated events. The shaded regions
highlight the energy windows used to calculate the total number of counts belonging to each peak

Table 3 All visible peaks in the detector response to 59.5-keV photons and their peak energy
positions as measured from the simulated and experimental response shown in Fig. 6. The energy
window corresponds to the shaded region underneath the respective peak in Fig. 6. The percentages
are the proportion of counts in the respective peak from the total number of absorbed incident
isolated events (i.e. γ photopeak and escape peak counts summed). The errors for the proportion
of counts were determined by increasing the energy window by 0.5 keV at both the lower and
upper bounds and calculating the difference

Peak position (keV) Proportion of counts (%)

Peak Experiment Model Energy window (keV) Experiment Model

γ 59.5 59.5 50–62 85.0 ± 1.0 84.0 ± 0.8

Cd Kα escape 36.2 36.4 35–38 6.6 ± 0.3 7.9 ± 0.2

Cd Kβ escape 33.1 33.4
31–34.5 6.7 ± 0.3 6.7 ± 0.3

Te Kα escape 31.9 32.1

Te Kβ escape 28.4 28.5 27.5–29.5 1.8 ± 0.4 1.4 ± 0.3

Cd Kβ 26.0 26.0 25–27 3.1 ± 0.4 1.9 ± 0.2

Cd Kα 23.0 23.0 22–24 3.6 ± 0.2 4.2 ± 0.1

photopeak actually corresponding to the source emission line. Understanding the
detector’s response therefore helps us not only determine which detected energies
belong to the source but also to calculate spectroscopic performance indicators
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such as the spectral efficiency [15] (the proportion of counts recorded in the source
photopeak relative to the total number of incident source photons at that energy).

The simulated response is somewhat able to reproduce the low energy tail seen in
the experimental response on the LHS of the 59.5-keV photopeak. The tail arises due
to two distinct mechanisms. The first is due to the noise threshold, which removes
any energy belonging to the main event that is in an adjacent pixel and lower than
the noise threshold. The second is a consequence of incomplete charge collection,
which in the case of CdTe is due to the lower mobility hole charge carriers that
are more likely to become trapped during drift. This results in what is known as
hole tailing [12] as the charge from trapped holes is not induced on the anode. Both
mechanisms are considered in the model, with the latter process taken into account
by the modified Hecht relation (Eq. (19)) used with the appropriate weighting
potential for the small pixel geometry of the detector. The discrepancy between
the simulated and experimental tail is likely because the carrier mobilities will in
practise vary across the sensor material, meaning that charge collection will differ
slightly depending on the pixel. Whereas in the model the same carrier mobilities
are used across the entire sensor.

4.2 Charge Sharing Rates

The proportion of charge sharing depends heavily on the energy of the source
photons and the pixel size. Using the simulated detector responses, we can calculate
the total amount of charge sharing and the proportion of different event types at
specific photon energies. These are compared to experimentally determined values
from the HEXITEC CdTe detector in Fig. 7. The proportion of a specific event type,
for both simulation and experiment, was calculated by summing all counts within
the primary photopeak energy window of the corresponding event type and dividing
by the total number of counts for all event types within the same energy window
[30]. The charge sharing proportion is then given by the proportion of all multi-
pixel event types combined.

The proportion of charge sharing events as a function of energy is well estimated
by the model, giving very good agreement to the experimentally determined values
(Fig. 7a). At an incoming photon energy of ∼50 keV, 50% of all events already show
charge sharing. Beyond this point, the amount of charge sharing increases gradually
with photon energy, reaching 62.5% at 140.5 keV. The steep increase in charge
sharing at lower energies is due to the noise threshold. At these energies, energy
shared with adjacent pixels is more likely to be lower than the threshold, resulting
in events that end up in the low energy tail of the isolated photopeak instead of being
correctly identified as a multi-pixel event.

Above the K-shell binding energies of 26.7 keV and 31.8 keV for Cd and
Te, respectively, there is a sudden jump in charge sharing due to the addition of
fluorescence photons and the increase in attenuation due to the K-shell (i.e. the K-
edge). The increase in charge sharing events above the Cd K-edge is larger due to
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Fig. 7 (a) The proportion of charge sharing events as a function of incoming photon energy as
predicted by the model and compared to experiment. (b) Proportion of each event type separately
as a function of incoming photon energy. The solid lines are the model prediction (interpolated
between the simulation points shown on the curve in a), and the dashed lines the experimental
result. For both a and b, the data points mark the energies at which the calculations/simulations
were performed. The experimental values have an uncertainty of ±2% due to the dependency on
the position of the energy window. A low noise energy threshold of 3 keV was applied during event
reconstruction

the Cd K-shell fluorescence energies (with photons having a mean attenuation range
of around 100 µm in CdTe, compared with ∼60 µm for the Te K-shell fluorescence).
The Te K-shell fluorescence photons have energies (27–31 keV) above the binding
energy of the K-shell in Cd. Therefore, if reabsorbed, they can cause additional
K-shell fluorescence from the Cd atoms, resulting in more charge sharing events.

Above the absorption edges, the amount of charge sharing begins to level
off as fluorescence charge sharing rates are constant and the noise threshold no
longer has a significant impact. Charge sharing rates now depend primarily on
the size of the charge cloud, gradually climbing as the final cloud size becomes
increasingly dependent on the width of the initial excitation of charge carriers from
the photoelectron, rather than on the cloud growth during drift.

Figure 7b shows that the majority of the charge sharing events within the
investigated energy range are bi-pixels. Although the total charge sharing proba-
bility between the simulated and experimental data agrees very well, the relative
contribution of the event types differs at higher energies. The simulated data
predicts more bi-pixels and fewer quad-pixels than what is observed experimentally.
Furthermore, the simulated results do not show a jump in the probability for
quad-pixels after the Cd K-edge as suggested by experiment. These disagreements
possibly reveal the limitations of our simplified signal induction model. As the
charge cloud size becomes increasingly comparable to the pixel size, and charge
sharing rates less dependent on the electronic noise threshold and fluorescence, the
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Fig. 8 The average charge cloud size at different energies due to the initial width and due to
growth during drift to anode as predicted by the model. The combined average total size is also
shown. The model was simulated between 1 and 141 keV with 1-keV intervals—only the curve is
shown

Gaussian cloud approximation will predict a charge sharing event but not necessarily
the correct multi-pixel event type.

Figure 8 shows the average contribution to the final cloud size at the anode in
terms of the σ of the two distinct components (growth during drift and initial size),
as predicted by the model. This suggests that the final cloud size is dominated by
the growth due to diffusion and electron repulsion during drift towards the anode up
to ∼100 keV. The average total charge cloud size is found to be relatively constant
between 1 and 100 keV at σ ≈13 µm. A charge cloud containing ∼99.7% (i.e.
±3σ ) of all charges therefore extends ∼78 µm in diameter. Above the Cd and Te
K-edges, photons are again absorbed closer to the cathode, increasing the drift time
of the excited charges and therewith the cloud size. The relatively constant cloud
size supports the argument that at low energies it is the noise threshold that prevents
much larger proportions of charge sharing, although it will also depend somewhat
on their being fewer charge carriers N for lower Ee.
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4.3 Fluorescence Charge Sharing

We have seen that fluorescence from the sensor material itself can considerably
impact the presence of charge sharing in a detector’s response. Fluorescence charge
sharing events suffer less from charge loss and as a result show better spectroscopic
performance and can be recombined through simple addition to recover the original
photon energy [29]. A Monte-Carlo model is therefore a useful tool to investigate
the relationship between pixel size and fluorescence events.

Using the data in Fig. 5 from Sect. 3.3, the portion of bi-pixels that are only due to
fluorescence was calculated by applying two-dimensional energy windows around
the bright fluorescence spots in the image, summing the number of counts in those
regions and normalizing by the total number of bi-pixels. The same analysis was
performed using simulated data. Table 4 shows the results from these calculations.

In order to perform the same analysis for tri-pixel events, the tri-pixels them-
selves were further separated into four types. These are defined as:

• RA centre events—where the pixels make a right angle (RA) and the maximum
energy is recorded in the centre/middle pixel

• RA edge events—where the pixels also make a right angle but the maximum
energy is recorded in one of the outer end pixels

• Line centre events—where the pixels make a line and the maximum energy is in
the central pixel

• Line edge events—where maximum energy is in an outer pixel for a line tri-pixel

The four tri-pixel event types are shown in Fig. 9 where the filled pixel signifies
the pixel with the maximum recorded energy. The majority of tri-pixel events were
found to be in the right-angle arrangement for both the 59.5- and 122-keV photopeak
experimental data, at 93.0% and 91.5%, respectively, with the rest being line events.
From simulated data, it was estimated that 92.0% of all tri-pixels are in the right-
angle arrangement at both photopeak energies.

The location of the maximum energy pixel in a tri-pixel event is an indication of
whether charge sharing occurred due to fluorescence or charge spreading, for both
the right-angle or line pixel arrangement. This can be seen in Fig. 9, which shows
the distribution of the energy in the remaining two non-maximum pixels for each of
the four tri-pixel types, once from the experimental data and again from simulated
data. The distributions from the modelled data show similar results compared with

Table 4 Percentage of bi-pixels and tri-pixels that are due to fluorescence as calculated experi-
mentally and predicted by the model. The uncertainties were calculated from the difference when
using a 1- and 2-keV energy window around the fluorescence spots/streaks

Experiment (%) Model (%)
59.5 keV 122 keV 59.5 keV 122 keV

Bi-pixels 12.4 ± 2.1 9.3 ± 1.9 11.8 ± 1.3 8.6 ± 1.2

Tri-pixels 61.1 ± 1.1 57.0 ± 2.5 65.4 ± 1.5 59.3 ± 2.0
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Fig. 9 Each image is a distribution of the energy in the two non-maximum pixels from the 241Am
data, including 59.5-keV photopeak tri-pixel events only. The two rows of images correspond
to experiment (top) and simulation (bottom). Each column of images corresponds to one of the
specific tri-pixel event types—RA centre, RA edge, line centre and line edge events. A drawing of
the pixels making up the tri-pixel event type is shown in the first image of each column, with the
filled pixel indicating the pixel containing the maximum energy. The energies in the unfilled pixels
is therefore what is shown in the distributions

experiment. By visual inspection, it is clear the distributions for the edge and centre
events are distinctly different. Edge events are mostly made up of events where
summing the energy in the two non-maximum pixels equals the energy of Cd (∼23
keV) or Te (∼26 keV) K-shell fluorescence, for example at the bright streaks in
the distribution at 20 and 23 keV. Counts along the downwards sloping curve are
cases where the energy from the fluorescence photon spreads between the two non-
maximum pixels. This leads to charge loss across the pixel gap, giving rise to the
non-linear curve in the experimental data as observed previously in Fig. 5. The
curves in the simulated edge event distributions are linear since the model does
not account for charge loss across the pixel gap. Curves from the Cd Kβ and Te
K-shell fluorescence can therefore be resolved. The model agrees with experiment
that edge events appear to be caused by fluorescence, where either an isolated or
bi-pixel event becomes a tri-pixel due to the fluorescence photon.

The distribution for centre events in contrast show a large proportion of events
with non-maximum pixel energies much lower around 3–5 keV—well below
fluorescence energies. This suggests that centre events are predominately a result of
charge spreading over to the adjacent pixels. The centre events distribution shows
that some of the events are still due to fluorescence (i.e. the bright streaks), but at
lesser rates than for edge events. The model predicts that the energy shared amongst
the non-maximum pixels is less concentrated at lower energies than the experimental
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data shows—this again is likely a result of the simplifications made to the charge
induction modelling.

By determining all edge events as resulting from fluorescence, and centre events
from charge spreading (with the exception of the bright spots/streaks at 23 and
26 keV), the fraction of tri-pixels due to fluorescence was calculated, from both
experimental and simulated data. Table 4 shows the portion of tri-pixels due to
fluorescence from both experiment and model. The majority of tri-pixels appear
to be a result of fluorescence, whereas bi-pixels are predominately due to charge
spreading.

This comparison of modelled and experimental charge sharing events helps our
understanding of the different processes and factors influencing charge sharing.
This in turn has the potential to improve our understanding of inter-pixel charge
loss and to inform methods of energy reconstruction for multi-pixel events, which
will become increasingly important as detector designs for high-energy photon
applications shift towards smaller pixels in a bid to achieve better spatial resolution
and higher count rate imaging.

5 Summary

The detector response describes the spectrum recorded by the detector after effects
such as electronic noise thresholding, photon pile up, fluorescence and charge
sharing, which are all influenced by a detector’s design. For high-energy photon
detection such as of X-rays, design decisions such as pixilation, which offer
the benefit of imaging and improved spectral resolution by means of the small
pixel effect, come with some significant drawbacks. Relatively high-energy X-ray
photons can produce charge clouds with sizes comparable to that of the pixel,
resulting in detected signals in multiple pixels from a single photon event. The high
Z materials often used to attain good X-ray detection efficiency emit fluorescence
photons with mean absorption lengths large enough to escape into neighbouring
pixels or escape the detector completely, meaning that the full energy of an incident
photon is not detected by a single pixel. The magnitude of these effects largely
depends on the pixel size, complicates a detector’s response and therefore influences
spectroscopic performance parameters such as spacial and spectral resolution, count
rate capability and spectral efficiency.

Fortunately, the response of a detector can be modelled by use of the Monte-
Carlo technique, such that the influence of a detector’s design on its response
can be studied. In this chapter we have described a possible Monte-Carlo model
that successfully simulates the response of a pixelated detector. It is shown that
although the model makes some simplifications, particularly to the charge induction
processes, the rate of charge sharing can still be estimated well for a pixelated CdTe
detector for multiple incoming photon energies. Additionally, the fraction of charge
sharing events that are due to fluorescence shows good agreement. The fit between
model and experimental charge sharing rates means that we can confidently extract
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information on the charge cloud sizes from the model. The use of the model in this
chapter focused primarily on estimating the proportion of charge sharing due to the
spreading of charges and fluorescence as we have demonstrated how charge sharing
events negatively impact spectral resolution; however, it could equally be used to
study other spectroscopic performance parameters such as the spectral efficiency
and count rate capabilities of a detector as pixel size and incoming count rate are
varied.

The limitations of our Monte-Carlo model were observed as it failed to accurately
predict the correct experimental rates for the different multi-pixel event types at
higher incoming photon energies. This loss in accuracy is likely a result of using
the simplified charge induction approach employing the Hecht relation modified
to work with a one-dimensional weighting potential to calculate induced charge,
and using the computed cloud size to estimate the induced charge distribution over
the pixelated anode. In contrast, a 3-dimensional weighting field and numerical
solutions to the Shockley–Ramo theorem to calculate signals induced on multiple
pixels for individual charge carrier can be used to achieve greater accuracy. This
however is more complicated to implement and comes at the cost of greater
computational demand than our model, which we have shown can nonetheless
simulate a detector’s response to good agreement.
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High-Z Pixel Sensors for Synchrotron
Applications

Stergios Tsigaridas and Cyril Ponchut

1 Towards the 4th Generation of Synchrotrons

Radiation emitted from accelerated charges was predicted already in the beginning
of the twentieth century [1]. However, the experimental observation of such
radiation performed a few decades later thanks to the development of electron
accelerators. The first indirect detection took place on 1945 [2], followed by the
first visual observation 2 years later [3]. Both achieved by utilising the electron
synchrotron hosted at the Research Laboratory of General Electric. Hence this type
of radiation is called synchrotron radiation. Soon enough it was realised that the
synchrotron light could provide a boost to science by overcoming some limitations
of the conventional X-ray tubes. Thanks to their unique properties synchrotron
beams are a powerful tool for probing the structure of matter at the molecular and
the atomic scale.

In the early years and up to 1970, the only available synchrotron radiation sources
were the electron synchrotrons. These sources, often called as the 0th generation,
were able to provide high intensities; however, limitations were arising from the
fluctuations per cycle of the source position, the spectrum and the intensity. The
development of the storage rings for high energy physics applications led to sources
with constant source position and spectrum which provide a long beam lifetime.
The usage of synchrotron radiation was limited to parasitic operation in parallel
with the high energy physics experiments and these kinds of sources referred to
as the 1st generation. The beneficial use of synchrotron radiation became quickly
evident which in turn initiated the discussions for the construction of storage rings
specifically dedicated to the production of synchrotron beams.
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With an emerging synchrotron radiation community in terms of people and
scientific output, storage rings designed for utilisation as light sources became
a reality. These specialised sources established the 2nd generation and by 1980
there were many (1st and 2nd generation) sources in operation/construction all
over the world, [4]. In their primary form, the radiation was emitted tangentially
to the orbit of the accelerated particles by the bending magnets of the storage
ring. The synchrotron light produced in this case covers a broad and continuous
spectrum. Gradually in the mid-1980s, the free straight sections of the storage rings
were equipped with wigglers and undulators, [5–7]. These structures are known as
insertion devices and consist of magnet arrays. The alternating magnetic field in the
insertion devices deflects the particle beam sinusoidally so that the emitted radiation
is concentrated forward in a narrow cone and at specific spectral range.

Thanks to the insertion devices the synchrotron radiation sources were able
to offer light with even higher intensity over a wide spectral range turning
synchrotrons into multidisciplinary research centres. As a natural consequence,
there was a great interest to enhance the source performance and the beam quality.
The typical measure of the beam quality is its brightness or in other words the
concentration of light per unit area and time. The brightness is measured in
photons/s/ mm2/mrad2/0.1%BW and depends on the emittance of the particle
beam, which is a measure of the collimation of the beam. The emittance of a particle
beam is given by the product of its angular divergence and its transverse size. The
2nd generation sources with their design at that time were able to reach a beam
brightness of about 1015, see Fig. 1. The further increase of the brilliance would
require a refined design in order to achieve lower particle beam emittance.

In the early 1990s, the European Synchrotron Radiation Facility (ESRF) [8], the
Advanced Photon Source (APS) [9] and the Super Photon ring-8 GeV (SPring-8)
[10] became operational and were the first 3rd generation sources. These sources
implement a high energy storage ring (6 GeV, 7 GeV and 8 GeV, respectively)
including many straight sections and an optimised design for insertion devices
capable to deliver a brilliance up to 1020, see Fig. 1. Thanks to the improved
performance, the 3rd generation sources deliver stable X-ray beams over a wide
spectral range with a high flexibility, enabling plenty of new applications. Nowadays
there are more than 50 light sources worldwide [11], hosting a large number of
users every year. The strong impact of synchrotron radiation is also confirmed by
the rapid increase of industrial applications [12]. With such an extensive use of
light sources from academia and industry a reasonable question would be whether a
further increase in the performance would be feasible.

The endeavour to achieve increased performance is targeting the development
of a new generation of synchrotron radiation sources which outperform their
predecessors in terms of beam quality parameters such as the brightness or the
coherence by an order of magnitude at least. As mentioned above, in order to
maximise the brilliance it is essential to minimise the particle beam emittance which
translates in reduced emittance for the photon beam. However, this is effective up to
some extent where due to diffraction the lower limit on the photon beam emittance
is determined by the wavelength λ. Reduction of the particle beam emittance below
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Fig. 1 An illustration of the
evolution of the peak
brilliance delivered by the
various generations of
synchrotron radiation sources
towards the
diffraction-limited storage
rings

the diffraction limit may cause stability problems. Therefore, the guideline for new
storage ring designs is that the particle beam emittance should not exceed the photon
beam emittance, [13]. Such ultra-low emittance storage rings or diffraction-limited
storage rings belong to the 4th generation of synchrotron radiation sources.

In the beginning of 2000s, new ideas for the design of 4th generation sources
introduced based on a concept of multiple bend achromat lattice (MBA) proposed
by Einfeld [14]. This concept implements a unit cell with an increased number of
bending magnets compared to the double bend achromat lattices (DBA) present
in 3rd generation sources. Such a design would be able to deliver photon beams
more brilliant and coherent by two orders of magnitude and with an emittance
approaching the diffraction limit. This would enable the focusing of X-rays to the
nanoscale level, opening new opportunities for fundamental and applied research.

The first 4th generation source is the MAX-IV in Sweden [15, 16], implementing
a MBA lattice in a 3 GeV storage ring. The ESRF in 2012 introduced a new lattice
based on MBA, the hybrid multi-bend achromat (HMBA) or Raimondi lattice [17].
The new storage ring (currently under commissioning) known as the Extremely
Brilliant Source (EBS) is expected to increase the brilliance and coherence of the
X-ray source by a factor of 100. The HMBA-lattice has been adopted as the basis for
the design of other future 4th generation facilities such as the upgraded Advanced
Photon Source (APS-U) [18], the Advanced Light Source Upgrade (ALS-U) [19],
the upgrade to PETRA-IV [20] and the update to Spring8-2 [21].

The modern synchrotron radiation sources will boost the brilliance and coherence
of photon beams at unprecedented levels and bring photon science to a new era.
Furthermore, such developments set new requirements for instrumentation. Besides
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the necessary advancements for the optical elements, there is a need for precise
detectors, efficient over a broad spectral range and able to cope with high photon
fluxes. In the next few sections we discuss the recent advances in hybrid pixel
detectors (HPD), focusing on the materials used for the direct conversion of X-rays
to electric charge.

2 Hybrid Pixel Detectors

For the various experiments taking place in the beamlines of synchrotron facilities,
the high performance on the detection of X-rays is always an important factor.
Depending on the experimental conditions, there is a wide range of detector
technologies featuring either the direct conversion of X-rays into an electric charge
or a scintillator that converts the X-rays into visible light first which is then turned
into an electric charge by a photodetector. For the direct detection of X-rays the
most common technology is a detector where a semiconductor is used as an active
medium. Incident X-rays generate charge carriers (electron and holes) which can be
collected by the readout electronics.

Since the 1960s, monocrystalline silicon (Si) wafers have been used extensively
by the semiconductor industry for the fabrication of integrated circuits. The rapid
growth in the silicon technology attracted soon the attention of the detector
community. In the late 1970s, particle physics experiments were studying the
production of short-lived particles with lifetimes in the order of picoseconds. In
such experiments, there is a need for very precise tracking detectors to identify
the secondary particles, the decay vertex and to measure decay distances. At
that time the first silicon strip prototypes based on the surface barrier technology
appeared. However, the availability of such detectors was limited by the complicated
manufacturing technology. A step forward in the production of silicon detectors
was taken by Kemmer [22] in 1980, with the production of single-sided silicon
microstrip detectors by making use of the standard planar process of silicon wafers.

The early Si microstrip detectors were able to provide high precision; however,
the readout electronics were occupying much more space than the actual active
area. The solution was provided by the development of custom readout electronics
using VLSI technology [23]. The critical breakthrough for detector community was
the concept of hybridisation and the first pixel detectors. On 1984, Gaalema [24]
introduced the design of a pixelated readout chip for focal plane imaging sensors.
The readout chip could be coupled to an array of semiconductor diodes by means
of bump-bonding for the detection of X-rays. This triggered the attention of CERN
which performed first a feasibility study [25] and soon after initiated a collaboration
for the development of silicon pixel detectors [26].

The performance of the first prototypes [27] demonstrated the great potential
of the HPDs and motivated the first utilisation of such a detector in a synchrotron
beamline [28]. The advances in the CMOS technology which enabled the design
of readout chips with more functionality per pixel led to the realisation of HPDs
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with optimised designs for the detection of single photons [29]. This development
was critical for photon science and a large number of synchrotron beamlines in 3rd
generation facilities progressively replaced the traditional charged-coupled devices
(CCDs) with HPDs.

2.1 Working Principle

Figure 2a shows the basic geometry of a HPD, which consists of two main
components, the sensor and the readout chip. The pixelated sensor is made out
of high resistivity semiconductor wafers and in fact is an array of reversed biased
diodes or non-rectifying electrical junctions. The chip is a custom Application
Specific Integrated Circuit (ASIC) produced with CMOS technology that contains
a pixel matrix where each individual pixel is equipped with readout electronics.
The most common technique used to connect the sensor and the readout chip is the
bump-bonding technique, where each pixel of the sensor is connected to a pixel of
the readout chip with a solder bump.

An absorbed X-ray photon in the sensor layer, generates by ionisation a certain
number of electrons and holes which depends on the energy of the incident photon.
The electric field applied between the back side metallisation and the pixels contacts
separates the charge carriers and depending on its polarity the electrons (or the
holes) drift towards the pixels. The signal induced in each pixel of the sensor layer is
collected by the corresponding pixel of the readout chip and is then further processed
by its circuitry.

Due to the separate development of the sensor and the readout electronics, the
HPDs offer great flexibility on the design. This technology is not limited only to
Si and is also compatible with other types of single-element or compound semi-
conductors. Thanks to the miniaturisation of electronics, advanced functionality can
fit within a few tens of μm2 which is the typical size of a pixel. Depending on
the target application, there are many variants for the design of custom ASICs. For
applications in X-ray science, new developments are focusing on ASICs for single
photon-counting and recently on ASICs with charge-integrating capability.

2.2 Photon Counting

The HPDs equipped with ASICs capable for single photon-counting revolutionised
the X-ray detection in synchrotron facilities. Thanks to their superior perfor-
mance compared to traditional technologies, photon-counting detectors are offering
improved performance over a large energy range. Moreover, they provide high
spatial resolution due to the small pixel size and accurate measurement of the photon
intensity over a large dynamic range, preserving at the same time the single photon
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Fig. 2 (a) An illustration of a pixel cell which is the basic building block of a HPD. During the
bump-bonding procedure, a solder bump is used to connect a pixel of the semiconductor sensor on
top with a readout pixel of the ASIC at the bottom. (b) A photograph showing a small area of the
pixelated side of a semiconductor sensor. (c) Solder bumps deposited on every second pixel of a
readout ASIC with a pixel pitch of 55 μmm. The photograph is courtesy of ADVACAM. (d) A
close look under microscope of a HPD after the bump-bonding. The solder bumps are visible in
between the semiconductor sensor on top and the readout ASIC at the bottom. On the right hand
side a wire bond is also visible
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sensitivity. As a result, such detectors have become a standard for synchrotron
beamlines specialised in crystallography, diffraction or small-angle scattering.

In photon-counting ASICs, the signal induced in each pixel is collected at the
input pad and amplified by a charge sensitive amplifier. The amplified signal then
goes through a band-pass filter, which acts as a pulse shaper. The output of the
shaper is fed to a comparator and if the signal exceeds a user-defined threshold
value, it is routed to the digital part of the pixel for further processing. The digital
part implements a counter which is incremented every time the signal crosses the
threshold. The main advantage of this technology is the noise-free operation for
threshold values well above the amplifier noise, typically set at five times above.
Moreover, photon-counting ASICs are less sensitive to leakage current thanks to
dedicated circuitry within their front-end, which allows the compensation of leakage
currents up to a certain range.

By implementing designs with more circuitry per pixel, photon-counting detec-
tors with more functionality are now possible. One or more additional thresholds
can be used to target photons in specific energy windows, useful for material
discrimination. With more sophisticated counters, the ASICs can measure the time-
over-threshold or the time-of-arrival of the signal, apply the on-chip correction of
charge sharing between adjacent pixels and achieve higher frame rates. Examples
of photon-counting ASICs are the PILATUS [30] and EIGER [31] developed by
the detector group of the Paul Scherrer Institude (PSI) and the Medipix family of
chips [32] developed by CERN. Large area systems based on these ASICS (or their
next generations) operate in many synchrotron beamlines. The development of such
systems performed either by synchrotron detector groups like the MAXIPIX [33],
the Excalibur [34] and the LAMBDA [35] or by commercial companies.

Despite their versatility, the photon-counting detectors are count-rate limited
due to the pile up effect. Coincident photons in a single pixel induce overlapping
signals which are detected as one count. The pile up constraints the count rate of
photon-counting systems for a given pixel size [36]. This is a well-known problem
that should be addressed for future detectors that will be used in beamlines at
4th generation synchrotron sources. The expected increase of the coherent flux
in diffraction-limited storage rings would require detectors with high count-rate
capability. Going to smaller pixel sizes helps to deal with higher fluxes, however
in order to extend the dynamic range of the count-rate alternative approaches in the
ASIC design have to used.

2.3 Charge Integrating

Due to the count-rate limitations of the photon-counting HPDs, the photon science
community is aiming to the development of new detector technologies in order
to facilitate high-flux and fast time-resolved applications in 4th generation syn-
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chrotrons.1 The most common technology under consideration is the HPDs with
a charge-integrating front-end. In order to ensure the high performance of charge-
integrating front-ends, it is crucial to keep the noise and the dark current at the lowest
possible level. This technology offers high count-rate capabilities maintaining at the
same time the single photon sensitivity.

In charge-integrating ASICs, the charge collected at the input pad of a single
pixel is amplified by a charge sensitive amplifier in integrating configuration. In
this approach the charge integration is implemented either in a scheme of multiple
feedback capacitors (with increasing capacitances), which provides an adaptive gain
scheme or with a single feedback capacitor combined with a charge removal circuit
to avoid saturation. For high frame-rate applications, the charge-integrating ASICs
are featuring on-chip storage of a certain number of frames temporarily, with the
off-chip transmission taking place on a later stage.

Several charge-integrating ASICs for HPDs have been developed and tested the
past few years. For example, the CS-PAD chip [37] and a few chips from the ePix
series [38] implement a statically selected gain switching in view of low noise
or larger dynamic range. Other ASICs implement the dynamic gain switching (or
adaptive gain) approach such as the JUNGFRAU chip [39], the MÖNCH chip [40]
and the AGIPD chip [41]. The alternative approach of a charge-integrating front-end
with charge removal circuit is implemented by the MM-PAD [42] and the HDR-
PAD [43].

3 High-Z Sensor Materials

For the majority of the HPDs used in synchrotron facilities, silicon sensors are used
for the direct conversion of photons to electrical charge. The silicon technology
has evolved over the years and today the fabrication of wafers containing high
quality silicon pixel sensors is possible. HPDs coupled to silicon sensors are able
to achieve low dark (leakage) current operation and show stability for long-term
usage. In addition, thanks to absence of major crystal defects and the high spatial
resolution down to a few tens of microns ( μm), silicon sensors are suitable for many
applications which require the detection of photons in the energy range 2–20 keV
(soft X-rays).

However, the absorption efficiency of silicon drops significantly for photons
with energies higher than 20 keV. This is limiting the use of silicon sensors for
experiments using hard X-rays. In order to overcome this limitation, compound
semiconductor materials of high atomic number (Z) are under investigation for
use in HPDs. The most common materials used today are Gallium Arsenide

1This discussion also applies to another type of light sources, the X-ray Free electron lasers
(XFELs). Such light sources are able to produce high instantaneous photon fluxes in short periods
of time. However, this kind of sources is out of the scope of this chapter.
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Table 1 Some characteristic properties of Si in comparison with high-Z compound semiconduc-
tors

Property Si GaAs. CdTe CdZnTea

Z (average) 14 32 50 49.1

Density (g/ cm3) 2.33 5.32 5.85 5.81

Energy gap (eV) 1.12 1.42 1.44 ≥1.6

Intrinsic carrier concentration (1/ cm3) ∼ 1010 2 × 106 ∼ 107 ∼ 107

W-value (eV) 3.62 4.3 4.43 4.64
a For composition Cd0.9Zn0.1Te

(GaAs), Cadmium Telluride (CdTe) and Cadmium Zinc Telluride (CdZnTe). Table 1
summarises some of the properties of these materials in comparison with Si. Pixel
sensors made from high-Z materials offer high absorption efficiency due to their
high density and their wide band gap allows low dark (leakage) current operation at
room temperature.

The major challenge for the development of these materials is the level of the
crystal quality. Mostly due to their nature of being compounds, the fabrication of
high-Z semiconductors is not trivial. These materials tend to be more brittle and
need special care for handling and processing. Even though, reliable techniques
developed in the past years allow the production of 3–4 inch wafers, which
are then processed and diced for use in HPDs. During the crystal growth of
such materials certain type of defects may appear due to dislocations, impurities,
metallic precipitates and grain boundaries. Additional surface or bulk detects can be
introduced during the processing of the material into pixel sensors.

Regardless of their origin, the defects have a strong impact on the uniformity and
the performance of the sensor. The defects are randomly distributed over the crystal,
being additional sources of leakage current and active centres for the trapping of
charge carriers. The electric field in the close vicinity of the defects is distorted
which in turn leads to certain areas of the sensor with reduced (or increased)
sensitivity with a direct impact on the charge collection efficiency. Such variations
though can be corrected in order to restore the uniformity of reconstructed images,
provided that the count rate remains stable. However, in most cases, defects show a
dynamic behaviour with irradiation and time. In this case, such a correction would
be less effective which could be crucial for long-lasting experiments or high-flux
applications. The advances in the crystal growth technology enable the fabrication
of high-Z pixel sensors with an improved quality. In the next few subsections we
report recent development for GaAs, CdTe and CdZnTe sensors.

3.1 Chromium Compensated Gallium Arsenide (GaAs:Cr)

GaAs is a well-known material for the semiconductor industry and is used widely
for microwave integrated circuits and optoelectronic devices. With a composition
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of equal amounts of gallium (Z = 31) and arsenic (Z = 33) giving an average
atomic number of 32 provides sufficient absorption up photons with energies up to
50 keV. In addition, thanks to its large band gap of 1.42 eV it can be operated at room
temperature with low leakage current values. Shortly after the birth of hybrid pixel
technology, the application of epitaxial or semi-insulating GaAs in pixel detectors
was reported [44, 45]. However, it was difficult to achieve the fabrication of thick
sensors with good transport properties mainly due to limitations in the growth
technique.

On 2003 though, a research group demonstrated an alternative approach for the
fabrication of GaAs sensors with improved quality [46]. In this technique, low
resistivity n-type GaAs wafers obtained with liquid encapsulated Czochralski (LEC)
growth are diffused with chromium (Cr) in a high-temperature procedure. The
resulting material known as chromium compensated gallium arsenide (GaAs:Cr)
is available in 3–4 inch wafers with a thickness up to 1 mm. The high resistivity
of GaAs:Cr (∼ 109 � cm) and the improved charge transport properties make it
suitable for use in X-ray detectors.

Within the past few years, GaAs:Cr attracted quite some attention from several
research groups interested in X-ray imaging applications. HPDs using GaAs:Cr
coupled to photon-counting or charge-integrating ASICs in a single or multi-chip
configuration have been developed and tested. One of the main objectives for
imaging applications is the quality of the reconstructed image. A basic qualitative
measure of the sensor quality is the uniform illumination with a wide X-ray beam.
Figure 3a shows a raw image recorded with a 500 μmm thick GaAs:Cr sensor
irradiated using a Ag-anode X-ray tube. The image reveals pixel-to-pixel variations
in the detector response which are associated with non-uniformities in the material.
The granular pattern observed also in [47–49] and other works corresponds to
dislocation networks arising during the crystal growth procedure. Such dislocations
alter the electric field locally in the sensor resulting in deformations of the effective
pixel shape as shown in Fig. 4b.

The stability observed in the detector response over time even after intense irradi-
ation [50, 51] makes possible the flat-field correction in order to improve the image
quality. Such a correction improves the signal-to-noise ratio (SNR) of the images
by minimising the pixel-to-pixel variations and is stable over time [49]. However,
one should be careful when applying the flat-field correction, since the effect of the
pixel deformations on the spatial resolution is still present. The optimisation of the
crystal growth of the n-GaAs wafers could lead to a more homogeneous material.
Alternative growth techniques such as the vertical gradient freeze (VGF) are under
consideration and could lead to lower dislocation density [52].

The charge transport properties of the material depend on the mobility and the
lifetime of the free charge carriers. Their product known as μτ -product is the
parameter used to describe the dependence of the charge collection efficiency of a
sensor with a certain thickness and for a given bias voltage. Several works reported
the experimental determination of the μτ -product of electrons in GaAs:Cr pixel
sensors with typical values in the range μτe = (0.5–2) ×10−4 cm2/V. On a per-pixel
basis the μτe-product profile depends on the inhomogeneities and it follows the
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(a) (b)

Fig. 3 (a) A raw image showing the response of a GaAs:Cr sensor with 500 μmm thickness and
55 μmm pixel pitch, under uniform illumination with X-rays provided from a Ag-tube operated at
(35 kV, 25 mA). The image was taken with the sensor biased at −300 V and an energy threshold
of 11 keV. (b) The corresponding image after flat-field correction

(a) (b)

Fig. 4 (a) A close-up look of the raw image in Fig. 3a, focusing on a visible defect of the GaAs:Cr
sensor. A monochromatic micro-focused X-ray synchrotron beam with 20 keV energy was aligned
on the defect. The beam was used to perform a mesh (raster) scan with a finite step of 11 μmm
within a 12×12 pixel area highlighted by the red rectangle. The energy threshold was set at 5 keV
in order to get excessive counts in the inter-pixel areas due to charge sharing so as to better visualise
the pixel borders and thus their effective shape. (b) The reconstructed map of pixel counts recorded
during the mesh scan reveals deformations of the effective pixel shape due to the defect. The image
was reproduced from reference [49]

same pattern [53]. For holes due to their short lifetime in GaAs:Cr, the measurement
of the μτ -product is not straightforward. Recently, it has been observed [54–56]
that the short lifetime of holes could trigger the crater or halo effect. For photons
absorbed close to the pixel electrode a signal with opposite polarity is induced in the
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neighbouring pixels. This is a sensor effect which could lead to lower count rates
with increasing photon flux and energy.

Despite their imperfections, GaAs:Cr sensors offer stable performance, which
could allow their use in synchrotron beamlines. In the photon energy range between
20 keV and 50 keV, GaAs:Cr provides high photon absorption, while it is less
affected by Compton scattering or the fluorescence photons produced in the sensor.
Therefore GaAs:Cr pixel detectors would make a good candidate for imaging
applications in the medium energy range.

3.2 Cadmium Telluride (CdTe)

CdTe is a compound semiconductor composed out of equal amounts of cadmium
(Cd) and tellurium (Te) with atomic numbers Z = 48 and Z = 52, respectively.
Hence, its average atomic number Z = 50 offers sufficient absorption efficiency
of photons with high energies even above 100 keV. The band gap of CdTe is about
1.44 eV, slightly higher than the band gap of GaAs. With typical values of μτe ≈
10−3 cm2/V and μτh ≈ 10−4 cm2/V CdTe offers better charge transport properties
with respect to GaAs:Cr. The larger drift lengths before trapping or recombination
of the charge carriers allow the use in spectroscopic applications with high energy
X-rays and γ -rays. However, the long ranged fluorescence photons emitted from Cd
and Te in the range of 20–30 keV may escape or be re-absorbed leading to signal
loss or image blurring, respectively.

The majority of pixelated CdTe sensors today are fabricated utilising the
travelling heater method (THM) [57]. In this method, an ingot of polycrystalline
CdTe is added in a furnace together with a Te-rich alloy doped with chlorine
(Cl). In a high-temperature process, the Te-rich alloy melts and the CdTe ingot is
slowly moved towards the melt zone. The polycrystalline ingot is dissolved and
re-crystallised resulting in a single crystal material. CdTe is available in wafers of
3–4 inches with a thickness up to a few mm; however, it is more brittle than GaAs
which is crucial during the hybridisation process, especially during bump-bonding.

Concerning the uniformity of CdTe, several types of defects have been observed
which may occur during the crystal growth or the post-processing into pixelated
sensors. Figure 5 shows a raw image taken with a 1 mm thick CdTe sensor
with Ohmic contacts, illuminated with a uniform wide X-ray beam. The most
characteristic type of defects that is observed is a network of lines all over the
sensor area. Such lines show up due to dislocations along grain boundaries, usually
emerging during the crystal growth. The electric field close to such lines is distorted
which leads to an increased count rate measured by the corresponding pixels. In
Fig. 5 other defects appear in the form of blobs, with a size of several pixels that
may increase with the bias voltage. The blobs are associated with Te inclusions
close to the surface and act as leakage current sources. Due to the increased current,
the corresponding pixels are constantly above threshold and therefore measure one



High-Z Pixel Sensors for Synchrotron Applications 99

Fig. 5 A flood image recorded with a 1 mm thick CdTe sensor bonded to a Timepix chip [58].
The image obtained after uniform illumination of the sensor with X-rays using a Ag-anode tube
(characteristic energy of 22 keV). The characteristic defects of type (L) appearing as network of
lines correspond to dislocations at grain boundaries. The type (B) defects are large blobs covering
several pixels and are associated with Te inclusions. Defects of type (D), appearing as isolated
tiny black spots, correspond to single pixels that were not connected during the bump-bonding
procedure. The image was reproduced from reference [59]

count. Randomly distributed isolated dots with no counts correspond to unconnected
pixels.

One major challenge for the fabrication of CdTe sensors is their stability over
time due to polarisation effects. Due to the trapping of the charge carriers at the
sensor defects, the electric field shows a time-dependent behaviour with irradiation.
The space charge build-up gradually leads to the degradation of the electric field
and consequently of the count rate. The polarisation effects seem to depend on the
contact type used. CdTe devices with Schottky contacts operate at lower leakage
current regimes; however, they tend to suffer from polarisation effects [57]. Devices
with Ohmic contacts are less susceptible to polarisation and therefore suited for
high-flux applications, though polarisation has been observed after irradiation over
time [60]. In both cases, the long-term operation would require the reset of bias
voltage or other solution [61].

Figure 6a shows a flood image recorded with a 1 mm CdTe sensor with Ohmic
contacts. In the first place, the image reveals less blob defects compared to the one in
Fig. 5, presumably due to lower density of Te inclusions. With both images recorded
at similar operating conditions, the difference could be related to improvements
in the crystal growth method since this sensor was fabricated a few years later.
Nonetheless, the characteristic network of line defects is still present. Figure 6b
shows a flood image recorded after 3 h of continuous irradiation. As illustrated in
Fig. 6c, the sensor exhibits along the line defects an increased count rate in the order
of 25–30% due to the charge build-up at the grain boundaries. In this case it is
practically difficult to apply the flat-field in a real time experiment.
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(a) (b)

(c)

Fig. 6 (a) A raw image showing the response of a CdTe sensor with 1 mm thickness and
55 μmm pixel pitch, under uniform illumination with X-rays provided from a Ag-tube operated
at (35 kV, 25 mA). The image was taken shortly after the ramp up to a bias voltage of −500 V
with the energy threshold set at 11 keV. (b) A raw image of the same sensor recorded after the
continuous illumination for 3 h at the same settings. (c) The relative percentage difference between
the two images

CdTe thanks to its high absorption efficiency and the ability to withstand
relatively high fluxes finds application in many synchrotron beamlines around the
world [62]. Stability issues are posing certain limitations at the moment; however,
with improved crystal quality, in the future such limitations would be less effective.

3.3 Cadmium Zinc Telluride (CdZnTe)

A more recent high-Z compound semiconductor alternative to CdTe is the CdZnTe.
In the early 2000s CdZnTe has attracted some attention mostly for spectroscopic
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applications [63]. A small fraction of Cd is replaced by zinc (Zn), which is a
metal with atomic number Z = 30, resulting in a crystal with a composition of
Cd1−xZnxTe, with x = 0.08 − 0.15. With the addition of Zn an increased band
gap of ∼1.6 eV (assuming a composition of Cd0.9Zn0.1Te) can be achieved which
yields a resistivity larger by one order of magnitude with respect to CdTe. This
in turn allows lower leakage currents at room temperature operation and therefore
improved spectroscopic capability. CdZnTe with an average atomic number slightly
smaller than the one of CdTe is also suited for the detection of high energy X-rays.

The growth of CdZnTe crystals was performed initially by making use of variants
of the Bridgman technique [64]. In this method, a polycrystalline material is heated
up beyond its melting point and brought into contact with a single crystal seed.
A translation towards a cold section of the container gradually solidifies the melt
at the interface with the seed, forming a crystal which follows in principle the
crystallographic orientation of the seed. The Bridgman method, however, provides
polycrystalline ingots which often makes difficult to find large single crystal areas.
Sensors produced with Bridgman variants may contain grain boundaries responsible
non-uniform charge transport properties, limiting the performance in spectroscopic
and imaging applications.

In the past few years, it was demonstrated that high quality CdZnTe crystals can
be fabricated utilising the THM method [65, 66]. The optimisation of the growth
method by adding a few processing steps more enables the improvement of the
μτ for holes [67]. An improvement by one order of magnitude has been reported
in [68], mainly due to the larger lifetime of holes. The improvement is associated
with the lower concentration of hole traps and therefore leads to a material less
susceptible to polarisation. As a result, the use of THM-grown CdZnTe sensors in
imaging applications with flux up to 200×106 counts/ mm2/s is now possible [67].
The fabrication of CdZnTe is now performed on a wafer level and detector-grade
material is available in thicknesses up to a few mm.

Figure 7a shows a raw flood image recorded using a 2 mm thick THM-grown
CdZnTe sensor that was fabricated recently. The image confirms the high uniformity
achieved using the THM growth method. A network of line defects is also observed;
however, in this case the lines seem to be thinner with respect to the CdTe sensors
in Figs. 5 and 6a. Besides some edge defects no other major defect show up, such
as the blobs observed in CdTe sensors. Several isolated dark or bright dots that
appear in the image correspond to pixels with different sensitivity. All the pixels are
connected which is consistent with a high bonding yield, although the difference
in the sensitivity could be related either to micro-defects in the crystal bulk or
imperfections of the calibration procedure.

The major improvement of recent CdZnTe sensors with respect to CdTe sensors
is their stability. Figure 7b shows a raw flood image of the sensor recorded after the
continuous illumination with a uniform X-ray beam for 3 h. The count rate along
the line defects is stable within a few percent. Figure 8 shows the monitoring of
the total leakage current of a CdZnTe sensor over irradiation time, in comparison
with the CdTe and GaAs:Cr sensors that are discussed in the previous sections. For
CdZnTe and GaAs:Cr sensors the leakage current remains stable over irradiation
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(a) (b)

Fig. 7 (a) A raw image showing the response of a CdZnTe sensor with 2 mm thickness and
55 μmm pixel pitch, under uniform illumination with X-rays provided from a Ag-tube operated
at (35 kV, 25 mA). The image was taken shortly after the ramp up to a bias voltage of −1000 V
with the energy threshold set at 11 keV. (b) A raw image of the same sensor recorded after the
continuous illumination for 3 h at the same settings

Fig. 8 Monitoring of the leakage current over irradiation time, for CdTe, CdZnTe and GaAs:Cr
sensors with a thickness of 2 mm, 2 mm and 500 μmm, respectively. The pixel pitch is 55 μmm
for all the sensors. The irradiation performed with a uniform X-ray beam provided from a Ag-tube
operated at (35 kV, 25 mA). The sensors were biased with −500 V, −1000 V and −300 V, while
the energy threshold was set at 11 keV

time, while a drift is observed for the CdTe sensor. The stable performance of
CdZnTe sensors was also confirmed experimentally by monitoring of the leakage
current and the count rate, in [51]. Both remain remarkably stable with irradiation
time for a measured output count rate up to 1.25 × 106 counts/ mm2/s. These
results confirm the assumption of the reduced polarisation effects in this material.
Consequently, long-lasting experiments could benefit from the application of the
flat-field correction in order obtain improved data quality.
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The optimisation of the CdZnTe growth method in view of high-flux capabilities
is possible, at the expense of the spectroscopic performance though. The halo/crater
effect observed for GaAs:Cr is present also in THM-grown CdZnTe. However,
improved performance can be achieved by applying a depth-of-interaction correc-
tion [56]. In addition, CdZnTe sensors coupled to modern readout ASICs enable
high resolution imaging thanks to the small pixel size, typically a few tens of
μm. High spatial resolution was demonstrated for 2 mm thick CdZnTe in [51, 69].
Nowadays, CdZnTe sensors find wide use in X-ray imaging applications. Large area
photon-counting systems have been developed for applications in spectral computed
tomography as well as in baggage scanning [67]. Moreover, due to the low leakage
current CdZnTe sensor is suitable for use in charge-integrating HPDs. Several
groups are considering the use of CdZnTe for high-flux applications in diffraction-
limited storage rings.

3.4 Other Materials

A special material which belongs to the high-Z family is germanium (Ge), with
atomic number Z = 32. Benefiting from its elemental composition, the production
of thick single crystals with extremely low concentration of defects is possible.
However, due to the low band gap of 0.7 eV, Ge detectors generate large leakage
currents at room temperature operation and therefore require cooling. Thanks to
its excellent charge transport properties, Ge offers superior energy resolution with
respect to other semiconductor and is mainly used for spectroscopic applications.
Recently, HPDs featuring 1 mm thick Ge sensors have been developed in view of
hard X-ray imaging applications [70]. Such prototypes show high image uniformity
with a cooling down to −100 ◦C to ensure a sufficiently good performance.

Today, from the commercially available high-Z compound semiconductors,
CdTe, CdZnTe and GaAs are the most commonly used materials. Several other
high-Z compounds have been proposed as alternatives of Si and Ge in spectroscopic
applications. Such compounds can be derived from elements in groups II to VI
of the periodic table. Most of the elements that belong in these groups, being
soluble within each other, enable the formation of binary, ternary or even quaternary
compounds. A comprehensive discussion concerning compound semiconductors
used for radiation detection can be found in [71].

4 Outlook

The photon science is entering in a new era with 4th generation synchrotron
facilities already in operation or under commissioning phase. Diffraction-limited
storage rings will be able to deliver X-rays more brilliant and coherent by an order
of magnitude with respect to their predecessors. Therefore, the instrumentation
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scientists have to come up with novel ideas in order to meet the requirements set
by the new generation of synchrotrons and facilitate this transition.

The HPD is a mature technology that is used for the direct detection of X-rays.
Existing hybrid pixels detectors using Si as active medium offer high performance
for soft X-ray applications up with photon energies up to 20 keV. The detection
of X-rays with higher energy though, due to the poor absorption efficiency of Si,
would require the use of other materials with high atomic number. Over the past 20
years compound semiconductors such as GaAs:Cr, CdTe and CdZnTe have attracted
attention for use in HPD schemes. GaAs:Cr is a promising material for X-ray
imaging applications with moderate energies up to 50 keV. CdTe and CdZnTe offer
high absorption efficiency for high photon energies up to 100 keV. Moreover, recent
developments in the crystal growth techniques enable the fabrication of detector-
grade material with high-flux capabilities.

Pixelated sensors made from GaAs, CdTe and CdZnTe have been tested exten-
sively over the past few years with promising results. Despite some imperfections
observed, the sensor quality at the moment is sufficiently good to allow their use
in synchrotron beamlines. The optimal choice of the detector material, however,
depends on the requirements set by the target application. With the constant
improvement that is observed in the crystal quality, high-Z sensors with lower
concentration of defects, more stable and able to cope with high fluxes, would be
available in the near future. There is always room for improvement and the future is
bright.
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CdTe Sensors for Space-Based X-ray
Detectors

Oliver Grimm

1 Introduction

Cadmium telluride (CdTe) is a semiconductor frequently used for X-ray detectors
covering the energy range from a few keV up to hundreds of keV. The high density
(5.85 g/cm3) and high average atomic number (50) result in a high photoelectric
absorption coefficient [1]. For example, 63% of all photons at 100 keV interact
within a thickness of 1 mm [2]. In addition, the band gap of 1.5 eV [3] makes
operation near room temperature possible with only moderate cooling.

These characteristics are favourable for space-based X-ray instruments which
require compact, lightweight instruments with low power consumption because of
high launch costs, limited electric power availability from solar cells or radioisotope
thermoelectric generators, and difficulty in heat removal by radiators. One further
important requirement of space experiments is reliability, which semiconductor
detectors provide by being relatively simple, both electrically and mechanically.

A related material is cadmium zinc telluride (CZT). This report focusses on
CdTe, but provides some information on CZT as well, as it is used similarly often
in active space instruments. Manufacturing and further application details for both
materials are given in [4].
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1.1 Cadmium Telluride

1.1.1 Material Characteristics

CdTe is a direct band gap semiconductor, used predominantly in thin-film photo-
voltaics, where it provides about 5% of the worldwide solar energy production.
Research into its application for X-ray detectors started in the 1960s, requiring
improvements of the manufacturing process to obtain high enough crystal qualities
that allow efficient carrier transport.

Undoped CdTe is typically strongly p-type due to the presence of a large
number of acceptor-like cadmium vacancies in the crystal lattice. To compensate
the vacancies, thus to increase the resistivity and to improve the charge transport,
the material can be doped with chlorine that acts as a donor. The resulting crystal
remains slightly p-type after this procedure [5, 6]. The electron affinity is 4.4 eV and
the relative dielectric constant about 11.

The material is brittle and requires care when handling to avoid mechanical
damage. Substantial variations in crystal quality are possible between samples,
and extensive testing is required to select sensors that provide the highest energy
resolution. Only a few places in the world supply material suitable for X-ray
instruments.

Fluorescence photons from Kα and Kβ transitions in Cd and Te are emitted
at energies 23 keV, 26 keV, 27 keV, and 31 keV [7]. Their range might be non-
negligible in detectors with small pixels and they can contribute to signal cross-talk,
in addition to charge sharing due to carrier diffusion. Escape lines appear in the
spectra if the fluorescence photons are not detected. This is particularly pronounced
at X-ray energies that interact near the surface, where the probability of escape is
larger.

1.1.2 Carrier Lifetime, Schottky Electrodes

Compared to silicon or germanium, a binary compound as CdTe is significantly
more difficult to produce with high crystal quality. One reason is that any departure
from the correct stoichiometric ratio of the components during crystal growth
(usually by the travelling heater method) will result in lattice defects from misplaced
atoms. Since vapour pressures and solubility of Cd and Te are not equal, this is
difficult to achieve during growth, and invariably the defect density is comparatively
high.

Such defects can affect the charge transport properties and reduce the carrier
lifetimes. The average distance a carrier can drift in an electric field before being
lost, usually called drift length, might become comparable to the sensor thickness.
For higher photon energies, where absorption occurs throughout the crystal, the
measured signal amplitudes then depend on the depth of interaction. If no correction
is applied, the spectra of photon lines show a characteristic tailing.
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Methods to mitigate the tailing exist, for example, single carrier sensing or bi-
parametric analysis [8], however, such more complicated schemes might be at odds
with the reliability and simplicity requirements of a space instrument.

Another way to reduce the tailing is to increase the electric field, so that the
charge collection time is well below the carrier lifetime. With the advent of good
quality Schottky electrodes on CdTe, it became possible to apply bias voltages up to
several 100 V per mm, without increasing the leakage current substantially, which
limits tailing to negligible levels.

1.1.3 Bias Polarization

A consequence and disadvantage of the Schottky electrode configuration is bias
polarization, i.e., a change of the electric field as function of time under bias due to
increasing space charge from ionizing deep acceptors [9, 10].1 At room temperature
the time scale of the process is only minutes, whereas it becomes weeks or months
when the sensors are cooled to −20 ◦C. Since short bias resets of a few minutes
are sufficient to restore the initial sensor behaviour, the operational detriment of
polarization in cooled instruments is small.2

Polarization increases the electric field strength near the Schottky contact and, via
barrier lowering, the leakage current. Figure 1 illustrates the polarization and bias
reset effects on the leakage current for two temperatures. Also seen on the left plot
is that too short depolarization results in incomplete recovery: polarization proceeds
faster afterwards. Generally, longer depolarization is expected to be required at
lower temperatures since electron release from ionized, localized deep acceptors
depends on the presence of nearby holes, and thus their thermal movement.

There are indications that the polarization time scale of proton irradiated sensors
becomes substantially shorter even when cooled (see Sect. 3). Another disadvantage
of Schottky electrodes is their delicate nature, preventing efficient thermal annealing
of sensors degraded by displacement damage.

Further information about CdTe, its band structure, and explicit derivations of
the signal generation principles can be found in [11]. For reference, typical room
temperature carrier transport parameters for CdTe are:

1This effect has to be distinguished from rate polarization, which is a change of the electric field
at high event rates, when the average signal current is no longer negligible compared to the dark
current.
2The ionized acceptors can quickly release their electrons to the valence band once the hole density
is large. Contrary to the ionization process, there is no energy barrier involved, but the process is
still not instantaneous, as the hole density is finite.
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Fig. 1 Leakage current measurement with a 10 × 10 × 1 mm3 CdTe sensor at −200 V bias.
Temperature −6 ◦C, bias resets (0 V) for 1 min (left), and 4 ◦C, bias resets for twice ten and once
2 min (right)

Carrier type Electron Hole

Mobility (cm2/(V s)) 1100 100
Lifetime (µs) 3 1
Mobility-lifetime product (cm2/V) 3.3 × 10−3 1 × 10−4

Drift length @ 200 V/mm (mm) 66 2
Drift time for 1 mm (ns) 45 500

The mobility scales with absolute temperature T approximately as T −3/2 for the
temperatures of interest.

1.2 Cadmium Zinc Telluride

CZT is an alloy of CdTe and ZnTe. The resulting band gap can be adjusted by the
alloy blending ratio, and for a typical value of 10% ZnTe is ≈0.05 eV higher than
in CdTe. The resistivity of CZT is about an order of magnitude higher and allows
room temperature operation, although cooling still improves spectral performance.
Explicit Schottky contacting, for example, with indium, is possible, and in [12] also
platinum was found to form a Schottky barrier, in contrast to its ohmic behaviour on
CdTe (raising the question of polarization).3

Being a ternary semiconductor, CZT is even more difficult to produce with
high crystal quality compared to CdTe and naturally has more defects, resulting
in generally worse carrier transport properties. The electron mobility was found to
be identical to the value for CdTe in [13], but the electron lifetime was shorter,

3The characteristics of contacts depend sensitively on surface layers and defects. Fermi level
pinning might alter the behaviour from what would be expected by the bulk material parameters.
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in the range 400 ns to 1000 ns for different samples. Mobility-lifetime products of
1.4 × 10−3 cm2/V for electrons and 1 × 10−5 cm2/V for holes are reported in [14].
For sensor thicknesses up to a few millimetres, electrons are still nearly completely
collected, whereas most holes will be lost after one drift length, before reaching
the cathode. As a result, the measurement signal consists of a fast rising electron
part with amplitude roughly proportional to the interaction depth, and a small, slow
rising, nearly constant contribution from holes. To obtain high spectral resolution in
this case requires some depth sensing capability.

1.3 Heritage of CdTe and CZT in Space Experiments

1.3.1 Integral

An array of 16384 ohmic (platinum electrode) CdTe:Cl crystals of size
4 × 4 × 2 mm3 is used in the coded-aperture IBIS imager of the Integral satellite,
launched in 2002 and still operational [15]. They are cooled to about 0 ◦C. The
lower photon energy limit of the instrument is about 15 keV, the full-width-half-
maximum (FWHM) resolution at 59.6 keV is 6.3 keV. The on-board calibration
source is sodium-22.

A custom-developed 4-channel ASIC is used in the front-end, measuring both
pulse height and rise time, such that an estimate of the interaction depth and
correction for hole carrier loss is possible. The power consumption is 2.8 mW per
channel.

1.3.2 Swift

The coded-aperture Burst Alert Telescope (BAT) on the Swift Gamma-Ray Burst
Mission, launched in 2004 and which is also still active, uses 32768 CZT sensors
(4 × 4 × 2 mm3) operating at 20 ◦C and at about −200 V bias. It achieves a lower
energy limit of 15 keV (individual detectors 10 keV) [16]. The FWHM resolution at
59.6 keV is 3.3 keV. Americium-241 is used as on-board calibration source.

The front-end ASIC is a 128-channel, self-triggering XA1.23 (Ideas, Norway,
2.8 mW per channel), each channel containing a charge sensitive pre-amplifier,
shaping amplifier, and discriminator.

1.3.3 Chandrayaan-1

The HEX spectrometer on-board the Chandrayaan-1 moon mission, launched in
2008 and operational for about half a year, used nine 4 × 4 cm2 CZT crystals
of 5 mm thickness, each with 256 pixels of area 2.5 × 2.5 mm2 and XAIM3.2



114 O. Grimm

ASICs (Ideas, 3.2 mW per channel) [17]. Ground testing indicated a 12 keV FWHM
resolution at 59.5 keV.

1.3.4 NuSTAR

The Nuclear Spectroscopic Telescope Array (NuSTAR), launched in 2012, has two
separate telescopes, each with four 2 × 2 cm2 CZT crystals of 2 mm thickness
in the focal plane. The crystal anode is subdivided into 1024 pixels [18]. The
FWHM resolution at 68 keV is 900 eV and the low-energy threshold 3 keV, with
the detectors cooled to about 5 ◦C and at −400 V bias. Europium-155 is used as
on-board calibration source.

Due to the small pixel size, pixels neighbouring the primary interaction will
register a signal of opposite polarity that results from incomplete cancellation of
electron and hole transient signals (unless substantial charge sharing occurs). The
NuCIT read-out ASIC (Caltech, 100 µW per channel) samples signals of both
polarities, and ground processing can then estimate the depth of interaction and
correct for the effects of charge loss. In addition, the small pixel size of 0.6 mm
provides sensitivity predominantly to the electron signal due to weighting field
concentration.

1.3.5 AstroSat

The AstroSat mission, launched in 2015, uses 64 CZT crystals, 5 mm thick, having
in total 16384 pixels of area 2.46 × 2.26 mm2 in the CZTI coded-mask imager to
cover an energy range from 20 keV to 150 keV [19]. The energy resolution is better
than 7.2 keV FWHM at 60 keV for most pixels with the detectors at about 10 ◦C.
Americium-241 is used as on-board calibration source.

1.3.6 Hitomi

A single 34 × 34 × 0.75 mm3 double-sided strip CdTe sensor (128 strips, pitch
250 µm) with an aluminium Schottky electrode was used for the HXI instrument
of the short-lived Hitomi mission, launched in 2016 [20]. HXI was a combined
silicon/CdTe imager, with CdTe covering the photon energies above about 30 keV.
The FWHM resolution at 60 keV was found in orbit to be 2 keV with the sensor
temperature kept below −25 ◦C. VATA461 ASICs (Ideas, 1.2 mW per channel) were
used.

CdTe pixel sensors (pitch 3.2 mm) with the same thickness and similar wafer
size, but using indium as Schottky electrode, were used for the SDG Compton
camera in Hitomi.
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A similar double-sided strip detector as for HXI, but with pitch 60 µm, was also
used for two flights of the sounding rocket experiment FOXSI [21], obtaining a
FWHM resolution of 1.3 keV at 60 keV in laboratory tests.

1.3.7 ASIM

The Atmosphere Space Interaction Monitor (ASIM), launched in 2018 and installed
on the ISS, contains the coded-aperture MXGS instrument [22]. Its low-energy
detector uses 256 CZT sensors of size 20 × 20 mm2, 5 mm thick, each one with 64
pixels, operating at 10 ◦C. The FWHM resolution at 60 keV is 6 keV and the low-
energy threshold is 15 keV. Cadmium-109 is used as in-flight calibration source.

The front-end ASIC is a 128-channel XA1.82 (Ideas), with about 500 µW power
consumption per channel.

1.3.8 Spektr-RG

The Spektr-RG (SRG) X-ray observatory was launched in 2019. The ART-XC
imaging X-ray telescope uses seven 30 × 30 × 1 mm3 double-sided strip CdTe
sensor (48 strips on either side, pitch 595 µm) with aluminium Schottky electrodes
[23]. The energy range is 4 keV to 30 keV, the upper limit due to the reflectivity of
the Wolter mirror system, the energy resolution about 1.3 keV at 14 keV with the
detectors cooled to −22 ◦C. Iron-55 and americium-241 are the in-flight calibration
sources.

Readout is with VA64TA1 ASICs (Ideas, 0.9 mW per channel).

2 CdTe in STIX, Space Design Considerations

The Spectrometer/Telescope for Imaging X-rays (STIX) [24] is an instrument on-
board the Solar Orbiter mission of the European Space Agency [25], launched on
10 February 2020. The detector employs 1 mm thick chlorine-compensated CdTe
sensors of area 10 × 10 mm2 for imaging of solar thermal (above 10 MK) and non-
thermal X-ray sources. The aluminium Schottky anode4 is segmented into 8 large
(9.6 mm2) and 4 small (1 mm2) pixels, the platinum cathode is monolithic. The
energy range of the instrument is 4 keV–150 keV, the FWHM energy resolution
has been measured in flight to be 1 keV at 31 keV for the small pixels and 1.2 keV
for the large ones.

4The anode is made from three layers: gold, titanium, and aluminium. Gold is used to ease external
bonding and for surface protection, the intermediate titanium layer for improved mechanical
contact of the gold layer to the Schottky contact forming aluminium.
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Fig. 2 Moire pattern
generated by X-rays
vertically impinging on two
grids with pitches
666 µm/690 µm and angles
60°/64°. The black rectangle
indicates the grid size, the
blue lines the pixel structure
on the detectors. Figure from

[26], © IOP Publishing Ltd and

SISSA Medialab Srl. Reproduced

by permission of IOP Publishing.

All rights reserved

STIX uses a Fourier imaging technique. Pairs of X-ray opaque tungsten grids
cast a Moiré patterned shadow on the 32 detectors. The orientation and pitch of the
grids and the phase of the pattern on the detectors encode a Fourier component
of the source distribution, as illustrated in Fig. 2. The low telemetry allocation
of 700 bits per second average allows to transmit only energy-binned count rates
to ground for image reconstruction. As the image information is contained in
the count rate differences between pixels, a precise energy calibration of the bin
boundaries is required to minimize image blurring. Since the solar X-ray sources
have steeply falling thermal spectra at lower energies, a high instrument resolution is
required to allow deduction of the source temperature from the slope with acceptable
uncertainty. Weak on-board barium-133 radioactive sources are used for energy
calibration.

The instrument development was accelerated significantly by the availability, at
project start, of a read-out ASIC and a space-qualified hybrid design which could
be adapted to the particular requirements of STIX. The modified design resulted in
the Caliste-SO hybrid [27] with a power consumption of about 1 mW per channel.
To maintain the space qualification, in particular to protect the crystal bonding that
is potentially sensitive to humidity, most ground testing and all storage was either
in vacuum or in a dry nitrogen atmosphere. Also the spacecraft provided nitrogen
flushing until launch.

2.1 Sensor Selection

The quality of individual CdTe samples often varies substantially, even within a
single production batch. For STIX it was found necessary to judge each sample
based on three selection criteria [28]: (a) type, number, and location of microscopi-
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Fig. 3 View of the pixelized Schottky anode side of a STIX CdTe detector (left) and the CdTe
interface board used for sensor selection testing (right). The sensor size is 10 × 10 mm2. Visible
are the large and small pixels, and the surrounding guard ring. The interface board is connected to
an ASIC board underneath. Figures from [28], © IOP Publishing Ltd and SISSA Medialab Srl. Reproduced by

permission of IOP Publishing. All rights reserved

cally visible surface defect, (b) total and pixel leakage current, and (c) spectroscopic
resolution. Leakage current and resolution were measured both at room temperature
and when cooled to about −20 ◦C.

Visual inspection was performed first as it provided the quickest removal of
unsuitable samples. Besides obvious damage, surface defects at certain locations,
which otherwise might not have had a performance penalty, had to be avoided to
guarantee good bonding to the Caliste-SO hybrid.5

Since CdTe is a brittle material, handling should be minimized. An interface
board was designed for the electrical characterization, so that a sensor had to be
mounted only once (Fig. 3, right). The board uses low-force spring contacts coated
with a soft electroconductive polymer and a thin Gold layer for electrical contact to
the pixels. A cut-out in the top copper cover allows X-rays from radioactive sources
to pass. A soft carbon foil between the cover and the crystal prevents damage to the
platinum cathode.

The fabrication of the sensors started with oversized raw crystals with monolithic
electrodes (14 × 14 × 1 mm3), procured from the Japanese company Acrorad.
Patterning was performed at the Paul Scherrer Institute in Switzerland using
photolithography and a plasma etching process, followed by dicing to the final size
of 10 × 10 mm2. The pixel structure (Fig. 3, left) consists of four stripes to sample
the Moiré pattern, further subdivided into two large and one small pixel to address

5There are more bond locations than needed for the electrical contacts. Additional bonds ensure
mechanical stability and vibration resistance. Frequent surface defects were found to be aluminium
delaminations, likely due to underlying imperfections in the crystal.
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Fig. 4 Measured laboratory spectrum resulting from exposing a STIX CdTe crystal, cooled to
−20 ◦C, to 133Ba and 241Am X-rays. Line source isotope and energies in keV are indicated

the large dynamic range in count rates. A guard ring along the crystal border protects
the pixels from edge-related leakage currents.

A laboratory spectrum obtained with a STIX sensor exposed simultaneously to
133Ba and 241Am radioactive sources is shown in Fig. 4. In addition to the source
lines, also escape lines due to fluorescence photons leaving the detector are seen.

The tailing due to short hole lifetime is clearly visible for the line at 81 keV. In
addition, the largest line at 31 keV also shows some tailing towards the left, despite
its signal being almost entirely from electrons with a very long drift length. This is
attributed to a near-surface damage layer, reported in [29] and investigated for its
effect on X-ray spectra in [30]. Photon lines in the energy range from about 20 keV
to 40 keV are most affected because conversions occur all through the affected
surface layer, but only rarely in the bulk.

2.2 Thermal Constraints

Cooling of the sensors to at least −20 ◦C is a key requirement in order to obtain
good spectral resolution and to manage the bias polarization time scale. Due to
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the low instrument power allocation of 8 W, no active (e.g., Peltier) cooling was
feasible. Instead, passive cooling via a spacecraft-provided radiator is employed.
Size constraints of this radiator limit the allowable heat load to about 3 W, thus
the thermal design was of high importance. Maintaining such a low heat load
(which includes 1.2 W of electrical power) while the spacecraft environment is at
nearly 50 ◦C was achieved by designing a cold unit, an enclosure thermally isolated
by multi-layer insulation (MLI) and minimum-cross section mechanical support
elements. Other than the Caliste-SO hybrids, only a small amount of analogue front-
end electronics is contained in this enclosure. Digital electronics and power supplies
are mounted separately, thermally connected to the warm environment, electrically
connected to the front-end with Kapton cables of low heat conductivity. It was
necessary to manufacture the MLI enclosure, despite its complicated shape, as a
single piece with little stitching. No openings in the field-of-view of the detectors
were possible, therefore the X-ray attenuation of the MLI had to be carefully
considered.

Thermal design is an area that is often initially neglected in space detector
systems. The constraints of the vacuum environment and the limited heat rejection
only by inefficient radiators to deep space are unfamiliar from ground-based
instruments. Late thermal re-design can be especially costly and disturbing as it
affects the basic mechanical layout. It is advisable to invoke expert advice in this
field early on in a project.

2.3 Reliability and Redundancy

Due to the non-serviceability of almost all space instruments and their typically
extended operation period, long-term reliability is one of the prime design goals.

On component, material, and process levels, rigorous space qualification is
attempted if no prior space heritage can be demonstrated. Qualification typically
involves applying stresses (e.g., vibration levels or temperatures) well beyond those
expected in flight, and demonstrating that no unacceptable degradation occurred.
This is often a lengthy and costly process, with the risk of not being able to
successfully qualify, thus for a science instrument usage of not yet qualified
components might jeopardise schedule or budget. Sometimes suitably de-rated,
standard commercial components can be used instead.

Redundancy is a further important contribution to reliability. Due to the typically
tight mass constraint, complete redundancy, which maintains the full instrument
performance in case of a failure, is not always chosen. Instead, redundancy is
implemented at various levels in the design, depending on the added complexity
that it entails, attempting to achieve a graceful degradation in case of a failure, so
that the scientific output of the instrument is reduced, but not eliminated.

As example from STIX, the bias distribution system uses two independent high-
voltage DC-DC converters. Cross coupling of each detector to both converters
would have been component and space intensive (due to the required isolation
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distances). Instead, each converter supplies half of the detectors which are connected
such that if one converter fails, the remaining detectors still provide data for the full
Fourier range, i.e., maintaining imaging capability, but at reduced performance with
only half as many Fourier components.

On the contrary, connecting two cold-redundant low voltages or signals to a
single component is relatively straightforward, therefore a top level redundancy is
available for the low voltage power supplies and the digital control. For similar
reasons, each of the two redundant 28 V spacecraft power supply lines is connected
to only one of the two redundant STIX power supply units, whereas the two
SpaceWire communication lines are cross-coupled to either side.

In implementing redundancy, it has to be considered on a case-by-case basis if
the extra complexity that is inevitably required, and which contains a risk for failure
itself, is worth the effort, or might potentially even lower the overall reliability.

A further important step towards reliability for space instruments is acceptance
testing of the completed instruments, and of sub-components earlier, with the main
purpose to identify workmanship problems. This typically involves performance
tests, but also mechanical and thermal-vacuum tests with levels reduced compared
to the qualification process, but which still demonstrate margin to the expected in-
flight conditions.

A particularity of space instruments is that one significant design driver, resis-
tance to vibration and mechanical stress, is due to conditions that almost exclusively
occur before instrument operation, i.e., during the few minutes of launch. This
affects testing, as pre-stressing components for this one-off launch condition should
be minimized.

3 Displacement Damage by Energetic Protons

The relatively poor carrier transport properties of CdTe are further degraded by
exposure to energetic charged particles or to neutrons, both of which can generate
crystal defects by atomic displacements. Environments having significant fluxes of
such particles are more likely found in space than in terrestrial applications, except
for some particle and nuclear physics experiments, therefore considering sensor
degradation due to this effect is an important step in the design of a space-based
X-ray detector.

The relevant quantity to estimate the severity of a given particle spectrum is
the non-ionizing energy loss (NIEL). To explain the significance of NIEL for
evaluations of detector systems, first the ionizing energy loss is briefly considered,
helping also in clarifying the terminology.
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3.1 Ionizing Energy Loss

Effects of shielding and energy deposition (dose) in materials for protons and
heavier charged particles can be described well with the Bethe energy loss formula.
The Bethe formula is derived from considering the energy transfer to shell electrons
of the target material by a passing heavy charged particle, therefore yields by
construction the ionizing energy loss. Integrating the Bethe formula for a given
particle fluence yields the total ionizing dose (TID, energy per unit mass).

The Bethe formula for the ionizing energy loss per unit distance, dE/dx, is in SI
units and for the momenta that are of interest here6 [31, Section 33]

−dE

dx
= 4π

mec2 × nez
2

β2

(
e2

4πε0

)2 (
ln

2mec
2β2γ 2

I
− β2

)
.

me is the electron mass and ne the electron density in the target material. ze is the
charge of the incoming particle, βc its speed, and γ −1 = √

1 − β2, thus E = γMc2

with M the incoming particle mass.
The mean excitation potential I depends on the target material and can be

approximated to better than 10% accuracy by I = Z · 10 eV, where Z is the atomic
number of the target material, for Z > 15. The electron density ne follows from Z

and the target material density ρ and (average) atomic mass Au (u being the atomic
mass unit) as ne = ρZ/(Au).

The quantity (dE/dx)/ρ is known as the linear energy transfer (LET) in
dosimetry.7 Multiplying LET with a particle fluence F yields the total deposited
ionizing dose, which scales to first order with Z/A.

Since this equation describes the dominant energy loss mechanism, it can be used
to calculate the modification of an incoming charged particle spectrum by shielding
material. As an example, Fig. 5 gives both the predicted mission-integrated proton
fluence spectrum for Solar Orbiter without shielding, and assuming an average
spherical aluminium shielding of 4 mm thickness for an instrument located inside
of the spacecraft.

For comparison with other radiation environments, the TID deposited by protons
in the CdTe sensors, calculated with the Bethe formula for 0, 4 mm, and 10 mm
spherical aluminium shielding, is 2170 Gy, 140 Gy, and 46 Gy, respectively.

6The formula is valid for 2γme 
 M and βγ > 0.1. The particles relevant for the majority of
sensor degradation in a space environment will have non-relativistic energies, γ ≈ 1, and, for
50 MeV protons, β ≈ 0.3.
7The nomenclature in [31] calls dE/dx the linear stopping power and LET the mass stopping
power.
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Fig. 5 Mission-integrated (10 years) incoming proton fluence spectrum for Solar Orbiter, and after
modification by traversing 4 mm of aluminium (calculated using the Bethe formula and with data
from [32])

3.2 Displacement Damage

Displacement damage refers to defects in the crystal created by displacing atoms
from their correct lattice positions. The initial interaction of an energetic heavy
particle may result in a so-called Primary Knock-on Atom (PKA), which, depending
on energy, can displace further atoms. A displaced atom might migrate due to
thermal motion for a while before forming a stable defect, or until re-settling into a
correct lattice position. The latter process is the basis of thermal annealing. A PKA
is the result of energy transfer to the whole atom, not to a shell electron (excitation
or ionization), therefore the term non-ionizing energy loss is used.

The threshold energy that has to be imparted on a lattice atom to displace it is in
the range 10 eV to 50 eV. As the collision of the incoming particles is with atoms at
rest, the required kinetic energy for a displacement is much lower for protons and
heavier ions than for electrons. For Cd or Te, the threshold kinetic energy of protons
is 600 eV, but 700 keV for electrons.

NIEL is expressed in the same units as LET, for example, in MeV cm2/g.
There is no theory with a relatively simple, analytic result analogous to the Bethe
formula that would allow to calculate NIEL from first principles, and experimental
determinations of this quantity are difficult since NIEL typically amounts to only
a small fraction of LET. Instead, numerical calculations of the energy deposited
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into atomic displacements are performed, using as input experimental cross-section
values for elastic and inelastic interactions between the incoming particle and the
target material. Results of such calculations are available in [33] for various particles
and target materials. NIEL does not depend strongly on the target.

An extensive review of displacement damage and relevant literature is found in
[34].

3.3 Equivalent Fluence Calculation

Sensor degradation by energetic charged particles can be studied in a controlled
manner best at irradiation facilities that provide well defined beams of such particles.
However, as facility beam time is relatively expensive, it is usually not feasible
to precisely reproduce the shape of the expected in-flight spectrum. Instead, a
compromise has to be found between representing the particle spectrum accurately,
the preference for lower fluxes (which typically characterizes the actual instrument
operation situation better), the desire for higher statistics, and the required time.

Experience shows that a linear relationship between NIEL and an observed,
suitably quantified degradation effect is often a useful approximation. Assuming
that such a relation holds, the actual particle spectrum seen by the instrument can be
replaced for testing purposes by a single particle energy and a fluence that results in
the same integrated NIEL. It is advisable to use the same particle type that dominates
during operation also for laboratory testing.

A general recommendation for the case of using only a single beam energy is
to choose it as the mean particle spectral energy weighted with the NIEL function
[34]. For the case of the attenuated proton spectrum �(E) from Fig. 5 and NIEL
data for silicon, the result is 38 MeV, whereas the mean energy of the spectrum
without applying weights is 52 MeV.

The required equivalent fluence �eq at energy Etest, assuming the validity of
NIEL scaling, can be calculated from

�eq(Etest) = 1

NIEL(Etest)

∫
�(E) NIEL(E) dE,

and, again for the previous example, yields �eq(Etest) = 1.6 × 1011 cm−2.
Consideration must also be given to neutrons, both in the primary beam of the

test facility, and possibly generated by nuclear reactions in shielding material or
collimators. A too large neutron flux, compared to the one expected in flight, would
reduce the representativeness of the test. Estimating the neutron flux might require
modelling the set-up in a particle tracking code, for example, Geant4 or FLUKA.
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3.4 Literature

The available literature on the effects of energetic protons on CdTe performance is
limited and scattered among different parameter sets. Some results for Schottky-
CdTe are:

• Severe degradation in spectral performance was seen after exposure to a fluence
of 1011 cm−2 with 200 MeV protons, and the detectors were found to polarize
much faster [35]. Peak broadening and a decrease in the electron drift length by
one order of magnitude were observed already at a fluence of 1010 cm−2. The
Schottky electrode was made of aluminium.

• Nearly no detectable degradation was found for protons in the energy range
10 MeV to 200 MeV up to a fluence of 6 × 109 cm−2 [36].8 The authors investi-
gated Schottky electrodes based on indium and aluminium.

• For an indium-Schottky electrode and 22 MeV proton energy, little degradation in
spectral resolution was seen up to a fluence of 1010 cm−2, whereas the resolution
was nearly seven times worse at 1012 cm−2 and the electron mobility-lifetime
product reduced by two orders of magnitude [37]. The leakage current at −15 ◦C
was nearly unchanged. This study found CdTe unsuitable for the BepiColombo
SIXS instrument due to this degradation by displacement damage.

Ohmic-contact CdTe sensors were investigated with 700 keV protons to a fluence
of 1.2 × 1012 cm−2 [38]. The range of protons at this energy is very short, thus
displacement damage is concentrated near the entrance electrode. The authors found
the formation of a high density of electron traps.

The effects of 2 MeV protons (up to 2.1 × 1011 cm−2), low-energy neutrons (to
1014 cm−2), and high-energy neutrons (to 1013 cm−2) on ohmic-contact CdTe were
examined in [39]. The sensor degradation at the upper fluence level was substantial
in all cases. This reference also provides band gap energies of carrier traps that were
identified with photo-induced current transient spectroscopy.

Other studies are available for CZT detectors. The mobility-lifetime product
for electrons, not for holes, is reported to be strongly affected by irradiation with
199 MeV protons at fluence 2.5 × 109 cm−2 [40]. The effect of neutrons has been
investigated with no significant degradation seen for a fluence of 1010 cm−2 [41].

A comprehensive overview and many references about radiation effects in
silicon, germanium, and GaAs are given in [42], which might help to elucidate the
basic relations in CdTe as well.

8The five year in-flight fluence, calculated in the reference for the Hitomi mission, was found to
be 1010 cm−2 without shielding and 2.6 × 109 cm−2 with 3 cm of bismuth germanate (scintillator)
shielding. These numbers are representative for a satellite on a typical low-earth orbit.
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3.5 Proton Irradiation Study with STIX Sensors

To predict the expected sensor degradation for STIX over the duration of the
Solar Orbiter mission, and to evaluate possible mitigation options, e.g., shielding,
increased bias voltage, or decreased temperature, irradiation studies were performed
at the Proton Irradiation Facility of the Paul Scherrer Institute, operated in coop-
eration with ESA. Sensors were irradiated up to the above calculated fluence
of 1.6 × 1011 cm−2 in steps of 20% and subsequently characterized by spectral
measurements. Details of the set-up and analysis principles are given in [43],
here only the main points are reproduced.9 As there are no indications that the
initial displacement damage depends on bias voltage or environmental conditions,
irradiations were performed in air and without bias.

Barium-133 was used to obtain spectra of the irradiated crystals and performance
parameters were extracted by applying the fitting procedure detailed in [30]. The
procedure essentially combines the Hecht formula (giving the signal induced on the
electrodes as function of photon absorption depth) with the exponentially attenuated
photon beam intensity as function of depth, using the relevant absorption length,
and this way simulated spectra are generated that can be fitted to the observed data.
Electronic noise is considered by Gaussian spectral broadening. The free parameters
of the fit are the peak heights of the main X-ray lines, the width of the Gaussian
broadening, and the electron and hole drift lengths, λe and λh.

Example spectra and corresponding fits for different fluences are shown in Fig. 6.
Since fluorescence, escape lines and charge sharing are not modelled, the reduced
χ2 is mostly well above unity. All shown measurements were performed under
vacuum with the sensors cooled to −20 ◦C and at a bias of −300 V.

Figure 7 shows the evolution of the parameters with fluence. Parameters are
obtained for each pixel, however, the number of counts in the small pixel spectra
is small and results in comparatively large parameter uncertainties. In addition, the
small pixel effect10 affects the extraction of bulk material parameters. Therefore,
only results for large pixels are shown. Further, data points with an exceedingly
large reduced χ2 (above 20) are excluded.

No substantial annealing was observed by storing the irradiated sensors for 18
months at room temperature and repeating the spectral characterization, in line
with [39]. Annealing at a temperature of 50 ◦C for 6 days was attempted in a
climate chamber, exposed to air with 10% relative humidity. The main result was,
however, an increase in the leakage current of more than an order of magnitude and
a spectral resolution much worse than before. This might be attributed to the delicate
nature of the Schottky contact that is damaged by extended exposition to elevated
temperatures.

9Figures in this section are also taken from [43] and are © Elsevier (2020).
10Since the transverse dimensions of the small pixels are comparable to the sensor thickness, carrier
drift near the pixel anodes has a larger influence on the measured charge induction signals than drift
further away due to weighting field concentration [1, Section 7.2].
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Fig. 6 133Ba spectra and fitting results for each fluence, measured at −20 ◦C and with a bias
voltage of −300 V. The highlighted bands indicate the count ranges used for fitting. 100% fluence
corresponds to 1.6 × 1011 protons per cm2

3.5.1 FWHM at 31 keV

The increase of the FWHM at 31 keV with fluence has been shown to be related
to an increasing sensor capacitance and the resulting increase of electronic noise in
the readout chip [43]. The capacitance C of a plane-parallel capacitor is inversely
proportional to the electrode distance d. Within the depletion approximation, the
depletion zone width W of a semiconductor is inversely proportional to the square
root of the effective semiconductor dopant density Neff. By equating W to d, it is
found that Neff ∼ C2, so an increasing capacitance can result from an increasing
effective doping density.

The depletion approximation stipulates that all available acceptor and donor
levels below the Fermi level are ionized within a distance W from the electrode.
Due to band bending near the Schottky contact, those levels can include deep trap
levels. The capacitance observations thus might be explained by an increase in deep
acceptor traps with fluence, an effect which has indeed been described in some of
the references given in Sect. 3.4.
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Fig. 7 Fluence dependency of the FWHM of the lines at 31 keV and 81 keV, and of the electron
and hole drift lengths. The data points at zero fluence show the values for all large pixels of all
crystals, colour differentiates the eight large pixels, and data points for the two crystals that were
irradiated to each fluence percentage are slightly offset to the left and right

3.5.2 Electron Drift Length

A clear observation is the substantial, systematic reduction of the electron drift
length with fluence. The value at zero fluence is too large to be extracted from the
spectra, but is expected to be in excess of 50 mm from literature data, so even the
smallest fluence of 20% affects this parameter strongly.11 When λe approaches the
thickness of the sensor, the average signal amplitude decreases, an effect that can be
readily identified in Fig. 6 for the lines around 31 keV.

Assuming that the initial electric field, after bias application, does not change
substantially with fluence, and that the carrier mobility is unaffected,12 the electron
lifetime is seen to be roughly inversely proportional to the fluence, τe ∼ F−1 (for
larger fluences). Minority carrier lifetime is inversely proportional to the trap density

11In [35], a decrease of the electron drift length by one order of magnitude was observed for 10%
of the maximum fluence used here.
12For silicon, irradiations with 17 MeV protons left carrier mobilities largely unchanged [44], but
affected the lifetime.
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Nt, thus Nt ∼ F . If deep acceptor traps are located above the Fermi level in the bulk
of the sensor, they will mostly be empty and can easily capture electrons from the
conduction band.

3.5.3 Hole Drift Length

The hole drift length shows a step-wise increase above 20% fluence and then
large scatter, possibly indicating improved hole transport. There is presently no
explanation for this behaviour.

The deep acceptor traps just mentioned cannot efficiently capture holes from the
valence band since most traps are neutral and unable to release an electron to the
valence band. Only ionized traps have electrons available, but since electrons are
minority carriers, the effect on the majority holes is expected to be small. This at
least provides an explanation why the fluence effect on λe is much stronger.

3.5.4 FWHM at 81 keV

The substantial width increase at 81 keV is predominantly a result of the decreasing
λe and the stronger tailing that follows, with a small contribution from the increasing
electronic noise. Due to the complicated shape of this line, especially for short
electron drift lengths, its FWHM is not a very useful performance parameter on
its own.

3.5.5 Leakage Current

The pixel leakage currents of the irradiated crystals as function of fluence are shown
in Fig. 8. Because the current is very different for small pixels, large pixels, and the
guard ring, the data is presented as ratio of current before and after irradiation (at
zero fluence, all data points would thus be at unity). The measurement was made a
short time after bias application.

The leakage current is determined by both the bulk material resistivity and the
Schottky barrier height. It is presently not clear how the latter might be affected by
bulk displacement damage. For an ideal Schottky contact, the barrier height depends
only on the difference in metal Fermi level and the conduction or valence band
energy of the semiconductor. In principle, changes in effective doping can therefore
affect the barrier height, as the doping determines the band levels relative to the
Fermi level. In practice, however, Fermi level pinning at the interface can modify
this behaviour substantially.

An increasing resistivity from displacement damage has previously been seen
[42, Section 2.3.2], attributed to a change in the compensation mechanism. A
resistivity increase was also found to correlate with an increased concentration of a
mid-gap deep trap at an energy of 0.77 eV above the valance band [39].
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Fig. 8 Evolution of the leakage current, relative to its pre-irradiation value, for 8 large and 4 small
pixels (L,S), and the guard ring (G), as function of fluence. Bias −200 V, temperature −20 ◦C. The
data points from different crystals are slightly offset to the left and right

3.5.6 Polarization Time Scale

As described in the first section, the leakage current generally increases with time
after application of bias voltage, one symptom of the polarization effect. The time
scale of current increase was found to be less than an hour for a sensor exposed to
the maximum fluence and measured at −300 V and −23 ◦C, whereas it was stable
over multiple days before irradiation.

If indeed the density of deep acceptors does increase with fluence, and conse-
quently the space charge density and electric field near the anode also increase,
aggravated polarization with fluence is to be expected.

3.6 Conclusions on Radiation Hardness of CdTe

The available data indicates that the spectral resolution of CdTe sensors is affected
only little up to a proton fluence of ∼1010 cm−2, in particular if the detector is
sufficiently cooled in operation. Although the electron drift length reduction is
already substantial for low fluences, this does not become apparent in the spectra
for sensors of only a few millimetres thickness.
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A further increase in fluence to around 1011 cm−2 results in considerable
degradation of the spectral performance. This might be explained by a strongly
decreasing electron lifetime, reducing by more than one order of magnitude, in
which case higher energy photon lines become very broad and develop a double-
peak structure (Fig. 6). Spectral tailing is then dominated by electron charge loss.
Also low-energy line widths increase noticeably, possibly due to an increased
capacitance of the irradiated sensors, and average signal amplitudes decrease.

The polarization time scale appears to become a lot shorter at large fluence.
Although polarization can be removed completely by a brief time of zero applied
bias, too fast polarization might still render CdTe unsuitable for high spectral
resolution applications at such particle fluences due to the dead time from frequent
bias resets. Further insights about the origins of the observed spectral degradation
might be obtained by more detailed studies of the polarization process as function
of bias voltage and temperature.

The general mechanism for the observed parameter changes could conceivably
be an increase of acceptor-like deep traps with fluence. It is known they exist in
CdTe and their density is influenced by irradiation with protons and other particles
[45, 46].

Sensor cooling increases the fluence up to which good energy resolution is
maintained.13 An open point is how further cooling to well below −20 ◦C might
benefit the performance of strongly irradiated material.

Other detector materials than CdTe might be a better choice in challenging
radiation environments. They may not have the good initial energy resolution, but
if the radiation degradation is more favourable, better average performance might
be provided over the mission duration. A potential argument for CZT under such
condition is that the absence of a delicate Schottky electrode might make thermal
annealing an option to periodically re-establish good performance (the literature
on this subject is, however, not conclusive, see, for example, [47]). In addition,
bias polarization might remain absent or less severe in detectors with near ohmic
contacts.

4 Summary

Substantial progress has been made in understanding CdTe, both from a manufactur-
ing point of view, from laboratory studies, and by its behaviour in operating X-ray
detecting instruments. Fine details, for example, about native defects and those
from radiation-induced displacement damage, are not nearly as well investigated
as for silicon or germanium, but are known empirically well enough to predict most
practical aspects of detector operation.

13To illustrate the opposite, spectral measurements at room temperature showed severe degradation
of CdTe sensors already after a proton fluence of only 3.6 × 1010 cm−2 [43].



CdTe Sensors for Space-Based X-ray Detectors 131

Only a few examples of space-based instruments using high-resolution CdTe
sensors with a Schottky electrode exist, none so far with long-term operation
experience. A larger number of instruments have chosen CZT, however, with
comparatively lower energy resolution and higher low-energy limit. Only NuSTAR
achieves a resolution in the range of 1 keV at low photon energy, albeit with small
pixels and a comparatively complicated read-out to obtain depth of interaction
information.

As far as the radiation environment is not too severe, for example, in near-Earth
orbit, Schottky-CdTe sensors allow a relatively simple, robust X-ray detection, also
achieving resolutions of 1 keV, while pixels can have larger areas and simple peak
sensing front-end electronics are sufficient.
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X-Ray Detectors in Medical Imaging

Witold Skrzynski

1 Introduction

Various imaging modalities are used in medical imaging. In most of them, some kind
of energy is emitted toward the patient. The energy interacts within the patient’s
tissues. The interaction leads to the creation of a signal that can be measured
with detectors, usually placed outside the patient. If the measured signal is used
to create an image, there is a need to map it to the location within the patient.
To get a meaningful image, the measured characteristics of the signal have to
differ depending on the type of the tissue or its state. Different modalities of
medical imaging can show various characteristics of the tissue because they are
based on various physical interactions. In ultrasonography, a mechanical wave with
ultrasonic frequency is reflected by the tissues, which differ by acoustic impedance.
In magnetic resonance imaging, an electromagnetic wave with radiofrequency gets
absorbed by the tissues placed in a magnetic field and then is reemitted from the
tissues. The intensity of reemitted wave depends on proton density and relaxation
times. The wave’s frequency depends on local magnetic field induction, allowing to
separate signals from different locations.

Medical X-ray imaging is based on a measurement of the X-ray beam atten-
uation. The attenuation is different for different tissues and may be additionally
modified by the presence of contrast agents (e.g., intravenously administered iodine)
if needed. There are several X-ray modalities widely used in medicine. Depending
on their application, they can utilize different energies of radiation (e.g., lower
energy in mammography than in radiography), or a different method of image
creation (radiography vs computed tomography), but the basic scheme is always
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kept: the patient is placed between a radiation source and radiation detector. The
information from the detector is used to create an image.

2 Radiography

In the early days of X-ray imaging, glass plates with photographic emulsion were
used as detectors, later replaced with films. The film is coated with a thin layer
of photographic emulsion containing silver halide, which is not a very efficient X-
ray absorber. The film performs much better in detecting visible light than X-rays.
This is why the film has been quickly accompanied with an intensifying screen. The
intensifying screen is a sheet of fluorescent material, converting the energy of each
absorbed X-ray photon to many visible light photons. When the screen is in direct
contact with the film, the film gets exposed by visible light. A combined screen-film
detector has a much higher sensitivity for X-ray detection than the film alone. The
sensitivity depends on the material used in the screen. As an example, screens with
rare earth elements more effectively absorb and convert X-ray radiation compared
to calcium tungstate screens (CaWO4). With screen-film detectors, it is possible to
obtain a radiographic image with a reasonably low patient dose. In medicine, the
film is almost always used with intensifying screens, placed permanently in a light-
tight radiographic cassette. In most cases, two screens are placed on both sides of
the film, which has two layers of emulsion on both sides (Fig. 1a). The light emitted
from the intensifying screen can penetrate the film base, reaching the second layer of
emulsion and causing image blur. Compared with the film-only detector, the use of
the screen-film decreases patient dose but at the cost of a lower spatial resolution of
the image. Similarly, a film with larger silver halide grains is more sensitive but has
a lower spatial resolution. In mammography, a good spatial resolution is essential
for good visualization of microcalcifications, and only one intensifying screen and
one layer of emulsion are usually used. In dental radiography, small objects are
imaged, and a good spatial resolution is important, while radiation dose is not of
much concern, and the film can be used alone [35].

Radiographic films require photochemical processing to convert latent images to
visible images. It is a time-consuming process; it is not environmentally friendly
and has to be done in the darkroom. Various alternatives have been proposed
over the years. Some of them gained initial interest but then were practically
forgotten due to low performance, high cost, or impracticality. As an example, the
xeroradiographic detector consists of a plate covered with an amorphous selenium
photoconductor. Before use, the surface of the plate is uniformly positively charged.
During exposure, electrons are excited in the photoconductor, causing local loss of
positive charge. After exposure, a negatively charged toner is applied. The toner
is attracted to the residual positive charge on the plate, and then it can be moved
to paper or plastic sheet, creating an image [39]. Interestingly, films that do not
require photochemical processing and can be used in daylight conditions also exist.
Radiochromic films become blackened directly by ionizing radiation, thanks to
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Fig. 1 Several detectors used in planar medical X-ray imaging (typical photon energies given for
reference): (a) screen-film detector (radiography), (b) aSi detector (digital radiography), (c) aSe
detector (digital mammography), (d) image intensifier (fluoroscopy).

radiation-induced polymerization of diacetylene (dark as polymer, colorless as a
monomer). Radiochromic films are not sensitive enough to be used for imaging,
but they may be used as radiation detectors to monitor skin doses in interventional
radiology [9].

Modern radiography has largely moved away from film detectors toward digital
imaging. Computed radiography (CR) imaging plates and digital radiography (DR)
flat panel detectors do not need photochemical processing to get an image. They
also have a much wider dynamic range then screen-film detector, e.g., 104:1 instead
of 10:1 [8], and offer possibilities for digital processing, enhancement, and storage
of the images.

In the CR systems, imaging plates are used as a radiation detector. The plate
is placed in a radiographic cassette and emits visible light when absorbing X-ray
radiation, which makes it similar to the intensifying screen in screen-film systems.
At the same time, a sort of latent image is created on the plate, which makes it
similar to film. During exposure, some electrons are trapped. During readout in
the CR scanner, the imaging plate is illuminated with red laser, causing trapped
electrons to relax to their ground state. The relaxation is associated with emission
of blue light (photoluminescence), which is measured with a photomultiplier and
used as an information to create an image. The light signal is proportional to the
number of trapped electrons, which is in turn proportional to the received dose of
radiation. Proper choice of storage phosphor materials for CR plates is essential



138 W. Skrzynski

for good performance of the system. The efficiency of radiation-to-light conversion
of the material is important, but other characteristics may be important as well.
Some materials (e.g., CsBr:Eu2+) perform better than others (e.g., BaFX:Eu2+)
because of their oriented, needlelike structure, which resembles a matrix of optical
fibers. Such a structure reduces light scatter in the readout phase, thus resulting
in less image blur even if the material layer is made thicker to achieve higher
sensitivity [8].

In screen-film systems, the energy of the X-ray radiation is converted to the image
with a time-consuming photochemical process. In CR systems, photochemical
processing is not needed, but the plate is still a passive detector – it operates without
any active means but does not provide a direct readout. Scanning of CR plates
takes time; an image is available a few minutes after exposure. In DR flat panel
detectors, the absorbed energy is converted to an electric charge within a detector,
and the image is practically instantly displayed on the computer screen. In a vast
majority of clinically used radiographic DR systems, the conversion is done with
two steps, with intermediate conversion to light (Fig. 1b). First, X-ray radiation
captured in a scintillation layer is converted to visible light. Second, the light is
detected by a matrix of photodiodes. Electric charge is stored in a capacitor and
then read out, amplified, digitized, and converted into an image. DR detectors with
such indirect conversion are often referred to as aSi (amorphous silicon), although
their amorphous silicon elements are not directly used in the detection of X-rays.
This is done with the scintillation layer, which is made, e.g., of Gd2O2S or CsI. The
materials differ in structure similarly as those used for CR imaging plates – while
Gd2O2S is granular, CsI has a needlelike structure. Direct-conversion DR systems
also exist and are often used in mammography. The energy of the absorbed X-ray
radiation is converted directly to electrical charge within the amorphous selenium
(a-Se) photoconductor (Fig. 1c). Electrons excited to the conduction band move
along electrical field lines, without spreading to the sides, and are collected by the
capacitors, similarly as in indirect DR detectors [32].

Not only detectors have evolved since the beginning of medical X-ray imaging
history. Modern X-ray tubes are very different from those used in the first
experiments: they have a higher vacuum, hot filament, line focus, proper shielding,
higher filtration, usually rotating target, sometimes flat electron emitter, and a liquid
bearing [6]. Tubes were constructed specifically for fluoroscopic/angiographic
applications (long exposures, pulsed beam), mammography (lower voltage, smaller
focal spot), and computed tomography (large g-force during rotation around a
patient) [34]. Let the measure of improvement in the construction of X-ray radiation
sources and detectors be a reduction in the average skin dose in pelvic radiographs:
since 1896, it was reduced by a factor of about 400(!) [17].
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3 Fluoroscopy

The screen-film detector integrates signals during whole exposure, which makes it
suitable to capture an image of a stationary object. If the object moves, its image
is blurred. Movements of the patient during imaging can be minimized with short
exposure time and with immobilization. Patients can be asked to hold a breath, but
it is not possible to stop internal movements such as heartbeat or peristalsis. In
some situations, it is essential to visualize movements within a patient. Besides the
movement of the patient’s tissues, the flow of the contrast medium may be observed,
movement of surgical instruments, or movement of implants, which are being placed
in the patient. That is why a radiation detector is needed, which can provide a live
view with a good time resolution.

In the early days of radiology, the live image was observed directly on the
fluorescent screen. This resulted in large radiation exposure not only for the
patient but also for the operator, who often kept the screen in hand. Since the
image was not very bright, fluoroscopy could be only used in darkened rooms,
which was inconvenient. In the 1950s, a new image detector for fluoroscopy was
introduced, namely, X-ray image intensifier. The operation of the image intensifier
consists of several steps. X-ray photons interact with a scintillation layer, converting
each absorbed X-ray photon into many visible light photons (as with a simple
fluorescent screen). The light strikes photocathode, knocking out electrons, which
are then accelerated with electric potential and then fall again on another (smaller)
fluorescent screen (Fig. 1d). As an effect, there are many more photons on the
smaller screen, resulting in a much brighter (intensified) image with a smaller
dose to a patient. The bright image can be observed in normal lighting conditions,
recorded with a video camera, etc. Currently, image intensifiers are being replaced
with flat panel (DR) detectors with a fast readout [2].

4 Tomographic Imaging

In radiography, three-dimensional structures are visualized in a two-dimensional
planar image. The third dimension is lost in the imaging process. Images of objects
located at different depths overlap, making some anatomical structures invisible.
From the early days of medical X-ray imaging, researchers have tried to image
selected planes within the patient [41]. Many experiments involved movement of
the radiation source (tube) and/or detector (film) during the exposure. If the tube and
detector are synchronously translated in opposite directions during exposure, only
the objects located at one plane will be projected all the time at the same positions on
the detector, resulting in a sharp image. For other objects, their projected image on
the detector will move, resulting in blur. This idea was used in classical tomography
(also called laminography) to obtain a sharp image of anatomical structures located
at the focal plane (Fig. 2). Typically, only the image of one plane was obtained in
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Fig. 2 Image acquisition in classical tomography (with film detector) and digital tomosynthesis
(with flat panel DR detector)

one exposure. Another film and other exposure had to be used to image structures
located on another plane. It was not only time-consuming but also associated with
a multiplication of patient exposure. This limitation can be overcome quite easily
if a different detector is used. If the film is replaced with a flat panel DR detector,
tens of images at different angles can be acquired during the movement of the tube-
detector system. If the images are simply summed up together, the same image as
in classical tomography is obtained. If the images are shifted before summation,
a different plane is sharply imaged. Thanks to an image detector with good time
resolution and a very simple shift-and-add algorithm, images of several planes can
be obtained from a single exposure. This solution, called digital tomosynthesis, is
used clinically [22], although usually in a slightly different scheme (X-ray tube is
moving over a segment of a circle, while the detector remains stationary).

Digital tomosynthesis is currently used mainly in breast imaging. Cross-sectional
images of the head and body are usually obtained with X-ray computed tomography
(CT). During the CT examination, tube and radiation detectors rotate around a
patient, and a cross-sectional image is reconstructed with mathematical algorithms.
Despite similarities between digital tomosynthesis and computed tomography, the
geometry of the system is fundamentally different. In digital tomosynthesis, the
image plane is perpendicular to the plane, in which the tube moves. In computed
tomography, the image lays in the tube rotation plane.

In current multislice CT systems, there may be several rows of detectors (e.g.,
64 rows with ca. 1000 detectors in each row). Detectors may perform two to three
revolutions around a patient per second, registering the signal several hundred times
during each rotation. Detectors for modern CT systems need not only to have good
sensitivity and high dynamic range but also to be very fast and capable of working in
large g-force conditions. For many years, xenon detectors have been used in CT, due
to their good time characteristics (fast decay of signal). However, the low density
of xenon – even pressurized – does not make it a very efficient detector for X-rays
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[10]. Currently, CT detectors are usually made of scintillators and photodiodes [34].
The scintillators are chosen to have a high light output but also a low afterglow. The
performance of the detectors, and thus also image quality, can be improved not only
by choice of a better scintillator or more efficient photodiode but also by moving
the analog-to-digital electronics as close as possible to the detectors, to minimize
electronic noise [20].

5 Spectral Imaging

Attenuation coefficients for X-rays depend on the energy of photons. This depen-
dence is different for different materials and tissues. This fact is used in bone
densitometry (DXA, dual-energy X-ray absorptiometry), in which bone mineral
density is calculated by comparing attenuation of radiation for two different energies
[7, 23]. The typical radiographic image provides information about the attenuation
of the radiation by the tissues, but it does not bring direct information about the
density of the tissue. Identical attenuation can be observed e.g. for the thicker
bone of lower density, as well as for thinner bone of higher density. In bone
densitometry, quantitative information on bone density is calculated from absorption
data measured for two different energies of radiation. Similar approach can be
used to obtain other information. In contrast-enhanced spectral mammography, two
exposures are made for two different beam energies (different tube voltage and
different filtration). Both exposures are made after administration of an intravenous
contrast agent, but detector data obtained for two energies may be processed
to create virtual non-contrast image [29]. Possibility of using two energies to
determine electron density and effective atomic number of the examined tissues has
already been proposed for the first commercially available computed tomography
system [31]. Currently, spectral CT allows for virtual monochromatic imaging,
creation of virtual non-contrast images, better quantification of iodine content, and
differentiation of renal stones based on their atomic composition [11, 15]. In some
spectral computed tomography systems, the examination has to be performed twice
to obtain data for two energies. Since the datasets are not obtained at the same time,
patient movement can be an issue. Other spectral CT systems are capable of truly
simultaneous imaging for two different energies, thanks to duplication of the tube-
detector system or fast alternating tube voltage switching [13].

All the spectral imaging methods mentioned so far are based on the use of two
radiation beams with two different energies. Another approach is also possible,
based on a single beam, and provided that detector separately measures signals in
two (or more) energy ranges. In one design of a spectral CT scanner, a layered
detector is used, with two layers sensitive to two different energy ranges [13].
Another possibility is the use of photon-counting detectors (PCD), e.g., cadmium
telluride semiconductors [21, 37]. The signal from most radiation detectors used
in medical X-ray imaging is simply proportional to the total absorbed energy of
radiation. In PCD, each detected X-ray photon generates a separately measured
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electrical pulse. The height of each pulse can be compared with the threshold, or
several different thresholds, to assign it to one of the energy bins. For each pixel,
PCD provides information on the number of pulses separately for each energy
bin. This allows for truly simultaneous acquisition of separate images for several
energy ranges during one exposure. If several contrast agents are administered to
a patient before an examination, with different radiation absorption characteristics
(e.g., iodine and gadolinium), the virtual reconstruction of images with individual
contrast agents is possible. Besides energy-resolving capabilities, photon-counting
detectors have no electronic noise, which allows better imaging [3, 20].

6 Imaging at the Higher Energy of X-Ray Photons

In diagnostic X-ray imaging, the energy of X-ray radiation is optimized to achieve
good visibility of anatomical structures with patient dose as low as possible.
Depending on the application, tube voltage may be in the order of 25–35 kilovolts
in mammography, several dozen kV in radiography and fluoroscopy, and up to
120–140 kV in computed tomography. This electric potential is used to accelerate
electrons within the X-ray tube, and it sets a limit for the maximum energy of
emitted photons (e.g., 140 keV in CT). Most of the photons reaching detectors
have lower energy. However, imaging with photons of higher energy is also used
in medicine.

In nuclear medicine imaging, a radioisotope is administered to the patient. After
its uptake within the tissues, γ-radiation produced in the radioisotope’s decay is
detected from the outside of the patient. Tc-99 m, which is the most widely used
radioisotope for imaging, emits monochromatic γ quanta with an energy of 140 keV.
In positron emission tomography (PET) imaging, a radioisotope is administered to
the patient, which emits β+ particles (positrons). Emitted positron annihilates with
an electron, resulting in simultaneous emission of two 511 keV photons in opposed
directions. Radiation detectors are distributed around the patient (Fig. 3a). If two
of them coincidentally detect two photons, it is assumed that the photons originate
from the same annihilation event. It is also assumed that the annihilation event has
occurred on the line connecting the two detectors (LOR, line of response). This
information is a base for image creation. Scintillators, which are used in PET as
detectors, need to have a good time response with a very fast decay of light pulse to
allow coincidence detection. They also need to have a good detection efficiency for
511 keV photons, which is usually associated with high density and high atomic
number. Materials used in radiography (e.g., CsI, the density of 4.5 g/cm3) or
computed tomography (e.g., CWO, the light decay time of 14.5 μs) are not well
suited for that task, compared to, e.g., LSO or LYSO scintillators (density 7–
7.5 g/cm3, decay time ca. 40 ns) [26]. With a fast scintillator and a fast light detector
(e.g., silicon photomultiplier), it is even possible to estimate time between detection
of the two coincidence photons and to approximately determine the position of
annihilation along the LOR. Inclusion of the additional data in image reconstruction
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Fig. 3 Signal detection in positron emission tomography (PET) systems: (a) typical PET scanner
design, (b) J-PET (experimental design)

improves image quality in the so-called time-of-flight (TOF) PET scanners [40].
Potentially, detectors with a much worse absorption efficiency could be also used
in PET scanners. Compared to crystals commonly used in PET scanners, plastic
scintillators have a low density (approximately 1 g/cm3). Additionally, 511 keV
photons usually do not leave all of their energy in the plastic scintillator during an
interaction. However, the light pulse generated at each interaction is extremely short
(1–2 ns), which allows us to obtain information on the place of interaction within the
detector. Low-density plastic scintillator, used in a J-PET prototype in a non-typical
geometrical setup (Fig. 3b), allows obtaining results comparable as for typical PET
scanners [18, 24].

In oncology, radiotherapy with high-energy photon beams is used to treat patients
with cancers. The maximum energy of photons in the therapeutic radiation beam
is much higher in diagnostic radiology, with a typical value of 6 MeV. Although
the beam is not optimized for imaging, it can be used for that task. The images
obtained with the therapeutic beam (so-called portal images) can be used to verify
the realization of the therapy, to check the alignment of the realized radiation field
with a planned field and to verify the proper positioning of the patient. Originally,
portal imaging was performed with films, and then various electronic portal imaging
devices (EPIDs) were introduced. In one design, a fluorescent screen and a vidicon
camera were used. The camera could not be placed directly on the beamline, because
it would be hit with high-energy X-rays. Therefore, the light from the fluorescent
screen was deflected with a mirror (Fig. 4a). In other designs, a matrix of liquid-
filled ion chambers was used as the detector. An ion chamber filled with air, or
even with a pressurized gas, would have a low detection efficiency for high-energy
photons. Currently EPIDs are usually constructed similarly to radiographic flat
panel DR detectors, with a scintillator layer and an array of photodiodes. The main
difference between the DR detector and EPID is the presence of an additional
metal layer (e.g., 1 mm of copper) in front of the scintillation layer (Fig. 4b).
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Fig. 4 Electronic portal imaging detectors (EPIDs) used in radiotherapy with high-energy X-ray
photons (typical photon energies given for reference): (a) mirror and camera system (obsolete
design), (b) aSi system (current design)

The metal layer is responsible for a generation of recoil electrons, which interact
in the scintillator [1, 25, 42]. Additionally, detector elements (pixels) are usually
significantly bigger in EPIDs than in radiography detectors (e.g., 400–800 μm vs
100 μm). Although bigger pixels lower detector’s spatial resolution, such design
allows each pixel to gather a higher signal in a shorter time.

7 Scattered Radiation

In traditional medical X-ray imaging, scattered photons add noise to an attenuation-
based image. This is why in radiography anti-scatter grids are generally used,
eliminating a large portion of the scattered photons. At the same time, an anti-scatter
grid reduces the signal at the detector. That usually needs to be compensated with
a higher patient dose compared to a no-grid setup. Other scatter-reduction methods
include air gap, meaning the increased distance between patient and detector, and
narrow beam geometry. If a narrow beam is used (pencil or slit), the trajectory of
scattered photons will fall outside the beam and detector area. Slit-beam geometry
is natural for CT scanners but may be also used in other imaging modalities, such
as mammography [19].

In nuclear medicine imaging, monochromatic photons are used (radioisotope-
emitted gamma rays). Detectors in gamma cameras can discriminate energy of each
absorbed γ-ray quantum. A signal from scattered quanta, which has lower energy,
can be eliminated with energy windowing, and only the monochromatic peak is
used for image creation. That approach cannot be used in radiography. Even in the
case of photon-counting detectors, the scattered photons cannot be separated over
the wide spectrum of photons emitted from the X-ray tube. It could be possible if
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Fig. 5 Examples of scatter-based schemes for X-ray imaging: (a) backscatter imaging with
scanning beam, (b) scatter imaging with collimator

a monochromatic beam was used, e.g., created with a conventional X-ray source
combined with a mosaic crystal [12].

Photons, which are scattered in directions other than toward the detector,
obviously do not have an impact on the quality of transmission image. While
they are usually only of radiological protection concern, they could also be used
for imaging. X-ray backscatter systems are used at many airports for passenger
screening. Passenger, in a standing position, is scanned with a pencil radiation
beam (Fig. 5a). Backscatter radiation is detected, allowing to image items hidden
under clothes [16] with a low dose [36]. A similar scheme has also been considered
for the imaging of humans [38]. A scanning beam has also been used to limit the
volume, in which the radiation is scattered. If a large-area beam was used, the whole
irradiated volume would be the source of scattered radiation, and it would be hard
to distinguish between signals emitted by different organs. A similar situation can
be observed in nuclear medicine imaging, where the whole patient is the source
of radiation emitted by the radiopharmaceutical product present in his tissues. In
nuclear medicine, this is solved by the use of slit collimators or pinhole collimators.
This approach could be adapted to scatter-based imaging in lung radiotherapy (Fig.
5b). Lung tumor has a much higher density than the surrounding lung tissue and is
a major source of radiation scatter. A slit X-ray kilovoltage beam may be used for
imaging [43], as well as the megavoltage therapeutic beam itself [30]. Experiments
show that scatter-based images may provide better tumor contrast as compared to
transmission images obtained with EPID [30].

8 Forced Fluorescence

In the description of image formation in X-ray imaging, a photon that interacts
through the photoelectric effect is referred to as removed from the beam. This is true
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because such a photon transfers all of its energy to the electron. On the other side, a
new X-ray photon may be emitted from the atom as a result of electron ejection
(forced fluorescence). Human tissues are composed mainly of elements with a
low atomic number, so the resulting monochromatic characteristic radiation has an
energy of a few keV and does not reach the detector. The situation can change, if the
patient is administered a contrast agent containing a high atomic number element,
such as gold. The energy of characteristic radiation for gold is close to 70 keV.
Theoretically, it is possible to create an image showing the capture of a contrast
agent based on the registration of its forced fluorescence. In X-ray fluorescence
computed tomography (XFCT), many detectors would be placed around the patient,
and energy windowing and collimators with parallel holes would be used [5, 14].
Such fluorescence can be also caused by different beams, e.g., protons [4].

9 Phase-Contrast Imaging

In the above description, the X-ray beam was treated as a flux of particles (photons).
At the same time, it can be described as a wave, with phase and trajectory changing
while traveling through matter. The refraction of X-rays is much lower than the
refraction of visible light, but it is observable. Possibility to obtain medical images
dependent on refraction and phase change has been shown in experiments (phase-
contrast imaging). One possibility is to pass the radiation coming from the patient
through two grates differing in spatial frequency [27]. As a result, we obtain a
stronger or weaker signal not in the shadow of the entire structure but in places
where the wave refracted on the patient’s tissues. The image may appear similar to
an attenuation-based X-ray image with an edge detection filter applied. In recent
years, it has been shown that attenuation-based images and phase-contrast images
of the mammary gland can be obtained simultaneously, during a several second
exposure with a dose similar to regular mammography [33]. It has also been shown
that phase-based mammographic images may be obtained at higher beam energies
than traditionally used in mammography, with simultaneous improvement in lesion
detectability and a patient dose saving compared to traditional attenuation-based
imaging [28].

10 Summary

Various types of passive and active radiation detectors are used in medical imaging.
In some of the active detectors, the energy of X-ray radiation is converted directly
to electric charge and then to a digital image. In many systems, an intermediate
conversion of the signal carriers takes place, e.g., to visible light. Different detector
materials and designs can be chosen depending on the energy of radiation. The
perfect detector could be characterized with high detection efficiency, high spatial,
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time, and energy resolution. Usually, there is an interplay between the parameters,
and depending on the application, one may want to, e.g., increase detector’s
sensitivity at the cost of its spatial resolution. While X-ray imaging in medicine
is well-established, the availability of new detectors opens new possibilities. On the
other hand, experimental imaging modalities create new possibilities for use of the
existing radiation sources and detectors.
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42. Woźniak, B., Ganowicz, M., Bekman, A., & Maniakowski, Z. (2005). A comparison of the
dosimetric properties of the Electronic Portal Imaging Devices (EPIDs) LC250 and aS500.
Reports of Practical Oncology and Radiotherapy, 10, 249–254. https://doi.org/10.1016/S1507-
1367(05)71097-X.

43. Yan, H., Tian, Z., Shao, Y., et al. (2016). A new scheme for real-time high-contrast imaging
in lung cancer radiotherapy: A proof-of-concept study. Physics in Medicine and Biology, 61,
2372–2388. https://doi.org/10.1088/0031-9155/61/6/2372.

http://dx.doi.org/10.1118/1.4820371
http://dx.doi.org/10.1109/TBME.1981.324755
http://dx.doi.org/10.1055/s-0039-1697816
http://dx.doi.org/10.1186/s40658-016-0138-3
http://dx.doi.org/10.1259/0007-1285-65-777-835
http://dx.doi.org/10.1016/S1507-1367(05)71097-X
http://dx.doi.org/10.1088/0031-9155/61/6/2372


Status of DEXA Instrumentation Using
Direct and Indirect Detectors

Jihoon Kang

1 Introduction

Osteoporosis is the most common bone disease in humans, representing a major
public health threat. Osteoporosis is defined as “a skeletal disease characterized by
compromised bone strength predisposing a person to an increased risk of fracture”
[1]. According to the National Osteoporosis Foundation (NOF), approximately 54
million American adults, representing 50% of the US adult population, are affected
by osteoporosis (10.2 million) and osteopenia (43.4 million) [2]. One-tenth of
women aged 60, one-fifth of women aged 70, two-fifths of women aged 80, and
two-thirds of women aged 90 worldwide are estimated to have osteoporosis [3].
Approximately 1 in 3 women over the age of 50 and 1 in 50 men over the age of 5
worldwide experience osteoporotic fractures [4–6]. The prevalence of osteoporosis,
osteopenia, and fractures is expected to increase in all countries because the number
of older people is increasing.

Bone densitometry is a noninvasive and inexpensive examination for the quanti-
tative measurement of bone mass or density. Numerous methods have been proposed
and utilized to measure bone mineral density (BMD) and strength [7–14]. There
are still certain technical challenges and performance trade-offs in these diagnostic
methods, which include plain radiography, radiographic absorptiometry (RA),
single-energy X-ray absorptiometry (SXA), and dual-energy X-ray absorptiometry
(DEXA) and quantitative computed tomography (QCT) using X-ray sources;
single-photon absorptiometry using gamma sources (SPA based on iodine-125
radionuclide with an energy of 35 keV or americium-241 with an energy of 60 keV)
and dual-photon absorptiometry (DPA based on gadolinium-153 radionuclide with
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energies of 44 and 100 keV); quantitative ultra-sonometers (QUS) using ultrasound;
and quantitative magnetic resonance (QMR) using radio-frequency signals.

DEXA is the most widely used densitometry method for BMD assessment
because it gives very precise measurements at clinically relevant skeletal sites.
Even though DEXA has inevitable disadvantages including a non-portable bulky
system and radiation exposure (albeit in a very low dose), it is the standard test
used to diagnose osteoporosis, according to the classification of the World Health
Organization (WHO) [15, 16]. Since the first DEXA system was introduced by
Hologic in 1987 [17, 18], advances in technology have increased the need to
overcome various technical challenges and replace older-generation DEXA systems
based on NaI scintillation crystals coupled to photomultiplier tube (PMT).

More than 30 years after its implementation, semiconductor detectors based
on cadmium-zinc-telluride (CZT) or cadmium telluride (CdTe) are regarded as
one of the most useful DEXA detectors. Currently, CZT or CdTe detectors with
direct conversion mechanisms have been widely utilized on a commercial basis [19,
20]. This is due to their outstanding features of excellent energy resolution, high
detection efficiency, room temperature operation, and compact four-side tillable
scalability. These compound semiconductor detectors have a number of features
that may render their prolonged implementation difficult. They are susceptible to
irradiation damage, incomplete carrier collection, and a large dark current. Their
high price and fragile structure also limits their applicability. As an alternative, an
X-ray diagnostic detector combining high-performance scintillation crystals with a
compact photosensor has attracted interest for use in DEXA applications. The first
commercial DEXA scanner based on this technology was recently introduced [21].

This chapter focuses on DEXA instrumentation, the most common densito-
metry method currently, to review its principles and use techniques. The main
features of commercial systems, with differences in creating the dual-photon beams,
scanning the patient body, and employing the photon detectors, are described
and compared. We also present recent results obtained from indirect detectors
consisting of a Geiger-mode avalanche photodiode (GAPD) coupled to widely
utilize lutetium-yttrium oxyorthosilicate (LYSO) and newly developed gadolinium
aluminum gallium garnet (GAGG) for potential application in DEXA systems.

2 Basic Principles and Techniques for DEXA
Instrumentation

Dual-energy X-ray absorptiometry exploits the difference in the transmission and
attenuation of tissue and bone at low and high energies. These X-rays transfer their
energy to the body as they pass through it. The energy level should be sufficient to
transmit the matter within the imaging area and still be efficiently detected by the
DEXA detector.
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In the basic physics of the interaction of radiation with matter, the transmission of
a monoenergetic photon beam having the same energy through matter is described
using the following exponential equation:

I = I0e
−μlx (1)

where I is the beam intensity transmitted through the matter, I 0 is the initial
beam intensity recorded with no matter present, μl [cm−1] is the linear attenuation
coefficient of the matter at the photon energy of interest, and x [cm] is the thickness
of the matter.

It should be noted that the negative sign signifies that the beam intensity
decreases with increasing matter thickness. The linear attenuation coefficient is
found to increase linearly with matter density ρ and can be obtained from:

μl

(
cm−1

)
= μm

(
cm2/g

)
× ρ

(
g/cm3

)
(2)

where μm is the mass attenuation coefficient of the matter and depends upon the
effective atomic number Zeff of the matter and incident photon energy E.

The exponential part of Eq. (1) can be changed as in Eq. (3) below:

μl

(
cm−1

) × x (cm)

= μm

(
cm2/g

) × ρ
(
g/cm3

) × x (cm)

= μm

(
cm2/g

) × dm

(
g/cm2

) (3)

where dm is the area density (g/cm2).
Thus, from Eqs. (1, 2, and 3), the general form expressed in terms of BMD is

given by:

I = I0e
−μmdm (4)

A fundamental assumption in calculating bone density values is that the body
is composed of a two-compartment model of bone mineral and soft tissue (Fig. 1).
Bone mineral includes phosphorus and calcium molecules having relatively higher
effective atomic numbers and physical density, whereas soft tissue is a mixture of
muscle, fat, skin, and water. For a monoenergetic photon beam, the mass attenuation
coefficient for a mixture of elements can be obtained from the values for its
component elements with bone (B) and soft tissue (T) as in Eq. (5) below:

μm (mix) dm (mix) = μm(B) dm(B) + μm(T ) dm(T ) (5)

For polyenergetic photon beams, realistic X-ray photon beams with the different
X-ray energies, the mass attenuation coefficient (μm) for a mixture of elements can
be obtained from the values for its component elements with bone (B) and soft tissue
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Fig. 1 The fundamental principle of DEXA. Bone density values can be calculated by the
monoexponential attenuation process that transmits or attenuates X-rays through the body using
low and high energy

(T) for each high energy (H) and low energy (L) as in the following equations:

μm (mix, L) dm (mix) = μm (B,L) dm(B) + μm (T ,L) dm(T ) (6)

μm (mix,H) dm (mix) = μm (B,H) dm(B) + μm (T ,H) dm(T ) (7)

Thus, from Eqs. (1, 6, and 7), the mathematical equations become:

I (L) = I0(L)e−(μm(B,L)dm(B)+μm(T ,L)dm(T ))

I (L)
I0(L)

= e−(μm(B,L)dm(B)+μm(T ,L)dm(T ))

ln
(

I (L)
I0(L)

)
= − (μm (B,L) dm(B) + μm (T ,L) dm(T ))

(8)

I (H) = I0(H)e−(μm(B,H)dm(B)+μm(T ,H)dm(T ))

I (H)
I0(H)

= e−(μm(B,H)dm(B)+μm(T ,H)dm(T ))

ln
(

I (H)
I0(H)

)
= − (μm (B,H) dm(B) + μm (T ,H) dm(T ))

(9)

Considering k factor, Eq. (9) becomes:
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ln
(

I (H)
I0(H)

) (
μm(T ,L)
μm(T ,H)

)
= − (μm (B,H) dm(B) + μm (T ,H) dm(T ))

(
μm(T ,L)
μm(T ,H)

)
ln

(
I (H)
I0(H)

)
(k) = −μm (B,H) dm(B)(k) − μm (T ,L) dm(T )

(10)

These equations are solved for dm (B) for the area density of bone.
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(
I (H)
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I (L)
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)
−ln

(
I (H)
I0(H)

)
(k)

(μm(B,L)−(k)μm(B,H))

(11)

The k factor can be acquired from the patient scan by measuring the transmitted
intensity of the beam at points at which there is no bone. Once the k factor is
determined, the equation can be solved to calculate the area bone density, d m (B).

BMD results are generally scored by two measures, the T-score and the Z-
score, for interpretation. A clear understanding of T-score and Z-score is essential
in clinical practice. Both scores are derived by comparison to the mean value of
a reference population on a standard deviation of patients of the same gender.
Negative scores indicate lower bone density, and positive scores indicate higher.

The recommended reference group for T-score is a young adult group of healthy
subjects aged 20–35 years with peak bone mass. The Z-score is derived from an
age-matched reference population. Following WHO criteria, a T-score greater than
−1 standard deviation (SD) is classified as normal bone mineral density. T-score
ranging from −1 to −2.5, from −2.5 to −3.5, and −3.5 or less are used for the
diagnosis of osteopenia, osteoporosis, and severe osteoporosis, respectively. Each
SD decrease in the T-score is associated with an average increase in fracture risk of
1.5- to 3-fold in adults.

A Z-score helps diagnose secondary osteoporosis. It is most useful for pre-
menopausal women, adult men under age 50, and children. A Z-score of less than
−2 standard deviation (SD) is classified as a BMD risk below the expected range
for the patient’s age, and a careful inspection for coexisting illnesses or treatments
that may contribute to osteoporosis is needed.
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3 Different Features of Commercial Systems

Significant differences in the technologies used by different manufacturers are
present in all DEXA systems on the market. Differences are seen in the irradiating
X-ray energy levels, the filtering X-ray energy ranges, the creation of dual-photon
beams, the types of photon detectors employed, the calibration methods used,
the use of bone edge detection algorithms, how the region of interest ranges are
calculated, and the reference databases used. For all of these reasons, it is difficult
to make quantitative comparisons of BMD values from different DEXA systems
unless a cross calibration study has been done. Three features, how to create dual-
photon beams, acquire DEXA images, and convert incident photons to electrical
signals, are described in the following section.

3.1 Generating Low- and High-Energy Beams: Voltage
Switching Versus K-Edge Filtering

In most DEXA systems, the X-ray tubes used are standard tungsten anode tubes
with focal spot sizes on the order of 0.5–1 mm2. However, there are differences in
how X-ray beams of two peak energies are produced to create dual-energy images.

One method is the voltage switching system utilized by Hologic (Marlborough,
MA, USA). The X-ray tube potential is switched rapidly from low (~70 kVp) to
high (~140 kVp), alternating at 60 Hz with an internal rotating disc of additional
beam-filtering materials. Low- and high-energy beams are alternated with very
short pulses (~8.3 ms) during DEXA image acquisition. An aluminum filter is
used to harden the low- and high-energy beams. Additional copper or brass is
used to remove the low-energy part of the spectrum in high-energy beams and
minimize the overlap between low and high X-ray spectra in dual-energy beams.
The tube voltage switches, beam-filtering materials, and photon detectors are all
electronically and mechanically synchronized to sequentially acquire low- and high-
energy information during DEXA scans.

The other method is the K-edge filtering system employed by Norland (Fort
Atkinson, WI, USA) and GE Lunar (Madison, WI, USA). The X-ray tube unit is
operated in a steady direct current mode and the potential X-ray source is constant.
One of the several rare earth filters is placed between the X-ray tube and the patient
bed for the generation of low- and high-energy beams. These filters selectively
absorb X-ray photons around the K-shell energy of the filter material due to the
K-edge of the atomic structure of the element. With an X-ray voltage of 100 kVp,
the samarium (Z = 62) filter module was used to separate high-energy from low-
energy photons by Norland Corporation. An X-ray tube with 80 kVp combined with
a cerium (Z = 58) filter module by GE Lunar was used to split a single split X-ray
spectrum into two components of low-and high-energy photons.
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Fig. 2 Commercial DEXA systems with different approaches to creating dual-energy beams (top)
and their representative energy spectra (bottom). (a) Discovery, Hologic, (b) XR-800, Norland, (c)
Prodigy, GE Lunar

Figure 2 shows the representative DEXA systems and their simulated X-ray
energy spectra to create dual-photon beams for each method. These representative
energy spectra were generated using the tungsten anode spectral model using
interpolating polynomials (TASMIP) algorithm [22]. In summary, each method
generates different dual-energy beams and has inherent strengths and weaknesses.
An additional discussion of these methods is presented in [23].

3.2 Acquiring DEXA Images: Pencil Beams, Fan Beams,
and Cone Beams

All components in a typical DEXA system, including the X-ray unit, source
collimator, filtering module, patient table, detector collimator, and DEXA detector
have a fixed geometry on a C-shape gantry. These X-ray beam geometry and image
acquisition methods determine the scan speed and image quality.

A pencil-beam system was employed in the first and original DEXA system.
They use a highly collimated or narrowed X-ray beam (2–3 mm) in conjunction
with a single detector that moves in a rectilinear fashion in tandem across the
measurement region. Single detector elements receive the single thin X-ray beam
passing through the patient at a time and have to “raster” scan over the region of
interest (ROI). This pencil-beam system produces the most geometrically correct
information, with little or no magnification of the area being scanned. Although the
pencil beam is considered the gold standard for precision, the scan time is increased
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due to travel time for the single beam to cover the body. Imaging time is typically
20 min for whole-body scans, whereas hip and spine scans done using a pencil-beam
DEXA system take up to 3–5 min to complete. Because of the long whole-body scan
time, fan-beam DEXA systems were developed to speed up the testing process, and
the time required for a whole-body scan was reduced to as few as 3 min. The pencil
beam is an excellent choice for practices scanning fewer than 15–20 patients per day.
The X-ray exposure dose is very small (average natural radiation dose per year) for
the patient.

Examples of excellent pencil-beam DEXA systems are QDR® 1000 and QDR®

2000 from Hologic; DPX® Plus, DPX®-L, DPX-IQ™, DPX®-SF, DPX®-A, DPX-
MD™, DPX-MD+™, and DPX-NT™ from GE Lunar; and XR-36™, XR-46™,
Excell™, and Excell™plus from Norland.

Fan-beam systems were introduced in the early 2000s as an alternative to pencil
beams. They use a much broader or fan-shaped beam, which is generated by a slit-
type collimator. The array detector has multiple linear elements and collects ten or
more pixels at a time. This enables the entire scan line to be quantified instantly
and can shorten the scan time. Thus, fan-beam systems are much faster than pencil-
beam systems for equivalent imaging properties. Images of the spine or hip are
typically acquired in less than 30 s, compared to the 3–5 min required for pencil-
beam systems. Whole-body scans take ~3 min to complete, allowing greater patient
throughput. Also, fan-beam systems produce better-resolution images due to the
considerably higher-energy photon intensities and greater photon flux, compared
to older pencil-beam machines. The trade-off for the increased scan speed and
the improved image resolution of fan-beam DEXA systems is higher radiation
exposure, which is 60 times greater in some scan cases. An additional significant
downside is the magnification and/or distortion of the image caused by fan-shaped
geometry. The degree of magnification depends upon the distance of the source to
the object; the closer the body part (bone or tissue) is to the source, the greater the
magnification. These magnification issues result in a variation of up to 37% in BMC
assessments. In summary, the fan-beam scanner offers shorter scan times allowing
greater patient throughput, better resolution, and slightly higher radiation doses.
Examples of fan-array DEXA scanners are QDR® 4500 A, QDR® 4500 C, QDR®

4500 W, QDR® 4500 SL, Delphi™, and Discovery™ from Hologic and Expert®,
Prodigy™, DPX Bravo™, and DPX Duo™ from GE Lunar.

The most recent advancement has been the introduction of cone-beam systems.
Cone-beam geometry uses a two-dimensional (2D) detector array to take snapshot
style images of the entire scan field in a single exposure. There is no movement
of the DEXA components, including the X-ray unit and detector module. Thus,
the image acquisition time can be reduced to ~1 s for heel, hand, spine, and
hip scans [24]. The first commercial cone-beam DEXA system (DMS Lexxos)
was introduced by Diagnostic Medical Systems (Perols, France), and a clinical
evaluation was undertaken by G. Blake et al. in 2005 [25]. Although the cone-beam
system could offer the benefit of short scan times, the technical challenges caused by
the Compton scatter effect needed to be solved for DEXA application. The dominant
attenuation process in soft tissue is Compton scatter for X-ray energies of less than
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100 keV used in DEXA scanners. For pencil-beam and fan-beam systems, most
scattered radiation, the ratio of the number of detected scattered photons to the
number of non-scattered photons is quite low because of the limited solid angle
and acceptable detector area. Thus, X-ray scatter events are rarely contained in
the DEXA images and accurate image acquisition is possible without complicated
correction algorithms. However, there is a significant effect on image quality caused
by the Compton scattering in cone-beam systems. An effective and acceptable
correction should be applied over the image field of view to eliminate all the
variable effects of scattered radiation on the measurements. Another limitation is the
magnification effect (similar to those of the fan-beam systems described previously),
whereby the size of the detected area of an ROI depends upon the position of the
object between the X-ray tube and the detector. Magnification and its associated
errors occur in 2D directions, compared to the fan-beam system with magnification
in only the fan length dimension.

In summary, there are different methods to project the three-dimensional (3D)
human body onto a 2D image (Table 1). With the pencil-beam system, all events
come from the face of the detector, and the projection data are acquired with
linear sampling intervals in the X and Y direction. Fan-beam systems project the
image under a certain angle in a direction parallel to the fan width, and the 2D
image is acquired by a scanning motion perpendicular to the fan direction. Cone-
beam systems simultaneously acquire data for all projection angles in both image
directions, and there is no movement of the detector arm during image acquisition.
Indeed, the degree of scattering is the lowest for pencil beams, medium for fan
beams, and largest for cone beams, where instantaneous dose rates of around
200 μSv/h at a distance of 1 m from the patient have been reported [24].

3.3 Photon Detectors: Direct Versus Indirect Mechanisms

DEXA detectors must meet several property standards as follows:

(1) Good energy resolution: The detector has to distinguish low- and high-energy
from incident dual-energy X-ray.

(2) High stopping power: All X-ray photons must be detected and converted to
electric signals. It mainly is dependent upon density and the effective atomic
number of the detector material.

(3) High count rate: Detectors must be sufficient to handle incident photons.
A shorter time constant of output pulse is preferred in high counting rate
applications. Thus, the unipolar output having one polarity may be suitable
to avoid the problems of pulse pileup and counting loss. It is generally true
that all the factors providing high count rate capabilities in front-end and back-
end electronics degrade the signal-to-noise ratio and energy resolution. Special
circuitry, including pole-zero cancellation, or baseline restoration are required
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Table 1 Different X-ray beam geometries and image acquisition methods

Pencil-beam
(First-generation
DEXA)

Fan-beam
(Current most
DEXA)

Cone-beam
(Next-generation
DEXA)

Beam shape and
geometry

Detector movement Both X- and
Y-direction

One X- or Y-direction No

Scan time (whole-
body/peripheral)

20 min/5 min 3 min/30 s 1 ~ 3 s

Compton scatter
effect

Low High Very High

Image quality Low Good Good

to avoid baseline shift problems, allowing good pulse-height determination at
high counting rates.

(4) Short- and long-term stability: it is very important that the response must be
uniform during DEXA scans. Although detector performance remains very
stable over time, the gain of the detector and electronics invariably changes
as the system ages. A method to “tune” the detector is, therefore, necessary to
ensure consistent performance over time. A typical quality assurance program
might involve daily measurements, weekly checks, and monthly evaluations.
All examinations should be undertaken using the same conditions as those used
for routine clinical studies.

There are currently two main types of DEXA detectors, direct and indirect.
The main difference between the two types is the conversion process for incident
photons.

For indirect detectors, a scintillation crystal converts the incident radiation to
visible light photons that are subsequently detected by the photosensors in the
form of electronic charges. These detectors are being used to detect the X-rays
indirectly, and the total charge produced in the photosensors is proportional to the
visible light emitted from a scintillator and the energy deposited by the incident
radiation in the scintillator. The original DEXA scanner was the DPX system (Bravo
and Duo) made by GE Lunar Corporation. It employed an indirect detector, which
was composed of a single NaI(Tl) crystal coupled to a PMT. This indirect detector
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enabled energy-selective radiation counting, and the output signal was proportional
to the detected energy, providing affordable DEXA image acquisition. Light yield
of NaI is approximately 38 photons/keV, and 2280 scintillation light is generated
by interacting with incident radiation of 60 keV. Considering a 70% geometrical
light collection efficiency at the scintillator and a 25% quantum efficiency at PMT,
the entered light photons and converted initial photoelectrons in the photosensors
are ~1600 photons and 400 photoelectrons, respectively. The Poisson statistical
variation of this number is 20 (square root of 400), or the percentage uncertainty
is 5% for 60 keV energy. This system continues to work well and achieve high
precision in patient scanning. Despite its superior stopping power and detection
efficiency of the scintillation detector, a number of technical problems may render
its eternal implementation difficult. These include bulky size, multi-row array
scalability, poor energy resolution, and long-term stability. Also, there are clinical
reasons to pursue an improved DEXA detector design, including reduced scan time
and improved image resolution.

The easiest way to solve the technical hurdles and achieve the clinical require-
ments was to develop and employ a direct detector for a next-generation DEXA
scanner. Currently, semiconductor detectors based on CZT or CdTe have been
widely utilized on a commercial basis. Compared to the NaI(Tl)-PMT detector, the
compactness of CZT allows a scalable design in 2D arrays. Thus, it is possible
to make multi-row detectors for fan-beam scanners and reduce scan time. For
direct detectors, a semiconductor can effectively absorb the incoming radiation
and directly convert the X-ray energy into electrical signals large enough to
permit the integration and counting of individual photons, which are read-out by
a preamplifier and back-end electronics. Thus, it produces a signal proportional to
the amount of absorbed radiation energy. Recent advances in flip-chip bonding and
electronic packaging technology have facilitated direct X-ray detector assembly.
Several interconnection processes have explored different capabilities to yield a
proper bond using multiple flip-chip bump materials including gold, indium, and
lead-tin solders. The bumps create both electrical and mechanical connections to
other components. This allows the integrated circuits (ICs) to have shorter and
denser routed connections to the substrate and provide lower impedance. Several
direct detectors have been fabricated by bump-bonding CZT or CdTe detectors
to a dedicated custom application-specific integrated circuit (ASIC) read-out for
various medical applications. Good energy resolution is one of the attractive features
of improved image resolution. The conversion efficiency of X-ray photons to an
electrical signal in CdTe and CZT can be much higher than that in scintillation
detectors. Also, the created charges do not spread and do not escape to neighboring
pixels in direct detectors, but the generated scintillation light is dispersed within
the pixel volume and disappears by escape/absorption/extinction in the scintillation
detectors. Thus, the overall SNR in the direct detection approach can be significantly
better than that achievable by indirect detectors. The bandgap of these detectors
is approximately 1.55 eV, and one ionization, creating an electron-hole pair, is
produced per ~4.4 eV of radiation energy absorbed. Therefore, a 60 keV photon
results in 13,600 electron-hole pairs. The Poisson statistical variation of this number
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is 117 (square root of 13,600), or percentage uncertainty is 0.8% for 60 keV energy.
Considering a Fano factor of ~0.15, the statistical variation on 13,600 is actually
closer to 0.15 × 117 = 17, and the theoretical energy resolution is 0.1%. In the
current state of technology, it would be difficult to achieve this energy resolution
in realistic systems where electron/charge trapping phenomena, current leakage,
electronic noise, and temperature effects may influence the results. Experimental
measurements revealed that CZT detectors could provide better energy resolution in
a typical range of 2–5%, compared to ~20% by NaI-PMT detectors [26].

As mentioned previously, semiconductor detectors such as CZT or CdTe have
been utilized widely on a commercial basis. Recently, new indirect detector
consisting of fast scintillator and GAPD photosensor has been studied actively
for use in DEXA system. Figure 3 shows the X-ray energy spectra which were
acquired from indirect detector (LYSO-GAPD) and direct detector (CZT) used in a
commercial DEXA (DEXXUM-T, Osteosys, Republic of Korea). This comparison
study of different DEXA detectors was performed under the same experimental
condition. Even though the low- and high-energy peaks were well identified in both
detectors, the overall performance including energy resolution and peak-to-valley
ratio of CZT detector was relatively better compared to that seen in the indirect
detector. Also, it was reported that the energy resolutions of direct and indirect
detector were 18% and 34% for gamma energy spectra using Am-241, respectively
[27].

Fig. 3 A performance comparison of direct (CZT) and indirect (LYSO-GAPD) detector for
DEXA application
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4 LYSO-GAPD and GAGG-GAPD Detector for DEXA
Potential Application

4.1 GAPD Photosensor

Geiger-mode avalanche photodiodes (GAPDs), also called solid-state photomulti-
plier (SSPM), silicon photomultiplier (SiPM), multi-pixel photon counters (MPPC),
and micro-pixel avalanche photodiodes (MAPDs), have been utilized as next-
generation photosensor in radiation detection systems, and many research groups
have also demonstrated the usefulness of GAPDs in different medical applications.
Currently, various types of devices with different pixel sizes are commercially
available from several vendors (SensL, Hamamatsu, RMD, Zecotek, FBK, etc.).

GAPDs consist of a densely packed matrix with many microcells (~1000 to
~10,000) ranging from 5 × 5 to 100 × 100 μm2 in size, and each microcell
operates independently in a Geiger mode as an on/off switch for the photons. The
amplitude of the output pulse is proportional to the total number of fired microcells,
reflecting the number of absorbed photons. GAPDs provide several key properties
[28, 29]. Compared to PMT, GAPDs have compactness and insensitivity to high
magnetic fields. In contrast to APDs (Avalanche photodiodes), GAPDs have a high
gain (~106) and a low excess noise factor (~1.1), allowing operation with a simple
preamplifier. Their fast response time (< 1 ns) allows improved timing performance.
Further advantages over PMT and APDs are the low operating voltage (< 100 V)
and high uniformity (< 20%) among the pixels. In addition, the fabrication costs
can be reduced substantially because it can be manufactured using a standard metal
oxide semiconductor (MOS) production process.

4.2 Scintillation Crystals

A wide range of inorganic scintillator materials is used to convert radiation (X-
ray and gamma-rays) to scintillation light for radiation detectors and medical
applications. Even though the individual atoms and molecules of these substances
do not scintillate, the characteristics of their crystal structure based on electronic
band structure scintillate for the incoming radiation. The properties of ideal crystals
are the following:

(1) High stopping power dependent upon density and effective atomic number,
which determines the system sensitivity

(2) High light output dependent upon luminosity and light yield, which determines
the energy resolution

(3) Fast response time dependent upon decay time constants, which determines the
time performance, including count rate and dead time loss
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At present, lutetium-based oxide scintillation crystals like cerium-doped lutetium
oxyorthosilicate (LSO), lutetium-yttrium oxyorthosilicate (LYSO), and lutetium
gadolinium oxyorthosilicate (LGSO) are most commonly used in conventional
radiation detection systems as they offer the best trade-offs of the aforementioned
factors.

Recently, a Ce-doped gadolinium aluminum gallium garnet (GAGG) single-
crystal scintillator was developed, which has a relatively high density (6.63 g/cm3),
high light yield (46 photons/keV), and short decay time (~88 ns). Furthermore, its
non-hydroscopic characteristics enable the fabrication of scintillator blocks suited
for radiation imaging modalities. Compared to LSO/LYSO/LSGO scintillators,
GAGG does not contain lutetium atoms and does not emit natural radioactivity.
Thus, the background counts from 176Lu is eliminated. GAGG has been actively
studied for the development of radiation detectors and reported elsewhere [30, 31].

4.3 Approaches Used at Chonnam National University

As mentioned previously, semiconductor detectors such as CZT or CdTe, with
excellent energy resolution, have been utilized widely on a commercial basis. As an
alternative, X-ray diagnostic detectors, combining high-performance scintillation
crystals with compact photosensors, have attracted interest for use in DEXA
applications. The first commercial DEXA scanner was recently introduced [32–34].

A research team from Chonnam National University (CNU), composed of the
Research Center for Healthcare & Biomedical Engineering and the Medical Imaging
System & Equipment Lab, has actively studied GAPDs as radiation detector
photosensors since 2007. The characterization of two types of DEXA scanners
based on LYSO-GAPD and GAGG-GAPD detectors was conducted. The intrinsic
performance of the DEXA detector module was characterized under a variety of
conditions. Initial imaging studies were performed to demonstrate the feasibility of
X-ray imaging with these prototypes [35, 36].

4.3.1 DEXA Detector Configurations

LYSO and GAGG scintillation crystals were coupled to GAPDs with optical grease.
All surfaces of the crystal were polished and wrapped with Teflon except for the
surface facing the photosensor. A GAPD (MicroFJ-SMPTA-30035; SensL, Cork,
Ireland) based on silicon photomultiplier (SiPM) technology was used for the
scintillation light read-out. It had an active area of 3.07 × 3.07 mm2 and 5676
microcells of 35 × 35 μm2.

The physical and scintillation properties of the scintillation crystals and CZT
have been summarized in Table 2. LYSO and GAGG had a good stopping power
for DEXA energy in the range of 20–100 keV. The estimated detection efficiency
of >99.9% for 80 keV was adequate even with 2-mm-thick LYSO and 3-mm-thick
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GAGG, whereas CZT should increase the thickness to 5 mm. Therefore, DEXA
detectors had pixel dimensions of 3 × 3 × 2 mm3 and 3 × 3 × 3 mm3 for LYSO-
GAPD and GAGG-GAPD, respectively.

4.3.2 Experimental Setup

The detector and X-ray tube were positioned at opposite sides. The collimator
formed a pencil-shaped beam of irradiation followed by a Ce filter. The source-
object distance (SOD) was 186 mm and the source-detector distance (SDD) was
584 mm.

The X-ray source consisted of an integrated monoblock system (XRB80; Spell-
man, Germany) with a high-voltage power supply (HVPS), filament supply, X-ray
tube, and oil encapsulant. The X-ray tube, in a sealed tank, had a fixed tungsten
anode and a focal spot size of 0.5 mm. The emitted X-ray beam angle was about
75◦ with a fan-shaped geometry. The maximum tube voltage and tube current were
80 kVp and 1.25 mA, respectively. The X-ray source was operated in a continuous
mode with an intrinsic beam filter, including an amorphous of 3.3 mm, oil of 8 mm,
beryllium of 0.8 mm, and glass 1-mm thick [37].

A lead collimator with a 1-mm hole diameter and a 3-mm thickness was
installed on the X-ray tube. In addition, a K-edge cerium filter module was used
to separate high-energy from low-energy photons by selectively absorbing X-ray
photons around the K-shell energy of the filter material [38, 39]. It could generate
effective energy peaks of 30 keV and 60 keV. The K-edge filter module consisted
of six cerium sheet components 0.1-mm-thick and a 50 mm × 50 mm surface area
(Alfa Aesar, Ward Hill, MA, USA). It had different filter thicknesses ranging from
0.1 to 0.6 mm and allowed for X-ray beam intensity adjustment according to the
patient thickness.

The output signal from the DEXA detector was fed into custom-made current
feedback charge-sensitive preamplifiers using high-gain operational amplifiers. The
amplified signal was digitized and recorded by the custom-made data acquisition
(DAQ) system based on a field-programmable gate array (FPGA) or oscilloscope
with a bandwidth of 1 GHz, a sampling rate of 10 GSPS, and channel memory
of 10 Mpts. The digitized output was post-processed and converted into energy
and counts. The other signal was fed into four comparators, including LL (low
window at low energy), LH (high window at low energy), HL (low window at high
energy), and HH (high window at high energy), to generate effective digital count
signals if the analog signal voltage was above the specific threshold levels of each
discriminator. Each comparator offered a short propagation delay of ~3.5 ns. It had
different threshold voltages adjusted by an external LDO (low dropout) circuit. The
GAPD was operated at a bias voltage of 30.0 V, exceeding the breakdown voltage by
2.5 V and corresponding to a gain of approximately 106. The detector module and
read-out electronics were operated at room temperature (25 ◦C) without additional
cooling equipment.
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4.3.3 Characterization of the Intrinsic Performance of the DEXA
Detectors

Figure 4 shows the measured energy spectra, which were acquired using Am-241
(60 keV) and Co-57 (122 keV) for 10 min for each LYSO-GAPD and GAGG-GAPD
detector module. The measured photopeak positions of Am-241 and Co-57 were
1100 mV and 2200 mV and 850 mV and 1750 mV for the LYSO-GAPD and GAGG-
GAPD detector modules, respectively. The energy resolutions of Am-241 and Co-57
were 26.8% and 17.2% and 38.5% and 23.8% for the LYSO-GAPD and GAGG-
GAPD detector modules, respectively. It should be noted that the energy resolution
value (17.2% and 23.8%) at 122 keV was considerably improved compared to that
seen in previous studies (27% and 25%) [40, 41].

Figure 5a shows the estimated energy spectra as a function of tube voltage
from 40 to 80 kVp to provide reference X-ray energy spectra. The simulation was
performed using a tungsten anode spectral model using a TASMIP algorithm. As
shown in Fig. 5b and d, the measured spectra were similar in shape to the simulated
ones. The K-edge peak filtered by the tungsten anode target could be observed in
the energy spectrum at an X-ray tube voltage of 80 kVp in LYSO-GAPD detector.
These results demonstrated that the spectral energy performance obtained using
LYSO-GAPD was noticeably better than the one obtained using GAGG-GAPD. The
estimated beam peak energy increased from 28.4 to 36 keV with increasing tube
voltage from 40 to 80 kVp. The measured peak positions of the LYSO-GAPD and
GAGG-GAPD detectors increased from 482 to 776 mV and from 378 to 595 mV,
respectively. The measured energy linearity of the LYSO-GAPD and GAGG-GAPD
detectors was similar to that estimated in the simulation studies.

Regarding the effect of tube current on count rate performance, the measured
spectra were similar in shape to the simulated ones at a tube current of <0.05 mA.
However, a tail in the spectrum above the maximum tube voltage was observed due
to the pulse pileup effect under extremely high incident photon conditions. Thus, the
resulting data were fit with paralyzable dead time models used for most radiation
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Fig. 4 Acquired energy spectra of Am-241 (◦) and Co-57 (�) for LYSO-GAPD (left) and GAGG-
GAPD (right) detector module
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Fig. 5 X-ray spectra as a function of tube voltage obtained from simulation (a) and experimental
measurement from LYSO-GAPD (b) and GAGG-GAPD (c)

detectors exhibiting pileup effects at high counting rates. The peak of the count rate
curve was observed at ~0.4 mA tube current. There was a leveling-off when the tube
current was increased. The maximum count rate was 2 Mcps, mainly due to the dead
time of the DAQ system used in this study.

The effect of the cerium filter on energy spectra was examined for six different
thicknesses ranging from 0.1 to 0.6 mm, with steps of 0.1 mm. The X-ray tube was
operated at 80 kVp and 0.1 mA, and filtered dual-energy spectra were acquired for
1 min. Each spectrum was normalized with respect to its maximum count value.
The separated energy window (the difference between the lower and upper level)
for each low and high energy was set to 30% and centered around the photopeak
positions. The events falling within the selected energy window were accepted and
binned into each low- and high-energy bands.

The dual-energy peaks were located at around 32 and 65 keV, for both LYSO-
GAPD and GAGG-GAPD modules. Each peak could be isolated with a Ce filter
thickness of >0.3 mm in GAGG-GAPD, whereas a thickness of >0.1 mm was
feasible for LYSO-GAPD. The peak-to-valley ratio as a function of the K-edge
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cerium filter thickness increased from 2.8 to 14.2 at low energy and from 1.7 to
3.8 at a high energy in the LYSO-GAPD detector.

4.3.4 Imaging Performance and Long-Term Stability

The imaging capability and dynamic range were evaluated using BMD phantoms
with different thicknesses of aluminum and acryl to simulate bone and soft tissue.
The encapsulated spine phantom (Fig. 6a) consisted of an aluminum bar block with
different thicknesses ranging from 4 to 12 mm with a step of 2 mm in a block of
solid acrylic with a thickness of 120 mm. The aluminum step-wedge phantom (Fig.
6b) with 15 steps in increments of 0.4 mm had a surface area of 10 mm × 50 mm for
each step and different thicknesses ranging from 1.2 to 6.8 mm. A K-edge Ce filter
was inserted in front of the collimator, and the X-ray tube was operated at 80 kVp
and 0.1 mA. A pencil beam oriented parallel to the short axis of the phantom was
irradiated, and a transverse pattern across the phantom was scanned. The X-ray
source and detector were moved toward the short axis in 1-mm steps. The data
were acquired for 0.05 s for each interval. The counted photons were separated
into low- and high-energy bands. These dual-energy images were converted into
density images using a conventional dual-energy subtraction algorithm, as described
in Fig. 1.

Fig. 6 Picture of DEXA phantoms and image performance by using LYSO-GAPD detector
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Figure 6c and 6d presents the DEXA images and line profiles, acquired from
BMD phantoms. Each step was clearly resolved for both DEXA detectors. The
image intensity increased linearly from 2.07 to 2.41 and from 1.48 to 1.79 for LYSO-
GAPD and GAGG-GAPD, respectively. These preliminary image performances
were well-characterized by identifying the imaging capability and dynamic range.

The precision of a diagnostic test such as DEXA is an indication of the
reproducibility of replicate measurements. Imprecise measurements can be caused
by random error, gain variations, and electronic noise for a given X-ray source,
radiation detector, or amplifier circuit. Therefore, the assessment of long-term
stability is a very important parameter to monitor the temporal changes in a scanner.
A setup identical to that used for spectral measurements was employed at room
temperature (25 ◦C) without additional cooling modules or temperature stabilizing
equipment. X-ray energy spectra and DEXA phantom images were acquired to
examine the reproducibility of the results (Fig. 7). These experimental tests were
repeated for 50 days. The slight variation in the count rate and image pixel value
could be partly attributed to temperature fluctuations of the X-ray unit. The average
count rates for low- and high-energy were 163.3 ± 3.0 kcps and 124.2 ± 3.6 kcps,
respectively. The variation in image pixel values was considerably small (< 3%).
These results indicate that the LYSO-GAPD detector could provide consistent
count rates and phantom images over time. The long-term stability results showed
the possibility of using LYSO-GAPD to develop DEXA with stable performance
over time, although a longer-term stability study is needed. If the temperature of
the detector module and tube block could be adjusted precisely, using a cooling
chamber, the stability of the detector module would be improved.

Fig. 7 Long-term stability of LYSO-GAPD detector. (a) Count rate performance for 50 days, (b)
representative dual-energy X-ray spectra
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5 Summary

The chapter introduced DEXA instrumentation that has seen an exponential increase
in use in clinical practice for bone densitometry as the number of older people has
increased. DEXA technology has numerous strengths compared to other diagnostic
methods, including its availability, short scan times, minimal radiation exposure,
and excellent precision. In elderly adults, DEXA BMD is also a sufficiently robust
predictor of osteoporotic fractures and can be used to define the disease.

The fundamental principle of DEXA is the measurement of differences in the
transmission and attenuation of tissue and bone for low and high energies. There
are different approaches to project the 3D human body onto the 2D image: creating
low- and high-energy beams using voltage switching and K-edge filtering systems,
acquiring DEXA images using pencil beams, fan beams, and cone beams and
converting incident X-ray photons to electrical signals using indirect and direct
detectors.

CZT has been considered a representative detector for DEXA implementation
due to its good stopping power, excellent energy resolution, and well-established
techniques. The recent investigations of alternative LYSO-GAPD and GAGG-
GAPD detectors in DEXA application were described. Simulation studies and
experimental measurements confirmed that it was feasible to develop a DEXA
detector based on the conventionally used LYSO and newly developed GAGG
scintillation crystals coupled to a GAPD photosensor. New detectors provided
several potential merits including a relatively high count rate owing to its fast decay
time and small crystal volume due to its good stopping power. In addition, they could
be potentially affordable and cost-effective because of the availability of suppliers
for the components, enabling mass production.
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Medical Photon-Counting CT – Status
and Clinical Application Review

Thomas Flohr, Martin Petersilka, Andre Henning, Stefan Ulzheimer,
and Bernhard Schmidt

1 Introduction

Computed tomography (CT) is the backbone of radiological diagnosis. The appli-
cation spectrum of CT has been continuously expanded by technological advances,
among them the introduction of spiral CT [1], the rapid progress of multi-detector
row CT [2, 3], and new system concepts such as wide detector CT [4] or dual-source
CT [5] with their specific clinical benefits.

Today, CT is a mature modality in its saturation phase. Yet, there are still clinical
limitations for current CT technology, mainly caused by insufficient spatial resolu-
tion for some applications such as CT angiography (CTA) of the coronary arteries
and limited potential to further reduce the radiation dose to the patient. Furthermore,
CT is in general very sensitive, but not very specific – the morphological information
obtained with a CT scan is often not sufficient to guide clinical decisions without
further workup of the patient. Dual-energy CT has gained momentum as a technique
to enhance the clinical value of CT by adding functional information to morphology.
The reviews on clinical applications of dual-energy CT may be found in [6–12].
Dual-energy CT data can currently be acquired with dual-source CT systems [5,
13], CT systems with fast kV switching [14], or dual-layer detector CT systems
[15]. However, each of these solutions has inherent limitations.

Photon-counting detectors are a new technology with the potential to overcome
these drawbacks, by providing CT data at very high spatial resolution, without
electronic noise and with inherent spectral information. Photon-counting detectors
and their potential benefits have already been evaluated in experimental CT
benchtop systems more than 10 years ago (e.g., [16]). The detectors used in these
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early systems, however, did not tolerate the high x-ray flux rates required in medical
CT, and stable image quality without ring artifacts caused by signal drift and
other processes could not be achieved. The significant progress in detector material
synthesis and detector electronics design has meanwhile helped to overcome these
problems, and preclinical whole-body photon-counting CT prototypes could be
installed for preclinical testing in human subjects. Still there is a way to go before
photon-counting detectors can be broadly released in the commercial CT systems.

This review article gives an overview of the basic principles of medical photon-
counting detector CT and of the clinical experience gained so far in preclinical
installations. Other reviews of photon-counting detector CT are available in [17–
20].

2 Principles of Medical Photon-Counting CT

2.1 Properties of Solid-State Scintillation Detectors

Solid-state scintillation detectors are used in all current medical CT scanners. They
consist of individual detector cells with a side length of 0.8–1 mm, made of a
scintillator with a photodiode attached to its backside (see Fig. 1). The absorbed
X-rays produce visible light in the scintillator which is detected by the photodiode
and converted into an electrical current. Both the intensity of the scintillation light
and the amplitude of the induced current pulse are proportional to the energy E of the
absorbed X-ray photon. All current pulses registered during the measurement time
of one reading (projection) are integrated. X-ray photons with lower energy E, which
carry most of the low-contrast information, contribute less to the integrated detector
signal than the X-ray photons with higher energy. This energy weighting reduces
the contrast-to-noise ratio (CNR) in the CT images. This is a particular challenge
in CT scans after the administration of iodinated contrast agent – the majority of
all medical CT scans. The X-ray absorption of iodine is highest at lower energies
closely above its K-edge at 33 keV; these energies are down-weighted in the signal
of a scintillation detector.

The low-level analogue electric signal of the photodiodes is distorted by elec-
tronic noise which becomes larger than the quantum noise (Poisson noise) of the
X-ray photons at low X-ray flux. It causes a disproportional increase of image noise
and an instability of the low CT-numbers (e.g., in CT scans of the lungs) if the flux
is further reduced and sets a limit to radiation dose reduction in medical CT.

The individual detectors are separated by optically in-transparent layers with a
width of about 0.1 mm to prevent optical crosstalk. X-ray photons absorbed in the
separation layers do not contribute to the measured signal even though they have
passed through the patient – they are wasted radiation dose. Current medical CT
detectors with a size of about 0.8 × 0.8 mm2 to 1 × 1 mm2 have a geometric
dose efficiency of about 80–90%. Significantly reducing the size of the scintillators
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Fig. 1 Schematic drawing of an energy-integrating scintillator detector. Side view and view
from the top. Individual detector elements made of a scintillator such as gadolinium-oxide or
gadolinium-oxysulfide (GOS) absorb the X-rays (red arrows) and convert their energy into visible
light (orange circles). The light is registered by photodiodes and converted into an electrical
current. The detector elements are separated by optically in-transparent layers (e.g., based on TiO2)
to prevent optical crosstalk – these layers are “dead zones.” Collimator blades above the separation
layers suppress scattered radiation

to increase spatial resolution beyond today’s performance levels while keeping the
width of the separation layers constant is problematic because of reduced geometric
efficiency.

2.2 Properties of Photon-Counting Detectors

Photon-counting detectors are made of semiconductors such as cadmium telluride
(CdTe) or cadmium zinc telluride (CZT). High voltage (800–1000 V) is applied
between the cathode on top of the detector and pixelated anode electrodes at the
bottom (see Fig. 2, left). The absorbed X-rays produce electron-hole pairs which are
separated in the strong electric field. The electrons drift to the anodes and induce
short current pulses (10−9 s). A pulse-shaping circuit transforms them to voltage
pulses with a full width at half maximum (FWHM) of 10–15 nanoseconds; their
pulse-height is proportional to the energy E of the absorbed X-ray photons. The
pulses are counted if they exceed a threshold T0 (see Fig. 2 right). In a photon-
counting detector for medical CT, T0 is about 25 keV.

Photon-counting detectors have several advantages compared to solid-state
scintillation detectors. The individual detectors are defined by the strong electric
field between common cathode and pixelated anodes (Fig. 2, left); there are no
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Fig. 2 Left: Schematic drawing of a direct-converting photon-counting detector. Side view and
view from the top. The X-rays (red arrows) absorbed in a semiconductor such as CdTe or CZT
produce electron-hole pairs that are separated in a strong electric field between cathode and
pixelated anodes and induce fast signal pulses at the anodes. The individual detectors are formed by
the pixelated anodes and the electric field; there are no separation layers between them. Collimator
blades are needed to suppress scattered radiation. Right: The pulses are counted as soon as they
exceed a threshold T0 (dashed blue line, “counting” is indicated by a blue dot). T0 has a typical
energy of 25 keV. Three additional thresholds at higher energies (T1 at 50 keV, T2 at 75 keV, T3 at
90 keV) are also indicated

additional separation layers. The geometrical dose efficiency of a photon-counting
detector is only reduced by anti-scatter collimator blades or grids. Each “macro-
pixel” confined by the collimator blades may be divided into smaller sub-pixels
which are read out separately to increase the spatial resolution (indicated in Fig.
2, left. The pixelated anodes must then be structured correspondingly, which is not
shown in order to not overload the drawing).

Low-amplitude baseline noise is well below the threshold T0 (see Fig. 2, right)
and does not trigger counts – even at low X-ray flux, only the statistical Poisson
noise of the X-rays is present in the signal. CT scans at very low radiation dose or
CT scans of obese patients show therefore less image noise, less streak artifacts, and
more stable CT numbers than the scans with a scintillation detector, and radiation
dose reduction beyond today’s limits seems possible.

The detector responsivity in the X-ray energy range from 30 keV to 100 keV is
approximately constant. All X-ray photons registered during the time of a projection
(reading) contribute equally to the measurement signal regardless of their energy E,
as soon as E exceeds T0. There is no down-weighting of lower energy X-rays as in
solid-state scintillation detectors. Photon-counting detectors can therefore provide
CT images with potentially improved CNR, in particular in CT scans after the
administration of iodinated contrast agent.

Several counters operating at different threshold energies can be introduced for
energy discrimination (see Fig. 2, right). Physically, the different thresholds are
realized by different voltages which are fed into pulse-height comparator circuits.
In the example of Fig. 4, four different energy thresholds (T0, T1, T2, and T3) are
realized. The photon-counting detector simultaneously provides four signals S0, S1,
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S2, and S3 with different lower energy thresholds T0, T1, T2, and T3. Subtracting the
detector signals with adjacent lower energy thresholds results in “energy bin” data.
Energy bin b0 = S1 – S0 as an example contains all X-ray photons detected in the
energy range between T1 and T0.

Simultaneous readout of CT data in different energy bins opens the potential
of spectrally resolved measurements and material differentiation in any CT scan.
Established dual-energy applications – mainly based on decomposition into two
base materials such as iodine and water or iodine and calcium – are routinely
feasible, and virtual monoenergetic images (VMIs), iodine maps, and virtual non-
contrast images (with the iodine removed) or virtual non-calcium images can be
computed whenever needed for the diagnosis. Data acquisition with more than
two thresholds enables multi-material decomposition under certain preconditions.
Unfortunately, the availability of N energy thresholds does not imply potential
differentiation of N base materials. Compton scattering and the photoelectric
effect are the only two relevant interaction mechanisms in the X-ray energy range
accessible to CT (35 keV–140 keV). Their energy dependence is similar for all
elements without K-edge in this range – this applies to all materials naturally
occurring in the human body including iodinated contrast agent. As soon as the
two base materials, e.g., water and iodine, have been chosen, the energy-dependent
attenuation of any other material can be described by a linear combination of the
two base materials. It is therefore not possible to differentiate this other material
from a mixture of the two base materials. The differentiation of the two base
materials requires two measurements at different energies – dividing the energy
range into more than two energy bins will not provide relevant new information.
The situation changes if a material with K-edge in the energy range accessible to
CT, such as gadolinium with a K-edge at 55 keV, is added to the two base materials.
For a K-edge material, the energy dependence of X-ray attenuation is different,
and CT measurements at three or more energies can be used for three-material
decomposition (two base materials plus the K-edge material). Three- or more-
material decomposition with CT data in three or more energy bins will be limited
to clinical scenarios in which two contrast agents (e.g., iodine and gadolinium or
iodine and bismuth) are applied and need to be separated, or other heavy elements
are introduced into the human body (e.g., tungsten or gold nanoparticles).

In addition to potential material decomposition, the CNR of the images can be
further improved by optimized weighting of the different energy bins. Instead of
just adding the bin data for the reconstruction of an image, higher weights can
be assigned to the low-energy bin data, in particular in CT scans using iodinated
contrast agent.

2.3 Challenges for Photon-Counting Detectors in Medical CT

Compared to established dual-energy CT acquisition techniques, photon-counting
detectors are often assumed to provide better energy separation and less spectral
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overlap. However, unavoidable physical effects reduce the energy separation of
CdTe- or CZT-based photon-counting detectors. The current pulses produced by
the X-rays absorbed close to the pixel borders are split between adjacent detectors
(“charge sharing”). This leads to the registration of a high-energy X-ray photon
as several lower-energy events. Cd and Te have K-edges at 26.7 and 31.8 keV,
respectively. Absorbed X-rays kick out the K-electrons of the detector material
and lose the K-edge energy. The empty K-shells are immediately refilled, and
the characteristic X-rays are released which are counted in the same detector
pixel or “escape” to neighboring pixels and are counted there (“K-escape”). In
summary, high-energy X-ray photons are erroneously counted at lower energies,
and spectral separation and spatial resolution (in the case of K-escape) are reduced.
Charge sharing and K-escape are illustrated in Fig. 3 (top). If the detector is read
out in several energy bins, the low-energy bins will contain wrong high-energy
information (“high-energy tails”). Increasing the size of the detector pixels reduces
the high-energy tails, because boundary effects such as charge sharing and K-escape
contribute less to the total detector signal (see Fig. 3, bottom). For a realistic detector
model with detector sizes as in Fig. 3, including charge sharing, fluorescence, and
K-escape, the spectral separation with two energy bins is equivalent to that of a
dual-kV technique with optimized prefiltration [21].

Even the larger detector pixels would further improve spectral separation.
Unfortunately, there is an effect that limits the maximum size of the detector pixels:
the finite width of the voltage pulses after pulse-shaping (FWHM ≥10 ns). Medical
CTs are operated at high X-ray flux rates up to 109 counts per s and mm2 – if the
detector pixels are too large, too many X-ray photons hit them too closely in time
to be registered separately. Overlapping pulses are then counted as one hit only
(“pulse pileup”). Pulse pileup leads to nonlinear detector count rates and finally to
detector saturation. Even though the signal can be linearized before the onset of
saturation, significant quantum losses, increased image noise, and reduced energy
discrimination cannot be avoided. Finding the optimum size of the detector cells to
balance pulse pileup, charge sharing, and K-escape is one of the most challenging
tasks in designing a photon-counting detector.

Yet another challenge for photon-counting detectors is count-rate drift at higher
X-ray flux rates. Nonhomogeneously distributed crystal defects in the sensor
material cause the trapping of electrons and holes – the resulting space charges
modify the electric field distribution differently in the individual detector pixels.
Depending on the “irradiation history” of the pixels, the characteristics of the signal
pulses are changed, and this deviation from calibration may cause severe ring
artifacts in the images. While count-rate drift was one of the major problems for
the use of photon-counting detectors in medical CT, it could meanwhile be reduced
to clinically tolerable values by refined material synthesis.
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Fig. 3 Top: Schematic illustration of charge sharing at pixel boundaries and K-escape, which
result in multiple counting of X-ray photons at wrong lower energies. Bottom: Charge sharing and
K-escape lead to a characteristic high-energy tail of low-energy bins. The computer simulation of
the X-ray spectra recorded in the two energy bins of a realistic photon-counting detector for an
incident 140 kV spectrum (bin1: 25–65 keV, blue line; bin2: 65–140 keV, green line). Left: Pixel
size 0.225 × 0.225 mm2. Right: Pixel size 0.45 × 0.45 mm2. Increasing the pixel size reduces the
high-energy tail

3 Preclinical Evaluation of Photon-Counting CT

Photon-counting detectors are a promising new technology for future medical CT
systems. Currently, the preclinical prototypes are used to evaluate the potential
and limitations of photon-counting CT in clinical practice. We will focus on these
preclinical installations and leave out other more experimental solutions, benchtop
systems, and photon-counting micro CT systems.

A preclinical single-source CT system with photon-counting detector based on
CZT (Philips Healthcare, Haifa, Israel) provides an in-plane field of view of 168 mm
and a z-coverage of 2.5 mm, with a rotation time of 1 s [22]. The size of the detector
pixels is 0.5 × 0.5 mm2. The photon-counting detector has five energy thresholds.
The system has so far been used for scans of phantoms and animals. Improved
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assessment of lung structures due to higher resolution [22] was demonstrated as
well as improved visualization of the in-stent lumen and in-stent restenosis in the
coronary stents [23]. Differentiation between blood and iodine in a bovine brain
was shown by computing iodine maps and virtual noncontrast images [30]. The
separation of multiple contrast agents by means of multi-material decomposition
and K-edge imaging was evaluated in several studies [24–29], with various potential
clinical applications. The separation of iodine, gadolinium, and calcium might be
helpful in CTAs of the aorta for the assessment of aortic endoleak dynamics and
distinction from intra-aneurysmatic calcifications in a single scan [26]. Virtual CT
colonoscopy might benefit from the differentiation of gadolinium-tagged polyps and
iodine-tagged fecal material [27]. The sequential administration of several contrast
agents might enable the imaging of multiple uptake phases in an organ with a single
scan [28, 29].

A preclinical hybrid dual-source CT scanner is equipped with a conventional
scintillation detector and a CdTe photon-counting detector (Siemens Healthcare
GmbH, Forchheim, Germany). The photon-counting detector consists of sub-pixels
with a size of 0.225 × 0.225 mm2. The detector provides two energy thresholds
per sub-pixel. The 2 × 2 sub-pixels can be binned to a “sharp” pixel or “UHR”
pixel with a pixel size of 0.45 × 0.45 mm2; the 4 × 4 sub-pixels can be binned
to a “macro” pixel with a size of 0.9 × 0.9 mm2 comparable to today’s medical
CT systems. By assigning alternating low-energy and high-energy thresholds to
adjacent detector sub-pixels in a “chess pattern mode,” the detector provides four
energy thresholds in “macro” pixels. The in-plane field of view of the photon-
counting detector is 275 mm and the z-coverage is 8–16 mm, depending on the
readout mode. A completion scan with the energy-integrating subsystem can be
used to extend the photon-counting field of view to 500 mm. The shortest rotation
time of the system is 0.5 s. The X-ray tubes can be operated at voltages up to 140 kV,
with a tube current up to 550 mA. The preclinical hybrid dual-source CT scanner
was described and evaluated in [31–33].

Yet another preclinical single-source CT scanner (Siemens Healthcare GmbH,
Forchheim, Germany) is equipped with a CdTe photon-counting detector with a
similar pixel geometry as the hybrid dual-source CT. Its field of view is 500 mm;
its z-coverage is 57.6 mm (144 × 0.4 mm) in standard resolution mode (“macro”
pixels) and 24 mm (120 × 0.2 mm) in “UHR” mode. The shortest rotation time of
the system is 0.3 s.

The imaging performance of the preclinical hybrid dual-source CT was evaluated
by means of phantom and cadaver scans [34, 35], demonstrating the clinical image
quality at clinically realistic levels of X-ray photon flux with negligible effect of
pulse pileup [34]. In contrast-enhanced abdominal scans of several human volun-
teers, photon-counting detector images showed similar qualitative and quantitative
scores as conventional CT images for image quality, image noise, and artifacts,
while additionally providing spectral information for material decomposition [36].

The predicted CNR improvements with photon-counting detectors, expected as a
result of the missing down-weighting of low-energy X-ray photons, were confirmed
both for contrast-enhanced scans (CNR of iodinated contrast agent versus soft
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tissue) and noncontrast scans (CNR of different tissues). Improved iodine CNR
by photon-counting CT was demonstrated in a study using four anthropomorphic
phantoms simulating four patient sizes [35]. Mean increases in iodine CNR of
11%, 23%, 31%, and 38% relative to the scintillation detector system at 80, 100,
120, and 140 kV, respectively, were shown. A similar overall improvement of the
iodine CNR by about 25% was already found in [34]. The improvements in iodine
CNR can potentially be translated into reduced radiation dose or reduced amount
of contrast agent. The improvement of soft tissue contrasts was demonstrated in
a brain CT study with 21 human volunteers [37]. The higher reader scores for
the differentiation of gray and white brain matter for photon-counting CT images
compared to conventional CT images were attributed to both higher soft tissue
contrasts (10.3 ± 1.9 HU versus 8.9 ± 1.8 HU) and lower image noise for photon-
counting CT.

The impact of the missing electronic noise on image quality was assessed for
various clinical applications at low radiation dose. Less streaking artifacts and
more homogeneous image noise in shoulder images acquired with the photon-
counting detector of the preclinical hybrid dual-source CT as compared to its
scintillation detector were demonstrated [38]. Symons et al. [39] evaluated the
performance of the photon-counting CT prototype for potential low-dose lung
cancer screening. Scanning a lung phantom at low radiation dose, the authors found
better Hounsfield unit stability for lung, ground-glass, and emphysema-equivalent
foams in combination with better reproducibility. The stability of Hounsfield units
is an important prerequisite for quantitative CT. Additionally, photon-counting CT
showed less noise and higher CNR. The better performance of photon-counting CT
at very low radiation dose, attributed to the effective elimination of electronic noise
and better weighting of low-energy X-ray photons, might enable further reduced
radiation dose in CT lung cancer screening. In a study with 30 human subjects
undergoing dose-reduced chest CT imaging [40], photon-counting CT demonstrated
higher diagnostic quality with significantly better image quality scores for the lung,
soft tissue, and bone and fewer beam-hardening artifacts, lower image noise, and
higher CNR for lung nodule detection (see Fig. 4a, b).

The improved quality of the coronary artery calcium (CAC) scoring at low
radiation dose was shown in a combined phantom, ex vivo and in vivo study [41].
The agreement between standard-dose (average CTDIvol = 5.4 mGy) and low-
dose (average CTDIvol = 1.6 mGy) CAC scores in ten volunteers was significantly
better for photon-counting CT than for the conventional CT, with better low-dose
CAC score reproducibility. This finding was attributed to the absence of electronic
noise in combination with improved calcium-soft tissue contrasts due to the missing
down-weighting of the low-energy X-ray photons. The authors concluded that
photon-counting CT technology may play a role in further reducing the radiation
dose of CAC scoring.

The improvements in spatial resolution with the preclinical hybrid dual-source
CT enabled by the smaller pixels of its photon-counting detector in “sharp” mode
and in “UHR” mode were evaluated in several phantom and patient studies. 150 μm
in-plane spatial resolution, with a cutoff spatial frequency of the modulation transfer
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Fig. 4 Lung imaging with photon-counting CT. (a–b): Low-dose imaging. Low-dose lung scan
acquired with a preclinical hybrid dual-source CT prototype with photon-counting detector. (a)
scintillation detector image. (b) photon-counting detector image, demonstrating less image noise
(arrowheads) because of the absence of electronic noise. Courtesy of R Symons, NIH, Bethesda,
USA. (c–d): High-resolution imaging. A lung scan of a 74-year-old woman with breast cancer
and signs of fibrosis after radiation therapy, acquired with a preclinical single-source CT prototype
with photon-counting detector. Data acquisition: “UHR mode,” 120 × 0.2 mm collimation, 0.3 s
rotation time, CTDIvol = 3.89 mGy, DLP = 126 mGycm. Image reconstruction: sharp convolution
kernel, 1024 × 1024 image matrix, 0.4 mm slice width. An excellent visualization of fibrosis and
fine details such as fissures. Courtesy of Dr. J. Ferda, Pilsen, Czech Republic

function (MTF) at 32.4 lp/cm, and minimum slice widths down to 0.41 mm
were demonstrated, and a better spatial resolution was confirmed in the clinical
images of the lung, shoulder, and temporal bone (Fig. 5a, b) [42]. At matched
in-plane spatial resolution, the photon-counting images had less image noise than
the conventional CT images because of the better modulation transfer function
(MTF) of the measurement system. Significant improvements of coronary stent
lumen visibility in “sharp” and “UHR” mode were found [43], as well as superior
qualitative and quantitative image characteristics for the coronary stent imaging
when using a dedicated sharp convolution kernel [44]. Figure 5d and e shows a
coronary stent scanned with the photon-counting CT prototype in the “macro” and
in the “sharp” acquisition mode.

In a small study with eight human volunteers undergoing scans of the brain,
the thorax, and the left kidney, Pourmorteza et al. [45] observed improved spatial
resolution and less image noise with the “UHR” mode compared with standard-
resolution photon-counting CT in “macro” mode. A substantially better delineation
of the temporal bone anatomy scanned with the “UHR” mode compared with the
ultra-high-resolution mode of a commercial energy-integrating-detector CT scanner
was demonstrated [46].
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Fig. 5 High-resolution imaging with photon-counting CT. All images are acquired with the
preclinical hybrid dual-source CT prototype. (a and b): An example of a shoulder scan. (a) Scin-
tillation detector image. (b) Photon-counting detector image in the “sharp” mode, demonstrating
higher spatial resolution and significantly improved visualization of the bony structures. (c, d, and
e): The coronary stent (c) scanned in “macro” mode (d), corresponding to the resolution level of
today’s medical CT systems, and in “sharp” mode (e). Courtesy of Clinical Innovation Center,
Mayo Clinic Rochester, MN, USA

Lung imaging is another clinical application that might benefit from the increased
spatial resolution. Superior visualization of higher-order bronchi and third-/fourth-
order bronchial walls at preserved lung nodule conspicuity compared with clinical
reference images could be demonstrated in 22 adult patients referred for clinically
indicated high-resolution chest CT [47]. The authors combined photon-counting
CT in “sharp” acquisition mode with image reconstruction at 1024 × 1024 matrix
size using a dedicated sharp convolution kernel. According to the authors, photon-
counting CT is beneficial for high-resolution imaging of airway diseases and



186 T. Flohr et al.

potentially for other pathologies, such as fibrosis, honeycombing, and emphysema.
An example of high-resolution photon-counting chest CT is shown in Fig. 4c and d.

Increased resolution comes at the expense of increased image noise if the
radiation dose is kept constant. Increased radiation dose to the patient to compensate
for the higher noise may not be acceptable and may not even be available in all
clinical situations. Spatial resolution does not only depend on the detector pixel size
but also on the focal spot size of the X-ray tube which needs to be correspondingly
small. The smaller the focal spot is, the less X-ray tube power is usually available,
which may limit the clinical applicability of high-resolution photon-counting CT.
Nonlinear data and image denoising techniques will therefore play a key role in
harnessing the high-resolution potential of photon-counting detectors (see, e.g., [48–
50]).

A key benefit of photon-counting CT is the spectrally resolved data acquisition in
any scan. Spectral information can readily be added to the anatomical images for a
better visualization of structures by means of virtual monoenergetic images (VMIs),
for material classification and quantitation, and to obtain quantitative information
about local perfusion by means of iodine maps and virtual noncontrast images.

The spectral performance of the preclinical hybrid dual-source prototype with
photon-counting detector was evaluated in phantom studies [51], and the CT
number accuracy in VMIs and iodine quantification accuracy were found to be
comparable to dual-source dual-energy CT. According to the authors, photon-
counting CT offers additional advantages, such as perfect temporal and spatial
alignment to avoid motion artifacts, high spatial resolution, and improved CNR. In
an anthropomorphic head phantom containing tubes filled with aqueous solutions of
iodine (0.1–50 mg/ml), an excellent agreement between actual iodine concentrations
and iodine concentrations measured in the iodine maps was observed [52]. The
authors assessed the use of iodine maps and VMIs in the head and neck CTA in
16 asymptomatic volunteers and proposed VMIs at different keV as a method to
enhance plaque detection and characterization as well as grading of stenosis.

The routine availability of VMIs with photon-counting CT may pave the way
to further standardization of the CT protocols. VMIs are based on a two-material
decomposition into water and iodine; they show the correct attenuation values of
iodine at the selected keV. VMIs at standardized keV levels tailored to the clinical
question (e.g., 50–70 keV for contrast-enhanced examinations of parenchymal
organs, 40–50 keV for CTAs) may serve as a primary output of any CT scan
regardless of the acquisition protocol (see Fig. 6). Follow-up scans will then be
easily comparable, because their image impression and quantitative CT numbers
depend on the standardized keV level only and no longer on the acquisition protocol.
Prerequisite for the routine use of VMIs is the availability of refined processing
techniques (see, e.g., [53]) to enhance CNR and image quality. Going one step
further, the acquisition protocol may be standardized as well. Some authors [54]
already recommend a standardized acquisition protocol with 140 kV X-ray tube
voltage for contrast-enhanced abdominal CT examinations in all patient sizes, with
standardized VMI reconstruction at 50 keV. According to the authors, optimal or
near-optimal iodine CNR for all patient sizes is obtained with this protocol.



Medical Photon-Counting CT – Status and Clinical Application Review 187

Fig. 6 The use of VMIs as standardized output of photon-counting CT. Abdominal images of a 67-
year-old woman with adrenal adenoma and parapelvic renal cyst, acquired with a preclinical single-
source CT prototype with photon-counting detector. Data acquisition: “UHR” mode, 120 × 0.2 mm
collimation, 0.3 s rotation time, CTDIvol = 10.2 mGy, DLP = 450 mGycm. Image reconstruction:
VMIs at various keV levels, 0.4 mm slice width. Note the decreasing contrast of iodine and calcium
with increasing keV. The 45 keV images may serve as the standard output of CTAs; the 55 keV
or 65 keV images are optimal for the examinations of the parenchymal organs; and the 190 keV
images may substitute virtual noncontrast images with the iodine removed. Courtesy of Dr. J.
Ferda, Pilsen, Czech Republic

Several authors assessed the performance of spectral photon-counting CT for
detection and characterization of kidney stones, another established dual-energy CT
application [55–57]. They found a comparable overall performance of the state-of-
the-art dual-energy CT in differentiating stone composition, while photon-counting
CT was better able to help characterize small renal stones [57]. Because of its higher
spatial resolution, photon-counting CT can provide both, a high-resolution image of
the stone structure and a material map image of the stone composition (see Fig. 7).

If the photon-counting detector is operated with more than two energy bins,
multi-material decomposition is possible if K-edge elements are present. In a canine
model of myocardial infarction, Symons et al. [58] determined the feasibility of the
dual-contrast agent imaging of the heart to simultaneously assess both first-pass and
late enhancement of the myocardium with the preclinical hybrid dual-source CT
prototype. In a canine model of a myocardial infarction, gadolinium was injected
10 min prior to CT, while iodinated contrast agent was given immediately before the
CT scan. The authors concluded that combined first-pass iodine and late gadolinium
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Fig. 7 The combination of high-resolution morphological and functional imaging with photon-
counting CT. The abdominal CT scan of a volunteer acquired with the preclinical hybrid
dual-source CT prototype in “sharp” mode. The high-resolution image at 0.25 mm nominal slice
thickness shows the internal structure of two kidney stones (a), while a material map reveals their
composition (b). A volume rendered image puts both stones into their anatomical context (c, note
the different color schemes for uric acid and calcium). Courtesy of S. Leng, Mayo Clinic Rochester,
MN, USA

maps allowed the quantitative separation of blood pool, infarct scar, and remote
myocardium. The same authors also investigated the feasibility of simultaneous
material decomposition of three contrast agents (bismuth, iodine, and gadolinium)
in vivo in a canine model [59]. They observed tissue enhancement at multiple phases
in a single CT acquisition, opening the potential to replace multiphase CT scans by
a single CT acquisition with multiple contrast agents (see Fig. 8).

In the clinical practice, the use of multi-material maps may be hampered by the
unavoidable increase of image noise in a multi-material decomposition. Similar to
the ultra-high-resolution scanning, nonlinear data and image denoising techniques
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Fig. 8 Simultaneous imaging of three different contrast agents (iodine, gadolinium, and bismuth)
by multi-material decomposition in a dog model. Scan data were acquired with the preclinical
hybrid dual-source CT prototype. Bismuth was administered more than 1 day prior to scanning,
followed by intravenous administration of gadolinium-based contrast agent 3–5 min before the
scan and iodine-based contrast agent immediately before the scan to visualize the different phases
of renal enhancement in a single CT acquisition. Scan data were read out in four energy bins (25–
50 keV, 50–75 keV, 75–90 keV, and 90–140 keV). Top left: Standard CT image combining the data
of the four energy bins. The three contrast agents cannot be differentiated. Top right: Grayscale
image with overlay of the colored material maps. Bottom: The individual material maps. Note the
noise amplification by multi-material decomposition. Courtesy of R Symons, NIH, Bethesda, USA

will play a key role in fully exploiting the potential of multi-material decomposition
(see, e.g., [60]).

In this review article, we have outlined the basic principles of medical photon-
counting CT and its potential clinical applications. Once remaining challenges of
this technology have been mastered, photon-counting CT has the potential to bring
clinical CT to a new level of performance.
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Linearly Polarized X-ray Fluorescence
Computed Tomography with a Photon
Counting Detector

Zhijun Chi

1 Introduction

With the rapid development of nanoparticle (NP) technology applied in biomedical
researches, especially for cancer diagnosis [1–5], there is an increasing demand for
a novel imaging method that can simultaneously determine the spatial distribution
and the concentration of NPs uptaken by the target organs in a nondestructive and
noninvasive manner. X-ray fluorescence computed tomography (XFCT) provides a
promising prospect for this application, since it combines the high sensitivity of X-
ray fluorescence analysis (XRF) and the high resolution of computed tomography
(CT). The principle of X-ray Kα fluorescence is shown in Fig. 1. When an X-ray
beam incidents on a special element (e.g., iodine, gadolinium, or gold) of NPs, a K-
shell electron is ejected with maximum probability via photoelectric effect. Then,
the free vacancy will be occupied by an L-shell electron, accompanied with the
emission of characteristic fluorescence Kα . Although other types of fluorescence
emission, e.g., Kβ (K-shell de-excitation by M-shell electron), can occur, Kα

fluorescence is the most commonly used one in XFCT because of its highest
intensity. Using a suitable geometry to collect the Kα fluorescence, a CT scan of
an imaging object makes it possible to realize the localization and quantification of
NPs simultaneously.

Compared with other advanced imaging modalities, such as K-edge subtraction
CT, optical imaging techniques, and nuclear imaging techniques, XFCT has its
own advantages. For example, the sensitivity of XFCT has been proved to be
more superior than that of K-edge subtraction CT for contrast agents at very
low concentration [6, 7]. Moreover, XFCT provides better depth resolution com-
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Fig. 1 Principle of X-ray fluorescence (Kα , K-shell electron excitation by primary X-ray and
de-excitation by L-shell electron)

pared with optical imaging modalities using near-infrared (NIR) light, such as
fluorescence diffuse optical tomography [8], bioluminescence tomography [9], and
X-ray luminescence CT [10], and the spatial resolution of XFCT (typical value of
101–102 μm) is much higher than those NIR-based imaging methods and common
nuclear imaging techniques, such as single photon emission computed tomography
(SPECT) and positron emission tomography (PET). Therefore, XFCT combined
with NP technology provides an excellent prospect for functional and molecular
imaging.

In terms of XFCT, early experiments are carried out at synchrotron radiation
facilities [11–14]. The high-brightness monoenergetic X-rays of synchrotron radia-
tion allow one to map trace element distributions with high sensitivity. However, the
translation–rotation data acquisition scheme employed in synchrotron-based XFCT
costs a huge amount of time. Although several novel imaging geometries have been
proposed to overcome this problem, such as sheet-beam geometry [15], pinhole [15–
18], and multi-pinhole [19] collimator geometry, these improvements are effective
only for very small imaging samples because of the limited field of view (FOV) of a
synchrotron radiation facility, usually at a millimeter level. Besides, the large-scale
footprint and expensive cost of a synchrotron facility make it impractical for most
biomedical research laboratories. Nowadays, the accessibility of XFCT is promoted
by using polychromatic X-ray tubes. However, longer scanning time is required
in this technique, even when a fan/cone beam geometry is adopted [20, 21], and
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the reconstruction precision and sensitivity is also deteriorated due to the strong
scattering background.

Alternatively, a Thomson scattering (also called inverse Compton scattering)
X-ray source, based on the collision of intense laser and relativistic electrons,
provides valuable prospects for XFCT, since it can provide quasi-monochromatic,
continuously energy-tunable, polarization-controllable, and high-brightness X-rays.
The typical X-ray energy region (10–100 keV) of this type of light source can cover
almost all biomedical applications of XFCT, and its quasi-monochromaticity will
help to improve the sensitivity of XFCT. The linearly polarized X-rays produced by
this type of light source will help to reduce the Compton scattering background in
XFCT by properly arranging the X-ray fluorescence detector. Furthermore, the small
footprint (room-scale or table-top scale) and moderate cost make it very suitable for
laboratory- and hospital-scale imaging application. In this chapter, we will introduce
the principle of Compton scattering suppression by using linearly polarized X-rays
and the implementation feasibility of linearly polarized XFCT based on this type of
light source and a photon counting detector.

2 Linearly Polarized X-ray Generation and Compton
Scattering Suppression Theory

2.1 Linearly Polarized X-ray Generation

The physics of Thomson scattering X-ray source can be described using a simplified
model where a laser beam (plane wave) causes relativistic electrons to oscillate in its
electromagnetic field and emits high-brightness cones of radiation (dipole radiation,
linear Thomson scattering) as observed in the laboratory frame S(x, y, z).

For simplicity, we assume that the electron is moving with velocity of v = βc

(β is the electron velocity normalized by the speed of light in a vacuum c) in the
+z direction and the laser with its electric field �El along the x-axis is moving in the
−z direction (head-on collision geometry). In the coordinate system S′(x′, y′, z′)
co-moving with the electron, the electric dipole moment �p′ of the electron is

�p′ = −ex′ �ηx, (1)

where e is the elementary charge, �ηx is the unit vector in x-direction, and the
superscript ′′′ represents that the physical parameter is expressed in the S′ coordinate
system, similarly hereinafter. According to the classical electromagnetic theory, the
radiation electric field �E′ and magnetic field �B ′ by this dipole moment are
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where ε0 is the permittivity in a vacuum, �k′ and ω′ are the wave vector and angular
frequency of the laser, respectively, �R′ and �ηR′ are the space vector and its unit
vector, respectively, θ ′ and φ′ are the polar angle and azimuthal angle, respectively,
�ηy and �ηz are the unit vectors in y- and z-directions, respectively, and �̈p′ is the
second-order derivative of �p′ with respect to time t ′

�̈p′ = −eẍ′ �ηx = −e�a′ = e

me

e �E′
l = e2E′

l,x

me

�ηx = p̈′
x �ηx, (3)

where me is the rest mass of electron, �a′ is the electron accelerator that is calculated
by neglecting the contribution of magnetic field �B ′ in the Lorentz force (linear
Thomson scattering), and

p̈′
x = e2E′

l,x

me

. (4)

We assume that the radiation is emitted at z = z′ = 0 at time t = t ′ = 0, thus the
detection distance R′ can be expressed using physical parameters in the S coordinate
system under Lorentz transformation, i.e.,

R′ =ct ′ = γ (ct − βz) = γ (R − βR cos θ)

=γR (1 − β cos θ) ,
(5)

where γ = 1/
√

(1 − β2) is the relativistic Lorentz factor. Considering the Lorentz
transformation of electromagnetic field
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the angle relation between S′ and S systems
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cos θ ′ = cos θ − β

1 − β cos θ
,

sin θ ′ = sin θ

γ (1 − β cos θ)
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(7)

and the fact that Lorentz transformation does not change the phase of an electro-
magnetic wave

�k′ · �R′ − ω′t ′ = �k · �R − ωt, (8)

the radiation electric field �E observed in the laboratory frame S can be transformed
from Eq. (2):

�E = 2reEl,xe
i(�k· �R−ωt)

γR (1 − β cos θ)3

×
[

−
(

1 − β cos θ − sin2 θ cos2 φ
)

�ηx

+ sin2 θ sin φ cos φ�ηy + (cos θ − β) sin θ cos φ�ηz

]
,

(9)

where re = e2

4πε0mec2 = 2.82 × 10−15 m is the classical electron radius, and the

electric field E′
l,x in Eq. (4) is expressed by its counterpart in the S system under

Lorentz transformation, i.e., E′
l,x = γ

(
El,x + βcBl,y

) ≈ 2γEl,x . In the relativistic

limit, where β ≈ 1, the z-component of �E will be vanished, i.e., Ez ≈ 0.
To demonstrate the polarization of the radiation field, we give a typical example

where the electron energy is 50 MeV and the detection plane locates at z = 3.0 m.
The degree of polarization (DOP), defined as

DOP = |Ex |2 − |Ey |2
|Ex |2 + |Ey |2 , (10)

is shown in Fig. 2. Note that most X-rays within the cone of 1/γ (half photons con-
centrate in this cone) are well polarized, and all X-rays within the cone of 1/2γ have
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Fig. 2 The typical DOP of the radiation generated by Thomson scattering between relativistic
electrons and a laser beam. The parameters are as follows: electron energy 50 MeV and detection
plane z = 3.0 m. The white dash-dotted circles depicted in the figure are the regions with cone
angles of 1/γ and 1/2γ , respectively

excellent polarization with DOP ≥ 0.9. Therefore, the polarization characteristics of
laser photons can be easily transferred to X-rays through a Thomson scattering,
and linearly polarized X-rays can be generated straightforwardly in a Thomson
scattering light source just by adjusting the laser beam to linear polarization.

2.2 Compton Scattering Suppression

For X-ray with linear polarization, its differential cross section of Compton
scattering is described by the Klein–Nishina formula:

dσKN,LP

d�
= 1

2
r2
e ε2(ε + ε−1 − 2 sin2 θ cos2 φ), (11)

where ε is the energy ratio between the scattered photon Ef and the incident photon
Ei ,

ε = Ef

Ei

= 1

1 + Ei

mec2 (1 − cos θ)
. (12)
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Fig. 3 Differential Compton scattering cross sections at different X-ray energies in angular
coordinate: (a) φ = 0◦/180◦ and (b) θ = 90◦/270◦. σT = 6.65 × 10−25 cm2 is the total Thomson
scattering cross section

The angular dependence of the Compton scattering cross section is shown in Fig. 3.
It can be seen that the differential cross section depends on both the polar angle θ

and the azimuthal angle φ, and it can reach a minimum value at the direction of θ =
90◦/270◦ and φ = 0◦/180◦. Based on this fact, if the X-ray fluorescence detector
is placed at this direction, the single Compton scattering background in XFCT can
be greatly reduced, which is the theoretical basis of scattering suppression based on
linearly polarized X-rays.

3 Monte Carlo Simulation

To demonstrate the feasibility of XFCT based on a Thomson scattering X-ray source
and a photon counting detector, a full-scale Monte Carlo simulation was performed
using the Geant4 toolkit [22] (version 10.05).

3.1 Imaging Geometry, Light Source, Detector, and Phantom

Considering that the FOV of a Thomson scattering light source is very large, usually
at the centimeter-scale (see Fig. 2), a fan beam imaging geometry was adopted in
the simulation. The layout of XFCT simulation is shown in Fig. 4. X-rays were
generated at the interaction point (IP) [23] of the electron bunch and the laser beam
and then propagated 12.0 m in the z-axis direction before reaching the sample.
The X-ray beam was linearly polarized in the x-axis (horizontal) direction and
can be tuned in the y-axis (vertical) direction when polarization-based comparison
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Fig. 4 Schematic for XFCT based on a Thomson scattering X-ray source and a photon counting
detector (not to scale)

simulation was carried out. The source spot size used in this simulation was 10.0
μm root mean square (r.m.s.) and the X-ray energy was E0 = 60 keV with an
r.m.s. bandwidth of 1.0%. All the source parameters in the simulation, such as
the source spot size and bandwidth [23, 24], can be easily achieved based on the
existing technology. Since the X-ray energy of a Thomson scattering light source is
correlated with the observation angle [25], a large FOV with quasi-monochromatic
X-rays can be obtained only by enlarging the imaging distance, that is the reason
why we choose such a long source-to-sample distance (12.0 m).

According to the scattering suppression theory in Sect. 2.2, a photon counting
detector was placed perpendicular to the x-axis in the x − z plane for the lowest
scattering background. The detector was made of cadmium zinc telluride (CZT)
and modelled using parameters that are available at present [26]: pixel size of 100
μm and energy range of 20–100 keV. For simplicity, other parameters, e.g., energy
resolution, detection efficiency, and statistic noise, were assumed to be ideal. The
distance between the photon counting detector and the sample was 4.0 cm. In the
middle of them was a lead (Pb) pinhole collimator with diameter of � = 0.5 mm
and thickness of 5.0 mm. For the image reconstruction in XFCT, the attenuation
data of the sample is necessary (see Sect. 3.2). Hence, an ideal energy-integrating
detector with pixel size of 100 μm was placed 0.5 m downstream from the sample.

The sample was a cylindrical polymethyl methacrylate (PMMA) of diameter 2.5
cm, inside which there were five contrast agent containers of diameter 5.0 mm. The
contrast agents were water solutions loaded with gadolinium (Gd), and the weight
fractions of Gd were 0.2, 0.5, 1.0, 2.0, and 4.0 wt%, respectively. For element Gd,
its K-edge is located at Ek = 50.23 keV and its Kα lines are located at 43.00 keV
(Kα1) and 42.31 keV (Kα2) [27]. During the simulation, a 5-keV energy interval,
ranging from 40 keV to 45 keV, of the photon counting detector was set to collect
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the Kα fluorescent photons of Gd. The fluorescence yield ωKα of Gd used in the
simulation was 0.75046 (i.e., ωKα1 = 0.48224 and ωKα2 = 0.26822). For a CT scan,
there were 360 projections acquired at a rotation step of 1◦, in each of which the
incident X-ray photon number used for simulation was 1.0 × 109. These X-ray
photons were uniformly distributed in a fan beam angle θc of 2.56 mrad confined by
the collimator at the exit of the vacuum tube, corresponding to an FOV of ∼3.0 cm
at the sample.

3.2 Image Reconstruction

According to the imaging geometry in Fig. 4, the detection process of X-ray
fluorescence photons can be divided into three steps:

(i) The incident X-rays with intensity I0 and energy E0 will be attenuated by the
sample when they travel from point A to point P ; then, the X-ray intensity
I (P ) at P can be written as

I (P ) = I0 exp

[
−

∫ P

A

μ(E0, r)ds

]
, (13a)

where μ is the linear attenuation coefficient of the sample and r denotes a
vector in Euclidean space.

(ii) The fluorescent X-ray photons are emitted isotropically if E0 is higher than Ek

(E0 = 60 keV > Ek in our simulation case), and the fluorescence intensity
IXRF(P ) at P is proportional to I (P ) and the local concentration ρGd(P ) of
Gd represented by mass percent:

IXRF(P ) = I (P )μm
Gd,PE(E0)ρGd(P )ωKα, (13b)

where μm
Gd,PE(E0) is the photoelectric mass absorption coefficient of Gd at E0.

(iii) The fluorescent X-rays will be collected by the pinhole collimator C after
propagating a distance dp, and then they are detected by the photon counting
detector D. Along this path, they are also attenuated by the sample from P to
the boundary B. Hence, the fluorescence intensity Idet(P,D) coming from P

and detected at D can be expressed as

Idet(P,D) = IXRF(P )
π

(
�
2

)2

4πd2
p

exp

[
−

∫ B

P

μ(EXRF, r)ds

]
, (13c)

where EXRF is the spectrum-averaged energy of Kα lines of Gd and its value
is taken as 42.76 keV in the simulation.
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Obviously, the total fluorescence intensity detected at the ith bin Di (i =
1, 2, . . . ,M) of D is a volume integral of Idet(P,D) over the pixel region VP→Di

in the phantom inside a cone subtended by Di toward the pinhole:

Idet,i =
∫∫∫

VP→Di

Idet(P,D)dVP . (14)

If the attenuation terms μ(E0, r) and μ(EXRF, r) in Eqs. (13a) and (13c) are known,
the relation between the detected fluorescence intensity Idet of size M × 1 and the
unknown Gd concentration ρGd of size N × 1, after sample discretization, can be
expressed in the form:

Idet = AρGd, (15)

where A = [
aij

]
is the system matrix of size M × N . Then, the ρGd map can be

reconstructed using the iterative algorithm called maximum-likelihood expectation
maximization (MLEM) [28]:

ρ
(k+1)
Gd,j = ρ

(k)
Gd,j∑M
i=1 aij

M∑
i=1

aij Idet,i∑N
j ′=1 aij ′ρ(k)

Gd,j ′
(j = 1, 2, . . . , N). (16)

However, the attenuation of the sample is usually unknown and nonnegligible;
hence, an adjoint attenuation CT scan is necessary to calculate the system matrix
A, and this can be realized easily since the energy of a Thomson scattering light
source is continuously tunable. For determining the attenuation of the fluorescence
photons, another attenuation CT scan was simulated at the same imaging geometry,
while the photon energy was reduced to 42.76 keV with an r.m.s. bandwidth of
1% and only 180 projections were acquired at the same sampling interval (i.e.,
1◦). Meanwhile, the incident X-ray photon number used at each projection was
unchanged (i.e., 1.0×109). The attenuation data of the phantom at both 60 keV and
42.76 keV were reconstructed using the well-known ART-TV iterative algorithm,
and 180 projections were used in each attenuation reconstruction.

4 Results and Discussions

To examine the efficiency of the scattering suppression scheme, two typical X-ray
polarizations, i.e., horizontal polarization and vertical polarization, were used for
comparison in the simulation. The comparison result between the two fluorescence
spectra collected by the photon counting detector with an ideal energy resolution
is shown in Fig. 5. The spectrum was created by summing all of the pixels of the
photon counting detector after a full XFCT scan. Note that the Kα and Kβ lines of
Gd and the Compton and Thomson scattering backgrounds are all witnessed. The
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Fig. 5 Comparison between two typical fluorescence spectra detected by the photon counting
detector. CS: Compton scattering; TS: Thomson scattering; * The ratio between the vertical
polarization spectrum and the horizontal polarization spectrum at the corresponding L lines of
Pb

Compton scattering background mainly concentrates in the energy region of 48–59
keV, and hence it can be effectively excluded by the photon counting detector in the
signal collection region of 40–45 keV in the simulation. Compared with the vertical
polarization case, the Compton scattering background, in the horizontal polarization
case, is suppressed by about 1.6 times, verified by calculating the mean value of
typical L lines of Pb (see subfigure 2© of Fig. 5). Hence, the scattering background
in the fluorescence signal region is also reduced at the same level (see subfigure
1© of Fig. 5). Different from the theoretical prediction described in Sect. 2.2, the

improvement of scattering background is not substantial and this can be attributed
to the deviation of scattering angles to the right one. In our simulation geometry,
only Compton scattering occurring along the x-axis direction strictly satisfies the
right angle described in Sect. 2.2, and the scattering from other parts of the phantom
is still significant. By restricting the detected energy range of fluorescent signal and
using the X-rays with horizontal linear polarization, the scattering background can
be reduced to a negligible level; hence, no scattering correction is needed before the
CT reconstruction.

The reconstruction results of the phantom with and without attenuation cor-
rection are depicted in Fig. 6. These results are expressed in relative values. It
can be seen that the five Gd contrast agents can be identified in the attenuation-
corrected XFCT image. In order to quantitatively analyze the reconstruction results,
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Fig. 6 Gd concentration maps reconstructed (a) without and (b) with attenuation correction. The
red dotted squares are ROIs chosen for the quantitative analysis of the reconstructed results

Fig. 7 Relation between the reconstructed result and the actual Gd concentration. The reconstruc-
tion value is a mean over all pixels in the ROI and the error bar is the corresponding standard
deviation

six regions of interest (ROIs) highlighted by red dotted squares in Fig. 6a and b
are chosen. The relation between the reconstructed value S averaged over the ROI
pixels in Fig. 6b and the actual Gd concentration ρGd is plotted in Fig. 7. Also shown
in Fig. 7 is the linear fitting result between S and ρGd. Obviously, there is a good
linear relation between the reconstructed result and the Gd concentration with r2 =
0.9999. Using this relation for calibration, the relative values in the reconstructed
images can be expressed by actual concentration values for quantitatively absolute
measurement.
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Compared with the reconstruction result in Fig. 6a, the image contrast recon-
structed with attenuation correction in Fig. 6b is improved significantly. To quan-
titatively analyze this contrast improvement, the contrast-to-noise ratio (CNR) is
calculated. The CNR is defined as

CNR = SGd − SBG

σBG
, (17)

where SGd and SBG are the means of the ROI pixel values in the Gd and PMMA
regions, respectively, and σBG is the standard deviation in the same ROI region
of the PMMA. The calculated CNR results are depicted in Fig. 8. Obviously, the
CNR of the reconstructed result with attenuation correction is higher than that of
the corresponding result without attenuation correction. Based on the CNR results,
we can also evaluate the contrast agent detectability. According to the Rose criterion,
an object’s CNR must exceed 3–5 in order to be detectable [29]. To determine the
actual value, we introduce another evaluation index called limit of detection (LOD)
with 95% confidence, which is defined as [30]

LOD = SBG + 3.29σBG. (18)

This gives a CNR threshold of 3.29 with 95% confidence. Based on this criterion, the
four contrast agents with higher Gd concentration in XFCT can be clearly detected
(CNR>5, see Fig. 8) and the contrast agent with 0.2 wt% Gd concentration in XFCT
can be identified with a confidence of more than 95% (CNR>3.29, also see Fig. 8).
Since the attenuation correction can enhance the CNR in XFCT and a higher CNR

Fig. 8 Comparison of the CNRs in XFCT reconstructed with and without attenuation correction
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means a lower LOD, it is necessary to correct the phantom attenuation to improve
the LOD in XFCT.

5 Possibility Toward In Vivo Imaging

The simulation results in Sect. 4 have verified the feasibility of linearly polarized
XFCT based on a Thomson scattering light source and a photon counting detector.
However, the simulation parameters, e.g., the sampling strategy and the photon
number, are not optimized. For the purpose of in vivo application of this imaging
modality, optimized imaging parameters should be used. Further simulations for this
purpose have been carried out, and the details have been described elsewhere[31].
Here, we just give the basic conclusions. Although 180◦ angular sampling is enough
for conventional attenuation CT in parallel or quasi-parallel (small fan angle)
imaging geometry, one full cycle (360◦) sampling is necessary in XFCT when the
attenuation of the phantom cannot be neglected. Using the imaging geometry of
Fig. 4, the sampling interval can be reduced to 5◦ and the photon number can be
decreased to 5.0×108 per projection without affecting the accurate reconstruction
of the phantom. Based on these optimized imaging parameters, we will discuss the
typical imaging time, the potential pulse pile-up effect, and the radiation dose using
this imaging scheme.

5.1 Imaging Time

For the sampling strategy using 360◦ at 5◦ intervals and the optimized photon
number 5.0×108 per projection, the total incident X-ray photon number of a whole
CT scan is 3.6×1010. These photons are uniformly distributed in the fan of θc = 2.56
mrad and 100 μm height at 12.5 m downstream of the IP, corresponding to a photon
density of 1.1×1010 ph/mm2. By extending this 2D model to 3D, the incident X-ray
photon number in a cone of the same polar angle at the same distance can be easily
calculated using the same photon density and the value is 9.0×1012. The photons in
this cone are just a small fraction of the total photon yield in a Thomson scattering
light source, and the fraction F can be calculated by integrating the probability
density function f (θ, φ) of the spatial distribution of scattered photons over this
cone [32]:

F =
∫ 2π

0

∫ θc/2

0

3

8π

1

γ 2(1 − β cos θ)2

×
[

1 − sin2 θ cos2 φ

γ 2(1 − β cos θ)2

]
sin θdθdφ.

(19)
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For a commonly used head-on collision geometry between the electron bunch and
laser pulse, γ can be calculated through the relation between the scattered X-ray
peak energy Ex and the laser photon energy El :

Ex = 4γ 2El. (20)

For an 800-nm laser commonly adopted in a Thomson scattering light source and
60-keV X-rays in our simulation, γ is 98.34 and F is 0.023. Hence, the total photon
yield required for a whole XFCT scan is 9.0×1012/F = 4.0 × 1014.

For a low-repetition Thomson scattering light source, e.g., the Tsinghua Thom-
son scattering X-ray source with photon yield of 2.0×108 ph/s [33], it would take
∼23 days to finish the data acquisition for the whole CT with the same statistics.
Obviously, the huge amount of imaging time cannot be acceptable for practical
XFCT applications. However, the photon flux of a Thomson scattering light source,
based on the high-repetition design technology, can reach 1013 ph/s, and a series
of laboratory-scaled facilities have been proposed and are under development at
present [34, 35]. Using these high flux light sources, the data acquisition time of
XFCT can be reduced to the second level for the same parameters in our simulation,
which is possible for in vivo imaging.

5.2 Pulse Pile-Up Effect

For a photon counting detector, the pulse pile-up problem will become serious when
the photon flux is high, because of which the imaging quality will be degraded. The
typical X-ray pulse length of a Thomson scattering light source is very short (ps–fs),
far below the time resolution of a photon counting detector. It is, therefore, necessary
to analyze the potential pulse pile-up in our imaging geometry. In order to avoid the
pulse pile-up problem, the photon number of fluorescent X-rays detected per pixel
on the detector cannot exceed 1 in one incident X-ray pulse. Hence, the photon yield
Y per pulse should meet the following requirement:

YF

π
[
R1 tan( θc

2 )
]2 μm

Gd,PE(E0)ρGd(P )

× VGdωKα

π
(

�
2

)2

4πd2
p

1

Npix
≤ 1,

(21)

where VGd is the phantom volume containing Gd inside the fan beam and Npix =
250 (i.e., 2.5 cm

100 μm · d2
d1

) is the number of effective detector pixels collecting fluorescent
X-ray photons. For conservative estimate, we neglect the phantom attenuation in
Eq. (21) and assume that the phantom is fully filled with contrast agent with Gd
concentration of 4.0 wt%. Thus, the value of VGd is ∼49.1 mm3. The photoelectric
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mass absorption coefficient μm
Gd,PE(E0) of Gd at E0 (60 keV) can be obtained from

the software XOP (version 2.4)[36] and its value is 11.3128 cm2/g. The distance dp
can be taken as an approximate value, i.e., dp  d1 = 2.0 cm, and other parameters
in Eq. (21) are the same as before. Substituting these parameters into Eq. (21), we
can calculate the photon yield Y ≤ 1.2×1011 ph/pulse. This value limits the highest
photon yield per pulse of a Thomson scattering light source to avoid the pulse pile-
up problem using our imaging geometry.

For a Thomson scattering light source with low repetition, the photon yield
cannot reach the above limitation at present and the pulse pile-up cannot occur for
fluorescent X-ray photons excited by adjacent incident X-ray pulses; the pulse pile-
up problem, therefore, can be neglected in our imaging geometry. For a Thomson
scattering light source with high repetition, usually in continuous wave (CW) mode,
the pulse pile-up for fluorescent X-ray photons excited by adjacent incident X-ray
pulses can occur, while this problem cannot occur in one incident X-ray pulse
because of its relatively low photon yield per pulse. To estimate this effect, we
take the photon flux of 1013 ph/s as an example. In this case, the photon flux of
fluorescent X-rays on the photon counting detector, based on the above analysis, is

∼ 83 ph/(pixel· s) (i.e., 1013

1.2×1011 ). However, the count rate for a photon counting

detector can reach 0.01–10 Mcps/pixel now [26], and it is far above the photon
flux of fluorescent X-rays. Therefore, the pulse pile-up can also be neglected in our
imaging geometry for a high-repetition Thomson scattering light source with photon
flux of 1013 ph/s.

5.3 Radiation Dose

The radiation dose is an important factor that needs to be taken seriously in a
practical XFCT application for small animals or human beings. Here, we will
estimate the typical radiation dose in our imaging parameters. For a water cylinder
phantom with radius of r , when it is irradiated by a parallel monochromatic X-ray
beam that is perpendicular to the axis of the phantom and covers the phantom width,
the theoretical radiation absorbed dose D is given as [37]

D = 2

πrρw

(1 − g)E0φ0T μw(E0)/μw,en(E0), (22)

where ρw = 1.0 × 103 kg/m3 is the density of water, φ0 is the fluence rate, in unit
of ph/(m2·s), of the incident beam in front of the phantom, T is the exposure time,
μw(E0) and μw,en(E0) are the linear attenuation coefficient and the linear energy
absorption coefficient of water at X-ray energy E0, respectively, and the factor g is

g =
∫ π

2

0
exp

[−2rμw,en(E0) cos θ
]

cos θdθ. (23)
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In our imaging geometry, r = 1.25 cm, E0 = 60 keV, φ0T = 1.1 × 1010

ph/mm2×
(

12.5m
11.9875m

)2 = 1.2×1016 ph/m2, and the values of μw(E0) and μw,en(E0)

can be obtained from the National Institute of Standards and Technology (NIST)
[38] and their values are 20.59 m−1 and 3.19 m−1, respectively. Based on these
parameters, the factor g can be numerically calculated and the value is 0.9394.
Hence, the radiation absorbed dose D is 2.3 Gy, which is less than the generally
known value of LD50 (50% lethal dose) for mice, i.e., about 7 Gy [39]. This result
shows that in vivo applications, especially for small animals, of XFCT using our
imaging geometry are possible.

6 Future of This Imaging Modality

The excellent beam quality, small footprint, and moderate cost of Thomson
scattering X-ray sources provide a promising prospect for XFCT in laboratories
and hospitals. Our simulation results have verified the feasibility of polarized XFCT
based on this type of light source and a photon counting detector. Based on the
estimation of the imaging time and radiation dose, this imaging modality is possible
for in vivo applications, especially for small animals. It is expected that the in vivo
imaging requirements of XFCT will push this technology toward the following
directions:

• High flux light source: The flux of a Thomson scattering X-ray source is a key
matter that determines the imaging time. Based on our simulation results, when
the flux of a Thomson scattering light source can reach 1013 ph/s or higher, it is
possible to finish the data acquisition of XFCT at the second level or less without
introducing any pulse pile-up problem. At this time level, the in vivo applications
of XFCT can be realized.

• High energy and spatial resolution photon counting detector: In our simulation,
only present available parameters of the photon counting detector are used.
Based on the result in Fig. 5, we can infer that if the detection interval of the
photon counting detector is further decreased, e.g., 1 keV (42.2–43.2 keV), the
scattering background can be further reduced and the CNR of the reconstructed
image will further improved. In our simulation, the spatial resolution of XFCT
can reach to ∼100 μm level using the imaging geometry in Fig. 4. For higher
resolution imaging applications, the present spatial resolution of the photon
counting detector needs to be improved since it is the most important factor that
determines the resolution of XFCT.

• High efficient collimator: The pinhole collimator used in our simulation limits the
collection angle of fluorescent X-ray photons. Besides, the pinhole-collimated
imaging geometry also makes the scattering suppression nonsignificant, since
most Compton scattering photons cannot satisfy the optimized scattering con-
dition described in Sect. 2.2. Therefore, a collimator with high efficiency needs
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to be developed. For this application, an X-ray polycapillary lens may play an
important role because of its high spatial resolution, large collection angle, and
relatively high transmission efficiency.
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3D XRF and Compton Imaging
with CdTe and CdZnTe Arrays

Wonho Lee, Younghak Kim, and Changyeon Yoon

Room temperature detectors based on CdTe and CdZnTe has been widely used in
radiation imaging owing to their portability, high energy resolution, large atomic
number, and density. These detectors require minimal or no cooling which enables
them to be applied in realistic fields such as nuclear power plants, nuclear reservoirs,
astrophysics, and forensics. The development of multi-pixels and arrays based on
CdTe and CdZnTe enables to construct compact 2D and 3D radiation imagers
with high detection efficiency and angular resolution. Recent research for X-ray
fluorescence (XRF) and Compton imaging with CdTe and CdZnTe arrays are
described in this chapter.

Since CdTe arrays with a 10 square centimeters area and 1 mm thickness can
be manufactured and operated in room temperature with minimal cooling, they
can be applied as radiation detectors of a portable X-ray imaging system to detect
characteristic X-rays emitted from target materials and visualize the 2D and 3D
distribution of the atomic elements in the materials. The energies of characteristic
X-rays emitted from most natural elements are less than 100 keV, and thus, 1 mm
thickness CdTe is sufficient to detect the characteristic X-rays. 3D computed
tomography of three different metals in a plastic phantom and a PVC pipe based
on the detection of both transmitted and characteristic X-rays are presented. A
CdTe detector array operates in a pulse mode in which both energy and position
information of characteristic X-rays can be obtained, whereas a CsI-coupled CMOS
array operates in a current mode in which the amount and position of transmitted
X-rays can be measured. Atomic number and structural information of the target
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material is acquired by the CdTe array and a CsI-coupled CMOS array, respectively.
Unfiltered backprojection, filtered backprojection, and maximum likelihood expec-
tation and maximization methods are used for image reconstruction. Both structural
information and atomic number are represented in fused images and well matched
with real distribution. The maximum thickness of the different types of pipes to
which 3D XRF is applicable is investigated. 3D rendered images are reconstructed
by using analytic and iterative image processing methods, and maximum likelihood
method performs better than analytic reconstruction methods.

In the case of CdZnTe, the commercial crystals can be grown up to several
centimeters in thickness, and thus they are applicable to detect γ-rays from a tens
keV to several MeV γ-rays. Since the major interaction of γ-rays from several
hundreds keV to several MeV is Compton scattering, Compton cameras using the
Compton kinematics are effective to locate various radiation isotopes emitting γ-
rays in that energy range, and hence, many radiation isotopes in the environmental
and industrial fields can be investigated by Compton cameras. There are two
major methods to construct Compton cameras comprising CdZnTe crystals – a
large monolithic crystal and a mosaic array of parallelepiped ones. The monolithic
crystal is composed of fine pixel electrodes which enable it to have high spatial
resolution, but the achievable size of a single crystal with high energy resolution
is limited to approximately 6 cm3. A mosaic array comprising small-size crystals
is efficient to build a large-volume detector providing high detection efficiency at a
comparatively low production cost compared to monolithic detectors. In addition,
degraded crystals in the mosaic array can selectively be replaced without any
modification of other crystals. The performance of Compton cameras based on
each detector structure is evaluated by measuring various isotopes. The angular
resolution of the reconstructed images of Compton cameras comprising a monolithic
crystal is generally higher than that of a mosaic array, whereas the absolute detection
efficiency of a mosaic array can be higher than that of a monolithic crystal.

1 3D X-Ray Fluorescence Tomography with a CdTe Array

A CdTe array with Schottky contact is widely utilized for X-ray imaging because
a large-area CdTe detector comprising numerous micrometer pixels can be man-
ufactured and each pixel shows high energy resolution with minimum cooling
system. The thickness of the commercial CdTe array can be up to ~1 mm which
is sufficient to detect soft X-rays (< 150 keV) in general purposes. Thus, CdTe
array can be applied to reconstruct 2D and 3D fluorescent (i.e., characteristic)
X-ray imaging for the analysis of target materials. Principle of characteristic X-
ray emission is described in Fig. 1. When an incident radiation interacts with
an atom, if the energy of the radiation is higher than the binding energy of the
electron and fully transferred to the electron, the electron is ejected and another
electron in a higher orbit falls into the vacancy of the ejected electron. The energy
difference of the orbit is emitted in the form of an electromagnetic wave called
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Fig. 1 Process of characteristic X-ray emission after a radiation interaction with an atom [8]

characteristic X-ray. Since the energy difference between the orbits is dependent
on the atomic number of the target material regardless of the type and energy of
the incident radiation, the atomic number can be investigated by analyzing the
energy information of characteristic X-ray without any modification of the target
material. If the characteristic X-rays are collimated by a mechanical collimator
with high atomic number and density, and then, the collimated X-ray are detected
by position-sensitive or multi-pixel detector, the distribution of the target material
emitting characteristic X-rays can be reconstructed. The schematic design of 3D
XRF imaging system is demonstrated in Fig. 2. When a phantom was exposed
to the incident radiations, the transmitted radiations are measured by a position-
sensitive detector positioned in the opposite side of the radiation source. The
characteristic X-rays are measured by other detectors typically placed perpendicular
to the direction of the incident radiation from the radiation source to phantom
and transmitted X-ray detector. Based on this geometry, the characteristic X-ray
detector is not exposed to the incident radiations from the radiation source. When
the phantom is rotated more than 180◦ during radiation exposure, 3D image of the
target material can be reconstructed by using the position and energy information
obtained by detectors. The distribution of the materials with different atomic
numbers is reconstructed based on the information from the characteristic X-ray
detector, whereas transmitted X-ray detector discriminates the attenuation of the
incident radiations which is strongly related to the density as well as atomic number.
The reconstructed image based on transmitted radiation can precisely investigate
densities of the materials, but it is not sufficient to analyze materials such as
metals whose attenuation coefficients are high and densities are similar to each
other. However, 3D XRF imaging system can combine the distribution of the
atomic numbers and densities of target materials which enable to distinguish even
those materials with similar densities and attenuation coefficients. In previous XRF
research, high-purity germanium (HPGe) detector with cryogenic cooling or small-
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Fig. 2 3D XRF tomography [6]

size semiconductor detectors such as silicon drift detector (SDD) and CdTe detector
with minimal cooling were used [1–5]. Recently, with the development of CdTe
array, higher efficiency than a point CdTe detector was achieved and measurement
time could be reduced [6, 7].

Figure 3 shows the photograph of a 3D XRF system. The X-ray generator was
a L8121-03 manufactured by Hamamatsu (Iwata, Japan) whose tube voltage and
current are 40–150 kV and 0–500 μA, respectively. The X-ray focal spot size
was 50 μm which was sufficiently small to minimize blurring in the reconstructed
image attributed to the finite focal spot size. The characteristic X-ray detector was
a PID 350 (CdTe) from AJAT (Espoo, Finland) whose active area, pixel size, and
thickness are 44.8 × 44.8 mm2, 0.35 × 0.35 mm2, and 1 mm, respectively. This
CdTe detector array operated in a pulse mode in which both energy and position
information of characteristic X-rays could be measured. The energy resolution of
the CdTe array was 7 keV FWHM at 122 keV. The transmitted X-ray detector was
a Xmaru 1215CF+ (CsI-coupled CMOS photodiode) from VATEC (Hwaseong,
Korea). The active area, pixel size, and thickness of the photodiode array were
141.96 × 116.2 mm2, 0.14 × 0.14 mm2, and 0.28 μm, respectively. This CsI-
coupled CMOS array operated in a current mode in which the amount and position
of transmitted X-rays could be measured. A 2D lead collimator whose height, hole,
and entire size were 25 mm, 1 × 1 mm2, and 50 × 50 mm2, respectively, was located
in front of the characteristic X-ray detector to select the incident characteristic X-
rays from the phantom. The collimator moved in arbitrary directions during X-ray
detection to minimize the shadow of grids remaining in the acquired images.
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Fig. 3 Photo of the
assembled 3D XRF system
[6]

Fig. 4 Photos of phantoms with inner metals [6]

Figure 4 represents photos of a plastic and a PVC phantom with three inner
metals (Ce, Gd, and Bi) inside the phantoms. In the case of the plastic phantom
(Fig. 4a), both the diameter and the height of the plastic was 40 mm. The phantom
simulated a water substance with target metals inside assuming that the phantom
was similar to a biological tissue or the absorption in the vessel itself was minimal
such as a thin opaque glass. Figure 4b displays a phantom comprising metals in
a PVC pipe. The wall thickness of the PVC pipe was 2.5 mm. The diameters of
three holes inside the plastic phantom and the PVC pipe were both 10 mm. Table 1
represents the densities and shapes of the target materials.

The distance from the center of the cylindrical phantom to the X-ray source
was 150 mm. Each detector was located at a distance of 50 mm from the center
of the phantom. The voltage and current of the X-ray tube was 150 kV and
125 μA, respectively. For three-dimensional measurement of transmitted X-rays,
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Table 1 Specifications of target materials

Material Plastic phantom PVC pipe Ce Gd Bi

Density (g/cm3) 0.941 1.467 6.77 7.90 9.78
Shape Cylinder Pipe Granules Granules Flexible board

Fig. 5 3D reconstructed images of three different metals in a plastic phantom. (a) Transmitted
X-ray image, (b) characteristic X-ray image, and (c) combined image [6]

the phantom was rotated 360◦ in 1◦ step for 5 s exposure per each rotational
step. In the case of three-dimensional measurement of characteristic X-rays, the
phantom was rotated 360◦ at 2.5◦ increments for 10 min exposure at each rotational
step. For 3D image reconstruction, unfiltered backprojection (UBP) and filtered
backprojection (FBP) with Ram-Lak filter were used as the analytic methods and
maximum likelihood expectation and maximization (MLEM) methods were utilized
as the iterative method. The MLEM method applies expectation maximization to
calculate the maximum probability [9–14]. The reconstruction time of analytic
methods is faster than that of iterative method and do not need a response function
(cij) which is essential to apply the MLEM method. However, the quality of the
reconstructed images processed by the MLEM method is normally higher than
that of those reconstructed by analytic methods, especially when the statistical
uncertainty of the measured counts is significant owing to the limited amount of
detected radiations.

Figures 5 and 6 display 3D reconstructed image of three different metals in a
plastic phantom and a PVC pipe. For the reconstruction of transmitted X-ray images
(cf. Figs. 5a and 6a), UBP was applied since the amount of transmitted X-rays
was sufficiently large to use analytic reconstruction methods, whereas MLEM was
utilized to reconstruct characteristic X-rays whose amount was relatively small and
statistical uncertainty should be considered for image processing (cf. Figs. 5b and
6b). The iteration number of MLEM was set to 3 to enhance positional resolution
without significantly increasing noise in the reconstructed images. Figures 5c and
6c show combined images in which transmitted and characteristic X-ray images
were resized based on the edges of the inner metals and overlaid with each other
to represent both X-ray images. In the transmitted X-ray images, the position and
shape of metals were reconstructed precisely, but atomic numbers of three metals
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Fig. 6 3D reconstructed images of three different metals in a PVC pipe. (a) Transmitted X-ray
image, (b) characteristic X-ray image, and (c) combined image [6]

Table 2 3D XRF applicable
thickness for various pipe
materials

Thickness [mm]
Pipe material 0.7 1.5 2.25 3

PVC ◦ ◦ ◦ ◦
Al ◦ ◦ ◦ ◦
Stainless steel ◦ ◦ × ×
Cu ◦ × × ×

could be distinguished from each other. In contrast, the atomic number of inner
metals was clearly discriminated in the characteristic X-ray images, whereas the
positional resolution was not high compared to transmitted X-ray images. Both
structural information and atomic number were represented in the fused images
and well matched with real distribution. Owing to the attenuation and scattering
of X-ray in the metals and phantoms, many artifacts and beam hardening effect
were presented in the transmitted X-ray images in Figs. 5a and 6a. The amount
of artifacts in the PVC pipe was larger than those in the plastic phantom because
the metals were located near the center of the PVC pipe and the atomic number
and density of the PVC were higher than those of the plastic (plastic, 11.40 and
0.941 g/cm3; PVC pipe, 29.10 and 1.467 g/cm3).

Table 2 represents the maximum thickness of various pipe materials in which 3D
XRF can be applicable. As the thickness and atomic number increased, the amount
of characteristic X-rays penetrating the pipe and detected by CdTe array decreased,
and hence, analysis by 3D XRF was limited depending on the thickness and type of
the pipe.

Figure 7 demonstrates 3D rendered images constructed by stacking up the 3D
XRF reconstructed images. The reconstructed images using UBP were relatively
blurred compared to the other images because simple summation of backprojection
enhanced low-frequency component. The reconstructed images using FBP showed
significantly scattered artifacts because high-frequency component was emphasized
by the high-pass filter. As shown in Fig. 4, the Bi layer extended beyond the
plastic phantom, and thus, the reconstructed Bi image was extended beyond the
FOV. Similar to the 3D cross-sectional images, three different metals were clearly
distinguished in the 3D rendered images.
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Fig. 7 3D rendered images based on the XRF measurement [6]

2 Multi-isotropic Compton Imaging with CdZnTe Crystals

There are two main collimation methods to reconstruct the original source distribu-
tion – mechanical and electronic collimation. In the case of mechanical collimation,
the incident radiations from the source are significantly filtered out by the collimator,
and thus, a large amount of source radiation cannot reach the detector and the
intrinsic detection efficiency is low. In addition, the amount of radiation penetrates
the mechanical collimator increased with the energy of the radiation, and the noise
of reconstructed image increases. Therefore, a thicker collimator is required to
minimize penetration for higher-energy radiation, which results in the decrease
of detection efficiency and field of view of the radiation camera. The electronic
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collimator (i.e., Compton camera) utilizes the kinematics of Compton scattering
instead of a mechanical collimator to reconstruct the direction of the incident
radiations.

The basic principle of Compton scattering is to analyze a collision between a
photon and an electron as a billiard ball collision. Figure 8 demonstrates how such a
collision might conceptually occur. When a photon strikes an electron, it is scattered
away from its original incident direction while the electron receives the impact and
begins to move. If the energy of the incident radiation is E0, that of the scattered
radiation is Es, and that of the recoil electron energy is Er, the angle of photon
scattering θ can be calculated by energy and momentum conservation using

cos θ = 1 − mec
2Er

E0Es

(1)

The term mec2 is the rest mass energy of an electron which equals to 511 keV
and the electron is assumed to initially be at rest and unbounded.

Once the energy and the position information of the radiation interactions with
detectors are recorded, the source position can be determined as shown in Fig. 8b.
The line connecting the positions of the first and the second interaction is the axis of
a cone whose opening angle θ is determined from Eq. (1). Based on the information
of each sequential interaction in both detectors, a conical line can be drawn in the
source sphere or plane. The original source distribution can be reconstructed by sum
of many conical lines. A simple backprojection, i.e., the sum of all the cones, is the
fastest reconstruction method. However, there are techniques to improve the image
quality. Various image processing techniques have been developed to reconstruct
a better image with trade-offs between processing time and image quality [15–
17]. The detection efficiency of the Compton camera can be one or two orders of
magnitude higher than that of mechanical collimation owing to the absence of the
physical collimator. There is no loss of the image contrast and quantitative accuracy
of the measured activity distribution caused by radiation scattered in the mechanical
collimator. There is no artifact of the image due to radiation penetrating through the
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Fig. 8 Schematic diagram of (a) Compton scattering and (b) Compton camera imaging
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collimator, either. Moreover, the angular resolution of the acquired image improves
with higher-energy radiation because the energy uncertainty, which is directly
related to angular uncertainty (cf. Eq. 1), gradually decreases as the energy of
the interaction increases. The probability of the Compton scattering dramatically
increases from a few keV to several hundred keV and only slightly decreases up
to a few MeV. Therefore, a Compton camera is effective for detecting the higher-
energy radiation (800 keV to a few MeV), while mechanical collimation is better
at lower energy (<several hundred keV). In contrast to the simple design of the
mechanical collimator, Compton cameras require additional hardware for detecting
the time coincidence of interaction positions, as well as software for deblurring the
overlapping cones.

The first Compton imaging technique was proposed by Pinkau [18] in 1966
and White [19] in 1968 to acquire the image of solar neutrons. Singh and Doria
built the first prototype Compton camera in 1983 [20]. The scatter detector was a
planar high-purity germanium (HPGe) detector and the second detector consisted
NaI(Tl) scintillators without collimation. In 1996, a Compton telescope composed
of two HPGe detectors as the scatter and absorption detectors was developed by
Phlips et al. [21]. In 2001, Schmid et al. proposed a single coaxial germanium
detector for Compton imaging [22]. In 2001, Du et al. [23] developed a prototype
Compton imager consisting of two CdZnTe detectors with three-dimensional
position sensitivity. In 2004, Lehner [24] proposed 4π Compton imaging using a
single 3D position-sensitive CdZnTe detector with multiple Compton scatters.

In the case of CdZnTe, the commercial crystals can be grown up to several cen-
timeters in thickness, and thus they are applicable to detect γ-rays from a tens keV
to several MeV γ-rays [25]. CdZnTe material also has a relatively wide band-gap
and high resistivity, which enable it to operate in room temperature with long-term
stability [26]. However, the charge transport property of CdZnTe semiconductor
limits its application. The charge transport property of the semiconductor is one
of main factors to evaluate the semiconductor because the semiconductor with
high mobility and lifetime provides high energy resolution. In CdZnTe crystals, the
mobility of a hole (120 cm2V−1 s−1) is significantly lower than that of an electron
(1350 cm2V−1 s−1) and the lifetime of the hole is also short, and thus, the hole
cannot be collected by electrodes but trapped in the CdZnTe crystal, which severely
degrades the energy resolution of the CdZnTe detector [27]. To minimize the effect
of incomplete charge collection, several single-charge (electron) collection methods
have been developed such as small pixel structure [28], coplanar electrode [29],
and virtual Frisch-grid method [30]. The energy resolution of CdZnTe detector is
significantly improved by the single-charge collection methods. Among the single-
charge collection methods, 3D position sensing technique which uses 2D pixels
or arrays to investigate x- and y-direction and drift time difference to calculate
z-direction enables the Compton imaging with CdZnTe crystals. There are two
major methods to construct Compton cameras comprising CdZnTe crystals – a large
monolithic crystal and a mosaic array of parallelepiped ones as illustrated in Fig. 9.

The monolithic crystal is composed of fine pixel electrodes which enable it to
have high spatial resolution, but the achievable size of a single crystal with high
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Fig. 9 Schematic diagrams of CdZnTe Compton camera base on (a) monolithic crystal [24] and
(b) mosaic array [31]

Fig. 10 Photograph of a monolithic CdZnTe system (RENA) [33]

energy resolution is limited to approximately 6 cm3 [31]. A mosaic array comprising
small-size crystals is efficient to build a large-volume detector providing high
detection efficiency at a comparatively low production cost compared to monolithic
detectors. When side pads are attached to the virtual Frisch grids of the mosaic
array and the signals from the side pads are analyzed, less than 100 micron position
resolution is achievable [32]. In addition, degraded crystals in the mosaic array can
selectively be replaced without any modification of other crystals.

1. Monolithic CdZnTe Detector

Figure 10 illustrates the RENA mini™-long made by Kromek (Durham, UK)
including a monolithic CdZnTe crystal. The dimensions of the system and CdZnTe
crystal were 166 mm × 78 mm × 46 mm and 20 mm × 20 mm × 5 mm,
respectively. The entrance window was a carbon plate for the light-tight enclosure.
The CdZnTe crystal was positioned at the backside of the carbon plate. Table 3
describes the specifications of the detector system. The structures of electrodes were
an 8 × 8 pixelated pattern on anode and a single plate on cathode. The amplitude
and timing information of the interaction event were measured simultaneously but
processed by two different circuits with different shaping times at each signal
channel. The signal information was transmitted to a computer as a list mode.
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Table 3 Specification of a monolithic CdZnTe system (RENA)

Parameter Description/value

Crystal type Cadmium zinc telluride
Crystal size 20 mm × 20 mm × 5 mm (8 × 8 pixel pattern)
Energy range 20 keV−3 MeV
Channel Anode: 64 channels

Cathode: 1 channel

Total: 72 channels available
Timing resolution ≤10 ns
Maximum count rate 105 count/s
Power consumption ≤6 mW per channel
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Fig. 11 137Cs pulse height spectra vs. the drift time in a pixel [33]

The interaction depth in the z-direction was estimated by measuring the drift
time which was defined as the time difference between the induced signals owing
to the drift of the electron cloud at the cathode and the anode [28]. The spatial
resolution in the depth direction limited by the timing resolution was approximately
0.25 mm when the timing bin is set to 50 ns. The pixel size was 2.5 × 2.5 mm
which determined the spatial resolution in the x- and y-direction. Since the CdZnTe
detector response was dependent on the position, the response was calibrated
with the three-dimensional spatial information. The dependency was attributed to
nonlinear weighting potential, inclusions and dislocations in the material, electron
trapping, and nonuniform response of electronics. Figure 11 represents that 137Cs
spectra were dependent on the drift time in a pixel. The dependency was minimized
by the drift time correction which was calculated based on the alignment of the
photopeak channel of each spectrum to that of the total spectrum [33].
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Fig. 12 Energy spectra before (left) and after (right) correction [33]. (a)57Co, (b) 133Ba, (c) 22Na,
and (d) 137Cs

Figure 12 presents measured energy spectra for four kinds of sources – 57Co,
133Ba, 22Na, and 137Cs – before and after calibration. Single events of Compton
scattering or photoelectric absorption were selected and calibrated based on the
photopeaks of each source. After calibration, the photopeak of each source became
higher and narrower, the energy tailing on the left of photopeak was minimized,
and as a result, energy resolution became 2–3 times improved. For example, the
photopeaks of 133Ba from 276 keV to 383 keV were clearly distinguished after
calibration. As the energy of the incident radiation increased, the energy resolution
of the measured spectrum improved as expected.

In the case of the monolithic CdZnTe detector, real Compton event followed by
photoelectric effect and the charge sharing events between directly adjacent pixels
were hard to be distinguished from each other, and hence, the signals measured
simultaneously in two adjacent pixels were neglected.

2. Mosaic CdZnTe Array

Figure 13 presents the schematic and photo of the mosaic array module [34].
The size of the parallelepiped CdZnTe crystals made by Redlen (Saanichton,
Canada) was 5 × 5 × 12 mm3. The specification of the CdZnTe was listed in
Table 4. The sides of the CdZnTe crystals were surrounded by a shrinking tube
with 25 μm thickness made of polyethylene terephthalate (PET). The dielectric
strength of PET was higher than 150 V per micrometer. The cross-sectional size
of the original PET tube was slightly larger than that of CdZnTe crystals. When a
CdZnTe crystal was positioned inside of a PET tube, the tube was heated by boiling
water (approximately 100 ◦C). The tube was shrunk by the heat, and hence, the
crystal was tightly bound by the tube. The PET wrapping a CdZnTe crystal was
covered by a 5-mm-thick Al tape near the anode of the CdZnTe crystal. The Al tape
was then a non-contacting electrode to the CdZnTe crystal called a virtual Frisch
grid. The virtual Frisch grid was grounded by a single line electrode positioned
between the frame and alignment grid. The 6 × 6 CdZnTe array was held by an
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Fig. 13 The schematic (left) and photo (right) of the mosaic array module [34]

Table 4 Specification of
Redlen CZT

Parameter Value

Capacitance 0.19 pF
Resistivity ≈5×1010 �·cm
Size 5×5 ×12 mm3

Resistance 2.4×1011 �

Leakage at 1200 V 5 nA

alignment grid, frame, and honeycomb made of Teflon which was an insulating
material. The thicknesses of the holders were 5, 7, and 0.5 mm, respectively. The
pixel pitch considering the size of CdZnTe crystals and a fabricable septal thickness
of the holder was determined to be 7.1 mm. Spring type electrodes were attached
to the cathode and anode side of CdZnTe crystals by conductive epoxy for secure
contacts to prevent mechanical vibration and electric shock (cf. Fig. 13 (right)). Both
single line and spring electrodes were made of beryllium copper (CuBe) plates with
0.1 mm thickness.

The top and bottom of the crystal with spring type electrodes were connected to
the cathode and anode board. Each crystal could be simply replaced by a new one
without any modification of other crystals and other components in the module.

Figure 14 presents the Rena mini-short made by Kromek. The dimensions of
the device were 46 mm × 80 mm × 98 mm. The device had 2 built-in ASIC
chips and each chip processes signals from 36 independent channels. Each channel
was directed to two signal paths in an ASIC chip. One path with a fast shaping
filter extracted timing information, and the other path with a slow shaping filter
measured energy information. Both timing and energy information of each signal
were simultaneously processed, digitized, and sent to a personal computer. The
detector board connecting the CdZnTe mosaic array module to the ASIC device was
customized by Nova R&D, a subsidiary of Kromek considering the resistance of the
CdZnTe, minimizing electric noise, and maximizing applied voltage (cf. Fig. 15).
Each anode of CdZnTe was connected to independent electrodes on the anode board
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Fig. 14 Front (right) and side (left) view of Rena mini-short [34]

Fig. 15 Front and backside of customized anode (up) and cathode (down) boards [34]

while a common cathode used for 2 × 2 CdZnTe array to reduce the number of the
channels to be processed by ASIC chips.

As the case of the monolithic CdZnTe crystal, the depth of the interaction in the
mosaic CdZnTe array was calculated by the time difference of the induced signals
between cathode and anodes related with the drift time of the electron cloud. Since
the mosaic crystals were placed on 2D direction and the depth information in each
crystal could be measured by the timing information of the cathode and anode in
the detector module, the 3D positional sensing of each radiation interaction with
CdZnTe array could be achieved. In the current design, the spatial resolution in x-
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Fig. 16 Photos of inside (left) and outside (middle) of assembled detector module [34]

Fig. 17 Photo of Compton camera consisting of Rena mini-short and detector module [34]

and y-direction determined by the finite size of CdZnTe crystals was 5 mm and that
in z-direction limited by timing bins was 0.75 mm. The 3D position information
was used to minimize the positional dependency of the signal amplitude as the case
of using monolithic CdZnTe crystal. Figures 16 and 17 presented the assembled
detector module and the entire Compton camera consisting of Rena mini-short and
the 2 × 2 CdZnTe detector module.

Figure 18 (left) represents raw energy spectra of the triggered events on anode.
Different CZT detector demonstrated different performances but represented a typ-
ical shape of non-calibrated spectrum. The energy resolutions of spectra measured
by detector 1–4 before calibration were 5.8, 8.6, 12.8, and 6.5%, respectively.
To calibrate the energy spectra, we selected the measured events only when the
cathode and anode were triggered simultaneously and investigated the 3D positional
information of the events. Based on the 3D positional information, the measured
signal amplitude was calibrated by a correction factor depending on the measured
position. After the calibration, the overall energy spectrum improved as shown
in Fig. 18 (right). The photopeaks became higher and narrower and the peak-
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Fig. 18 Energy spectra measured by four CdZnTe detectors before (left) and after (right)

correction for 137Cs [34]

to-Compton ratio defined by the height of the photopeak divided by that of
the Compton continuum increased. The energy resolutions of corrected spectra
measured by detectors 1–4 are 4.6, 9.1, 9.0, and 4.5%. These numbers improved by
20% on average. However, the low-energy region of each spectrum was suppressed
because threshold voltage of cathode should be set sufficiently high enough to cut
off 15 kHz ripple noises in the cathode output. This noise may be attributed to low
current and incomplete rectification of the power supplier the Rena mini-short, and
hence, an external high voltage supplier may solve this problem.

3. Compton Imaging

To reconstruct the original source distribution precisely, the MLEM method (cf.
Eq. 2) is generally applied for Compton imaging because the amount of γ-rays
in most environmental conditions is not sufficiently large enough to use analytic
reconstruction methods such as UBP and FBP. MLEM method can minimize the
artifact attribute to the uncertainty which is inversely proportional to the square root
of the amount of the measured counts.

λj
n+1 = λj

n∑N
i cij

∑N

i

Yicij∑M
k cikλk

n
(2)

λnj and λn + 1
j are the pixel values of the source plane before and after nth

iteration, respectively. The size and direction of the source plane can be arbitrarily
defined by users considering experimental space and calculation time. The initial
pixel value λ0j should be positive to apply MLEM algorithm correctly. N is the total
number of used events in the reconstruction. cij is a system matrix composed of
probability that a photon radiated from source pixel j is projected to the ith event.
The event i is determined by the position and energy information of sequential γ-
ray interactions in the CdZnTe detector. Yi is the total number of counts recorded
for event i [13]. In the case of Compton image reconstruction, the amount of
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possible combinations including the spatial and energy information of scattering
and absorption in the CdZnTe detector is excessively large to be calculated by a
commercial computer and, thus, list-mode MLEM method, which determines all
measured events are unique (i.e., Yi = 1) and the system matrix of each measured
event can be calculated based on the angle of incident radiation to the surface of the
detector, distance between interactions, attenuations in the detector, and Compton
scattering angle (i.e., the Klein-Nishina formula) during reconstruction process
[15, 16]. In addition to this conventional list-mode MLEM method, a weighting
factor considering the angular uncertainty of the backprojected cone calculated
based on each sequential event can be applied to improve angular resolution of the
reconstructed image [24]. The total angular uncertainty �θ i of the backprojected
cone calculated for each event is represented by Eq. (3) and Yi is determined to the
inverse of the total angular uncertainty as Eq. (4).

�θ =
√

�θ2
e + �θ2

g + �θ2
Doppler (3)

Yi = 1

�θi

(4)

where �θe, �θg, and �θDoppler are the angular uncertainties attributed to energy
uncertainty, finite position resolution, and Doppler broadening, respectively. The
advanced list-mode MLEM applied to reconstruct Compton imaging is expressed
by Eq. (5). A normalization factor N/

∑N
i Yi is added to maintain the entire intensity

distribution.
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Figures 19 and 20 demonstrate the reconstructed Compton imaging based on
the measured data by using a monolithic CdZnTe detector. First, two 137Cs sources
(318.7 and 334 kBq) were positioned with various angles from each other to evaluate
the angular resolution of the system. Second, 133Ba (241.1 kBq), 22Na (65.7 kBq),
and 137Cs (318.7 kBq) were measured simultaneously to estimate the selectivity
for different isotopes. The distance between each source and the center of CdZnTe
crystal was 22.3 cm, and all isotopes were measured for 8 h. In the case of two
137Cs sources, the angle differences between sources were 20◦, 40◦, 60◦, and 80◦
and the two sources were separately reconstructed for all angles. At 60◦ separation
angle, the artifacts appeared at the middle point between the two sources because
backprojected cones of each source were overlapped at the specific angle. The
difference in positions between the reconstructed sources and the actual ones were
20% in average and 28% at maximum. In the case of the multiple sources measured
simultaneously, each source was clearly reconstructed and separated from other
sources based on the measured energy (cf. Fig. 20b–d). Figure 20a was the summed
image of every source normalized by the maximum pixel value for each image.
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Fig. 19 Reconstructed two 137Cs sources images and their cross sections on azimuthal angle in
experiment (20th iteration) [34]
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Fig. 20 Reconstructed multiple sources in experiment (20th iteration) [34]. (a) Three sources (b)
22Na (511 keV), (c) 137Cs (662 keV), and (d) 133Ba (356 keV)

Figures 21 and 22 present simulation and experimental results based on a
mosaic CdZnTe array. Since the distance between interaction positions of Compton
scattering followed by photoelectric effect was not long enough to analyze the
interaction sequence based on timing information measured by the current system,
the sequential order of the multiple interactions was instead determined by the
amount of the deposited energy for each interaction. To investigate the sequential
order of multiple interaction, a simulation tool – Geant4 application for tomographic
emission (GATE) v7.0. – was utilized. The detector structure of the simulation was
identical to that of the experiment and a 137Cs point source is positioned with 0◦–90◦
offset. As a result, the probability that Compton scattering deposited more than the
followed photoelectric effect was approximately 76% for all positions of the sources
and, hence, the interaction deposited more energy was determined as the Compton
scattering. As demonstrated in Fig. 21, if it is assumed that Compton scattering
deposits more than photoelectric effect (i.e., E1 > E2), the reconstructed sources
are located as planned in the simulation, whereas severe artifacts are present for
reversed sequence (i.e., E1 < E2). Since spatial resolution in the x- and y-directions
(5 mm) was significantly larger than that in the z-direction (0.75 mm), blurring in
the reconstructed image was proportional to the offset angle. Figure 22 represents
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Fig. 21 Compton images of 137Cs with offset angles in simulation (5th iteration) based on the
correct (left)/reverse (right) sequential order [34]
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Fig. 22 The 4π and planar Compton images of 137Cs with 90◦ offset angle in experiment (5th
iteration) based on the correct (left)/reverse (right) sequence order [34]

the reconstructed images of a 650-kBq 137Cs source located at 5 cm away from the
center of the array with 90◦ offset. The measurement time of this experiment was
10 min. The artifacts in the reconstructed image were large owing to the limit of the
effective events.

Table 5 summarizes a quantitative evaluation of Compton cameras based on a
monolithic CdZnTe crystal with a multiply pixelated anode and a mosaic CdZnTe
array with virtual Frisch grids. The angular resolution of the reconstructed images
and intrinsic detection efficiency of Compton cameras based on a monolithic crystal
are generally higher than those of a mosaic array, whereas the absolute detection
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Table 5 Comparison of Compton cameras for a 662 keV radiation

System Electrode
CZT size
(pixel size)

Intrinsic efficiency
for imaging

Angular resolution
(iteration)

Polaris-H100
[35, 36]
(H3D)

Pixelated
anodes

20×20×15 mm3 ~2.00×10−2 ~20◦
(—)

Rena
mini-long
[33]
(Kromek)

Pixelated
anodes

20×20×5 mm3

(2.5×2.5×5 mm3)
6.70×10−4 10.18◦

(10)

Virtual
Frisch-grid
detector
array [31]
(BNL)

Virtual
Frisch grids

36×36×15 mm3

(6×6×15 mm3)
9.40×10−3 26 ± 1.30◦

(10)

Virtual
Frisch-grid
detector
array [34]
(Korea
University)

Virtual
Frisch grids

10×10×12 mm3

(5×5×12 mm3)
2.00×10−4 18.85◦

(5)

efficiency of a mosaic array comprising a large number of crystals can be higher
than that of a monolithic crystal.

References

1. Carini, G. A., Chen, W., Geornimo, G. D., Gaskin, J. A., Keister, J. W., Li, Z., Ramsey, B. D.,
Rehak, P., & Siddons, D. P. (2009, Oct). Performance of a thin-window silicon drift detector
X-ray fluorescence spectrometer. IEEE Transactions on Nuclear Science, 45(5), 2843–2849.

2. Pausch, G., Plettner, C., Herbach, C. M., Stein, J., Moszynski, M., Nassalski, A., Swiderski, L.,
Szczesniak, T., Niculae, A., & Soltau, H. (2009, June). Demonstration of a dual-range photon
detector with SDD and LaBr3(Ce3+) scintillator. IEEE Transactions on Nuclear Science,
56(3), 1229–1237.

3. Marisaldi, M., Labanti, C., Soltau, H., Fiorini, C., Longoni, A., & Perotti, F. (2005, Oct). X- and
gamma-ray detection with a silicon drift detector coupled to a CsI(Tl) scintillator operated with
pulse shape discrimination technique. IEEE Transactions on Nuclear Science, 52(5), 1842–
1848.

4. Oh, G., & Lee, W. (2010, Aug). Material investigation and analysis using characteristic X-ray.
Nuclear Engineering and Technology, 42(4), 426–433.

5. Seller, P., Bell, S., Cernik, R. J., Christodoulou, C., Egan, C. K., Gaskin, J. A., Jacques, S.,
Pani, S., Ramsey, B. D., Reid, C., Sellin, P. J., Scuffham, J. W., Speller, R. D., Wilson, M.
D., & Veale, M. C. (2011). Pixellated Cd(Zn)Te high-energy X-ray instrument. Journal of
Instrumentation, 6(12), C12009.

6. Yoon, C., Kim, Y., & Lee, W. (2016, June). 3D non-destructive fluorescent X-ray computed
tomography with a CdTe array. IEEE Transactions on Nuclear Science, 63(3), 1844–1853.



238 W. Lee et al.

7. Jo, A., & Lee, W. (2018, May). Feasibility of fluorescent X-ray computed tomography to verify
the homogeneity of Mo/Gd contained in nuclear fuels: A Monte Carlo simulation. Nuclear
Instruments and Methods in Physics Research A, 902, 25–32.

8. Yoon, C., & Lee, W. (2014, Jan). Fluorescence X-ray computed tomography (FXCT) using a
position-sensitive CdTe detector. Journal of the Korean Physical Society, 64(1), 122–128.

9. Dempster, A. P., Laird, N. M., & Rubin, D. B. (1977). Maximum likelihood from incomplete
data via the EM algorithm. Journal of the Royal Statistical Society. Series B: Methodological,
39(1), 1–38.

10. Parra, L., & Barett, H. H. (1998, Apr.). List-mode likelihood: EM algorithm and image quality
estimation demonstrated on 2-D PET. IEEE Transactions on Medical Imaging, 17(2), 228–
235.

11. Wilderman, S. J., Fessler, J. A., Clinthorne, N. H., LeBlanc, J. W., & Rogers, W. L. (2001,
Feb). Improved modeling of system response in list mode EM reconstruction of Compton
scatter camera images. IEEE Transactions on Nuclear Science, 48(1), 111–116.

12. Yoon, C., & Lee, W. (2012, Aug). Advanced PET using both Compton and photoelectric events.
Journal of the Korean Physical Society, 61(4), 626–629.

13. Lange, K., & Carson, R. (1984). EM reconstruction algorithm for emission and transmission
tomography. Journal of Computer Assisted Tomography, 8(2), 306–316.

14. Shepp, L. A., & Vardi, Y. (1982, Oct). Maximum likelihood reconstruction for emission
tomography. IEEE Transactions on Medical Imaging, 1(2), 113–122.

15. Parra, L., & Barrett, H. H. (1998). List-mode likelihood: EM algorithm and image quality
estimation demonstrated on 2-D PET. IEEE Transactions on Nuclear Science, 17, 228–235.

16. Wilderman, S. J., Clinthorne, N. H., Fessler, J. A., & Rogers, W. L. (1999). List-mode likelihood
reconstruction of Compton scatter camera images in nuclear medicine. In IEEE nuclear science
symposium conference record, pp. 1716–1720.

17. Parra, L. C. (2000). Reconstruction of cone-beam projections from Compton scattered data.
IEEE Transactions on Nuclear Science, 47, 1543–1550.

18. Pinkau, K. (1966). Die messung solarer und atmospharischer neutronen. Zeitschr Fur Natur-
forschung Part A., 21, 2100–2106.

19. White, R. S. (1968). An experiment to measure neutrons from the sun. Bulletin of the American
Physical Society Series II, 13, 714.

20. Singh, M., & Doria, D. (1983). An electronically collimated gamma camera for single photon
emission computed tomography. Part II: Image reconstruction and preliminary experimental
measurements. Medical Physics, 10, 428–435.

21. Phlips, B. F., Inderhees, S. E., Kroeger, R. A., Johnson, W. N., Kinzer, R. L., Kurfess, J. D.,
Graham, B. L., & Gehrels, N. (1996). Performance of a Compton telescope using position
sensitive germanium detectors. IEEE Transactions on Nuclear Science, 43, 1472–1475.

22. Schmid, G. J., Beckedahl, D. A., Kammeraad, J. E., Blair, J. J., Vetter, K., & Kuhn, A. (2001).
Gamma-ray Compton camera imaging with a segmented HPGe. Nuclear Instruments and
Methods in Physics Research A, 459, 565–576.

23. Du, Y., He, Z., Knoll, G. F., Wehe, D. K., & Li, W. (2001). Evaluation of a Compton scattering
camera using 3-D position sensitive CdZnTe detectors. Nuclear Instruments and Methods in
Physics Research A, 457, 203–211.

24. Lehner, C. E. (2004). 4π Compton imaging using a single 3-D position sensitive CdZnTe
detector. Ph. D. dissertation, Department of Nuclear Engineering and Radiological Sciences,
University of Michigan, Ann Arbor, MI.

25. Bolotnikov, A. E., Camarda, G. S., Chen, E., Cheng, S., Cui, Y., Gul, R., Gallagher, R., Dedic,
V., De Geronimo, G., Ocampo Giraldo, L., Fried, J., Hossain, A., MacKenzie, J. M., Sellin, P.,
Taherion, S., Vernon, E., Yang, G., El-hanany, U., & James, R. B. (2016). CdZnTe position-
sensitive drift detectors with thicknesses up to 5 cm. Applied Physics Letters, 108, 093504.

26. Amman, M., Lee, J. S., Luke, P. N., Chen, H., Awadalla, S. A., Redden, R., & Bindley, G.
(2009). Evaluation of THM-grown CdZnTe material for large-volume gamma-ray detector
applications. IEEE Transactions on Nuclear Science, 56(3), 795–799.



3D XRF and Compton Imaging with CdTe and CdZnTe Arrays 239

27. Yücel, H., Birgül, O., Uyar, E., & Çubukçu, S. (2019). A novel approach in voltage transient
technique for the measurement of electron mobility and mobility-lifetime product in CdZnTe
detectors. Nuclear Engineering and Technology, 51, 731–737.

28. He, Z., Li, W., Knoll, G. F., Wehe, D. K., Berry, J., & Stahle, C. M. (1999). 3-D position
sensitive CdZnTe gamma-ray spectrometers. Nuclear Instruments and Methods in Physics
Research A, 422, 173–178.

29. Luke, P. N. (1995). Unipolar charge sensing with coplanar electrodes – Application to
semiconductor detectors. IEEE Transactions on Nuclear Science, 42, 207–213.

30. McGregor, D. S., He, Z., Seifert, H. A., Wehe, D. K., & Rojeski, R. A. (1998). Single charge
carrier type sensing with a parallel strip pseudo-Frisch-grid CdZnTe semiconductor radiation
detector. Applied Physics Letters, 72, 792–794.

31. Lee, W., Bolotnikov, A. E., Lee, T., Camarda, G. S., Cui, T., Gul, R., Hossain, A., Roy, Y.,
Yang, G., & James, R. B. (2016). Mini Compton camera based on an array of Frisch-grid
CdZnTe detectors. IEEE Transactions on Nuclear Science, 63(1), 259–265.

32. Bolotnikov, A. E., Camarda, G. S., Geronimo, G. D., Hossain, A., Giraldo, L. A. O., Yang,
G., & James, R.B. (2019). Position-sensitive Frisch-grid CdZnTe detectors for gamma-ray
spectroscopy and imaging. In Proceeding of SPIE, vol. 11114.

33. Kim, Y., Lee, T., & Lee, W. (2019). Radiation measurement and imaging using 3D position
sensitive pixelated CZT detector. Nuclear Engineering and Technology, 51, 1417–1427.

34. Kim, Y., & Lee, W. (2020). Development of a virtual Frisch-grid CZT detector based on the
Array structure. Journal of Radiation Protection and Research, 45(1), 35–44.

35. Wahl, C., Kaye, W. R., Wang, W., Zhang, F., Jaworski, J. M., King, A., Boucher, A. Y., & He,
Z. (2015). The Polaris-H imaging spectrometer. Nuclear Instruments and Methods in Physics
Research A, 784, 377–381.

36. H3D. H100 Gamma-Ray Imaging Spectrometer, [Online] Available: https://h3dgamma.com/
H100Specs.pdf, 2019.

https://h3dgamma.com/H100Specs.pdf


Coded Aperture Technique with CdTe
Pixelated Detectors for the Identification
of the 3D Coordinates of Radioactive
Hot-Spots

Ioannis Kaissas

1 Introduction

Physical phenomena should be observed in detail, in order to reveal their causes.
Knowledge of their causes leads to more sophisticated practices of observation
and hence revealing more details of the phenomena. Modern pixelated detectors
facilitate such observations with their fine structure, even for γ-rays, exploiting
materials with high atomic number, such as CdTe and CZT. Monte Carlo simulations
analyze the virtual experimental setup into case studies, giving the opportunity
to finely tune each of its parameters, thus revealing details which would remain
unobservable with the actual experimental setup, mostly due to the convolution of
the parameters’ fluctuations. In the following text, the evolution of a self-feed chain
of experiments and simulations is described, in order to reveal technical details, but
also the sequence and the coherence of the experiments and the simulations.

Visual spectrum cameras and γ-cameras share a common ancestor, the pinhole
camera. As visual light can be focused with lenses and γ-rays do not, the pinhole
camera remains at the disposal of γ-camera configurations even nowadays. In the
late 1960s, for the sake of evolution, two astrophysicists [1, 7] captured the idea
of arranging in a unique way many holes, instead of just one, in order to get more
photons on the film of the γ-camera or telescope. Several types of coded aperture
emerged through the years of research starting with Dicke’s random array and
continuing with mathematically sophisticated arrays, like the nonredundant array
[12], the uniformly redundant array [9], the modified uniformly redundant array
(MURA), [13] and many more. Four examples of coded apertures are presented in
Fig. 1. Compared with collimators and pinholes, coded apertures boast about their
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Fig. 1 Four milestones in the history of coded apertures. From left to right: random array,
nonredundant array, uniformly redundant array, and modified uniformly redundant array. The
black areas represent the opaque material (e.g., lead), and the white areas represent the transparent
material (e.g., air, PMMA)

wider field of view (FOV) combined with great efficiency, great spatial resolution,
and accuracy of localizing radioactive sources. Imaging applications of ionizing
radiation like X-rays, γ-rays, and neutrons have been developed in astrophysics,
nuclear security [11], and nuclear medicine [2]. Also, coded apertures have been
used in photography for deblurring out-of-focus regions [16].

1.1 Basic Principles of Coded Aperture Imaging

As mentioned before, coded aperture shall be considered the evolution of the pinhole
aperture, as it comprises several pinholes arranged in a special pattern. The specialty
lies in the fact that the arrangement of the holes is such that every different subarea
of the coded aperture is unique at least by one hole. For instance, in Fig. 2 every
single area of the coded aperture, encompassing 19 × 19 elements, differs from each
of the other same-size areas at least by one element. That is, the case for the MURA
coded aperture comprises 37 × 37 elements and with basic (unique) pattern 19 × 19
elements. The term elements replaces the term holes, because instead of drilling
holes on a lead plate, one can place lead elements on a PMMA plate. The benefit of
such replacement is that the transparent surface of the coded aperture increases and
consequently the photons’ flux reaching the pixelated detector increases, allowing
shorter photons collection time.

The geometrical combination of a coded aperture with a pixelated detector,
particularly the distance between them and their sizes, defines the size of the field
of view (FOV). When a radioactive source is placed in the FOV and irradiates
the coded aperture-detector pair, a fraction of the coded aperture is projected onto
the detector surface forming a 2D image known as shadowgram. Subsequently, the
shadowgram is cross correlated with a predefined decoding function, known as G
matrix, which has the same configuration of elements with the actual coded aperture
[8, 10]. This process is generally referred to as deconvolution. As a result, the
direction of the source is revealed as a peak on the correlation matrix. The process is
depicted in Fig. 2 for one and two radioactive sources. Taking into account that only
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Fig. 2 Top: The projection or shadowgram (left) of a point source on CdTe pixelated detector,
through the coded aperture MURA 37 × 37 (center), matches only with the specific surface framed
by the red square. The correlation of the shadowgram with the whole coded aperture pattern results
in a correlation matrix (right) with a distinct peak known as single point spread function. This peak
points out the direction of the source into the fully coded field of view (FCFOV) of the γ-camera.
Bottom: The same situation for two point sources. The shadowgram is a blurred superposition of
the projection of the two sources; nevertheless, through the correlation, two distinct peaks appear
on the correlation matrix

the basic pattern (i.e., 19 × 19 elements for the 37 × 37 MURA) has to be projected
onto the pixelated detector, the physical dimensions of the detector can be about a
quarter of the size of the coded aperture. This is the case of in-focus imaging. When
the sources under investigation placed far away from the γ-camera and hence no
magnification take place (far-field imaging), the number of elements of the basic
pattern determines exactly how much of the quarter. For the 37 × 37 MURA coded
aperture, its surface has to be (37/19)2 = 3.8 times the surface of the detector.

The magnification of the shadowgram is another crucial factor affected by the
distance between the coded aperture and the pixelated detector, when the near-field
imaging comes to the fore (i.e., the ratio: coded aperture-detector distance/source-
coded aperture distance is not negligible). Considering the invariable size of the
pixelated detector, as the source approaches the γ-camera, the magnification of
each element of the coded aperture on the detector increases, and thus the number
of the projections of elements consisting the shadowgram decreases, resulting in
shadowgram with less elements than the basic pattern has. The correlation of such
a shadowgram yields a correlation matrix with undesired side lobes beside the main
peak on the correlation matrix. The first step in the development of a γ-camera is
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the decision to be taken about how far away the sources under investigation will
be and then regulating the geometry of the coded aperture-detector pair, in order to
obtain clear correlation matrices with no side lobes. This is the optimum distance
of the source, and we can name the imaging in-focus. One can think some tricks
to extend the range of this optimum distance of the sources under investigation,
for instance, choosing quite larger detector for sort optimum distance and then
cropping the shadowgram in the case of far placement of the source. Another trick
is to increase the element pitch (i.e., the interval between neighbor elements) as the
source is placed further away. A key limitation to these games is the matching of the
digitized G matrix with the digitized shadowgram during the correlation process.

If each element of a coded aperture does not occupy the entire surface available
for the element, but only a part of it, the coded aperture is characterized as NTHT
(not two holes touching) in the case of holes for elements or NTOT (not two
obscures touching) in the case of opaque elements, i.e., there is always a blank
area between two neighbor elements. The MURA example in Fig. 2 is a NTOT
coded aperture. In a close-up look, no element is in touch with the neighbor one.
This special configuration is used when the segmentation of the pixelated detector
is more delicate than the segmentation of the coded aperture and the size of the
elements can be reduced to the point their projection on the detector covers at least
one pixel. The imaging capacities of these coded apertures remain ideal (as long as
they are ideal for the original coded aperture), or even improved, as the G matrix
is modified accordingly in a matrix of three levels [10]. A specific advantage is the
improvement of the spatial resolution, insomuch the full width at half maximum of
the point spread function shrinks while the element size is decreased and also with
the use of the deconvolution technique δ-decoding [10].

1.2 Figures of Merit in Coded Aperture Imaging

In order to evaluate the imaging capacities of a γ-camera with coded aperture, some
figures of merit are needed. They derived mostly from the correlation matrix or are
in fact a special correlation matrix. In bibliography one can find some variations and
also some more specific figures of merit that serve better their imaging setup.

The autocorrelation function (ACF) is the correlation matrix produced by the
correlation of the basic pattern with the coded aperture. For ideal coded apertures,
the result will be a δ-function on a correlation matrix without background noise.
This figure of merit evaluates the coded aperture design and the correlation process.
For no ideal apertures, there are some modifications that can be applied on the G
matrix in order to diminish the background noise [9].

The point spread function (PSF) or single point spread function (SPSF) is the
correlation matrix produced when a single point source irradiates the γ-camera. In
the case of ideal experimental setup (i.e., coded aperture, pixelated detector, and
point source), the result will be also a δ-function. This figure of merit evaluates the
coded aperture in combination with the pixelated detector.
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The point-source localization accuracy (PSLA or SLA) is the difference between
the actual and the detected coordinates of a point source in the FOV of the γ-
camera. The PSLA is related directly with the accuracy of calculating the exact
coordinates of the peak of the PSF on the correlation matrix. The calculation is
usually conducted with fitting methods on the PSF, in order to find its mathematical
(e.g., 3D Gaussian) function.

The spatial resolution (SR) or angular resolution (AR) is the minimum distance
(or angle) between two sources for which they appear as two distinctive peaks
on the correlation matrix. As they are approaching each other, it is just before
their two peaks joint into one common peak. Each peak on the correlation matrix
is characterized by its full width at half maximum (FWHM). If two peaks with
the same height and FWHM approach each other closer than their FWHM, they
become indistinguishable. According to Caroli et al. the AR (i.e., the FWHM) is the
projection of an element of the coded aperture from the detector to the infinity [6].
In practice, the SR is better when the elements of the coded aperture are smaller,
because the surface of their projection on the shadowgram is smaller. Also, the SR
is better when the coded aperture-detector distance is increased, because the FOV is
decreased and the details of the imaging depicted larger on the correlation matrix,
the analogous of zoom-in with an optical camera.

The sensitivity of a γ-camera for a certain photon-energy window W can be
determined experimentally accumulating for time T the counts CW on the pixelated
detector from a source with well-known activity A and the counts BgW accumulated
on the detector for the same time T, with the absence of the source (i.e., only the
background):

Sensitivity (W) = CW − BgW

T • A
(1)

The greater the ratio of transparent to opaque ratio of the coded aperture and the
wider the FOV, the better the sensitivity of the γ-camera.

The signal-to-noise ratio (SNR) is the counts of a source peak on the correlation
matrix (e.g., the height of a PSF minus the height of the background noise) to the
standard deviation of the background noise of the correlation matrix.

SNR = Peak Height − Mean Value of Noise

Standard Deviation of Noise
(2)

Also, other definitions of the SNR can be found in the bibliography, as the case-
specific definition might suit the characteristics of the imaging. For instance, in near-
field applications, Accorsi et al. include the effect of transparency of coded aperture
[2]. SNR is sensitivity dependent and determines the minimum A for which a source
is detectable by the γ-camera. This value is usually SNR ∼= 10 [14], but not strictly,
as it is related to the specific imaging application or experiment. The larger the
accumulating time, the better the SNR of the imaging. Increasing the source – γ-
camera distance, in favor of spatial resolution and SLA, reduces the photons’ flux
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Fig. 3 A correlation matrix with the characteristic peaks and lows of the intrinsic, element-wise
noise. The tall peak is the PSF, and its diameter along with the diameter of the peaks and valleys
of the intrinsic noise are proportional to the diameter of the coded aperture elements

on the detector, but the implied fluctuations in the peak’s height and in the standard
deviation of noise are the main factors which will determine whether the SNR will
go up or down (Figs. 3 and 4).

The noise or the fluctuation of the background is due to the following:

• The radiation background or other sources outside the FOV
• Other sources inside the FOV
• The imperfections in design and construction of the coded aperture, the pixelated

detector, and their geometrical combination
• The deconvolution procedure
• The Poisson noise of the photons reach the detector
• The side lobes in the correlation matrix, which in turn are due to:

• The extension and the position of the radioactive source
• The case out-of-focus imaging
• The deconvolution procedure

The correlation matrix (and the ACF) for a NTOT MURA 37 × 37 contains
a systematic, element-wise noise, i.e., intrinsic noise that lays on the surrounding
background of the PSF. Figure 3 shows the details of its shape, which reminds
an egg cartel. Its small peaks and valleys have diameter proportional to the size
of the elements of the coded aperture. Section 3.3 focuses on this intrinsic noise
appeared on the correlation matrix, for these particular coded apertures. The rest of
the background noise is defined as random noise.
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Fig. 5 Left: The correlation matrix with the SPSF projected on the CdTe detector. The P1 is the
center of the peak and P2 is the vertex of the upside-down virtual pyramid which confines the
coded aperture and the detector. The line P1P2 points to the source that irradiates the γ-camera.
Middle: Each γ-camera finds independently the direction of the source. The lines P1P2 and the
P3P4 from the γ-camera pair converge to the location of the source. The middle of the PaPb is the
estimation of the location of the source. Right: The common field of view of the two γ-cameras
system (FOVS) is the common place of the FOV of each γ-camera

1.3 The Parallax Phenomenon

Let me assume that most living creatures are granted two eyes, in order for
them to distinguish whether an object is close or far away. The phenomenon is
called parallax and a simple method that translates it in mathematical terms called
triangulation. The combination of two γ-cameras with coded apertures and the
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triangulation technique localizes with quite high accuracy radioactive sources or
hot-spots in the 3D space.

When two straight lines converge in 3D space, there is a straight-line segment,
which is the minimum distance between the two converging lines and is perpen-
dicular to these two straight lines. Therefore finding this straight-line segment of
the minimum distance between the lines can be reduced to finding the straight line
perpendicular to these two lines. A convenient way is described by Bourke Paul [4].

In the case of more than one source into the FOVs, a PSF for each source arises
on the correlation matrix. Consequently, a pair of convergent lines points to each
source. In order not to pair two lines which do not belong to the same source, the
minimum distances between all lines are calculated, and consequently the long ones
are rejected with the hypothesis that they are not a pair pointing to a real source. The
rejection terminates when the number of remaining pairs are equal to the number of
the PSFs on the correlation matrix.

In the case of extend radioactive sources, i.e., radioactive hot-spots spatially
distributed, the peaks on the correlation matrix will be also extended. Despite that,
the points P2 and P4 can be considered the central coordinates of the peaks; hence
the lines P1P2 and P3P4 converge to the center of the spatial distribution of the hot-
spot.

Two of the aforementioned in Section 1.2 figures of merit can be defined also
in 3D localization. In this case, the coordinates are the basis of the mathematical
definitions.

The 3D source localization accuracy (|R|) is the absolute value of the vector
defined by the actual and the estimated location of the source. It is directly related
with the accuracy of calculating the exact coordinates of the peak of the PSF on the
correlation matrices and with the deviations of the triangulation technique.

The 3D spatial or voxel resolution (VR) is the absolute value of the vector defined
by the 3D coordinates of a source and its neighbor, insomuch they are so close to
each other that the triangulation can distinguish them as two separate sources.

2 Materials and Methods

In the following two sections, an evaluation paradigm of a system of two γ-cameras
is presented. The scope of this evaluation was the evolution of the system, in a
manner that described in the Introduction’s first paragraph. The system flirts with
intraoperative nuclear medicine applications, nuclear security identifications, and
imaging in decommissioning of nuclear facilities. In previous works, we developed
a system of two γ-cameras (Fig. 6) that exploits the parallax phenomenon and
combines the two derived directions with a triangulation method, in order to find the
3D coordinates of the radioactive sources [18]. Particular interest emerged for the
in-focus and out-of-focus imaging capacities of the system [15] and for a “strange”
reduction of the noise for extended hot-spots that lead to the maximization of the
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Fig. 6 Left: The two CdTe γ-cameras and the two types of 99mTc hot-spots with different
diameter. In blue frame: A close-up detail of NTOT MURA mask. Elements are Pb spheres
arranged on a transparent acrylic plate. Right: The main shade of the spherical element tends to be
eliminated and the penumbra becomes larger insomuch the dimensions of the source increase. For
the effect on the shadowgram, see Fig. 9 shadowgrams

Table 1 Specifications of the MURA coded apertures which supply optimum imaging for source
distance from the detector 16 cm and 31 cm

Coded aperture
type

Number of
elements Surface (mm2)

Element
pitch (μm)

Optimum source
distance (cm)

19R-1821 37 × 37 67.4 × 67.4 1821 16
19R-1958 37 × 37 72.5 × 72.5 1958 31

SNR. Both experiments and simulations refine the dependences of the 3D SLA, the
spatial resolution and the SNR.

Each γ-camera has an active area of 44 × 44 mm2 consisting of eight hybrids.
The hybrid pixelated detectors are CMOS ASICs with 1-mm-thick CdTe crystals
bump bonded. The interval between two neighbor pixels, i.e., the pixel pitch, is
350 μm and the recording rate is 27 frames/s. For these CdTe detectors, the energy
resolution of each pixel is 3–4 keV FWHM for the 99mTc photopeak of 141 keV.

A NTOT MURA coded aperture is placed parallel to the CdTe surface at 2 cm
distance from it, on top of each γ-camera. Table 1 presents the specifications of two
different types of MURA coded apertures which were constructed with the purpose
to localize hot-spots at short and medium distances from the γ-camera. Their basic
pattern consists of 19 × 19 elements, and they differ basically in the element pitch,
i.e., the interval between two neighbor elements, which determines the optimum
source distance (from the detector), for which a point source produces a PSF on
the correlation matrix without side lobes. For each of the two coded apertures, the
corresponding optimum source distance was used.
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Table 2 The characteristics
of the sources which are used
in the actual experiments as
extended hot-spots

Source type Type A Type B Type C

Isotope Tc-99m Tc-99m Co-57
Activity (MBq) ~1.5 ~1.5 1.5
Photopeak (keV) 141 141 122
Diameter of cylinder (mm) 24 11 30
Height of cylinder (mm) 9 9 32
Volume (cm3) 4.072 0.855 22.619

For the experiments with the actual system, two cylindrical glass containers with
99mTc radioactive uniform solution and a cylindrical uniform gel solution of 57Co,
1.5 MBq activity each, acting as radio-traced sentinel node dummies, were arranged
separately in several positions (X, Y, Z) within the FOVS. Table 2 collects the
specifications of these sources.

2.1 Simulation

Simulation code was developed in MATLAB to investigate several geometric setups
and factors affecting the performance of the actual system. In order to be fast, the
code does not consider scattered photons. The comparison with a detailed simulation
which considers scattered photons confirms that this intentional omission does
not affect the resulting shadowgrams significantly especially in the cases where
photoelectric phenomena prevails Compton scattering.

The simulation procedure is comprised by a main body and three subroutines.
The main body takes into account the geometric characteristics of the experimental
setup (e.g., coded aperture-detector distance, distance between the two detectors),
digitizes the selected coded aperture and the G matrix, and calls the subroutines. The
first subroutine generates the shadowgram of each γ-camera. Photons are emitted
from point sources or hot-spots with random direction limited by the cones which
encompass the two coded apertures, and their vertices have the coordinates of
the emission points. Photons reaching a transparent region of the coded aperture
generate a hit to the corresponding detector pixel. Otherwise, attenuation due to the
presence of the opaque elements of the coded apertures is taken into account and
a transmission probability is assigned to the photon. In this case, if each photon
passes through, it is recorded to the corresponding pixel detector. In this way, the
accumulation of the photon counts in every pixel generates the shadowgram. In the
second subroutine, the shadowgram undergoes a cross correlation with the G matrix,
fitting the correlation matrices with Gaussian 3D distributions, in order to yield the
lines in 3D space which point to the direction of the photon emission. In the third
subroutine, the estimated source directions are input to the triangulation algorithm,
which calculates the 3D coordinates of the “intersections” of the directions. Finally,
the main routine collects the results in a datasheet and presents the estimated and
the virtual coordinates of the sources for comparison.
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Successive simulation experiments can be performed, in order to have the figures
of merit’s statistics, like the standard deviation, the skewness and the kurtosis of the
SLA or the degradation of the SNR as the source move away from the γ-cameras.
The results are used to recognize “strange behaviors” like the maximization of the
SNR that is analyzed in Section 3.3.

Specifically, the simulation code is used in order to produce shadowgrams
of simulated hot-spots with various spatial distributions as presented in Fig. 9,
SNR plot. The first subroutine generates a hot-spot of uniform or normal spatial
distribution with dimensions from 0 mm to 50 mm or 85 mm, respectively, and
accumulates the shadowgram. The simulation experiment was repeated five times,
in order to obtain enough statistics, for every incremental step of the hot-spot
dimension.

The second part of the code can be fed also with shadowgrams captured by
the actual experimental setup. In this manner of operation, the code works as
autonomous imaging code.

3 Results and Discussion

An anthology of results is presented in this section, derived from simulations of
virtual experiments and real experiments with the actual γ-cameras. Three main
studies are unfolded: the 3D SLA, the spatial resolution, and the SNR maximization
phenomenon along with a proposition for kernel filtering, which reduces the
intrinsic noise on the correlation matrix.

3.1 The 3D Source Localization Accuracy (3D SLA)

The two γ-cameras system was simulated estimating the 3D coordinates of a
source placed at several distances from the detectors plane, in order to study the
deterioration of the 3D SLA. Figure 7, left, shows that the |R| becomes minimum
(maximum accuracy) for the optimum source to detector distance, i.e., in-focus
imaging. In accordance with the experimental data, |R| deteriorates for source
distance higher than 160 mm, when coded aperture type 19R-1821 is used, because
then the shadowgram comprises more than 19 × 19 elements.

The |R| dependence on the standard deviation of the hot-spot extension is shown
in Fig. 7, right. For coded aperture type 19R-1821, |R| deteriorates when the source
dimension becomes larger than 25 mm. This happens because the peak on the
correlation matrix becomes too wide and the fitting procedure cannot find accurately
its center.
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Fig. 7 Left: The 3D SLA (|R|) dependence on the source distance from the detector (Zsource) for
the 19R-1821 and 19R-1958 coded aperture type. In-focus imaging stands for 160 mm and 308 mm
where the best SLA is achieved, i.e., the minimum of the curves, for the 19R-1821 and the 19R-
1958, respectively. For lower or higher Zsource, the imaging turns into out-of-focus imaging and
|R| is degraded. Right: The |R| dependence on the sigma of the source with uniformly distributed
activity for coded aperture type 19R-1821 and coded aperture type 19R-1958

3.2 Spatial Resolution of a Two γ -Cameras System for
Extended Sources

With the purpose to study the spatial resolution of the two γ-cameras system, the
shadowgrams produced by placing the same source at two neighbor positions are
summed into one which undergoes the correlation procedure. The experimental
correlation matrices for sources of type A and C are presented, because they are
more extended and the effects due to this fact are more pronounced.

For a given coded aperture, as it is mentioned in Section 1.1, when the sources
are not at the optimum distance from the detectors plane, the resolution degrades
and side lobes appear beside the peaks. In addition, the presence of the side lobes
of one source may coincide with the main peak of the other and in this way with its
FWHM, resulting in the degradation of the spatial resolution. This can be seen in
Fig. 8b and c, as the volume and the lateral distance of the sources differ in such a
way that their apparent angle remains constant although the height Z of the sources
is different.

With the two sources placed at 308 mm height and the use of the 19R-1958
coded apertures, the FWHM of the peaks on the correlation matrix decreases, so they
become sharper, due to the smaller magnification of the elements. The sharpening
of the peaks is obvious in the comparison of Fig. 8a with Fig. 8b.

Implementing the triangulation as the final step of the 3D localization procedure
for the case of Fig. 8b results in the graphical representation of the 3D coordinates
of the two hot-spot centers. In this manner the 3D spatial resolution can be derived.
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Fig. 8 The correlation matrix for two cylindrical type A sources positioned at the center of
FCFOVS, (a) at Z = 308 mm and with distance between their centers 42 mm, (b) at Z = 160 mm
and with distance between their centers 28 mm. (c) The correlation matrix for two cylindrical type
C sources positioned at Z = 231 mm and with distance between their centers 43 mm. (d) The
experimental 3D localization of the centers of two type A sources for the case described in (b) with
accuracy <5%, after the triangulation. In each graph, the employed coded aperture is indicated

3.3 The Intrinsic Noise

In the current subsection, we focus on the systematic, element-wise noise appearing
on the correlation matrix that we call intrinsic noise of the coded aperture pattern
(Fig. 3). The rest of the background noise is defined as random noise. The
explanation of the origin of the intrinsic noise is attempted in the following text.
Also, the optimum combination of element size and source-detector distance, which
minimize the intrinsic noise for extended hot-spots with certain dimensions, is
presented. Finally, an image filtering method that reduces the intrinsic noise is
emerged for the imaging of point sources.

The diameter of the intrinsic noise structure (peaks and valleys in Fig. 3) is
proportional to the diameter of the projection of the elements on the pixelated CdTe
detector, and consequently it is also proportional to the FWHM of the PSF of the
correlation matrix. As the element pitch is increased, the wavelength of the periodic
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structures of the shadowgram also increases. The SNR of the correlation matrix
becomes maximum (Fig. 9, SNR plot) for a certain size of extended hot-spot, for
which the penumbra blurs the shade of each single coded aperture element. As far as
the extension of the hot-spot eliminates, via the penumbra, the separate projection of
each element on the shadowgram (it can be seen in the comparison between the left
and the middle shadowgram of Fig. 9), but it does not deteriorate the basic pattern
of the coded aperture (this deterioration can be seen in the comparison between
the middle and the right shadowgram of Fig. 9), the SNR of the correlation matrix
is improved. A further extension of the hot-spot dimension deteriorates the basic
pattern on the shadowgram, by hiding the details in the middle range of the spatial
frequencies, which are essential for a good correlation with the G matrix.

The 2D FFT of the shadowgram shows clearly the elimination of the high
spatial frequencies of each element’s projection. Further extension of the hot-
spot eliminates also the medium spatial frequencies of the basic pattern of the
shadowgram and consequently deteriorates the SNR.

A detailed comparison of experimental data with simulation is difficult, due to
the deviations in the activity and the positioning of the hot-spots. The type A and
type B sources were placed in the FOV for 184 s each. The derived correlation
matrices are presented in Fig. 10. The deviations in the activity and the positioning
of the hot-spots slip into the SNR, preventing the verification of the simulation
results in the case of small changes of the SNR. For these cases, an alternative
and more simplified parameter is used, the standard deviation of the background
of the correlation matrix. However, the quite large difference in the SNR of the
shadowgrams recorded from two different types of sources with the coded aperture
19R-1821 is in agreement at least qualitatively with the conclusions drawn from the
analysis of the simulation results. The type B source has a radius of 5.5 mm and
consequently lays on the region of the peak SNR. The SNR for this source is 32.
The type A source has a radius of 12 mm and lays on the region of descending SNR
right to the peak. The SNR for this source is 20.

The standard deviation of the background of the correlation matrix, which
includes the variation of the intrinsic noise, is slightly smaller for the type A
source than for the type B source, when the coded aperture 19R-1958 is used. For
this combination of optimum source distance, spatial dimensions of hot-spots and
element-pitch, the type A source lays on the region of the peak of the SNR, and
the type B source lays on the region of its left descending (Fig. 9, SNR plots).
The standard deviation of the background of the correlation matrices presented in
Fig. 10 is 333 for the type A source and 337 for the type B source, which is not a
significant difference. However, the peaks and valleys of the intrinsic noise, like the
ones appearing in Fig. 3, are evident on the background of Fig. 10a, while they are
eliminated on the background of Fig. 10b.

Following the existence of the two components in the background, the fast
Fourier transform of the correlation matrices also has the two components: (1) the
intrinsic and (2) the random noise signal for each spatial frequency. The elimination
of the peaks and valleys should appear as a reduction of the signal of their specific
spatial frequencies, even though the random noise of these frequencies still exists.
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Fig. 9 SNR plot: The signal-to-noise ratio of the correlation matrix as function of the extent of the
hot-spot, i.e., the standard deviation (sigma) of the source distribution. Blue: uniform distribution.
Red: normal distribution. All the simulations performed with the coded aperture 19R-1821 and the
hot-spot placed at 160 mm distance from γ-camera. The error bars stand for the standard deviation
of the results of five-time repeated simulation experiments. 2D FFT plots: In every column (top
to bottom): the XY projection of the fast Fourier transform (FFT) of the shadowgram, the XY
projection of the actual shadowgram, the YZ projection of the correlation matrix. In every row
(left to right): Extended Tc-99m hot-spot with 0.7 mm, 5 mm and 14 mm standard deviation

Indeed, the side lobes from Fig. 10c and d are reduced and specifically a reduction of
5% (from 11.93 to 11.36) is evident for the signal with a spatial frequency correlated
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Fig. 10 Top: Experimental correlation matrix for the 99mTc type B and type A hot-spots, with the
coded aperture 19R-1958 and the hot-spots placed at 308 mm distance from the γ-camera. Bottom:
Their fast Fourier transforms with the indication of a spatial frequency which corresponds to the
“wave” structure and the side lobes

with the “wave” structure of the background noise. Therefore the intrinsic noise is
reduced as the spatial dimensions of the source become larger from Fig. 10a and b.

3.4 The Optimum Geometry

The middle column of the 2D FFT plots in Fig. 9 indicates that there exists
a geometrical setup that yields the maximum SNR of the correlation matrix.
Specifically, for source dimension around 2 cm and with the coded aperture 19R-
1958, the source has to be placed around a distance of 30 cm from the γ-camera. If
the coded aperture 19R-1821 is used, the source must be placed around a distance
of 16 cm from the γ-camera and its dimension has to be around 1 cm.

In nuclear medicine and intraoperative imaging, the objects under investigation
have certain spatial dimensions [8]. For example, the lymph nodes can be considered
as spheres with diameter around 1–2 cm [9, 10]. Therefore, different geometrical
configurations of the coded aperture γ-camera can be used for the imaging of the
sentinel lymphs, or the thyroid residue, in order to achieve the best SNR possible.
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3.5 The Kernel Filtering

The reduction of the intrinsic noise resulting from the increase of the dimensions of
the hot-spot can be exploited to reduce this noise, also, in the correlation matrix of
point-like sources, where this noise is the highest. Due to the periodicity of the peaks
and valleys on the correlation matrix, scanning the whole surface of the correlation
matrix with an appropriate kernel filter should reduce the intrinsic noise. Since the
dimension of the peaks and valleys are proportional to the FWHM of the PSF of the
correlation matrix, this filter (Fig. 11) is chosen to be the cropped and normalized
peak of the autocorrelation function (ACF) of each coded aperture. For the 19 × 19
basic pattern NTOT MURA, pixel size, it is a matrix of 6 by 6 pixels. The result
is the slight expansion of FWHM of the peak, as the peak undergoes a convolution
with the normalized, cropped ACF and the significant reduction of the intrinsic noise
on the correlation matrix, as one can see in Fig. 11.

In many cases of astronomy or security applications of coded apertures, the
sources under investigation are considered point-like. The aforementioned filtering

Fig. 11 The kernel filter consists of the cropped normalized peak of the ACF. Its application on
the correlation matrix reduces the intrinsic noise: Top: kernel filter is applied on the ACF. In each
column from left to right: kernel filter is applied on the correlation matrix of extended Tc-99m
hot-spot with 0.7 mm, 5 mm, and 14 mm standard deviation
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can be useful for smoothing the background of the correlation matrix, which
includes one or more peaks, related to point-like sources.

4 Summary

Coded aperture γ-cameras reveal characteristics unbeatable by the collimators and
pinholes ones, such as the wide FOV, the great sensitivity, and the fine spatial
resolution. Exploiting the parallax phenomenon with two γ-cameras finds the 3D
coordinates of radioactive hot-spots located into the FOV.

An important adjustment for coded aperture γ-cameras is the geometric config-
uration of the aperture and the pixelated detector, in order for the imaging to be
in-focus, i.e., without side lobes in the correlation matrix. The spatial resolution is
strongly affected by the distance of the source from the γ-camera in the near-field
applications, due to this effect.

NTOT coded apertures are more luminous in terms of γ- or X-rays than the
NTHT. The proposed NTOT coded apertures are simple in construction terms and
less heavy than their respective NTHT counterparts.

The MURA pattern used in the present work reveals a periodic intrinsic noise
on the correlation matrix. The investigation of the maximization of the SNR for
spatially extended radioactive hot-spots leads to the proposal of using certain
geometrical characteristics for similar sized sources, in order to reduce the intrinsic
noise in the final image. Moreover, for the case of point sources, a kernel filtration
method is proposed in order to achieve better SNR.
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Positron Emission Tomography (PET)
Imaging Based on Sub-millimeter
Pixelated CdZnTe Detectors

Yongzhi Yin and Sergey Komarov

1 Positron Emission Tomography

The positron emission tomography (PET) has been widely used in both clinical
diagnosis and animal research [1–6]. The emergence of PET/CT and PET/MR has
taken the application of PET to new heights [7, 8]. With the in-depth use of PET
in clinical research, higher requirements have been put forward for PET image
resolution, system sensitivity, counting rate, and other metrics.

PET is a functional imaging device that reconstructs the spatial distribution of
radiopharmaceuticals (e.g., Fluorodeoxyglucose F-18 Injection, FDG) in humans or
animals and then converts it to medical images in three-dimensional images by a
consistent measurement of a pair of outgoing (180◦) 511 keV gamma ray photons
emitted by positron annihilation. FDG is an F-18-labeled glucose molecule that is
absorbed by the lesion via the human metabolism after injection into the human
body. Because the tumor is abnormally active in glucose metabolism, its enrichment
in tumor cells is higher than that in common tissue cells. Therefore, PET reflects the
metabolism of organ lesions. PET instruments detect the two gamma ray photons
from positron annihilations. Most of the positrons emitted by nuclides (e.g., F-
18) are annihilated into two gamma ray photons; less than 2% of positrons are
annihilated into three gamma ray photons. An illustration of the PET instrument
is shown in Fig. 1.

The first PET used a NaI(Tl) scintillator as a gamma ray detector material, which
was later replaced by BGO, LSO, and LYSO scintillator materials. Regardless of
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Fig. 1 Illustration of positron
emission tomography (PET)

the type of detector, the core is a pair of gamma ray photons generated by positron
annihilation. Two opposite detectors that conform to the measurements give the
probability of positron annihilation interaction. The connection between this pair of
detectors is called the line of response (LOR). If the point emits multiple positrons,
the location of the positron annihilation reaction can be calculated in addition to the
LOR passing through the point in question. More counts make the statistical error
of a spatial distribution of positron drugs smaller.

The three main aspects that affect the performance of the PET detector are
positron range, accolinearity effect, and intrinsic spatial resolution of the gamma
ray detector. (1) Positron range is accompanied by a certain energy emission in
the human body, so that the positron will travel a distance before annihilation
occurs. This distance is not measurable in PET data acquisition, which limits the
spatial resolution of the PET device to some extent. The positron energy emitted
by individual radioactive sources is different. The maximum energy of the positron
emitted by the C-11 is 0.96 MeV (i.e., decay energy), while the positron range in
water is 2.1 mm. For F-18, the maximum energy of the positron emitted is 0.64 MeV,
and the positron range in water is 1.2 mm. Positrons have partial decay energy
for most positron emissions, and positron ranges contribute less to PET position
resolution, for example, about 0.2 mm, as a result of the changing direction of the
positron in the collision process. (2) It is generally considered that two gamma ray
photons are emitted in opposite directions at 180◦. In practice, the positron may
have a certain momentum at annihilation, and the conservation of momentum will
cause the two photon emission angles to deviate from 180◦; the uncertainty of this
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angle is about 0.23◦ [9, 10]. PET scanners with a larger radius suffer from a larger
contribution of the nonlinear effect terms. The noncollinear term contribution for
smaller diameter PET devices is smaller. (3) The intrinsic spatial resolution of the
detector and the geometric factor of the relative position of the detector are also
contributed. The resolution of a pair of detectors is determined by the point spread
function (PSF) of the detector pair [11].

The resolution of the PET system can be represented by the following formula
[12]:

Rsys ≈
√

Rsrc
2 + R180

2 + Rdet
2 (1)

where Rsrc is the positron range, R180 is the noncollinear effect, and Rdet is the
intrinsic resolution of the detector pair. Usually the intrinsic resolution of the
detector is determined by the size of the detector pixel. The spatial resolution of
the detector is close to the size of the detector pixel when the annihilation position
is close to one detector. The spatial resolution of the detector in the middle of the
two detectors is half the size of the detector pixel.

Another factor limiting the resolution of PET images is parallel error [11], i.e.,
the uncertainty of the depth of the interaction (DOI) of gamma ray photons in the
detector. For a pair of coincidence detectors in the opposite directions, gamma ray
photons incident from and react within the detector. This makes a small parallel
error. However, for two coincidence detectors close to the edge of the PET device,
gamma ray photons may incident in the edge of the detector and deposit energy
within several crystal arrays. For the coincidence event measurement of PET, it is
not clear whether the gamma ray photons interact with the crystal arrays near the
surface or in the inner layer. This makes the difference between the photon incident
crystal pixel and the pixel that actually interacts with the photons. The parallel
error results to a LOR uncertainty, which in turn results in decreased PET image
resolution. (Fig. 2)

The timing window is set during PET data acquisition to exclude the random
coincidence events. The narrower the width of the timing window, the less chance
there is of random coincidence events being recorded. The minimum timing window
is determined by the timing resolution of the PET detector, �T = 2τ [12, 13].
However, the true coincidence events suffer loss if the timing window is set too
narrow in PET data acquisition.

Not all of the gamma ray photons arriving in the coincidence timing window are
emitted from the prompt positron annihilation. There are mainly three categories
of coincidence events [12]. (1) Scatter coincidence events correspond to the pair
of coincidence events from one positron annihilation, but one or two gamma ray
photons are scattered in the human body. (2) In random coincidence events, two
photons are detected, but these two photons are from different annihilation events.
(3) In true coincidence events, two photons from the same annihilation are detected
and none of them are scattered. The aim of PET imaging is to use true coincidence
events to reconstruct the spatial distribution of radioisotopes in the human body. It
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Fig. 2 Parallax error in PET measurement, depth of interaction (DOI) of gamma ray photons in
the positions of A, B, and C. The uncertainty of DOI increases when the diameter of PET scanner
decreases

is necessary to reject the scatter events and random events as much as possible via a
process named scatter correction and random correction [14, 15]. In PET emission
scanning, one needs to minimize the timing window and use the appropriate amount
of radioactive drugs.

To reduce the timing window, fast time-response gamma ray detectors and short
pulse-shaping times are used to reduce signal pileup, for example, in TOF-PET
[16], the timing resolution reaches hundreds of picoseconds. Meanwhile, in order
to obtain high count rates of true coincident events, the commonly used methods
in PET scanning also include (1) increasing the dose of radiopharmaceuticals,
especially in small animal PET imaging experiments; (2) using the gamma ray
detector with high detection efficiency, such as thicker BGO/LSO crystals; (3) using
a wider energy window to include part of the Compton scattering counts in addition
to the photoelectric events, but at the same time increasing the uncertainty of the
location of the photons detected in PET detector; and (4) increasing the solid angle
of gamma ray detection, making the detector closer to the radioactive source, and
also increasing the DOI errors.

2 Pixelated CdZnTe Detectors in PET

Cadmium zinc tellurium (CdZnTe), as a room temperature gamma ray detector, has
been widely used in particle physics, nuclear physics, astrophysics, radiation safety,
medical imaging, and other fields [17–23]. The choice of the CdZnTe detector as a
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Fig. 3 Pixelated CdZnTe detectors

potential candidate for high-resolution PET imaging applications is due to its room
temperature operation, high energy resolution, relatively high gamma ray detection
efficiency, and high spatial resolution [24–28]. Advances in consumer electronics
and achievements of CdZnTe fabrication processes in the recent years have made
the semiconductor widely available, and highly pixelated CdZnTe detectors are
becoming more economically feasible [29–31]. Several pixelated CdZnTe detectors
are shown in Fig. 3.

CdZnTe detectors have many advantages in gamma ray detection and appli-
cations: (1) the energy resolution is extremely high. Compared with scintillator
detectors, the photoelectric peak of the energy spectrum of CdZnTe is sharp. In
PET data acquisition, only photopeak events are recorded. The sharp photoelectric
peak of CdZnTe makes it easier to exclude Compton scattering events in PET
applications. It is also easier to identify various radionuclides in radiation safety
applications [24], (2) because there is no need for sensors to convert the gamma
ray photon to an electron. The conventional PET/SPECT module consists mainly
of scintillators and PMTs, whereas semiconductor detectors directly convert the
incident gamma photons into charges and generate electric signals on metal
electrodes evaporated on the CdZnTe surface [32]. Therefore, the package size of
CdZnTe is smaller than the size of the scintillator detector, which makes the CdZnTe
detector easier for arranging the geometry when setting up the whole PET device. In
the specific imaging of the region of interests (ROIs) and small animal applications,
a CdZnTe detector is a potential candidate for the development of a prototype PET
device. (3) When used at room temperature, different from HPGe detectors will need
low temperature cooling. (4) The average atomic number of a CdZnTe detector is
approximately 49, which is a relatively high gamma ray detection efficiency [32].
(5) The position resolution of the CdZnTe detector depends on the size of the anode
pixel [33], and the pixel size can be as small as possible under the conditions
permitted by readout electronics, e.g., 0.35 mm or less. The scintillator detector
is very difficult to segment to such a small size.

There are many kinds of gamma-ray semiconductor detectors that are used
at room temperature, including but not limited to HgI2, CdTe, and CdZnTe.
With the relatively low charge mobility-lifetime product and charge polarization
phenomenon of CdTe detectors, its application is limited to the detector with
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thin thickness [34]. In the 1990s, the doping of Zn in CdTe crystals significantly
increased the bandgap energy and the impedance of the bulk crystal, so the
mobility-lifetime product and polarization effect were significantly improved [35,
36]. Though the charge trapping is still the main problem in the Cd1-xZnxTe detector,
improving the impedance of the CdZnTe detector and increasing voltage at both
ends of the detector have significantly enhanced the charge collection of CdZnTe
[37].

The low-energy tail phenomenon of CdZnTe detectors has been significantly
improved by the appearance of small pixel effect and single-polarity charge sensing
[38–40]. The small pixel effect was found by H. H. Barret et al. [38]. If the size
of the anode pixel is much smaller than the detector thickness, then the electrode
collection will be sensitive only to the electrons. In this way, the trapping of holes
will be greatly reduced, so that the energy resolution of the CdZnTe detector will
be greatly improved. A monopolar charge-sensing structure similar to Frisch grid
called coplanar structures was originally used in CdZnTe detectors by Luke et al.
[39]. By using the relative gain method, the energy resolution of CdZnTe detectors
is greatly improved by adjusting the multiples of the collection and noncollection
electrodes. Concurrently, He et al. developed a depth sensing method for CdZnTe
detectors [41]. By adjusting the depth information of the gamma photons at the peak
position in the CdZnTe detector, the energy resolution of the CdZnTe detector was
further improved by correcting the DOI of gamma rays.

CdZnTe detectors also have some disadvantages, such as (1) relatively poor
timing resolution. The timing resolution of scintillator detectors is usually 1 ns
FWHM, and the timing resolution of zinc telluride detectors is usually more than
10 ns after offline correction. This makes a wider coincidence timing window in
PET applications of CdZnTe detectors, which causes a huge amount of random
coincidence events to be recorded in PET imaging experiments [27]. (2) The
detection efficiency of gamma rays in CdZnTe detectors is not superior to that
of BGO/LSO crystals currently used in large quantities in PET applications. (3)
The growth of uniform and large volume crystals is difficult. Although the growth
of large volume CdZnTe crystals has improved greatly in recent years, it is still
expensive [42, 43]. (4) The direct electrode readout of electrical signals is an
advantage for small pixel anode CdZnTe detectors, but thousands of channels of
high-density readout electronics remain a challenge in data acquisition [44]. (5) The
electrical signal is much smaller than the PMT/scintillator output signal and requires
complex low-noise amplifying electronics equipment, such as ASIC [45–47].

Although CdZnTe detectors have been greatly improved in crystal growth, the
application of CdZnTe detector is still in the very early stages. There are three
primary difficulties at this time. (1) The signal readout of CdZnTe detectors is very
complex. The control of the detector’s dark current and surface leakage current is
sensitive. When the voltage of the CdZnTe detector increases, the crosstalk between
anode pixels is more severe [48]. (2) The response time is poor. In recent years, fast
scintillator detectors have developed rapidly and are widely used in TOF-PET. The
conformity of measurement by CdZnTe detectors is still one of the chief obstacles
in PET imaging experiments [42, 49]. (3) The position resolution of the CdZnTe
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detector when its pixel anode is very small needs improvement. Particularly, the
processing of charge-sharing events between the anodes will be another challenging
problem in the PET imaging experiments and the application of the 3D position
sensitive CdZnTe detector [50–54].

Before the invention of small pixel effect, the energy resolution of CdZnTe
detectors was relatively poor due to the appearance of the low-energy tail. In recent
years, the energy resolution of CdZnTe detector combined with the depth-sensing
correction of gamma ray interaction has been improved to ~1% at 662 keV gamma
rays. At the same time, the 2D anode of the pixelated detector provides better spatial
resolution. In order to reduce the charge loss in the pixel gap, steering grids are often
added to the pixel gap. Additionally, a compensation voltage is added to the steering
grid to change the electric field distribution of the detector, thereby improving the
charge collection efficiency and reducing the pixel size [55].

The full-energy peak of the γ energy spectrum of the CdZnTe detector often has
a tail at the low-energy end, resulting in a reduction in energy resolution, mainly
due to incomplete charge collection. On the other hand, from the analysis of the
Hecht equation, it is known that the signal of CdZnTe is related to the position of
the incident photon in the detector, i.e., to the DOI. If the gamma ray reaction takes
place very close to the cathode, the probability of the hole collection will increase
greatly. In contrast, if the gamma ray reaction takes place close to the anode, the
probability of the hole collection will decrease sharply. In both cases the electrons
can be fully collected. For photons deposited with the same energy at different
depths, it is necessary to reduce the low-energy tail caused by incomplete charge
collection in the experiment.

The geometrical structure of this CdZnTe detector, which is only sensitive to
electron collection and insensitive to hole collection, is called a single-polarity
charge-sensing device [24]. Two methods are often used to achieve unipolar charge
induction. The first type is a strip-shaped anode structure, which reduces the
weighting potential of adjacent electrodes, so that the detector is sensitive to
electrons at most detection depths. The second type is the pixel anode structure.
This structure has a small pixel effect. When the charge drifts close to the anode, the
weighting potential changes sharply, and the weighting potential is almost constant
in most of the detection depth.

As shown in Fig. 4, the weighting potential of the coplanar cathode of the
pixelated CdZnTe detector remains linear. The weighting potential of the small
pixel anode slowly increases over a long distance when the charge drifts to the
anode. Only when the electron nears the anode, such as within one pixel, does the
weighting potential increase rapidly from 0 to 1. Therefore, the pixel detector is
unipolar sensitive. In order to compensate for the trapping of electrons, it is ensured
that the signal does not change with depth in the direction of the detectors. He et
al. developed the depth-sensing method based on using electronic trapping and DOI
to maintain linearity. The depth-sensing methods have two categories: cathode to
anode ratio and electron drift time. (Fig. 4)
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Fig. 4 Weighting potential of the CdZnTe detector: (a) planar anode and (b) pixel anode

I. Ratio of Cathode to Anode

The weighting potential of the planar cathode is linearly related to the thickness
of the detector. After subtracting the weighting potential of two adjacent anodes, the
signal is not correlated with the thickness of the CdZnTe detector. According to the
Shockley-Ramon theory [56, 57] and ignoring the contribution of holes, the signal
amplitudes of the cathode and anode can be expressed by the following formula:

Ac = Ed (d − x) , Aa = Ed (2)

Then, the ratio of the cathode to the anode reflects the DOI information:

RC/A = Ac

Aa

= d − x (3)

In practice, the ratio of the cathode to anode is not an absolute DOI due to factors
such as the existence of electron trapping, crystal nonuniformity, and electrode
nonuniformity. However, it provides a relatively accurate method to estimate the
DOI and compensate for electronic trapping. This method is also applicable to pixel
anode detectors. During data processing, the overall thickness of the detector is
usually subdivided into several small segments according to the ratio of the cathode
and anode. By measuring the position of the full-energy peak in the energy spectrum
of each small segment and setting the gain on each segment to make the full-
energy peak normalized, the deposited energy in the CdZnTe detector is scaled to
the gamma ray energy, and the energy resolution shows a significant improvement.
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The cathode to anode ratio method is only applicable to single-anode events.
For multi-anode events, such as charge-sharing events, the energy of the incident
photon deposition will be detected by multiple anodes, but the cathode signal is still
the sum of the deposited energy. Thus, the method of cathode-anode ratio will no
longer be applicable. The electron drift time method described below is applicable
to both multi-anode events and single-anode events, but the estimation of the DOI
is usually not as accurate as the cathode-anode ratio method.

II. Electron Drift Time

The signal of the semiconductor detector is caused by the charge drifting in the
electric field and inducing a charge on the electrode. Therefore, the response time
of the signal is related to charge drift and electric field in the crystal. For a CdZnTe
detector with a thickness of 5 mm, the maximum drift time of electrons is 500 ns at
an electron mobility of 1 × 103cm2/V · s under a high voltage of -1000 V.

For a pixelated CdZnTe detector, the electron drift time at the same photon
interaction depth will be a fixed value, whether it is a single-anode event or a charge-
sharing event. As a result, by measuring the electron drift time, it is possible to
estimate the DOI of the event. Due to small pixel effect, when the charge begins to
move, the cathode will sense the charge, and the cathode signal will start to rise.
However, the anode can only sense the charge when the electrons drift close, so the
anode signal will be delayed a lot. Experimentally, the electron drift time is obtained
by measuring the time difference between the cathode signal and the anode signal.

The position of the full-energy peak at different electron drift times will vary
with the DOI. Using the same method as the cathode-anode ratio method, the
overall thickness of the detector is divided into several small sections, and the depth
resolution correction can improve the energy resolution of the CdZnTe detector. On
the other hand, by measuring the maximum electron drift time, the electron mobility
value of the CdZnTe detector can be estimated.

3 CdZnTe PET Detector Characterizations

The CdZnTe crystals used in our PET experiments were purchased from the former
Orbotech Medical Solutions, from a modified high-pressure Bridgman grown
2 cm × 2 cm wafer. The initial wafer electrode was an indium 8 × 8 pixel-anode.
We fabricated it in a class in 100 clean rooms of the Washington University Physics
Department. The basic process is as follows: after polishing the anode surface of
the detector, the CdZnTe wafer is etched in a 5%–95% Br-methanol solution. This
process can improve the electrical performance of the wafer and the bonding ability
of the metal electrode. We then applied the standard photolithographic process and
the electron beam evaporator process to make the anode [58, 59]. The finished
pixelated CdZnTe detector has a coplanar cathode gold surface with a thickness
of 125 nm and a 100 nm titanium metal pixel anode. Gold is a high-work-function
metal, which has the advantages of low leakage current and high energy resolution
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in the experimental measurements. Titanium is a relatively low work function
metal [60]. Although the pixel anodes are separated from each other in electrical
conductivity, they maintain a similar potential. When a high voltage is applied to
the cathodes, the parallel plate electric field is maintained between the cathodes and
anodes.

3.1 Charge Sharing

Energy calibration and measurement were performed for CdZnTe detectors with
0.35 mm and 0.6 mm pixels. As illustrated by gamma ray sources of Am-241
(59.5 keV), Co-57 (122 keV and 136 keV), and Na-22 (511 keV), the noncollimated
gamma ray source tests showed the following [51, 61]:

1. Both 0.35 mm and 0.6 mm pixelated CdZnTe detectors showed small pixel effect.
The energy resolution of the 0.6 mm pitch detector was better than the energy
resolution of the 0.35 mm pitch detector. This seems to contradict the theory
of small pixel effect. However, many experiments and theoretical simulations
have shown that the energy resolution of the pixelated CdZnTe detector is getting
worse. When the pixel size is reduced to less than 1 mm, such as 0.6 mm and
0.35 mm in this experiment, charge sharing between adjacent pixels becomes the
main factor affecting the energy resolution, even exceeding the small pixel effect.

2. Both 0.35 mm and 0.6 mm pitch detectors showed a large amount of charge
sharing, but the ratio of charge sharing events to the total reaction events
increased sharply as the pixel size decreased. This agreed with the theoretical
calculation.

3. For a specific pixelated CdZnTe detector, when the gamma ray energy increased,
the charge sharing between the anodes also increased. For example, in the
59.5 keV test, there was almost no charge sharing. While in the 511 keV
measurement, charge sharing was prevalent.

4. When the energy was held constant, such as at 122 keV, the charge-sharing event
between adjacent anodes was proportional to the distance between pixels. For
example, the charge sharing between the middle pixel and the neighboring pixel
was significantly more than the charge sharing between the middle pixel and the
corner pixel.

Table 1 shows the ratio of a single-pixel event to charge-sharing event, R12, for
0.35 mm and 0.6 mm CdZnTe detectors at an irradiation of 122 keV and 59.5 keV
sources. For the low-energy gamma ray photons at 59.5 keV, the charge sharing
of 0.35 mm and 0.6 mm pitch detectors remained unchanged at 4.65:1 and 4.67:1,
respectively. For high-energy gamma ray photons at 122 keV, the proportion of the
charge-sharing events of 0.35 mm and 0.6 mm pitch detectors increased significantly
to 2.85:1 and 1.38:1, respectively.

The two-dimensional charge-sharing spectra of the 0.6 mm and 0.35 mm
detectors when exposed to a collimated beam at different locations are shown in
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Table 1 The ratio of single-pixel event to charge-sharing event (R12) for 0.35 mm and 0.6 mm
CdZnTe detectors with irradiation by 59.5 keV and 122 keV gamma ray sources

Pixel size R12

122 keV 59.5 keV

0.6 mm 1.38:1 4.67:1
0.35 mm 2.85:1 4.65:1

Fig. 5 Charge sharing of the 0.6 mm pixelate CdZnTe detector when the collimated beam scanned
across two pixels. The measurements above each plot are the locations of the collimated beam in
millimeters

Figs. 5 and 6, respectively. In the measurement, the beam scanned across two
neighboring pixels. The two-dimensional spectrum of the signal amplitudes of two
adjacent pixels clearly showed the changes of charge sharing at different collimated
beam locations.

In the measurement of the 0.6 mm detector, we used a rectangular beam with an
effective size of 0.16 mm × 0.16 mm. In the measurement of the 0.35 mm detector,
in order to obtain a narrower scanning beam, we used a 0.8 mm × 0.625 mm
rectangular beam. The anode gap of the two CdZnTe detectors was 0.1 mm, so
a narrower direction (parallel to the gap between the two pixels) was used in the
experimental measurement.

The 0.6 mm and 0.35 mm anode detectors showed the same change in charge
sharing. When the collimated gamma ray beam hits the middle of the pixel anode,
there were a few charge-sharing events. As the gamma beam moved toward the gap,
the charge-sharing event became significant; when the gamma beam hits the gap,
the charge-sharing event reached its peak. The charge sharing of the 0.35 mm pixel
anode detector is more than that of the 0.6 mm detector. For the collimated beam of
Co-57, the 122 keV and the shared full-energy peak at 136 keV were clearer than
the shared full-energy peak in the two-dimensional spectrum of 0.35 mm.

Figure 7 shows a comparison of the charge-sharing curves of a 0.6 mm and a
0.35 mm pixelated CdZnTe detector. The 122 keV collimated gamma beam scanned
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Fig. 6 Charge sharing of the 0.35 mm pixelate CdZnTe detector when the collimated beam
scanned across two pixels. The measurements above each plot are the locations of the collimated
beam in millimeters

Fig. 7 (a) Charge-sharing range of 0.6 mm pixelated CdZnTe detector. (b) Charge-sharing range
of 0.35 mm pixelated CdZnTe detector

the gap between the two adjacent pixels. Figure 7a shows the single-anode full-
energy peak event count rate of the middle pixel anode, the single-anode full-energy
peak event count rate of the neighboring pixel anode, the charge-sharing full-energy
peak event count rate curve and the count rate of all triggered full-energy peak
events. None of count rate curves for the trigger events between two adjacent pixels
remain constant. This phenomenon indicates that the charge loss was caused by the
anode gap of 100 μm. The charge-sharing curves of the two sizes of detectors show
that the relationship between the count rate and position when the gamma beam
scans across the gap and the proportion of charge-sharing full-energy peak events in
all full-energy peak events is close to 70%. It is assumed that there is a relationship
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between the range of charge sharing Pshare, the actual measurement range Pmeasured,
and the width of the gamma beam Pbeam width:

Pshare
2 = Pmeasured

2 − Pbeam width
2 (4)

After subtracting the beam width, the charge-sharing range of the 0.35 mm and
0.6 mm pixel anode detectors were almost equal. This shows that for low-energy
gamma ray photons, such as 122 keV, the range of charge sharing depends on the
size of the gap rather than the size of the pixel size. Yet for high-energy gamma ray
photons, such as 511 keV, the influencing factors of the charge-sharing range are
more complicated, because of the larger charge cloud and more Compton scattering.

3.2 Spatial Resolution

In order to accurately measure the three-dimensional spatial resolution of the
0.35 mm pixel anode CdZnTe detector for 511 keV positron annihilation photons,
we used a 3.5-cm-thick tungsten collimator to collimate the gamma ray beam. The
gamma ray collimator is composed of four pieces of tungsten metal [25]. The
surfaces of the four tungsten blocks are polished very smoothly with an error of
less than 1 μm. In the middle of the collimator, the tungsten blocks form a square
hole of 0.17 × 0.17 mm2.

The measurement results of the 511 keV collimated gamma beam and 122 keV
collimated gamma beam are shown in Fig. 8. In the data acquisition, the threshold
of 511 keV measurement was 55 keV, and the threshold of 122 keV measurement
was 22.5 keV. Figure 8 shows the single-pixel full-energy event curve (gray) of
the middle 0.35 mm pixel and the double-pixel charge-sharing full-energy event
curve (black) of the central pixel and adjacent pixel in the 122 keV (a) and
511 keV (b) gamma beam tests. The following conclusions can be made from these
experiments:

1. The measurement results for 511 keV and 122 keV showed that the peak of the
single-event resolution range appeared in the center of the anode of the middle
pixel, and the peak of the charge-sharing event resolution range appeared in
the center of the anode gap and between the two peaks. The distance is about
0.175 mm, which is half of 0.35 mm. The experimental values agreed well with
theoretical expectations.

2. The charge-sharing range of 511 keV gamma ray photons was greater than the
charge-sharing range of 122 keV gamma ray photons in the measurement for the
0.35 mm pixelated CdZnTe detector.
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Fig. 8 Measurements of the charge-sharing range of the 0.35 mm pixelated CdZnTe detector for
122 keV (a) and 511 keV (b) collimated gamma ray beam, and the comparison of the single-pixel
profiles for two collimated gamma ray beams (c)

Table 2 Spatial resolution measurement of single events and charge-sharing events of 0.35 mm
CdZnTe detector

Gamma ray beam
Position resolution of single-anode
events (FWHM)

Position resolution of charge-sharing
events (FWHM)

Pmeasured
a Pshare

a Pmeasured Pshare

122 keV 0.34 mm 0.207 mm 0.36 mm 0.235 mm
511 keV 0.41 mm 0.308 mm 0.52 mm 0.444 mm

aPmeasured is the measured value of gamma ray beam; Pshare is the position resolution subtracted
from the measured value; Pbeam width is the width of gamma-ray beam, 0.27 mm × 0.27 mm.

3. The peak value of the charge-sharing event distribution in the 511 keV measure-
ment was about twice the peak value of the single-event distribution, and the
511 keV measurement showed that the proportion of the charge-sharing events
in all triggered events was greater than that of the 122 keV measurement.

4. The detection efficiency of 511 keV gamma photons was lower than that of
122 keV gamma photons. Therefore, there were better statistics and smaller
errors in the 122 keV measurement.

Table 2 shows the FWHM of the spatial resolution of the 0.35 mm pixel anode
detector. For 122 keV gamma photons, the spatial resolution range measured by
single events was 0.34 mm, and the spatial resolution range measured by charge-
sharing events was 0.36 mm. For 511 keV gamma ray photons, the spatial resolution
range of single events was 0.41 mm, and the charge-sharing range was 0.52 mm.
If the width of the gamma beam (0.27 mm × 0.27 mm) was subtracted from the
measured value, it was the same as the width of charge sharing.
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3.3 Depth of Interaction

For gamma ray photons deposited at the same energy with different depths, the
depth of interaction (DOI) can be obtained from the signal amplitude cathode to
anode ratio. If the CdZnTe detector is divided into several layers in depth direction
with the pixels of detector, the three-dimensional position information of photons
interaction can be obtained [62].

RC/A = Ac

Aa

= d − x (5)

Due to the different distances of charge drift deposited at different depths, the
events with a longer charge drift length, that is, events with deeper DOI, have a
greater chance of charge loss, so the position of this event in the energy spectrum
will likely be closer to the lower energy end. Figure 9 shows the relationship
between the signal amplitude of the full-energy peak and the cathode-anode ratio
when the 122 keV and 511 keV collimated beams hit the middle of 0.35 mm pixel.
Events with smaller ratios occurred on the side near the anode, while events with
larger ratios occurred on the side near the cathode. We can clearly observe the
following:

(1) The signal of the cathode had better DOI characteristics, and the position of
its full-energy peak increased linearly with the increase of the ratio RC/A. At different
DOIs, the position of the full-energy peak of the anode signal remained unchanged,
and the amplitude of the signal represented the deposition energy.

(2) The amplitude of the full-energy peak of the anode signal decreased with
the DOI. A large amount of charge trapping occurs when the electron drift time
increases, in the measurement of both 122 keV and 511 keV. This trapping was
related to the drift path length, external electric field, and crystal.

Fig. 9 DOI analysis of 0.35 mm pixelated CdZnTe detector: (a) 122 keV collimated beam and (b)
511 keV collimated beam
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Fig. 10 The measurement results of the single-pixel event of the 0.35 mm pixelated CdZnTe
detector with a 511 keV collimated gamma beam. (a) Pulse height vs cathode/anode ratio. (b)
Pulse height vs electron drift time. (c) The linear relationship between the cathode-anode ratio and
electron drift time for full-energy peak events

(3) On the large ratio side, the amplitude of the 122 keV full-energy peak signal
decreased more rapidly than that of the 511 keV full-energy peak signal, indicating
that charge tapping of 122 keV photons were more severe than that of 511 keV
photons, which was the same as theoretical expectations. Because most of the
122 keV photon reaction occurs on the side closer to the cathode, that is, the upper
layer of the photon incidence direction, the electron drift time was longer; while the
511 keV photon reaction occurs deeper, closer to the anode side, the electron drift
time was relatively shorter.

Next, we examined the relationship of electron drift time and cathode-anode
ratio. Figure 10 shows the two-dimensional ratio of the anode signal amplitude to the
cathode-anode signal for the single-anode event of the middle pixel when measured
with a 511 keV gamma beam on a 0.35 mm pixel anode CdZnTe detector. The
spectrum, as well as the two-dimensional spectrum of the anode signal amplitude
and the electron drift time, clearly shows the location of the full-energy peak event.
There was a linear relationship between the cathode-anode ratio and the electron
drift time for the full-energy peak event, as shown in Fig. 10c. The graph shows that
for the full-energy peak event, the time of electron drift increased linearly with DOI.

The linear relationship between the electron drift time and the cathode-anode
ratio was suitable not only for single-anode events but also for charge-sharing
events, because electron drift time at different depths was the same whether it
was a full-energy peak event or a Compton scattering event. Using this linear
relationship, we can estimate the DOI and derive the electron drift time of the event,
by subtracting the electron drift time from the detection time of the anode signal of
the photon in the CdZnTe detector. Thus, the time resolution of the CdZnTe detector
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from the anode signal can be significantly improved. The interaction time of the
photon in the CdZnTe detector can be given by the time difference in the coincidence
measurement between the CdZnTe detector and the fast scintillator detector.

The linear relationship between the cathode anode ratio and the electron drift
time is very useful in the time performance measurement of the CdZnTe detector
and in the PET imaging experiment. In the PET imaging experiment, the PET image
was reconstructed using a single-pixel full-energy peak event and a charge-sharing
full-energy peak event that conformed to the measurements for the CdZnTe detector
and LSO scintillator detector.

3.4 Timing Resolution

The time characteristics of the CdZnTe detector are an issue for PET imaging
applications. For the cathode signal, the drift of the starting position of the signal
is small. Many groups have developed methods based on the fitting of the cathode
signal waveform and extrapolating the start time of the signal to measure the time
resolution of the CdZnTe detector, but the online time performance measurements
are not yet mature [27, 63]. The disadvantage is that the rise of the cathode signal is
slow, the leading edge of the signal is directly related to the energy deposition, the
amplitude of the signal varies with the position, and the time resolution is hard to
improve.

The anode signal has a rapidly rising edge due to the existence of the small pixel
effect, and the timing is relatively accurate. The disadvantage in this case is that
the signal shape will be very different at different depths with energy deposition.
This error due to electron drift time is hundreds of nanoseconds. Experiments
confirmed that for the full-energy peak event, the electron drift time was linearly
related to the cathode-anode ratio; therefore, subtracting the electron drift time from
the measurement time of the anode signal can greatly improve the time resolution
of the anode signal. Moreover, this method is applicable to gamma rays at different
depths. In view of this, this paper develops a method to improve the time resolution
of CdZnTe detector based on the coincidence measurement of the CdZnTe detector
and a fast scintillator detector.

For the coincidence events of the CdZnTe detector and fast scintillator detector
(such as LSO), the relative time of the anode signal of photon interacting in CdZnTe
detector and the scintillator signal can be given by the coincidence measurement.
The electron drift time in the CdZnTe detector can be obtained by the signal
waveform of the flash ADC system. Using the time correction method, we made
a preliminary measurement of the time resolution of the CdZnTe detector. It used
the Siemens Inveon LSO PET detector module and the 0.35 mm CdZnTe detector
and the time-amplitude converter (TAC) for time-amplitude conversion. Then, we
used the ADC to measure the time difference between the two detector signals. The
time resolution of the Siemens Inveon LSO scintillator detector was about 1 ns; the
electron drift time of the 5-mm-thick CdZnTe detector was about 400 ns.
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Fig. 11 The linear relationship between the cathode-anode ratio and electron drift time of full-
energy peak event. (a) The line is a fit. (b) The time resolution after correction was better than
30 ns FWHM. (c) A coincidence measurement is set between CdZnTe detector and LSO detector.
The source is the Na-22

For the full-energy peak event, the linear relationship between the cathode-anode
ratio and electron drift time is shown in Fig. 11. The line in Fig. 11a is a fit. The time
resolution before correction is about 150 ns FWHM, and the time resolution after
correction was better than 30 ns FWHM. This demonstrated that the time correction
method is effective, and the time resolution after the correction was significantly
improved.

4 Evaluation of CdZnTe PET Imaging Resolution

The conformity measurement of VP-PET with the Siemens Inveon LSO PET
detector module was used to discern the image resolution that can be obtained after
integrating the 0.35 mm CdZnTe detector as a PET insert device into the Siemens
Inveon PET device. The geometrical configuration that meets the measurement is
shown in Fig. 11.

A 0.35 mm pixelated CdZnTe detector was used as a simulated insert device, and
a Siemens Inveon LSO scintillator detector was used as a simulated PET scanner
device. They were placed in two PET simulators. On the rotating arm, the center of
rotation corresponded to the axis of the PET scanner [64, 65]. For the convenience
of data reconstruction, the axis of the insert device was also on the axis of rotation.
A NEMA NU4 Na-22 point source was placed between the two detectors [26] with
an intensity of 11 μCi and a diameter of 250 μm, encapsulated in a 10 mm square
propylene plastic. The distance from the point source to the CdZnTe insert detector
was 23 mm, and the distance from the point source to the LSO Scanner detector was
127 mm. The point source was placed near the rotation axis of the PET simulator.



Positron Emission Tomography (PET) Imaging Based on Sub-millimeter. . . 279

In the experiment, the imaging device was obtained by fixing the distance between
the CdZnTe detector and the rotation center and adjusting the distance between the
LSO detector and the rotation axis to keep the two detectors and the point source
approximately in a straight line.

The Siemens Inveon LSO PET detector module consists of an array of 20 × 20
LSO crystals; each crystal is 1.6 mm × 1.6 mm × 10 mm. The effective area of the
entire LSO detector is 32 mm × 32 mm [66, 67]. The detection solid angle of the
Siemens Inveon PET scanner was increased, and the sensitivity of the system was
improved. The scintillator and position sensitive photomultiplier tube were coupled
through a trapezoidal light guide. The design of the trapezoidal light guide mainly
considered that the larger area scintillator was optically coupled to the sensitive area
of the smaller area photomultiplier tube, which allowed the center of gravity of the
optical signals from different crystals to be separated from each other.

In order to overcome the difficulty of coincidence measurement due to the
difference in time response of semiconductor and scintillator detectors, we used a
relatively long shaping time. The shaping time of the LSO signal was 1 μs, and the
shaping time of CdZnTe signal is 3 μs. In this way, the signal had a wide Gaussian-
shaped peak plateau area. Because the activity of the Na-22 point source is very low,
the long shaping time did not cause serious accumulation of the LSO signal with
a larger solid angle. Experimental measurements showed that the average energy
resolution of the 511 keV photon by the LSO detector was better than 20%, which
was close to the 18% energy resolution of normal use.

In the PET imaging experiment of the CdZnTe detector and the LSO detector,
the selection of the trigger mode was one of the main issues, because the CdZnTe
detector had a long electron drift time and the time resolution is poor. In this
experiment, we used the logical signals of the CdZnTe detector and the LSO detector
to trigger the signal peak sampling of the data acquisition system, but the trigger
signals of this logical signal were different so different time walks were introduced.
We tested three conforming trigger modes [24, 55]: (1) the trigger logic came from
the LSO signal, (2) the trigger logic came from the anode signal of CdZnTe, and (3)
the trigger logic came from the CdZnTe cathode signal.

For the logic signal triggered by the LSO, the time resolution of the peak
sampling of the LSO energy signal was 2 ns, so the peak sampling error from the
LSO was the smallest. There was also a fixed delay for the CdZnTe cathode signal.
The time error for the peak sampling of the CdZnTe anode energy signal was the
superposition of the electron drift time of the CdZnTe and the time resolution of the
LSO, because there was a shaping time of 3 μs. The Gaussian peak area was very
wide, and the peak sampling error had little effect on the energy resolution.

Figure 12 shows the fusion PET image of the Na-22 point source measured twice;
the point sources were 1.2 mm apart. We can see that the two point sources can
be clearly distinguished. The FWHM of the PET image reconstructed by single-
pixel events was 670 μs. If there is charge-sharing event, the resolution of the PET
image dropped to 730 μs, which was a reduction of about 9%. At the same time,
the system’s count rate was increased by 2.5 to 3 times. The energy window was
350–650 keV.
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Fig. 12 The FBP reconstructed PET images of two Na-22 point sources (a) and simulated data
from MC (b). Two point sources are 1.2 mm apart

For the 0.35 mm CdZnTe detector, the charge-sharing event is about twice as
much as the single-anode event. Therefore, how to use the charge-sharing event
became one of the main challenges in the PET imaging experiment for the CdZnTe
detector. From the previous analysis, we knew that when the charge-sharing event
was included in the reconstruction of the PET image, it was equivalent to increasing
the effective width of the anode of the middle pixel. Thus, the resolution of the PET
image should be reduced, but at the same time, the count rate of the system should
increase by 2.5 to 3 times.

The analysis of the charge-sharing event used the charge sharing event between
the intermediate pixel A5 and the adjacent pixel A4, as an example. The pixel
structure is shown in Fig. 13. The signal amplitude ratio of the two pixels is divided
into three categories: (1) 1 < R54 < 3, region A; (2) 3 < R54 < 9, region B; and
(3) 9 < R54, region C. The sum of the anode signal amplitude of the two pixels of
the charge-sharing event was 511 keV. The signal amplitude of the adjacent anode
was close to the experimentally set threshold of 50 keV. Here we called the event
in region C the single-anode event; region A and region B were a charge-sharing
event.

The selection of charge-sharing areas also included the consideration of counting
statistics. The proportion of events in the three areas was 35%, 25%, and 40%, as
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Fig. 13 Interpolation algorithms for charge-sharing events and reconstruction of point source PET
images. (a) The pixel area (pixel division) was divided into five small areas (sub-pixel division)
according to the interpolation algorithm. (b) The resolution of the PET image reconstructed using
the pixel division was 0.64 mm. The PET image resolution of the sub-pixel division was 0.56 mm.
After deducting the point source diameter and positron range, the interpolation algorithm gave a
PET image resolution of 0.46 mm

Table 3 The selection of the charge-sharing events of the CdZnTe detector, the corresponding
PET image resolution and the count rate in this area

Region PET image resolution (μm @ FWHM) Count percentage (%)

A 640 ~35%
B 620 ~25%
C 590 ~40%

Experimental results

shown in Table 3. We divide the shared event partitions, and each partition was
calculated according to the size of the pixel anode of a unit during the image
reconstruction process. This way, an actual detection of a small area was regarded as
a larger area for image reconstruction, which may magnify the point source image.
The distribution of the single-pixel full-energy peak event to the gamma incident
position may be less than 0.35 mm. We used 0.35 mm for image reconstruction,
which may result in the images of 5–10 μm error. (Table 3)

According to the theory of pixel detectors [68], if the charge cloud is detected
by multiple pixels, then the charge collected by each pixel is proportional to the
signal amplitude of the pixel. A reasonable interpolation algorithm can improve the
resolution of the pixel detector. Through interpolation, the size of the pixel will be
further subdivided according to the interpolated area, which appears that the relative
size of the pixel is reduced, thereby improving the position resolution of the detector
and the image resolution.
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For the 0.35 mm pixelated CdZnTe detector used in the experiment, when a
charge-sharing event occurs, according to the Shockley-Ramo theory, the signal
size of the adjacent pixel anode is proportional to the collected charge [69].
Therefore, we tried using interpolation to further partition the charge-sharing events
of the 0.35 mm CdZnTe detector, and we used the 2D FBP algorithm for image
reconstruction.

A 0.35 mm pixel can be divided into five areas, A, B, C, D and E. The selection
of areas A, B, and C was based on the ratio of the signal amplitude between the
intermediate pixel A5 and the adjacent pixel A4, which was the same as in the
previous section. The selection of the regions D and E was based on the ratio of the
signal amplitude between the anode of the intermediate pixel A5 and the adjacent
pixel A6, and the principle was the same as the selection of the regions B and A.
R56 = Central/Pixel6, area D is 3 R56 < 9, and area E is 1 < R56 < 3.

Experimentally, we tried to make the count statistics of the selected regions
the same. We approximated that each region had the same geometric width for
interpolation. The size of each region (sub-pixel division) was approximately
350/5 = 70 μm, as shown in Fig. 13. After 2D FBP reconstruction [70], the 0.56 mm
FWHM PET image resolution was obtained. This resolution included the size of the
Na-22 point source (0.25 mm diameter) and positron range. The actual resolution

of the imaging system was: R =
√

5602 − 2502 − 2002 ≈ 460 μm, of which 250
was the point source size item, 200 was the positron range item, and the unit was
micrometers.

5 Summary

With the advantages of the CdZnTe detector used in X-ray and gamma ray detection,
the application of pixelated CdZnTe detectors for high-resolution PET imaging is
increasingly investigated by researchers and industry. There are still many limiting
factors for CdZnTe detectors in PET applications, such as charge sharing and timing
resolution.

When the pixel size of the CdZnTe detector is made very small (e.g., less
than 1 mm), the charge-sharing events will degrade the spatial resolution of the
pixelated CdZnTe detector. Thus, if one includes coincidence events from CdZnTe
charge-sharing events, the PET image resolution will degrade, but the count rate
increases dramatically. We developed an interpolating algorithm for the charge-
sharing events between two neighbor pixels. We divided the pixel pitch of the
CdZnTe detector into several regions based on the ratio of the signal amplitude of the
central pixel to the neighbor pixel, as well as the count rate of each region. Then, we
reconstructed the PET image using the events from different regions individually.
By interpolating the location of the charge-sharing events, the reconstructed PET
image was improved. More importantly, the count rate capability of the CdZnTe
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PET scanner was increased by including the charge-sharing events in the PET image
reconstruction.

The long drift time of electrons and holes in thick CdZnTe detectors limits
their timing resolution. For PET imaging applications that require fast timing for
coincidence detection and the rejection of random events, the timing performance of
CdZnTe is still suboptimal. As a result, the use of highly pixelated CdZnTe detectors
for high-resolution PET imaging remains a challenging task. A proposed timing
correction method was introduced in this chapter. By measuring the time difference
between CdZnTe anode signal and fast coincidence detector signal based on the
coincidence setup, combined with measuring the electron drift time and the cathode-
anode ratio from a DAQ system, the timing resolution of CdZnTe detector was
improved significantly. Moreover, if the DOI of gamma ray photons in the CdZnTe
detector was calculated, the uncertainty of timing response of photopeak events in a
specific DOI region was reduced, and the timing resolution of the CdZnTe detector
was improved further.

Advances in CdZnTe crystal growth, consumer electronics, and detector fab-
rications in the recent years have made the CdZnTe detector a very promising
candidate for PET imaging application. Several research groups and companies
have investigated CdZnTe for PET imaging and have shown promising results. The
CdZnTe PET scanner will begin to see clinical use in a near future.
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