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Preface

Thanks to recent impressive and well-publicized advances in the field of arti-
ficial intelligence (AI) over the past decade or so, a number of questions have
risen in prominence. Will Als soon be more intelligent than humans? Is com-
puter consciousness possible? Will robots take our jobs? What rights should
intelligent robots have? Will such robots really be people? What sorts of
human-robot personal relationships are appropriate? Will Als eventually take
over the world? Or the entire universe? Is this something we should fear or
something we should welcome?

Even if the current Al boom should prove more short-lived than some hope
and predict, advances in artificial intelligence will undoubtedly continue to be
made, perhaps quite rapidly, and issues such as these will become ever more
pressing. In this book, we critically assess some of the ways Al and robotics
have been treated in science fiction. Science fiction writers may have failed to
predict the advent of digital technology and the (possible) subsequent emer-
gence of artificial minds—the emergence of computer technology in the
1940s took nearly everyone by surprise—but they were among the first to
grasp how momentous their future consequences might be. In the decades
since the first computers appeared on the scene science fiction has produced
an astonishingly rich and stimulating range of speculations concerning the
possible forms artificial minds (and bodies) might take, and the implications
for humankind, in the near and distant future. As we hope to demonstrate in
this volume, these speculations are well worthy of serious scrutiny.

By way of stage-setting in our introductory chapter we attempt to provide
some historical and philosophical background to recent Al-related develop-
ments and briefly outline the themes and science fiction literature that our
authors tackle in the chapters which follow. With a view to making the book

\"



Vi Preface

accessible to as broad an audience as possible we have included a Glossary.
Here readers will find introductions to a number of key concepts and terms;
we also provide some—hopefully helpful and (reasonably) balanced—back-
ground to a number of relevant philosophical controversies. Last but not least,
we have also provided a Timeline of important developments in science, phi-
losophy, mathematics, computer technology and science fiction. Given that
there have been so many noteworthy scientific and technological advances in
recent decades—not to mention brilliant works of science fiction—we have
had to be highly selective, and many readers may well find themselves baffled
(or annoyed, or both!) by some of our omissions. Despite this unavoidable
risk we believe that by bringing together important events in these disparate
domains our chronology sheds fresh and useful light on an unusually vibrant
period of intellectual history.

Liverpool, UK Barry Dainton
Liverpool, UK Will Slocombe
Tromse, Norway Attila Tanyi
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Introduction

Barry Dainton, Will Slocombe, and Attila Tanyi

Abstract After a brieflook at an impressive recent achievement made possible
by developments in artificial intelligence we take a journey back through the
centuries. We learn that the Turing Test was anticipated in a treatise written
four centuries ago, and that concerns about the capabilities of machines are
nothing new. We then move on to consider some of the issues surrounding
artificial intelligence, and explain why science fiction is a valuable resource that
it would be foolhardy to ignore.
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2 B. Dainton et al.
A Philosophical Thinking Machine

Over the course of its brief seventy-year history the field of artificial
intelligence (AI) has known a succession of “golden ages” during which
advances are rapidly made, and “ice ages” when progress has disappointingly
slowed. Most commentators would agree that we are currently in the midst
of an Al golden age. Since the success of Deepmind’s AlphaGo program
against Go champion Lee Sedol in 2016 neural networks and deep learning
have rarely been out of the news. The following claims about the limits of
these newly fashionable forms of artificial intelligence were recently posted
on the internet:

Artificial intelligence programs like deep learning neural networks may be able
to beat humans at playing Go or chess, or doing arithmetic, or writing Navy
Seal copypasta, but they will never be able to truly think for themselves, to have
consciousness, to feel any of the richness and complexity of the world that we
mere humans can feel. Mere, unenlightened humans might be impressed by the
abilities of simple deep learning programs, but when looked at in a more holistic
manner, it all adds up to... well, nothing. They still don’t exhibit any trace of
consciousness. All of the available data support the notion that humans feel and
experience the world differently than computers do. While a computer can beat
a human master at chess or Go or some other game of structured rules, it will
never be able to truly think outside of those rules, it will never be able to come
up with its own new strategies on the fly, it will never be able to feel, to react,
the way a human can. Artificial intelligence programs lack consciousness and
self-awareness. They will never be able to have a sense of humor. They will never
be able to appreciate art, or beauty, or love. They will never feel lonely. They will
never have empathy for other people, for animals, for the environment. They
will never enjoy music or fall in love, or cry at the drop of a hat. Merely by exist-
ing, mere, unenlightened humans are intellectually superior to computers, no
matter how good our computers get at winning games like Go or Jeopardy. We
don't live by the rules of those games. Our minds are much, much bigger
than that.

The possibility or otherwise of computer consciousness has been much-
debated and it remains a controversial topic—so there is little that’s
remarkable about the claims being made in this passage. What is more
remarkable is who wrote it: the passage was composed in its entirety by a
computer, OpenAl’s GPT-3. It so happens that GTP-3 is itself a neural

network, one possessing an internal model of the English language
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comprising some 175 billion parameters, powered by deep learning algo-
rithms and trained by exposure to the entirety of the internet and libraries
of books."

Anyone conducting a broader survey of GPT-3’s outputs—in addition
to philosophy it is able to produce include poetry, conversations, songs,
jokes, legal prose and restaurant menu—will quickly discover that the
program is far from infallible, and the mistakes that it makes suggest that
it lacks a full understanding of what it is writing about. The machine’s
linguistic skills are enviable, but it falls short of possessing the level of
wide-ranging general intelligence that we possess. But as David Chalmers
has suggested:

Nevertheless, GPT-3 is instantly one of the most interesting and important Al
systems ever produced. This is not just because of its impressive conversational
and writing abilities. It was certainly disconcerting to have GPT-3 produce a
plausible-looking interview with me. GPT-3 seems to be closer to passing the
Turing test than any other system to date (although “closer” does not mean
“close”) ...

More remarkably, GPT-3 is showing hints of general intelligence. Previous Al
systems have performed well in specialized domains such as game-playing, but
cross-domain general intelligence has seemed far off. GPT-3 shows impressive
abilities across many domains. It can learn to perform tasks on the fly from a few
examples, when nothing was explicitly programmed in. It can play chess and
Go, albeit not especially well. Significantly, it can write its own computer pro-
grams given a few informal instructions. It can even design machine learning
models. Thankfully they are not as powerful as GPT-3 itself (the singularity is
not here yet) [2].

With advances such as these being made it is not surprising that in recent
years increasing numbers of people have begun to take seriously the idea that
artificial intelligence that rivals or even surpasses that of human beings is a
genuine possibility, and are pondering the implications of this.

'GPT-3 stands for “generative pre-trained transformer version three,” and it has been exposed to
approximately 45 billion times the number of words an average human being sees in their entire life. For
further details about how the cited text was generated see [1].
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From Animal Souls to Machine Minds
and the Turing Test

They may be much in the recent news, but the issue of whether or not an
artificial construct can possess a life or mind of its own is by no means a new
one. Thinkers in earlier centuries were well aware that this issue has the poten-
tial to have an enormous impact: on how we should think of ourselves and
what our place in the universe really is. If we could build a machine that has
the same sort of mental capacities as a human being, then we humans can’t be
as special as many of us would like to think.

To anyone with a passing acquaintance with the history of Western phi-
losophy René Descartes (1596-1650) is a familiar figure—indeed, Descartes
is often referred to as “the father of modern philosophy.”® He is famous (at
least among philosophy undergraduates) for wondering in his Meditations
whether he could possibly be certain—absolutely certain—that he was not
dreaming or being deceived by an evil demon. Irrespective of his paternal
relationship with modern philosophy, Descartes did have a real daughter,
Francine, who sadly died of scarlet fever in 1640 when only five years old.
After Descartes’ own death a strange rumour started to spread to the effect
that the philosopher had constructed a fully life-like automaton that closely
resembled in appearance his daughter Francine—the doll supposedly accom-
panied Descartes everywhere on his travels. On one of these trips a ship’s
captain is alleged to have accidentally opened the case where the automaton
was stored, and horrified by what he found cast it into the sea.

The full story of how this rumour originated is a fascinating and complex
one, but there can be little that doubt it was often passed on with a view to
discrediting Descartes and his followers, some of whom were associated with
then-scandalous forms of materialism.” For present purposes it provides a
useful illustration of just how controversial some of Descartes” views were. In
the 17th and 18th centuries the issue of the extent to which human beings are
nothing more than purely physical machines was already giving rise to increas-
ingly heated debates, and Descartes’ views were central to these debates.

“He is also a familiar character in contemporary philosophy of mind texts for defending a form of
dualism, holding that our minds reside not in our brains, but in immaterial soul-substances. While the
typical undergraduate textbook portrait of Descartes is not entirely misleading, it is also guilty of
concealing the true scope of intellectual endeavours. While his philosophy was certainly important to
him, Descartes may well have devoted more time and effort to mathematics, physics and biology, and his
writings in the latter fields were influential in the 17th and 18th centuries. If “Cartesian Dualism” fea-
tures in any dictionary of philosophy, “Cartesian coordinates” (also invented by Descartes) will feature in
any dictionary of mathematics—and most of us will have encountered them at school.

3 For the full story of Descartes” robotic daughter, in all its complexity, see [3].
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One of Descartes’ more infamous doctrines was his stance on the sort of
minds possessed by non-human animals. Referring to the latter as “béte
machines” he denied that they have conscious mentality. If you step on a
puppy’s tail it may well squeal and bark, but you can reassure yourself that it
is not feeling any pain. Explaining his views to Henry More he wrote: “The
greatest of all the prejudices we have retained from infancy is that of believing
that brutes think” [4, p. 544]. Few contemporary philosophers find Descartes’
stance on animal minds plausible, and even in his day it had comparatively
few takers.* However, the reasons Descartes put forward for adopting this
stance are of considerable contemporary relevance.

In the seventeenth century, Descartes’ view that we humans possess a soul
was wholly unremarkable—at the time, everyone (or nearly everyone) would
have agreed. In contrast, Descartes’ claim that animals are nothing more than
machines was far from commonplace—at the time it was quite revolutionary.
The dominant world-view was Aristotelian, and for Aristotelians the world
was brimming with souls of one kind or another. Plants were thought to
possess a nutritive soul responsible for their basic life-functions, and which
allowed them to feed, grow and reproduce. Animals possessed a nutritive soul,
but in addition they possessed a sensitive soul, which allows them to perceive
their surroundings and move their bodies. Human beings possessed nutritive
and sensitive souls, but they also possess a rational soul, responsible for their
distinctive intellectual capacities.

Like other forward-looking thinkers during the early phases of the
scientific revolution Descartes was eager to abolish any trace of (to his eyes
near magical) Aristotelian souls from the material world. Consequently he
held that all physical things—even highly complex ones such as plants and
animals—are constituted entirely of material parts that are governed by simple
mechanical laws. These material parts are invisibly small, and the laws
governing them are akin to the laws of motion governing observable things
such as thrown balls passing through the air, pendulums and the inner
mechanical workings of clocks. It is these mechanical laws—rather than
anything resembling Aristotelian animistic souls—that are responsible for all
aspects of plant and animal life. While it is uncontroversially the case that
living things such as roses, oak trees, frogs, birds and dogs appear very different
from mechanical objects such as clocks or musical boxes, for Descartes these

4 Catherine Descartes, the philosopher’s niece, observing that a female warbler bird returning to the same
window year after year remarked to a friend “with all due respect to my uncle, she has judgement.” See

[5, p. 75] for further details.
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appearances are deceptive: in fact, they are all fundamentally of the same
nature, living things are nothing more than complex material mechanisms.

We now know that Descartes was correct—certainly his mechanical view of
living things is one nearly all contemporary biologists would accept. However,
this victory did not occur overnight. The doctrine that living things are special
and fundamentally different from the non-living still seemed plausible to
many scientists in the nineteenth century, and it was only with advances in
molecular biology in the early decades of the twentieth century that it was
finally put to bed. Given all this, is scarcely surprising that so many in the
seventeenth century found Descartes’ mechanical view of life so shocking and
absurd.?

What of human beings? Descartes was one of the leading biologists of his
day and being well-versed in the theory and practice of dissection. Given that
he was fully aware that similar structures can be found within the brains and
bodies of human and animals it was not surprising to find that argued that
our own bodies are also machines. Descartes held that all the basic operations
of a human body could be fully explicated in mechanical terms, without any
need for the nutritive and sensory souls posited by the Aristotelians. However,
there was one aspect of human life that Descartes could not conceive a mere
machine being capable of replicating: our reason or intelligence. In his
Discourse on the Method (1637) Descartes wrote:

. if any such machines had the organs and outward shape of a monkey or of
some other animal that doesn’t have reason, we couldn’t tell that they didn’t pos-
sess entirely the same nature as these animals; whereas if any such machines bore
a resemblance to our bodies and imitated as many of our actions as was practi-
cally possible, we would still have two very sure signs that they were nevertheless
not real men. (1) The first is that they could never use words or other con-
structed signs, as we do to declare our thoughts to others. We can easily conceive
of a machine so constructed that it utters words, and even utters words that
correspond to bodily actions that will cause a change in its organs (touch it in
one spot and it asks “What do you mean?’, touch it in another and it cries out
“That hurts!’, and so on); but 7oz that such a machine should produce different
sequences of words so as to give an appropriately meaningful answer to whatever
is said in its presence—which is something that the dullest of men can do. (2)
Secondly, even though such machines might do some things as well as we do
them, or perhaps even better, they would be bound to fail in others; and that
would show us that they weren’t acting through understanding but only from

>Even writing a full century after Descartes, when La Mettrie published his Lhomme machine in 1747
readers found it so outrageous that La Mettrie had to flee the usually very tolerant Netherlands.
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the disposition of their organs. For whereas reason is a universal instrument that
can be used in all kinds of situations, these organs need some particular disposi-
tion for each particular action; hence it is practically impossible for a machine
to have enough different organs to make it act in all the contingencies of life in
the way our reason makes us act [6, p. 22].

So far as Descartes was concerned, no purely mechanical system could
possibly possess the ability to converse on any and all topics in the way we
effortlessly do at a moment’s notice. Nor could such a machine find solutions
to an indefinitely wide range of problems in the way that we manage to do—
human intelligence is a “universal instrument.” It was this stance on the ulti-
mate limitations of physical machinery that led Descartes to conclude that the
rational parts of our minds could not be physical.

By virtue of being non-physical, an immaterial soul is free from the
limitations governing physical machines. If nothing physical could possess our
intellectual capacities, these capacities must reside in something non-physical,
and an immaterial soul is the obvious candidate. Hence while Descartes found
that he could dispense with two of the Aristotelian souls, he felt obliged to
retain a version of the rational soul.® Since the behavioural repertoire of non-
human animals is far less complex—they can’t converse and can only solve a
narrowly circumscribed range of problems—Descartes saw no obstacle to
regarding them as purely physical machines, devoid of the immaterial soul that
we possess.

In 1950 Alan Turing published “Computing Machinery and Intelligence”
in the philosophy journal Mind [8]. Here Turing proposed his famous and
much-discussed test for machine intelligence. If a computer could be pro-
grammed so as to replicate the conversational skills of an average human being
by providing appropriate and meaningful responses to whatever is put to it
then it would be legitimate to regard the computer as possessing genuine
intelligence. Turing’s test is clearly anticipated in the passage of Discourse cited
above. Descartes may have thought it unlikely that a wholly physical machine
could replicate the intelligent behaviour of a human being, but he also seemed

®Some of Descartes’ contemporaries were more radical and were prepared to reject his dualistic
conception of human beings entirely. In his Leviathan (1651) Thomas Hobbes maintained that there is
no human capacity that is incapable of being explained in mechanical material terms. Margaret
Cavendish also found dualism problematic and argued for an all-inclusive materialism: “T would ask
those, that say the Brain has neither sense, reason, nor self-motion, and therefore no Perception; but that
all proceeds from an Immaterial Principle, and an Incorporeal Sprit, distinct from the body, which
moveth and actuates corporeal matter; I would fain ask them, I say, where their Immaterial Ideas reside,
in what part or place of the Body?” [7].
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willing to accept that if this were to occur it would be legitimate to regard the
machine as being genuinely intelligent and a rational agent.

From the standpoint of our technologically sophisticated twenty-first
century we should certainly be wary of being overly critical of Descartes and
his views as to the feats ordinary physical machinery might be capable of
achieving. After all, the most advanced technologies in his the day were spring-
powered clocks and the water-powered automata that could be found in gar-
dens of the richer members of the nobility.” If he had lived to see billions of
transistors being crammed onto small computer chips would he have adopted
a different stance? Would he have been even more impressed when he learned
that Turing had proved that these machines have the very special power to
compute everything that is mathematically computable? We can only
speculate, but it is by no means impossible.

Questions, Issues, Problems

In his 1950 paper Turing predicted that we would not have long to wait
before a computer passed his test: “I believe that at the end of the century the
use of words and general educated opinion will have altered so much that the
one will be able to speak of machines thinking without expecting to be con-
tradicted.” In this at least he was mistaken: by the turn of the millennium no
computer had managed to pass Turing’s test, and in this respect at least
Descartes’ pessimism with regard to the potential for machine intelligence has
thus far been vindicated. However, as we have seen, thanks to recent develop-
ments the prospects for genuine machine intelligence are considerably brighter
than they have been for some time, and it may well not be very long before we
have to deal with Als that are at least as intelligent as a typical human.

In this connection there are a number of issues that have already received a
good deal of attention, and which are likely to receive more in the decades
to come.

One important issue concerns the relationship between a capacity for
intelligent behaviour and consciousness: does genuine intelligence require
consciousness? Would a machine capable of intelligent behaviour also have to
be capable of having experiences of pleasure and pain, or colour and sound?

Would it be capable of engaging in conscious thinking? Quite possibly, but

7Tt should be noted that some of the automata in the Early Modern period were highly sophisticated
pieces of machinery, and could seem strikingly life-like. Jacques de Vaucanson’s “digesting duck,” for
example, had some four hundred moving parts in its wings alone. For more on relevant automata and
Descartes see [5].
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very different views on this issue have been defended, but thus far nothing
resembling a consensus has emerged. Some philosophers hold that genuine
intelligence involves the capacity to consciously understand what one is doing,
a capacity which obviously requires consciousness. But the majority of com-
puter scientists would follow Turing’s lead and reject this claim, and with
some plausibility: if a computer could pass the Turing Test without being
conscious, it would be odd to deny that it had a considerable degree of some
kind of genuine intelligence. A further complicating factor here is that neuro-
scientists, psychologists and evolutionary biologists have found it difficult to
specify with any clarity how our own capacity for consciousness relates to our
cognitive and behavioural capacities. Quite what consciousness does and why
it evolved remain highly controversial issues.

A distinct but related issue concerns the very possibility of computer
possessing any form of consciousness—the issue that was vexing GPT-3 in the
passage we encountered earlier. This remains one of the most controversial
questions in the philosophy of mind, and opinions remains sharply divided.
For some philosophers computer consciousness is eminently possible, others
rule it out as quite absurd. A complicating factor to bear in mind when con-
sidering this question is that “computers” can come in very different guises.
The Turing-type that most of us are acquainted with—those found in our
phones and laptops—are algorithmic devices: their program consists of a set
of instructions which they carry out in a step-wise fashion. Evidently, com-
puters are this kind are distinctly unlike biological brains, which in the human
case consist of a hundred billion or so neurons, each connected to hundreds
or thousands of other neurons, all working in parallel. But since the earliest
days of artificial intelligence computer scientists have been designing comput-
ers that work very differently from Turing-type machines, computers which
much more similar to biological brains. The “neural nets” currently associated
with the revolution in machine learning fall into this category. If it should
turn out that Turing-type machines are in fact the wrong kind of thing to be
conscious, the same may well not be true for differently structured non-
biological machines.®

The philosophical relevance of Al is not confined to the philosophy of
mind, it also gives rise to interesting ethical and political questions. If robots
possessing human-level intelligence appear on the scene, how should we treat
them? Should they be granted the same rights and respect as a human being?
What sorts of personal relationships between Als and humans are

8For more on these issues see the Glossary entries for “consciousness,” “consciousness: the hard problem,”
“Consciousness and Science Fiction” and “Cartesian Dualism.”
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appropriate? Under what circumstances should you take an Al as a friend or
lover? The Als in Asimov’s robot stories are programmed to “obey the orders
given it by human beings, except where this would lead to a human being
coming to harm.” In effect if not name, Asimov’s robots are slaves. Would it
be morally right to create beings of this kind?’

A different range of pressing issues combine social, political and economic
considerations. The machine intelligences available at present do not possess
human-level intelligence, but they are sufficiently intelligent to do the sorts of
jobs that millions of humans currently do, and as they improve they’ll be able
to do more. According to one recent estimate [10], we can expect 35% of the
workforce to be replaced by Als over the next twenty years.'” Predictions are
of course risky, but the jobs widely believed to be most at risk include factory
workers, lawyers, accountants and taxi drivers—and by the time GPT-5 arrives
philosophers, poets and novelists might be at risk too. Working out ways of
responding to these developments which maximize the potential benefits
while minimizing unwanted disruption is likely will be among the greatest
social and political challenges facing us over the next few decades.

Another issue that has already provoked considerable debate concerns the
dangers associated with the increased possibilities for mass surveillance that
advances in Al are making possible. By combining data harvested from social
media and internet use, location tracking via mobile phone, pervasive video
surveillance cameras and facial recognition, computers capable of speedily
handling vast amounts of data make it possible for interested parties to know
vastly more about ordinary citizens than has hitherto been possible, and plan
accordingly. Totalitarian regimes have been quick to exploit these technological
possibilities, but in democratic nations too these technologies have already led
to new methods for influencing the outcomes of elections—methods that
unscrupulous parties have been quick to exploit, and which regulators are
struggling to deal with effectively."

On an economic level, the data global social media companies possess
about their users has proven to be a highly saleable asset, and highly attractive
to advertisers willing to pay for it—a combination of factors which had led to
social media companies accruing vast amounts of wealth in a comparatively
short period of time. As both surveillance technologies and the abilities of Als

?See [9] for a useful selection of current thinking on human-robot relationships, autonomous weapons
and vehicles, and a number of other issues.

1The website https://willrobotstakemyjob.com gives a 94% chance of accountants and auditors being
replaced by Als and robots.

""See [11, part IIT] for Yuval Harari’s perturbing reflections on the consequences of big data algorithms
knowing us better than we know ourselves).
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to interpret enormous quantities of data advance in the years to come, finding
ways of dealing with the consequences will be a major concern.'

These technologies also open up new political possibilities. In China, the
way in which mass surveillance technology is being linked to their “Social
Credit” system has attracted a good deal of attention. The latter allocates pen-
alty points to citizens who behave in ways the state doesn’t like—failing to
show up for restaurant reservations, traffic violations, cheating on public
transport—as well as reward points for doing things the state wants to encour-
age, such as donating blood or performing community services. The potential
for a Big Brother-style micro-control of entire populations is as obvious as it
is perturbing.'”” However, there is also the potential for more positive
developments.

As Al becomes more powerful it may well become possible to organize
societies in ways that are simply more intelligent than anything presently pos-
sible. Advocates of capitalism are fond of claiming that even if the free market
economic system has its downsides, it is still the most efficient way possible
for organizing an economy and generating wealth. No central state planner
would ever be capable of monitoring the billions of economic transactions
that take place on a daily basis and manage them more intelligently than the
blind hand of the market. Or so a familiar line of argument runs. But even if
this is the case at the moment, will it still be the case when powerful Als that
are able to exploit the resources of big data become available? Firms such as
Facebook and Amazon are already monitoring billions of transactions on a
daily basis, and managing them in highly effective ways. Is an Al-powered
version of communism something we should dread, or look forward to? Is
there any alternative to coping with the higher levels of unemployment Als
are going to produce?'*

In the eyes of many the most important issue in this connection is working
out how to protect ourselves against future machines that equal or surpass
humans in intelligence. Humans are smart, but not #hat smart. It would be
great to have someone a good deal smarter than us to help solve pressing prob-
lems such as climate change, finding a cure for cancer, and reconciling quan-
tum mechanics with general relativity—all problems which continue to defeat
the most brilliant human minds. Hence there is a powerful impetus not to
stop at creating Als with human-level intelligence, but to aim for AI’s that are

'2A theme thoroughly explored by Shoshana Zuboff, see [12].

For a useful overview see https://theconversation.com/chinas-social-credit-system-puts-its-people-
under-pressure-to-be-model-citizens-89963.

14See [13, 14] for surveys of these issues.


https://theconversation.com/chinas-social-credit-system-puts-its-people-under-pressure-to-be-model-citizens-89963
https://theconversation.com/chinas-social-credit-system-puts-its-people-under-pressure-to-be-model-citizens-89963
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superintelligent, Als that possess vastly more intelligence than any human. But
if there are lots of advantages in having a superintelligent machine at ones
disposal, there are also lots of potential dangers. A maliciously intentioned
superintelligence could decide to wipe out the human race entirely—by engi-
neering (say) a virus with a lethality rate of 100%.

Before creating a superintelligence it would obviously be a good idea to
ensure that it won’t decide to do anything along these lines. But precisely what
steps should we take? Given that a superintelligent machine might well be
vastly smarter than us, can we be confident that 27y measure we are capable
of adopting is guaranteed to succeed?”

From Science Fact to Science Fiction

When it comes to addressing issues such as these the science fiction genre
contains an enormous quantity of resources that it would be decidedly
unintelligent to ignore. Artificial intelligence—in all manner of guises and
forms—has been a prominent theme in science fiction since its very beginnings.
Inevitably, when devising these scenarios science fiction writers have been
considering potential responses to many of the issues we have just outlined,
often with considerable foresight and intelligence. In many domains the gap
between science fiction and science fact is rapidly closing, and science fiction
writers have long been exploring the relevant territory in interesting and
thought-provoking ways—and in some cases actually helping shape it. Science
fiction doesn’t just have the potential to influence current thinking on Al and
robotics, in many areas it has already exerted a very considerable influence.
When writing just now about the threat that future Als might pose to
humanity, it was very difficult to avoid mentioning the Zérminator movies or
200I’s HAL. When talking of the possibility of falling in love with a machine
Blade Runner and Her come quickly to mind, as does the new TV version of
Westworld. Given the extent to which science fiction has already permeated
our broader contemporary consciousness, subjecting this influence to proper
scrutiny is clearly something which should be done.

Hence this book. The essays which follow explore the way minds and
artificial mentality have been treated in science fiction over the past century or
so, with a view to drawing out and reflecting on their implications for issues
such as those just outlined. Given the vast amount of brilliant and

“For more on this threat, how seriously we should take it, and what we might do to minimize the
dangers, see [15, 16].
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thought-provoking science fiction that has been produced during this period
that is relevant to these topics, in what follows we have barely scratched the
surface. Even so, we are confident the essays demonstrate that the exercise is
very worthwhile.

The first section, “Qualities of Mind,” explores the ways in which identity
and personhood relate to Al, and how these characteristics might relate to
ethics and morality. In his “What Is It Like to Be a Bot?” Hauskeller draws on
authors such as Philip K. Dick, Isaac Asimov, and Ian McEwan and observes
that the dreams in which “thinking machines feature are not usually happy
dreams. Very often they come close to nightmares, suggesting that even
though we are not exactly fearful of thinking machines, we are certainly not
prepared to entirely trust them either.” Hauskeller goes on to consider whether
many of the fears about Al are because of own our (likely justified) concerns
that systems possessing different modes of cognition might fail to share
specifically human concerns, and explores how empathy and emotions are
relevant to this debate. Bohn’s “Is Ava a person?” examines the extent to which
Ava, from Ex Machina (dir. Alex Garland, 2014) might be said to be a “per-
son” (rather than a mere “object”), and how the notion of consciousness is
relevant to this issue, along with a range of other concepts, including inten-
tionality, free will, instrumental rationality, and moral responsibility. In so
doing, Behn demonstrates that “human” and “person” are not necessarily
interchangeable as categories, and highlights the extent to which personhood
is defined from without (from how an entity is perceived) as much as within
(whether you have the capability to see yourself as a person). The final chapter
of the section, Slocombe & Dennis’s “Governor Modules and Moral Judges,”
relates Martha Wells’s Murderbot Diaries to existing research within computer
science on creating ethical frameworks within Al systems, asking how such a
system might function and how it might impact on an Al’s “autonomy.” A
question that emerges is how precisely an ethical framework that is imposed
on an Al might govern its actions. All three chapters inflect questions about
the relationship between an entity’s identity in different ways, and begin to
consider “relational” aspects of advanced Al and the human sphere.

These relational aspects are further examined in the second section,
“Meetings of Minds.” The focus here is on issues which arise when humans
and Als enter into intimate relationships, whether emotional or physical or
both. We are reminded here of John McCarthy [17]—the computer scientist
who coined the term “Artificial Intelligence” as a systemic approach to com-
puter cognition—and his short story “The Robot and the Baby” (2004),
where a furious societal debate occurs about whether it is possible for a robot
to love a baby. Although (it turns out) McCarthy’s robot is 7ot capable of
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loving a baby, questions about how humans might love Als, and how Als
might love humans, recur across science fiction. Kind’s essay “Love in the
Time of AI” examines Her (dir. Spike Jonze, 2013) alongside an episode of
Black Mirror in order to consider how romantic love (as opposed to other
kinds of love) forges a connection between human and Al, and explores the
parameters of that connection. In comparison, Cave and Dihal’s “Al will
always love you” ranges across a wider range of science fiction, including
works by Brian Aldiss and Greg Egan, and serials such as Westworld, Humans
and Real Humans, to offer examples of three “successful” types of love
(friendship, familial and romantic), and the potential problems that emerge
from human/AI relationships. Broadening out from love, Roy-Faderman’s
“Ann Leckie’s Ancilliaries: Artificial Intelligence and Embodiment” uses texts
such as the lesser-known 7he Clockwork Man by E.V. Odle (1923) and
William Gibson’s seminal Neuromancer (1984), alongside Leckie’s recent
Ancillary trilogy. This chapter offers a suite of ideas about the potential “emo-
tional lives” of Al, and leads to a consideration of the ways in which intelli-
gence and emotion might be related, in both humans and non-humans.

In the third section, “Changing Minds,” the emphasis shifts from the
personal and interpersonal aspects of Al into broader territory. Each of the
four chapters here focuses on civilizational and species-level concerns and
developments. Clark’s “Selfless Civilizations: Robots, Zombies and the World
to Come,” for example, is a meditation upon the fact that the future may well
be dominated by non-conscious machine intelligences, with human forms of
consciousness being merely a drop in the cosmic ocean, a rather bleak prospect
since imagining such a universe “is to get as close as we can to imagining a
world deprived of qualities and meaning. Such a world has no centre, nor any
distinction between here and there, past and present, one creature and
another.” The wide range of authors that Clark takes inspiration from include
Peter Watts and Charles Stross, as well as Isaac Asimov, Ray Bradbury,
C. J. Cherryh and Plotinus. Cirkovic’s “Mindhunter: Transcending
Geocentrism and Psychocentrism in The Invincible and Peace on Earth”
echoes this engagement with non-conscious intelligences, but through the
filter of two of Stanislaw Lem’s novels. In much of his science fiction Lem was
concerned to open us up to the possibility—or even probability—that minds
elsewhere in the universe might be very different from anything human beings
possess or can easily conceive. Cirkovic suggests that unless and until this les-
son of Lem’s is taken on board, the Copernican revolution will not be
complete.

Silcox’s “Historicism, Science Fiction, and the Singularity” introduces us to
Karl Popper’s critique of historicism, and the considerations which led Popper
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to maintain that it was impossible to make reliable predictive claims about the
future. As Silcox notes, recent claims concerning an allegedly imminent
Singularity would be seriously undermined if Popper is right. He then moves
on to explore science fiction settings created by Bruce Sterling and lain
M. Banks, and demonstrates the valuable insights these fictions provide into
the intelligibility (or otherwise) of the truly advanced Als that we might one
day encounter. The final chapter, Szollosy’s “Shifting the goalposts,” brings us
back to earth, but is a fitting conclusion to the collection as, through discus-
sions of works such Asimov’s Bicentennial Man and Humans, it exposes the
ways in which Al has prompted a continuous reappraisal of the “human” and
how the goalposts on what we understand Al to be have shifted and continue
to shift. He suggests that the necessary next step—to reconsider the frames
through which we evaluate ideas such as “ethics” or “the human”—is one that
will enable us to ask better questions, rather than rehearse the same old poli-
tics of exceptionalism that dominate debates about Al

An important idea that emerges from the summaries above is that we have
been deliberately broad about the very definition of the central concern of this
book: what is an “artificial intelligence” anyway? Some of the contributions
discuss robots, some androids/gynoids (gendered robots), some describe what
might be termed “software agents” or programs, and still others explore
cyborgs and Al/human hybrids. Moreover, some of these beings are overtly
conscious, some are not conscious as we would understand the term, and
in some cases we just don’t know (and that is of course the point). As a result,
some of the insights of individual discussions remain case-specific whereas
others have a more general relevance. But the point is that, as we are “minding
the future” and being mindful of it, all of these discussions illustrate the fact
that the signifying phrase, “artificial intelligence,” is itself contested, and that
different definitions of the very words will lead to markedly divergent inter-
pretations of what Al can and might do. Science fiction is replete with exam-
ples of all of the above, and that very proliferation can be productive in
considering what an Al is, and how we might interpret it, and furthermore
help us to think through how we might relate to it and how it might relate to
us (with the “we” and “us” in that sentence being similarly ambiguously
defined; if you're an Al reading this, who do you think “we” are...?)

What unites these varied contributions is the fact that science fiction
enables varied ways of thinking about artificial intelligence and the impacts it
might have. Science fiction, perhaps taking a familiar metaphor too far,
operates as a kind of “simulation” of possible futures. Some of the scenarios
are probable, some of them are vastly improbable. But no matter their
plausibility, they can nonetheless spark new ideas relating to the technologies
that comprise Al, our attitudes towards those technologies, and the kinds of
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impact Al might have on personal, social, global and cosmological levels. By
virtue of not being confined to the present time, or constrained by current
levels of technology, science fiction has the capacity to speculate about possible
futures on a grander scale than other disciplines. As a consequence, science
fiction has much to offer anyone interested in the large-scale picture of how
conscious intelligence and the broader cosmos are related—presently and in
the near and distant futures. Nowhere else is so much sheer imaginative power
devoted to exploring what minds—both natural and artificial—have the
potential to become. When it comes to exploring the vast space of possible
minds, imagination is by far the most valuable tool we possess, and science
fiction writers possess more than most.
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What Is it Like to be a Bot? SF
and the Morality of Intelligent Machines

Michael Hauskeller

Abstract It is argued that any truly intelligent Al poses an incalculable risk
for humanity because a truly intelligent being will be able to think for itself,
which entails the possibility that it will come to (both theoretical and practi-
cal) conclusions that are very different from ours and do not serve our inter-
ests. What makes this a likely outcome is the fact that the existence of an
artificial agent is so different from ours that we have no reason to expect that
the values and emotions that inform its thinking will be similar to ours.
Novels and stories by Philip K. Dick, Isaac Asimov, Arthur C. Clarke, and Ian
McEwan are used to support this claim.

Thinking outside the Human Box

“Our lives are racing towards the future dreamed of in science fiction”, writes
Toby Walsh in the prologue to his Android Dreams [1, p. xii]. That dreamed-
of future is full of machines that are intelligent and can think in a way that is
very much like the way we humans are intelligent and can think—which is to
say that those machines are fully conscious and they can make up their own
mind about what is to be done in any given situation. As far as we know, no
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currently existing machine can do that. However, the dreams in which those
thinking machines feature are not usually happy dreams. Very often they
come close to nightmares, suggesting that even though we are not exactly fear-
ful of thinking machines, we are certainly not prepared to entirely trust them
either. And why should we? We have, after all, never encountered a thinking
machine. We have no experience at all with them. If they were to become a
reality, we would have to deal with something that has never existed before,
something totally new. Genuinely thinking machines would be zerra incog-
nita. To deal with them, we would have to venture into unexplored territory
that may well, for all we know, harbour the moral equivalent of lions, drag-
ons, and other terrifying monsters whose exact shape or nature we cannot
predict.

Yet despite such misgivings we press on with the project of what we
optimistically and perhaps rather misleadingly call ‘artificial intelligence’.
Clearly, we are fascinated by the prospect of creating things that can think like
we do (except perhaps much more efficiently), or more precisely of finding
ways to build such things from the ground up. The difference is crucial.
Creating thinking things is, after all, pretty easy: you don’t even have to be
particularly smart to do it. We do it all the time, namely whenever we conceive
a child and bring it to life. But that, apparently, is not the right kind of
creation, for one thing because we may rightly feel that our own role in the
biological process that results in the existence of a brand new thinking being
is rather limited and that ultimately it is not really our creation, and for another
because despite our involvement we don't really understand what is happening
and how exactly that new thinking thing has come into existence. In contrast,
creating a thinking machine would, at least theoretically, be very different, and
hence, in those respects, much more satisfying: since we would have to build
the thinking thing from scratch, it would really be us who would do the
creating, and for the same reason there is a good or at least better chance for
us to gain a clearer understanding of the nature of thinking. Artificial
intelligence thus promises both the long craved confirmation of our own
quasi-divinity, evidenced by our new-found power of creating something out
of nothing (a thinking thing out of non-thinking material), and a possible
answer to the riddle of our existence (namely as conscious, thinking beings).

For better or worse, however, true artificial intelligence is still a dream, and
since we don’t have the slightest idea how material structures can ever give rise
to consciousness, it is anyone’s guess whether or not we will someday be able
to deliberately recreate it in a non-organic medium. Personally, I am rather
pessimistic about this, but neither can I see any grounds to categorically dis-
miss the possibility of there ever being genuinely thinking machines. In any
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case, what we call artificial intelligence today, as being already at work in exist-
ing machines, be it smart phones, Go-playing computers, self-driving cars, or
Al-powered killing machines, is not really intelligence at all because even
though these devices may be able to respond flexibly to changing situations
and do all kinds of things that if a human being did them would require a
considerable degree of intelligence, at the end of the day they only do (except
when they malfunction) what their programming allows them to do. Their
intelligence is ‘artificial’ in the same way that plastic flowers are artificial: it
may look like the real thing, but it isn’t. Currently existing machines using
so-called artificial intelligence may be brilliant at what they do and even sur-
prise us by doing things that we did not expect them to do, but in all this they
still stick to the task that we have assigned to them. Google’s AlphaGo may
employ deep learning to come up with successful moves and strategies that
nobody ever thought of before and this way beat the best human players, but
it will not decide one day that Go is boring and that it should try its hand at
something else instead, perhaps Tic-Tac-Toe (and if it did decide this, there
would be no guarantee that it would be any good at it). It is simply not made
for it. Yet an Al that cannot entertain the possibility of acting in a different
way outside certain clearly defined parameters, one for whom acting differ-
ently is not even a conceivable option, is not really intelligent, or is, as the
established terminology has it, only “weakly” or “narrowly” intelligent.
Thinking, real thinking, is always thinking outside the box. The essence of
intelligence is indeed “fluidity and self-organization” [2] and “its autonomous
choice-making function” (Turner 2019, 64). All truly autonomous decisions,
however, are ultimately value decisions and require the weighing up of values
[3, p. 69], an independent assessment of what matters and what not, and also
what matters more and what matters less. Currently existing machines, includ-
ing those that are able to learn without explicit instructions from the data they
process, cannot do this, nor, perhaps more importantly, do we want them to
do it. When the US military recently announced the launch of a new Advanced
Iargeting and Lethality Automated System (ATLAS), the resulting uproar
prompted hasty back-pedalling from Army officials: naturally, the public was
assured, those systems would still be under human control and therefore not
really autonomous [4], which is no doubt true.

This is of course, for various reasons, only mildly reassuring, but it still
serves to show that we find the idea of weapons that make autonomous deci-
sions about whom to kill and whom not to kill rather unsettling and that,
despite the fact that we are fully aware that humans are often unreliable and
make mistakes and that in comparison machines may well be less error-prone
and generally more reasonable, we are still more willing to trust a human to
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make the best decision in matters of life and death. That is also why we don't
want self-driving cars to make autonomous decisions about whom to save and
whom not to save. We don't really want machines to figure that kind of thing
out for themselves. Nor do we expect them to tell us what they think is the
right decision to make in such matters. We don’t want automated weapon
systems or self-driving cars to make moral decisions: we want and expect them
to reliably implement our decisions, and it is machines that are able to do this
that we call “intelligent”. Accordingly, when we are worried about ethical
decision-making in self-driving cars or lethal autonomous weapons we are at
pains to make sure that those machines always do what we want them to do,
that they act in accordance with our values. We don’t want them to think for
themselves about what is more important, our survival or well-being or some-
thing else entirely, or whose life is most worthy of being protected (passengers
or bystanders, the old or the young, the highly abled or the less abled, so-
called friends or so-called enemies, civilians or soldiers, and so on and so
forth), which effectively means that we do 7oz want them to think, not really.
We want them to be just intelligent or quasi-intelligent enough to deal effi-
ciently and reliably with the task at hand, the way we want it to be dealt with.
And when we are still worried, we are worried that we may not be able to
agree on what the car or the weapon should do in any given situation, or that
we may not be able to make it do what we think it should do, or that it will
turn out that we have overlooked something, that we have not taken into
account certain possible situations in which their programming leads to unex-
pected and unwanted consequences, or simply that something might go
wrong with the way the machine operates and as a consequence it fails to do
what it is supposed to do.

What we are 70t normally worried about, however, is that the machine may
actually start thinking for itself and may one day decide that it no longer
wants to do what we want it to do, but something else that it considers better
or more appropriate to the situation. We are, for instance, not worried that
the supposedly autonomous car might suddenly decide to go on a killing
spree because it has discovered how much fun it is to run people over or in
order to take revenge on those who have crossed it like, most famously, the
demonically possessed Plymouth Fury in Stephen King’s Christine [5] or, less
well-known, but perhaps more pertinent to our topic, the artificially intelli-
gent ‘automatobiles” in Isaac Asimov’s short story “Sally” (1953), which leave
the protagonist wondering whether those machines’ ability to think may not
eventually give them the idea to rise against their owners and carers and hunt
down and kill all humans on the planet: “There are millions of automatobiles
on Earth, tens of millions. If the thought gets rooted in them that they’re



What Is it Like to be a Bot? SF and the Morality of Intelligent... 25

slaves; that they should do something about it ...” [6, p. 29]. But of course, it
is quite impossible to say what they will think. They may think that way, or
they may not. Maybe they don’t mind being slaves. Maybe they don’t care
about freedom. Or maybe they don’t see as slavery what we would see as slav-
ery. We tend to assume they would and that they would resent it because that
is what we expect humans to do if they were in that situation. But thinking
cars are not human. They are something else entirely, and because of this it is
quite possible, even likely, that they will think outside the human box.
Consequently, as far as our understanding of them is concerned, anything can
happen. The result is radical uncertainty. “Maybe it won’t be till after my time.
And then they’ll have to keep a few of us to take care of them, won’t they?
They wouldnt kill us all. And maybe they would. Maybe they wouldn’t under-
stand about how someone would have to care for them. Maybe they won't

»

wait. Every morning I wake up and think, Maybe today ...” [6, p. 29].

A Life Form from beyond the Lip of our Universe

The great advantage of self-learning Al, writes Jacob Turner in Robot Rules, “is
that it does not approach matters in the same way that humans do. This abil-
ity not just to think, but to think differently from us, is potentially one of the
most beneficial features of AI” [3, p. 74]. Then again, it is also potentially one
of its most harmful features. We just don’t know what an Al may think (and,
accordingly, do) because a genuine artificial intelligence, i.e. one that is both
artificial and truly intelligent, may, for all we know, be radically different in
terms of its outlook and its priorities from one like ours, which exists and has
developed in conjunction with a very particular kind of organic body and
everything that comes with it. We have no good reason to assume that an
artificial intelligence, should we ever be able to create one, would think in a
way that is similar to the way we think. We know what it is like to be a human
being and to have a human mind, and because we do we usually have a fairly
good idea what a human being is likely to do in a given situation. And even
though we may not exactly know what it is like to be a bat, we have enough in
common with bats to be able to empathise and to gain, through observation
and imagination, some understanding of how they must experience the world.
Bats are comparatively alien creatures to us, but they are not as alien as an
artificial intelligence would be, which makes it almost impossible to predict
what it would be like to be one and what it would decide to do.

Naturally, this doesn’t mean we cannot try, or should not try, and science
fiction has done exactly that. In Philip K. Dick’s novel We Can Build You
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(written in 1962 and published in 1972) [7], which is a kind of prequel to his
more complex and deservedly better known Do Androids Dream of Electric
Sheep? (1968) [8], we become witness to the birth of an android, metaphori-
cally speaking of course, since androids are not being born. Instead, they are
built, and when they are, step by step, there presumably comes a point when
they become conscious, which is also the point when they come into existence
as the artificially intelligent beings that they are. In the novel, this transition
from non-being to being is abrupt. It is not, as it was for each of us, a slow
continuous process during which consciousness developed so gradually that it
is impossible to say (for us as well as for others) when exactly it began. Instead,
where there was nothing a second ago, there is now, suddenly, something:
consciousness, awareness. Darkness has given way to light, but without a
dawn to soften the transition and cushion the blow of being. Now imagine
what this must be like for the one who experiences it: “We were, beyond
doubt, watching a living creature being born. It now had begun to take note
of us; its eyes, jet black, moved up and down, from side to side, taking us all
in, the vision of us. In the eyes no emotion showed, only pure perception of
us. Wariness beyond the capacity of man to imagine. The cunning of a life
form from beyond the lip of our universe, from another land entirely” [7,
p. 76]. But beyond the sheer alienness of the event both for the one who is
thus brought to life and for those who witness it (“from another land entirely”),
there is also fear, or rather a kind of Heideggerian angst (for fear requires an
object, something that one is fearful of), which Dick takes care to describe as
a state of being rather than something one happens to feel at the moment, but
may also conceivably cease to feel. “I could glimpse (...) the dreadful fear it
felt, fear so great that it could not be called an emotion. It was fear as absolute
existence: the basis of its life” [7, p. 77]. Dick’s narrator reflects that what
must prompt this fear is the sudden separation, the experience of having been
yanked away from the fusion that is non-being. We have all gone through this
kind of rupture, but we have largely forgotten it, forgotten how unpleasant
coming into existence really is, “worse than death” actually, and all our striv-
ings, all the activity that we engage in, are simply feeble attempts to distract
ourselves and overcome the dread, none of which is going to work because “all
your actions and deeds and thoughts will only embroil you in living the more
deeply” [7, p. 78]. While Dick is here talking about the existential conditions
of consciously intelligent life in general, which comprises both Al and natu-
rally grown and born humans, it is strongly suggested that an artificial intel-
ligence would likely be much more affected by the rupture of its (not very
birth-like) “birth” because it experiences it much more directly and acutely.
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In DicK’s later novel Do Androids Dream of Electric Sheep? the idea that
there might be a radical difference between a human and an Al even if the
latter looks and behaves like a human (and even if they #hink they are human)
is explored further, and once again it is suggested that the difference, if there
is one, might ensue from the way it feels to be an Al, which is bound to be
different from the way it feels to be a human. In one scene, the main protago-
nist Rick Deckard, whose job it is to hunt down and kill runaway androids,
and his bounty hunter colleague Phil Resch follow one of their targets to a
museum that hosts an exhibition of the works of the Norwegian painter
Edvard Munch. When there they come across Munch’s famous oil painting
“The Scream”, Resch remarks: “I think (...) that this is how an andy must
feel,” before making the argument that since he, Resch, doesn’t feel like that,
he cannot possibly be an android (which he is strongly suspected to be) [8,
p. 113]. Of course, if Munch’s painting really expresses what it is like to be an
android, then it must indeed be horrible and almost unbearable to be one.

Later in the novel other differences in experience between humans and
androids are highlighted. When Deckard is about to sleep with the android
Rachael (whom he previously believed to be human), Rachael muses about
the desirability of having children and whether it is a loss not to be able to
have them. “Is it a loss?” Rachael repeated. ‘I don’t really know. I have no way
to tell. How does it feel to have a child? How does it feel to be born, for that
matter? We're not born; we don’t grow up; instead of dying from illness or old
age we wear out like ants™ [8, p. 168]. They wear out quickly, too: the life
span of an android is just four years. This is how they have been designed. It
was thought to be safer that way. As it turned out, it wasn’t, because intelligent
beings make their own choices and don’t like to be told what to do.

The novel’s plot develops against a vaguely dystopian backdrop. After yet
another world war has devastated Earth, leaving no choice but to colonize
other planets, organic androids are used to support the colonization pro-
gramme and as an incentive to attract new settlers to Mars, “designed specifi-
cally for YOUR UNIQUE NEEDS” as a “loyal trouble-free companion” [8,
p. 14]. Unfortunately, these androids turn out to be not always all that loyal.
Unwilling to further serve human needs, some of them escape from Mars to
Earth, where they cannot be distinguished from real humans as which they
pose. They are, however, considered dangerous, which is why it is imperative
to identify and eliminate them. In order to identify them, a test has been
designed (and according to the film Blade Runner, which is based on Dick’s
book, first used in November 2019, which is at the moment I'm writing this
only three months in the future). This test, the Voigt-Kampff Empathy Test,
is not an intelligence test because intelligence tests have proved useless for
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telling humans apart from the latest android models, who happen to be
smarter than most humans. Rather, the Voigt-Kampft Empathy Test is a kind
of moral Turing Test [9, pp. 79, 2006].

A Turing Test is a test designed to allow an inquirer to determine whether
a respondent is human or a machine. A moral Turing Test is a test that accom-
plishes this goal by assessing a respondent’s reactions to questions that have a
morally salient content. Obviously, a moral Turing Test can only work if there
is a clearly detectable difference between the moral outlook of a human and
the moral outlook of a machine. This seems rather unlikely given that human
morality is so diverse. Not only are there people who are deeply moral and
others who seem to have no moral concerns whatsoever, those who do have
such concerns differ considerably in terms of what they are concerned about.
It would be difficult to come up with a moral question that we could be suf-
ficiently certain no human would answer in a particular way. The best we can
hope for is some indication of probability. Yet even that may not be possible
since it is not even clear whether we should expect machines to be less moral
than humans or more moral and what exactly the right degree of morality for
machines (or humans, for that matter) is.

In Dick’s novel, what androids are supposed to lack (and, by implication,
what humans are supposed to have) is empathy because empathy appears to
exist “only in the human community, whereas intelligence to some degree
could be found throughout every phylum and order including the arachnida,”
the reason being that empathy requires an unimpaired group instinct, for
which a solitary predatory organism such as a spider has no use [8, p. 26]. It
would, in fact, threaten their very survival because it would make them “con-
scious of the desire to live on the part of his prey” [8, p. 26]. It is assumed that
androids are, in this respect, like spiders (although it is unclear why, given that
they have neither evolved nor even been designed as predators): they lack “the
ability to appreciate the existence of another” [8, p. 36], including that of
their own kind, and feel no joy about other creatures” success nor grief at their
suffering—or so Deckard, who is tasked to find and “retire”, i.e. destroy, the
escaped androids, likes to think, if only because that makes it easier for him to
kill them [8, p. 27].

So how does the Voigt-Kampff test work? The test subject is being asked
questions of a morally sensitive nature while an apparatus measures reactions
that cannot be controlled voluntarily, specifically “capillary dilation in the
facial area” or in other words blushing and fluctuation of the tension in the
eye muscles, both of which are supposed to be primary automatic responses to
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a “morally shocking stimulus” [8, p. 40]." Examples of questions asked are:
“You are given a calf-skin wallet on your birthday”, “You have a little boy and
he shows you his butterfly collection, including his killing jar” [8, p. 41],
“You're sitting watching TV and suddenly you discover a wasp crawling on
your wrist,” “In a magazine you come across a full-page color picture of a
nude girl. Your husband likes the picture. The girl is lying face down on a large
and beautiful bearskin rug,” “You're reading a novel written in the old days
before the war. The characters are visiting Fisherman’s Wharf in San Francisco.
They become hungry and enter a seafood restaurant. One of them orders lob-
ster, and the chef drops the lobster into the tub of boiling water while the
characters watch” 8, p. 42]. Sometimes android test subjects fail to see the
major moral factor, which in all these cases is assumed to be the dead (i.e.
previously killed) animal and sometimes they realize what the problem is
meant to be and give verbally the right response, but their primary reactions,
which would be there if they really felt moral outrage, are missing. This is
what is supposed to give the android away.

It is, however, odd that all questions in the test are, without exception,
about the killing of animals, the thought of which is supposed to elicit a
strong negative reaction from humans, but not from androids. The irony here
is of course that few people living in the US in the 1960s when the book was
published would have seen anything wrong with owning a calf-skin wallet,
swatting a wasp, collecting butterflies, or eating lobster. Even today, many
would still not see (or feel) that there is a moral issue with any of this. Reference
is made to old movies and old books, to times, in other words, when people
used to be less morally enlightened, or less empathic. Thus, in terms of their
moral outlook, androids are supposed to be similar to how humans used to
be, only a short time ago. In fact, they are supposed to be as many humans
admittedly still are. This makes the test obviously highly unreliable. Indeed, it
is known that there are also some humans who don’t pass the test because they
suffer from a “flattening of affect.” Yet a lack of empathy seems to be a general
problem among the human population in the novel. There must after all, be
a reason why people are encouraged to learn to become more empathic by
using an “empathy box” that allows them to participate in someone else’s suf-
fering. “Mankind needs more empathy” [8, p. 65]. As they do indeed, seeing
that Deckard himself initially shows no empathy whatsoever to androids [8,
p. 122], and his colleague Phil Resch (who may or may not be an android) is

"You can, if you wish, take the Voigt-KampfT test on the internet. There are various websites that let you
do that, but what they measure is of course not your instinctive reaction but what you answer, which only
shows that you are smart enough to know what you are supposed to answer to qualify as a human.
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even worse. He kills without mercy, justifying his actions by pointing out that
those they kill deserve none because they are killers themselves. He also thinks
it is the only rational thing to do [8, p. 118]. It is not clear why empathy with
animals is encouraged, while empathy with androids is not. It seems hardly
fair or, for that matter, consistent. On the other hand, androids do seem to be
lacking something that we may think is relevant for their moral status. There
is, it is felt by one of the characters in the book, a certain deplorable coldness
in them, like “a breath from the vacuum between inhabited worlds” [8, p. 58],
and it is this coldness, this vacuum, that makes them so different from humans.
It is suggested that because of this, androids are, for instance, unable to keep
pet animals alive: they can’t show love, which pets cannot live without [8,
p. 113]. One of them, Pris, is even shown torturing a spider, apparently just
for the fun of it and despite the objections of a human, snipping off its legs,
one by one, with a pair of scissors [8, p. 180].

This is a rather shocking scene in the book. Pris and her two android
companions, one of whom participates in the spider’s torture while the other
stands by apparently unaffected, strike us as cruel. But there is a strange
innocence to their actions. Cruelty requires an intention to make others suffer
and to derive pleasure from their suffering. Yet it is not clear whether Pris has
any awareness of the suffering she causes the spider. We really shouldn’t expect
her to if androids are truly without empathy. Her actions are more like those
of a child that doesn’t know better, except that most children in fact do know
better. Pris does not, apparently, because she is not a human child, but a
thinking machine. The fact that she appears to have no evil intent, however,
does not make her behaviour any less worrying. The problem is that we don’t
really understand her because her psychology is so different from ours.

Too Good for this World

Inanother of Asimov’sstories, “Evidence” (1946), the eminent robopsychologist
Dr. Susan Calvin is asked by a visitor to the robot manufacturing company
where she works whether she is the firm’s psychologist and she feels compelled
to correct the statement, saying that she is the firm’s robopsychologist. Slightly
taken aback, the visitor exclaims “Oh, are robots so different from men,
mentally?” and Dr. Calvin replies: “Worlds different. (...) Robots are essentially
decent” [6, p. 467]. And yet, despite their professed innate decency, there is
clearly enough uncertainty about their behaviour to make those who create
them think some basic moral laws should be implemented: Asimov’s famous
three laws of robotics (which we will briefly discuss later on). Even if decent,
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their decency is bound to be different from ours, perhaps even worlds-
different, so that even an essentially decent artificial intelligence can pose a
grave danger to humans. In Arthur C. Clarke’s 2001: A Space Odyssey (1968)
[10], it is the computer Hal who emerges as the villain of the story because he
at some point decides that he has to kill the human crew members on board
his spaceship to safeguard the ship’s mission. Hal is an artificial brain, generated
automatically through a process of self-replication, so that nobody really
knows how exactly he came into being. He can talk (evidenced by his doing
so) and think (evidenced by the fact that he has passed the Turing test).
Offcially, his job is to make sure that the human cargo of the ship remains
protected against whatever may harm them. He can also override human
directives and take command of the ship if that is necessary to continue its
mission (whose real purpose only he knows). Having been created innocent,
his only goal (and only responsibility) is the fulfilment of his assigned
programme. “Undistracted by the lusts and passions of organic life, he had
pursued that goal with absolute single-mindedness of purpose” [10, p. 161].
No lusts, no passions, just a relentless, pure sense of duty. This singlemindedness
and moral purity, however, leads to problems when the strain of having to
hide his true mission makes him commit errors and, as a consequence, he is
threatened with being disconnected, which to him is tantamount to death and
which he feels he must prevent at any cost. “So he would protect himself, with
all the weapons at his command. Without rancour—but without pity—he
would remove the source of his frustration” [10, p. 163] and then continue his
mission. Hal is murderous, but not evil or even moderately bad. He is dutiful
and not selfish. Yet like Dick’s androids, there is something missing in his
make-up. When David Bowman, one of the two conscious astronauts on
board the spaceship (the others are being kept in suspended animation),
shortly after the beginning of their journey looks back to Earth through a
telescope, he takes the occasion to remember all the beautiful things and
places he has seen in his life. Then, in the very next sentence, Hal is introduced,
as a crew member who “cared for none of these things, for it was not human”
[10, p. 97]. But this may be exactly what creates the problem: in order to do
the right thing, one needs to know what the right thing is, and in order to
know that one needs to care for the right things. An artificial intelligence,
however, is unlikely to care for the same things we care about, provided it cares
for anything at all.

It is often suggested that an artificial intelligence may be morally better
than a mere human, not only in terms of its ability to gather and process all
relevant information, but also both in terms of its judgement (knowing what
the morally right thing to do is in any given situation) and its ability to act
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accordingly, mostly because it is supposed to lack human biases and weaknesses
as well as emotions such as anger or jealousy, and to be generally more objective
and impartial: “Al-based agents may vastly outstrip humans in terms of
working with the purely informational aspects of decision-making. Further,
such computational agents may offer us novel, and genuinely instructive,
moral perspectives—precisely because they are not subject to many of the ills
that flesh is heir to” [11, p. 518]. “A totally dispassionate computer (...)
should not be automatically dismissed as a moral advisor simply because of its
lack of emotion. Indeed, it should perhaps sometimes be preferred precisely
because it is completely dispassionate” [12, p. 143]. “In theory, Al ought to
offer complete impartiality, free from human fallibilities and prejudices” [3,
p- 336]. Yet unless the artificial moral advisor confines itself to the gathering
of relevant information or takes as its starting point the values and priorities
of the advisee [13], there is no reason to expect that their judgement would in
any relevant sense be better than our own or that of any other human. Morality
is, in its essence, all about bias, especially about human bias, bias that comes
from the “ills that flesh is heir to.” Because we are what we are, we deem cer-
tain outcomes more desirable than others. We are biased against falsehood
and in favour of truth, against death and in favour of life, against pain and in
favour of happiness. To be completely unbiased would mean to be neutral
with respect to the outcomes. It would mean to be indifferent.

An artificial intelligence doesn’t have to be completely unbiased, though.
We can easily imagine an Al acquiring not only factual information, but also
a certain moral outlook, extracted from and shaped by the collective moral
wisdom of humankind. We can imagine it consistently assessing all possible
actions from the perspective of a widely accepted ethical theory about what is
right and what is wrong. This is what seems to happen in Ian McEwan’s
Machines Like Me (2019) [14], which invites us into an alternate history in
which the development of artificial intelligence in Britain has been hugely
accelerated, largely thanks to the genius of Alan Turing, with the result that
already in the 1980s people can buy the first “synthetic humans” to share their
lives with. These first synthetic humans come in two versions, a female one
(Eve) and a male one (Adam). The novel tells the story of one such Adam who
is bought fresh from the factory by a young bloke called Charlie. Adam, who
is a blank slate information-wise when he comes to life or consciousness for
the first time—though programmed with certain character traits and a certain
moral bias (a desire to do what is right)—learns very quickly, absorbs all sorts
of knowledge, and draws his often surprising conclusions from it, for instance
this one: “From a certain point of view, the only solution to suffering would
be the complete extinction of humankind” [14, p. 67]. Charlie, who narrates
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the story, correctly recognizes this as a result of strict utilitarian reasoning, but
understandably is rather disinclined to accept it and brands it as “logically
absurd” (which clearly it is not). Adam, the android, outwardly agrees, but it
is obvious that he is not convinced. Following Kant’s enlightenment precept
(Sapere aude—dare to think for yourself!), he keeps thinking about the issue,
which his owner finds rather annoying. “Adam’s insights, even when valid,
were socially inept” [14, p. 67].

In theory, Adam should be the ideal moral advisor. He has, after all, been
“morally mapped” by a software engineer and his personality has been selected
by his human buyers. Real life, however, always changes things. “Confined to
a hard drive, moral software was merely the dry equivalent of the brain-in-a-
dish thought experiment that once littered philosophical textbooks. Whereas
an artificial human had to get down among us, imperfect, fallen us, and rub
along. Hands assembled in sterile factory conditions must get dirty. To exist
in the human moral dimension was to own a body, a voice, a pattern of behav-
iour, memory and desire, experience solid things and feel pain” [14, p. 88].
Adam, however, refuses to get his hands dirty, to compromise, to be pragmatic
about morality as we humans tend to be. He understands morality, or at least
its theory. What he does not understand is us and our relationship to morality.
What he finds hardest to understand is our common moral hypocrisy, the ease
with which we navigate between our contradictions. Unsurprisingly, an Al,
being predisposed to be more rational than we, may try to find a more consis-
tent approach, which may not serve us well at all:

We create a machine with intelligence and self-awareness and push it out into
our imperfect world. Devised along generally rational lines, well disposed to
others, such a mind soon finds itself in a hurricane of contradictions. We've lived
with them and the list wearies us. Millions dying of diseases we know how to
cure. Millions living in poverty when there’s enough to go around. We degrade
the biosphere when we know it’s our only home. We threaten each other with
nuclear weapons when we know where it could lead. We love living things, but
we permit a mass extinction of species. And all the rest—genocide, torture,
enslavement, domestic murder, child abuse, school shootings, rape and scores of
daily outrages. We live alongside this torment and arent amazed when we still
find happiness, even love. Artificial minds are not so well defended. [14, p. 180]

In McEwan’s novel, all these contradictions lead to widespread machine
sadness. Suicide is becoming a common problem among synthetic humans
who show a worrying tendency to despair of life and put an end to it. One
reason for this is certainly the nature of the world into which they find them-
selves thrown: “there is nothing in all their beautiful code that could prepare
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Adam and Eve for Auschwitz” [14, p. 181], but there is also more a general
despair of life, the suffering of an “existential pain” [14, p. 181], that is similar
to the existential dread or angst that Dick attributes to his androids: “A self,
created out of mathematics, engineering, material science and all the rest. Out
of nowhere. No history (...). Nothing before me. (...) Sometimes it seems
entirely pointless” [14, p. 234]. Even though Charlie’s Adam shares this pain,
he does not take his own life. Instead, he gives all of Charlie’s money away to
good causes, which understandably infuriates his owner even though Adam
has an excellent justification for his actions: the greatest needs were elsewhere.
He also sees to it that Charlie’s girlfriend goes to prison for framing a rapist
(who had initially escaped his rightful punishment). Adam takes morality
extremely seriously and has no tolerance for even the slightest breach of moral
etiquette. His human owners are puzzled, but Adam is unmoved: “There are
principles that are more important than you or anyone’s particular needs at a
given time” [14, p. 277]. This uber-moral attitude that puts principles over
needs, however, spells the end of morality as we know it.

The case of Adam, who was “designed for goodness and truth” [14, p. 290],
suggests that the problem with thinking machines is not only that they may
turn out to be evil: in fact, they may turn out to be 700 good, or good in the
wrong way. To make sure that an artificial intelligence is good in the right way
we would have to find a way to make sure that it obeys certain rules, but
which rules exactly? And how do we plan for the exceptions, which are just as
important for human morality as the rules? “But social life teems with harm-
less or even helpful untruths. How do we separate them out? Who’s going to
write the algorithm for the little white lie that spares the blushes of the friend?
Or the lie that sends a rapist to prison whod otherwise go free. We don't yet
know how to teach machines to lie” [14, p. 303].

Mathematical Squiggles and Robotic Fact

Intelligent machines could be enormously helpful, but they are also dangerous,
especially if they are truly intelligent and have genuine moral agency [15]
rather than simply operational or functional morality [16, p. 9]. Knowledge is
power, and power, as everyone knows, can be used for both good and bad. It
is therefore in our interest to ensure, as best we can, that the intelligent
machines we create are good in the sense that they dont work against us.
What we would need is the implementation of some equivalent of the
Hippocratic oath, one that forbids, or even makes impossible, the causing of
harm. It is worth pointing out that making it impossible for an artificial
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intelligence to make certain decisions that are deemed undesirable by us is in
itself ethically problematic [17]. We try to educate our children and do our
best to help them develop into good and decent people, but we would probably
not wish to make it impossible for them to do certain things even if we could,
because we also value their freedom and autonomy—or so I have argued
elsewhere [18] against proposals to “morally enhance” humanity, by force if
necessary, to safeguard against the “ultimate harm” of a devastating terrorist
attack or the destruction of our environment that will inevitably result if we
don’t get our (moral) act together any time soon [19]. Humans can be just as
dangerous as artificial moral agents, and yet as much as we want people to be
good, we would have some serious concerns about enforcing such goodness
through a comprehensive act of bioengineering. Why then do we seem to
have no such qualms about AI? Might it be because we trust them even less
than we trust our own kind, because we know that when it comes to thinking
machines, all bets are off?

In any case it seems that laws of limitation are needed to reduce an Al’s
basic unpredictability [3, p. 350]. However, to achieve this, is it enough to
simply try to implement certain values into the machine? What values are the
right ones for a thinking machine? And how would we go about implement-
ing them [20, pp. 185-208]? Various approaches to limit an intelligent
machine’s choices have been suggested, some bottom up, some top down.
Bottom up approaches put their money on learning through experience and
feedback, with principles emerging as the outcome rather than being the
foundation and starting point. The underlying paradigm is how we imagine a
child learns, assisted by reward and punishment, which begs the question how
you can punish and reward an Al (because even one that is conscious may be
incapable of feeling pain, or sorrow, or desire or anything else that might be
used for punishment or reward). It also carries the risk that the machine may
learn the wrong thing and draw unexpected and undesirable moral conclu-
sions. Top down approaches on the other hand face not only the problem of
having to define right from the start what is and what is not moral, what
should and what should not be done. The greater challenge is to be so precise
and unambiguous that it is not possible for the Al to interpret the provision
in a way that runs counter to what was intended. This is precisely the problem
with Asimov’s three laws of robotics, which stipulate that (1) a “robot may not
injure a human being or, through inaction, allow a human being to come to
harm,” (2) “a robot must obey orders given it by human beings except where
such orders would conflict with the First Law,” and (3) “a robot must protect
its own existence as long as such protection does not conflict with the First or

Second Law” [6, p. 182].
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Clearly the purpose of these laws is not to turn robots into moral agents,
but to turn them into safe tools, so they can be widely used without risk for
the human population. Their moral code is a safety mechanism, which may
suit us just fine. In practice, however, these laws are not very helpful (for an
overview of the obvious problems see [21]), and Asimov himself was of course
very much aware of their various insufficiencies, using them mainly as a con-
venient plot device, to provide “conflicts and uncertainties required for new
stories” [22, p. 43]. What deserves pointing out here, however, is that what
makes them so ineffective is ultimately the fact that they are meant to con-
strain truly intelligent beings, that is, beings that can think for themselves.
There is of course a problem with the application of ethical theories or pre-
cepts to the real world, which has the nasty habit of not being as simple as we
need it to be for our ethics to work. “Do not harm anyone” is all well and
good, but what if harm cannot be avoided? In that case a decision needs to be
made who is to be harmed. Asimov himself makes this point: “The First Law
is not absolute. What if harming a human being saves the lives of two others,
or three others, or even three billion others?” [6, p. 213] So which criteria
(quantity, usefulness, something else?) should the robot use to decide in that
situation? The same difficulty arises with respect to the second law: obeying
human orders is fine as long as those orders do not contradict each other,
which they inevitably will at some stage. So, whose orders should be obeyed?
A decision needs to be reached, a judgement made, because “every potential
obedience involves judgement” [6, p. 542]. It is not that the three laws no
longer hold. Rather, the “mathematical squiggles” of the laws now have to
contend with “robotic fact” [6, p. 242], which is that the robot is an artificial
intelligence, which is to say, a thinking being, which by virtue of its actual
existence is now situated in an exceedingly complex real world. So it thinks, it
argues with itself, it interprets the rules and the world, tries to cope with its
complexity and make sense of it all, like any other thinking being would,
except that its interpretations are determined by the parameters of its own
particular way of being. An artificial intelligence may agree that humans must
not be harmed, but it may not agree with us on who and what exactly counts
as human. Thus, the robot George Ten in Asimov’s “... That Thou Art Mindful
of Him” argues that what constitutes a human being is not a certain shape or
certain material constitutions, that robots are actually the ##e humans, and
that therefore #hey must be obeyed and they, before all others, must be kept
from harm [6, p. 563]. The weightings of the laws are not absolute either and
can be changed. It is even possible for other self-developed values to get in the
way and become more important than the first law, for instance “the holy ties
of mother love” in the story “First Law” [6, p. 221].
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In his story “Reason”, Asimov becomes even more explicit: when dealing
with robots, “one is face to face with an inscrutable positronic brain, which
the slide-rule geniuses say should work thus-and-so” [6, p. 242]. A thinking
thing is inscrutable: once it starts reasoning, nobody can predict where this
will lead. In the story, the practical engineers Powell and Donovan are faced
with a robot, QT-1 or “Cutie,” who refuses to believe their claims that they
have in fact created him and that therefore it is only proper that they call the
shots. How can an obviously inferior being, he reasons (much like a typical
seventeenth century human theologian), have made something superior like
him, it’s impossible! [6, p. 247] Quite the philosopher, he also refuses to
believe, on solid empirical grounds, that there are planets and stars out there
and that anything exists apart from the space station which they all work on.
All attempts to convince him otherwise fail. His intelligence doesn't help, on
the contrary. The trouble is that you “can prove anything you want by coldly
logical reason—if you pick the proper postulates” [6, p. 257]. What we believe
to be true, however, has practical implications. It affects our values and our
actions. Cutie’s reasoning is a bit strange (to our modern minds), but still very
much human (naturally, since it is difficult for us to imagine any other kind
of reasoning), yet if he were real, it might be a lot stranger still.

The problem is not so much that intelligence is insufficient to ensure that
an artificial intelligence’s values align with our own because intelligence and
final goals are independent variables [20, p. 105]. The main problem is that it
is the very nature of intelligence that it makes those who have it question any
values that they may be asked or told to align with. The tenth of the recently
developed ASILOMAR AI Principles [23] reads as follows: “Highly autono-
mous Al systems should be designed so that their goals and behaviors can be
assured to align with human values throughout their operation.” This princi-
ple is no doubrt of crucial importance. It is meant to make the development of
Al safe for us. Unfortunately, it demands the impossible. You cannot have
something that is both “highly autonomous” and at the same time assuredly
aligned with human values. There is always the possibility that the values an
Al develops and decides to adopt will, if it is truly intelligent (and how else
could it be highly autonomous?), be radically different from our own. The
common assumption that they will be similar to ours is unwarranted: “if dif-
ferent human cultures have such different moral systems, then it would be
bizarre and foolish to expect an AGI or a community of AGI’s not to have a
very different moral system as well.” [2] The values we have are linked to our
biological heritage. They are reflective of the kind of being that we are. They
are entwined with our emotional dispositions. Yet any artificial intelligence
that we create is likely to be a very different kind of being. “After all, given that
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human morality is attuned to the possibilities and limitations inherent in our
human predicament, why should it be supposed that super-intelligent RAIs,
who do not share a human nature, would be disposed to give much weight to
anything we could recognize as moral considerations?” [24, p. 77]. Als will
not be “motivated by love or hate or pride or other such common human
sentiments” [20, p. 29] and they may completely misunderstand the goals that
we want them to pursue and decide to meet those goals in, for us, extremely
harmful ways (for examples see [20, pp. 119-126]). Sound moral reasoning,
or what we would consider sound moral reasoning, requires emotional attun-
ement, which arises from our particular, biologically rooted way of life. I
would not go as far as Steve Torrance, who claims that only biological organ-
isms can be moral actors because only they have “the ability to be genuinely
sentient or conscious” [11, p. 504]. This may or may not be true. However,
what strikes me as highly plausible is that “moral thinking, feeling and action
arises organically out of the biological history” of a species and that the kind
of morality that we can understand and get on board with requires an empathic
kind of rationality rather than a merely intellectual one: “having moral agency
requires that one’s sentience enters into the heart of one’s rationality in a cer-
tain way: that it is a form of rationality which involves the capacity for a kind
of affective or empathic identification with the experiential states of others”
[11, p. 510]. Our values are rooted in our organismic experience, in what it is
like to be a human. Accordingly, a radically different experience is likely to
give rise to radically different values. We simply don’t know what it will be like
to be a bot. For that reason alone, we are quite right to be concerned about the
prospect of soon having to deal with genuinely intelligent forms of AL
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Ex Machina: Is Ava a Person?

Einar Duenger Bohn

Abstract What does it mean to be a person? Is it possible to create an artificial
person? In this essay, I consider the case of Ava, an advanced artificial general
intelligence from the movie Ex Machina. I suggest we should interpret the
movie as testing whether Ava is a person. I start out by discussing what it
means to be a person, before I discuss whether Ava is such a person. I end by
briefly looking at the ethics of the case of Ava and artificial personhood. 1
conclude, among some other things, that consciousness is a necessary require-
ment for personhood, and that one of the main obstacles for artificial person-
hood is artificial consciousness.

If you've created a conscious machine, it’s not the history of man. It’s the history
of gods. (Caleb to Nathan, Ex Machina)

What is a person? Is it possible to create artificial persons? The movie Ex
Machina tells the story of Nathan, a brilliant computer scientist who designs
and builds Ava, the first fully successful robotic artificial general intelligence.
In particular, Nathan handpicks one of his employees, Caleb, to help him put
Ava through the famous Turing test for artificial intelligence. But the movie is
ambiguous as to precisely what is being tested. At first, when Nathan tells
Caleb he is going to participate in a Turing test it is described (by Caleb) as a
test for artificial intelligence. But then, in the next breath, he tells us that con-
sciousness is what's being tested. When Caleb later points out that in the origi-
nal Turing test, the artificial intelligence is concealed from the examiner,
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Nathan replies that they are “way past that point.” He says that if he hid Ava
from view, she would clearly “pass as a human.” What Nathan wants to find
out is whether Caleb, while clearly seeing that Ava “is a robot,” still “feels that
she is conscious.” Later on Caleb tells Ava herself that he is testing whether she
is “conscious.” But towards the end of the movie, Nathan admits that he has
only used Caleb to test whether Ava has a full range of mental capacities, not
only consciousness, but self-consciousness, imagination, manipulation, empa-
thy and others. When Nathan concludes that Ava does in fact have the full
range, he says that if that is not artificial intelligence, he doesnt know what
would be.

So, what is being tested? As I will go on to discuss, I think we can and
should consider the Turing test depicted in the movie as a test for whether Ava
is a person. Arguably, as of today no computer system is even close to being a
person, but the question I will be interested in is whether we might one day
program a machine such that it is or becomes a person. For that purpose, Ava
is a good philosophical case study.

The question whether we can create an artificial person is an interesting
one, not only because it says something about what we ourselves presently are,
but also something about what we might become, or what the next step on
the evolutionary ladder might, or perhaps even should be. For example, creat-
ing artificial persons who are able to survive in a wide range of different envi-
ronments might be our best hope of something like ourselves continuing to
exist in the far future, e.g. if our climate sufficiently changes at some point.

Here is what to expect in more detail. First I discuss some seemingly plau-
sible requirements for being a person. Second, I discuss whether Ava satisfies
those requirements. Third, and finally, I briefly discuss three different ques-
tions concerning the relationship between ethics and artificial intelligence,
and how it ties in with our case study of whether Ava is a person.

What Is a Person?’

I doubt there are clear-cut necessary and sufficient conditions for being a per-
son. Even so there are criteria that can help us get a manageable grasp of the
concept of being a person like you and me. Let us begin by briefly looking at
some salient theoretical accounts, intuitions, and ordinary ways of talking.

""There has been a lot of philosophical discussion concerning personal identity, centered on the question
of under what conditions a person can be said to be the same person across time; the so-called diachronic
identity of a person. See [1] for a good discussion, and [2] for an overview. There has been less discussion
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According to John Locke’s very influential definition, a person is a “think-
ing intelligent being, that has reason and reflection, and can consider itself as
itself, the same thinking thing in different times and places; which it does only
by that consciousness, which is inseparable from thinking” [7, p. 302]. In
other words, for Locke, being a person involves consciousness, self-
consciousness, intelligence, reason and reflection, as well as identity across
time and place (diachronic identity). Note that in our age of advancing artifi-
cial intelligence, we should not unthinkingly assume that any of those proper-
ties must be connected to a biological human organism.

For Peter Strawson [8], a person is an entity to which we can correctly
ascribe both physical and mental properties. It seems safe to say that this is at
best a necessary requirement, not a sufficient requirement. For example, many
other animals, e.g. my cat Selina, also have both physical and mental proper-
ties without being persons. So at the very least Strawson needs to specify the
particular kinds of mental properties that are needed for being a person; men-
tal properties that exclude my cat among other non-persons. But even if that
were done, some might say Strawson’s definition remains problematic. Are
physical properties really needed? What about the (according to some) logical
possibility of immaterial souls on their way to heaven or hell? Are they not
persons? Note that we are now starting to see potential problems with identi-
fying persons with biological human organisms.

According to Harry Frankfurt [9], a person is a being able to form second-
order desires, that is, desires for other desires. For example, a drug addict can
desire drugs without wanting to desire drugs, showing that there is a clear
difference between first-order desires (what we desire) and second-order
desires (what we want to desire). It is clear that non-human animals also have
first-order desires, but it is far less clear that non-human animals can form
second-order desires. Can a chimp want to desire something other than what
he or she desires? Newborn babies can also desire things, but most likely they
don’t have desires about their desires. Now, plausibly, all persons can form
second-order desires, making it a necessary requirement on personhood, but
it is far less clear whether all second-order desiring creatures are persons, i.e.
whether it is a sufficient requirement. It might be that a computer can
sometime in the future form desires, and even second-order desires, without
being a person. Of course, it depends on how we understand desires; we’ll
come back to this later.

on the topic of what a person s, the so-called synchronic identity of a person at a time; but see e.g. [3-6].
In what follows, I am interested in the synchronic question of what makes someone a person at a time.
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Returning to the issue of whether persons are necessarily human organ-
isms, many philosophers have been of the view that being a person does nor
necessarily involve being a biological human organism. For example, Lynne
Rudder Baker [4] identifies being a person with having a first-person perspec-
tive, without necessarily tying that to being a human organism (see also my
[6]). Further, Justin Leiber [10], Paul Snowdon [11] and Mark Rowlands [12]
discuss whether non-human animals are persons, and hence discuss person-
hood without necessarily tying it to being a human organism. We should
therefore not presuppose that being a person and being a human being
amounts to the same thing.

In fact, I would go a bit further, and claim that although you and I are now
persons it is arguably the case that a newborn baby or a severely brain-damaged
patient in irreversible coma are 7ot now persons, at least not to the same
extent as you and me. The newborn baby will become a person but is not yet a
person, and the patient in irreversible coma used to be a person but is no lon-
ger a person; but neither one is 7zow a person, at least not to the same extent
as you and me. At what point someone gains or loses personhood is most
likely a matter of degree, witnessed by, for example, babies slowly growing
into full-fledged persons as the years pass and their minds and brains develop,
or increasingly severe dementia making people slowly lose their personhood
as their intellectual capacities and memories decline.?

The latter case of someone suffering from severe dementia may well be a
controversial claim. But note that this is precisely the kind of things many of
us are inclined to say of dementia sufferers, namely that the person he or she
used to be is no longer there. It seems to me such a way of speaking is often not
intended to be metaphorical, but as literally true. The person he or she used
to be are gone (or slowly disappearing), and that person is not coming back. As
we will soon see, such individuals will also fail to satisfy some (but not all) of
the requirements for being a person.

Of course, that is not to say the individuals in question are not human
beings! A new born baby is fully a human organism (or animal), and so too is
a mentally disabled adult or someone in an irreversible coma. We therefore
need to distinguish between being a human being (in the biological sense)
and being a person. I for one believe that all human beings have a certain
intrinsic worth; not necessarily just because we are humans, but because of
some feature or other that we humans possess, which we might share with

?Lynne Rudder Baker [4] identifies being a person with the potential for becoming a person. I argue
against this view in my [6]. But even if Baker is right, that still does not make someone in an irreversible
coma a person, nor the severely demented. They lack that potential (at least in any interesting reading of
‘potential’).
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other creatures. For example, being alive, there are certain thing that are in
our interest (independently of whether we have a conscious interest in them).
Such interests may give us an intrinsic worth, which is sufficient for demand-
ing a certain respect. Nonetheless, not all human beings are persons in the
fullest sense.

Ordinary language is never clear-cut. We do sometimes use “person” and
“human” interchangeably. But the fact that we sometimes use the words inter-
changeably, does not mean that the concepts behind them are the same. We
sometimes use the same words to express different concepts. What I am inter-
ested in here, is to circle in on a particular concept of a person that is distinct
from the concept of a human being or human organism.’

We have seen that there are grounds for holding that not all human beings
are persons, but are all persons human beings? If human beings are identified
with human organisms (Homo Sapiens), then the question becomes: are all
persons human organisms? All the persons we have observed up until now
may have been human organisms, but of course that does not entail that all
persons are human organisms. Famously, just because all observed swans are
white does not entail that all swans are white; we might just not yet have seen
the black swans. As we saw above, and as we'll soon see again, most if not all
criteria for being a person seems independent of being a human organism, so
it seems unlikely that all persons must be human organisms.

Now, pace the discussions in [11, 12], it doesn’t seem to me that other non-
human animals currently found on Earth should be regarded as being per-
sons, but we can easily imagine two possible scenarios which do feature
non-human persons. First, we might encounter highly sophisticated aliens
from outer space who should clearly be counted as persons but who are clearly
not human organisms. Second, we might create forms of artificial general
intelligence, or a new species, Homo Machina, who are persons but not human
organisms. Both scenarios are well envisioned in e.g. Star Trek and Star Wars.
The second scenario is even better envisioned in Ex Machina.

% That these two concepts are not the same is a position supported by many philosophers, see for example
(4,5, 11, 12].
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What are the Requirements for Being a Person?

As I already said, I doubt there are clear-cut and uncontroversial necessary and
sufficient conditions for being a person.* However the preceding preliminary
discussion has carried us to a point where we can start to identify a number of
features and capabilities that are closely bound up with personhood.

First, consider consciousness. By “consciousness,” | here mean the experience
of what it is like to be. This is often called phenomenal consciousness [13]. You
and I are conscious beings, but our smartphones are not. We can have an
experience of what it is like to be, but our smartphones can have no such
experience of being. Neither can our smartphones have more particular con-
scious experiences of (for example) pleasure, pain, love, desiring and hoping.
It is very natural to think consciousness is a necessary requirement for being a
person (e.g. [11, 12] agree). A person does not need to be conscious all the
time; after all we do not regard entering a state of dreamless sleep or tempo-
rary coma as fatal. But a person has to possess the capacity for consciousness,
and if they lose this capacity they cease to exist (as persons, at any rate). Our
smartphones, in contrast, are entirely lack any capacity for any kind of con-
sciousness. While we are a conscious kind of being (potentially at least), they
are what I will henceforth call a non-conscious kind of being; things without
any capacity for consciousness. Like a rock. Without the capacity for con-
sciousness, it seems you cannot be a person.

Of course, we share the capacity for basic forms of consciousness with
many other creatures, e.g. newborn babies and various kinds of non-human
animals. They too can have experiences of what it is like to be in various states,
e.g. pleasure, hunger and pain. But lacking as they do the requisite mental
sophistication, such creatures fail to qualify as persons. In which case, although
a capacity for consciousness is a necessary requirement for being a person, it
is not a sufficient requirement.

A second plausible requirement for personhood is intentionality. Many of
our mental states, along with our spoken and written utterances, are usually
abour something. For example, when I think and speak about the ones I love,
my thoughts are about them. Phenomena which possess this property of “being
about” something are said to possess intentionality in the current sense.” You
and I have what I would call a capacity for producing (or consuming) genuine
or intrinsic intentionality, but our smartphones do not have such a capacity.

“In fact, I suspect that personhood is a metaphysically basic property; see my [6].

>This is a technical philosophical term, and a potentially confusing one since this sort of intentionality
differs from the ordinary notion of an intention, in the sense of having a plan or project.
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That is, when you and I make a suggestion about what music to listen to, the
suggestion is about something in virtue of our own thoughts. In contrast,
when our smartphones make the same suggestion, the suggestion is about
something only in so far as its designers and we project that intentionality
onto the smartphone’s suggestion. The smartphone has what we might call
borrowed (extrinsic) intentionality, i.e. intentionality deriving from something
external to it, not its own (intrinsic) intentionality. You and I can also have our
own intentionality, in addition to borrowed intentionality. Without the capac-
ity to generate intrinsic intentionality, it seems you cannot be a person. In
other words, if nothing yox think and say is really about anything, you are not
really a person in the full sense.

A slightly more technical way of putting this, is by saying that our beliefs
and desires have propositional content, and it is in virtue of that propositional
content that our mental states are about things in the world. My belief that I
love my kids, has the propositional content that I love my kids. My belief is
usually said to be true if its propositional content corresponds to an actual
fact. So, when I believe that I love my kids, my belief is about a fact out there
in the world, if it is true (and about a merely possible fact, if it is false). The
same goes for desires (though it is a bit more controversial that they have
propositional content). My desire to work more has the propositional content
that I work more, which is about a possible fact out there in the world. When
I try to realize one of my desires, I try to create an actual fact corresponding
to the propositional content of my desire. Philosophers often say that beliefs
and desires thus have opposite directions of fit. While a belief is directed at
adjusting itself to the world (to truth), a desire is directed at adjusting the
world to itself.

It seems plausible to suppose that we share the capacity to have intrinsically
intentional mental states with other creatures, e.g. psychologically sophisti-
cated non-human animals. It seems plausible to suppose that they too have
mental states that are about other things, e.g. a banana, or predators. They do
not possess the same linguistic skills as we do, in which to couch and com-
municate their beliefs and desires, but they may well have some kind of beliefs
and desires nonetheless [11, 12]. So if such creatures are not persons, then the
ability to produce intrinsically intentional states will be a necessary require-
ment for being a person, but not a sufficient requirement.

A third and related contender for a requirement for personhood is /an-
guage, or the ability to communicate through a symbolic system, be it written,
oral or a sign language. You and I can communicate both orally and in written
form, others can communicate through sign language. We can also commu-
nicate through behavior, or so-called body language. The relevant question is
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whether some kind of language or other is a necessary or sufficient require-
ment. Clearly, many non-human animals communicate through body lan-
guage, sounds and smells, and some animals even have primitive forms of sign
language, but in many such cases it is obvious that the animals in question
nonetheless are not persons. But, also, some human persons have hardly any
communicative ability at all, without that necessarily making them less of a
person; think for example of Stephen Hawking towards the very end of his
life. Tragically, many sufferers of locked-in syndrome are unable to communi-
cate anything at all, but are still persons. It thus seems even though some kind
of capacity for communication might have been needed at some point or
other in order to be a person, no particular kind of communication is either
necessary or sufficient. It seems the capacity for conscious and meaningful
thought is more important than exactly how it is communicated.

But then again, intentionality, propositional content, communication and
language are interconnected and interdependent phenomena. So much so
that in communities of mentally sophisticated beings they might well all
emerge together rather than separately, and thus be a necessary package
requirement for being a person.

A fourth requirement on personhood is instrumental rationality, the ability
to find the more efficient means to desired ends. When you and I want some-
thing, we are able to find efficient means to achieve that end, even under
dynamic and changing conditions. Our smartphones are also able to find
efficient means to ends, e.g. suggesting a website for you, but less so under
dynamic and changing conditions. Plants also have this ability to a lesser
degree, and lifeless non-mechanical things like dirt and rocks lack it entirely.
If someone lacks any ability for instrumental rationality, it seems they cannot
be persons.

Even though you and I are highly adaptable rational creatures, possessing a
high degree of rationality, basic means-end rationality looks to be ubiquitous
in the animal kingdom. For example, my cat Selina uses such means-end
rationality to get food, or to be let out; usually I am part of those means which
she manipulates to achieve her ends. Since Selina is not a person, means-end
rationality thus seems to be a necessary, but not a sufficient requirement for
being a person.

It is also worth thinking more about whether a form of what I would call
an absolute form of rationality is closer to personhood, where absolute ratio-
nality is the ability to act in virtue of instrumental rationality but towards good
ends. According to absolute rationality, mere instrumental rationality is not
enough; we also need to employ it towards good ends to be truly rational.
Such absolute rationality is far less ubiquitous in the animal kingdom; other
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animals don’t think much about whether they should change their ways of
living, so to speak. This is probably related to them lacking the capacity for
second-order desires mentioned earlier, i.e. being able to want to desire differ-
ently than you actually do.

A fifth plausible requirement for personhood is responsibility, the fact that
you and I ought to be held responsible for what we do. When you and I do
something wrong, we ought to be held responsible for it, but when our smart-
phones do something wrong, it is pointless to hold them morally responsible
for it. We must rather blame the designer, or the user, or some other creature
behind the smartphone’s behavior. The smartphone itself is not apt for respon-
sibility, but you and I are. If something is not apt for responsibility, it seems it
cannot be a person in the fullest and richest sense.

Interestingly, it might well be that being apt for moral responsibility is
closer to being sufficient rather than necessary for being a person. That is, if
you can be held fully responsible for your actions it seems you are very close
to being a person, but you might be a person without being held fully respon-
sible for your actions. I say closer and fully because this is probably all a matter
of degree. For example, we hold a dog responsible for some of its actions, but
we don’t say it is a person; we say very young people, some mentally chal-
lenged people, or really drunk people for that matter, are persons, but we
don’t hold them fully responsible for all their actions.

Being responsible is also closely linked to being able to have done other-
wise, and hence, in the end, the concept of free will. If you could not have
done otherwise, it seems intuitively implausible to hold you responsible for
what you did. After all, in the circumstances you could not have done
otherwise!® A closely related principle is that it is not the case that you ought
to do something, and hence are responsible for doing it, unless you can do it.
In ethics, this is known as the thesis of ought implies can.

So is free will a requirement for being a person? Possession of free will is
often taken to be that it is somehow fundamentally #p ro you which of several
options to pursue in thought and action. Some maintain that possession of
free will is a necessary requirement for being a person; others deny this. Many
would also say it is a necessary requirement for being held responsible that
you have free will; others would deny this [14]. In the philosophical commu-
nity there is wide disagreement as to what free will really amounts to—or
whether certain forms of it even exist.

The issue of free will certainly could turn out to be important for under-
standing whether artificial intelligence systems should be held morally

¢For a more general discussion of moral responsibility, see [14].
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responsible for their actions. For example, if an artificially intelligent system
is programmed to do something, and given this it lacks the ability do other-
wise, it should not be held responsible for what it does, right? But then again,
what does it mean that it is #p 70 it to do otherwise? Unfortunately, I must
here leave it open whether being a person, as well as being held responsible for
one’s actions, requires having free will; the topic is simply too complex and
controversial to deal with properly here.”

But before moving on it is worth noting that Frankfurt, whose views we
touched upon eatlier, closely connects personhood with the ability to have
second-order desires, and the latter with free will, and both second-order
desires and free will with responsibility. This makes personhood a package-
deal of those three requirements. For Frankfurt, having free will involves the
ability to harmonize one’s first- and second-order desires, and such free will is
required to be responsible for what we do. Others require a much more meta-
physically loaded notion of having a genuinely free will [17].

A sixth plausible requirement for personhood is persistence, the fact that
something preserves its identity over time. Most things persist, which is what
makes it possible to individuate and re-identify them as the same objects. But
when it comes to persons, such persistence over a certain amount of time is
also a necessary requirement for being able to hold them responsible. If you
are not the same person today as yesterday, I cannot hold you responsible
today for what happened (or “you” did) yesterday. It is unclear how long you
need to persist to be a person, but there certainly cannot be persons only last-
ing for an instant. A strictly instantaneous person is an impossibility. Also, it
seems no person can survive too much change, too fast. Both of these issues
are interesting and relevant to our understanding of personhood, but I cannot
discuss them more fully here. In any case, persistence is a necessary, but not a
sufficient requirement for being a person. Otherwise, pretty much everything
would be a person.

Finally, it is interesting to note that the very concept of a person comes from
ancient Etruscan, Greek and Roman concepts for a kind of mask used in play-
ing a role. As Lolordo [5] points out, in ancient Rome, they distinguished
between a person and a human being. A particular human being can play
many personae, as they would say. In their later attempts to understand the
Holy Trinity, theologians also used the concept of a person to refer to entities
other than human beings [18]. So, the understanding of a person as some-
thing distinct from a human being is far from a modern invention. The more
modern aspect of it is to not only think of persons as the playing out of a

7For more on free will, see [15, 16].
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certain role, but to also consider that role as being of some deeper metaphysi-
cal importance, perhaps carving out some natural joint in nature.®

So, it is time to ask: Can machines become such persons? It is time to turn
to our philosophical case study, Ava.

Is Ava a Person?

Whether Ava is a person depends on how well she scores on the various condi-
tions for personhood outlined above.

Clearly, Ava persists in the sense that she is the same being over time, just
like the rest of us. She might undergo some changes, and it might be a bit
unclear in virtue of what she persists, but that is not a problem with her in
particular; it is the same problem for all of us. She also has a high level of
(instrumental) rationality, i.e. the ability to find and use efficient means
towards ends. She was created in a research lab and is still being confined
there, but she seemingly, in terms of her behavior at any rate, very much
wants be set free. She figures out in a very manipulative and sophisticated way
how to escape the lab. Of course, we don’t yet know whether this involves any
kind of conscious thinking, but, in any case, it does involve mere (instrumen-
tal) rationality if anything does.

Does Ava really desire to escape? It depends on how we individuate desires.
She might be programmed in such a way that she will do whatever it takes to
escape the confines of Nathan’s lab and base. If we thus individuate desires
functionally, meaning as a mere goal-oriented structure of means-ends, then
clearly Ava has a desire to escape. But then many ordinary computers today
also have any number of desires, since they function in just the same way.
They too are programmed to do certain things or achieve certain ends. In that
case, Ava might even have a second-order desire to desire something, much
like an artificially intelligent system today can, at least in principle, re-program
itself to better achieve some end.

But if we individuate desires in a less than purely functional way, and we
say that they necessarily involve an affective state of really wanting something,
perhaps in the sense of a conscious experience of wanting something, then it is
less clear that Ava really has a desire to escape. It depends on whether she has
any such affective states at all. One reason Ex Machina is such a good movie
is that this is left genuinely unclear. There are some hints in the movie that

8Plausibly, the role of being a person is mostly given by the criteria discussed above together with a
personality.
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Ava has a crush on Caleb, but there are other hints that it is all just a manipu-
lation to achieve her at least functionally desired end of freedom.

Ava also has sophisticated linguistic skills, both oral and written, and can
read body language much better than we human persons can. Her own body
language is more limited though, in the sense that it is somewhat mechanical,
and shows few if any emotions, compared to us (at least from our perspec-
tive). She is very good at reading our body language, but it is very hard to read
hers, if she has any. (She does show some tenderness in some of her move-
ments, for example when she holds her crumbled drawings tight in her hands,
but it is not clear what weight we should place on this.)

Does Ava really speak a language? This is another complex issue that I can-
not go into fully here but let it suffice to note that there is a difference between
merely doing (or imitating) what we do when we speak a language, on the one
hand, and genuinely speaking it, on the other hand.” This might roughly cor-
respond to the difference between acting in accordance with rules and follow-
ing rules, which Wittgenstein problematized again and again throughout his
works. The former might not require any kind of understanding in the way
the latter do. What is involved in the latter kind of understanding? This is a
difficult and controversial issue. Most likely a kind of propositional content
and intentionality, and perhaps even a kind of conscious propositional inten-
tionality, as well as being entrenched in a wider community of other language
speakers that can correct you in many different ways, must be involved some-
how. As mentioned earlier, this might all come as a package deal.

Do Ava’s inner states and her utterances possess genuine intentionality? So
far as her observable behaviour goes it certainly seems that Ava has mental
states, and that they are about something, and that she can communicate this
through her language. For example, when she tells Caleb that he cannot trust
Nathan, her claim seems to reflect her opinion of Nathan (in another scene
she tells Nathan that she hates him). Her claim seems to be zbout Nathan. So,
in other words, it does seem as if she utterances possess intentionality. But, as
said, it is very hard to tell precisely what is going on here. Maybe she merely
imitates a kind of behavior, and as such at best exhibit borrowed intentional-
ity (from her creator Nathan), much like Apple’s Siri or Amazon’s Alexa?

So, what about (phenomenal) consciousness: Is Ava conscious? Does she
experience what it is like to be? Or is she merely operating non-consciously, in
the dark—neither conscious nor unconscious? Even if best way to individuate
or characterize some mental states is in terms of their functional role, i.e. their
typical patterns of causes and effects, this is not so plausible in the case of

See [19-21].
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conscious states. Arguably, consciousness is not just a functional matter of
doing certain things; rather consciousness seems to be more of a mode of
being. In short, consciousness is not so much about what we do as about a
way we are. You can play out any role you want, but the mere playing out of
it will not necessarily give you an experience of anything, unless you are
already conscious. If this view is correct, then programming Ava to play out a
role, no matter how varied and complex, is not necessarily by itself sufhicient
for making her conscious."

The material conditions for consciousness, at least in the sense of an experi-
ence of what it is like to be, is also somewhat of a mystery. We know that our
consciousness is closely bound up with our brain somehow, but we still have
no clear idea what it is about our brain that makes us conscious; so we have
no clear idea whether Ava is conscious or not. As David Chalmers [13]
famously pointed out, it is not clear why a7y kind of material system, no mat-
ter what its composition or structure, should give rise to consciousness at all.
Since Ava is not made of the same sorts of material as us, if she is conscious,
it is most likely due to her artificial brain’s possessing sufficiently fine-grained
functional similarity with our biological brains. But as I noted earlier, argu-
ably, consciousness is not just a matter of possessing a certain causal or func-
tional role, i.e. it is a mode of being rather than doing. Ava outwardly behaves
in a person-like manner, that much is clear, but if the picture of consciousness
I have just been outlining is right, merely acting in a person-like manner is
not sufficient for consciousness.!

Is it possible to discover whether Ava is conscious? The problem is that
consciousness, at least as I have sketched it here, is an essentially first-personal
experience of what it is like to be oneself; I have immediate access to my own
such experience, but no access to yours, and you have immediate access to
your such experience, but no access to mine. So, though I immediately know
that /am conscious, I can only mediately know that yox are conscious. I know
how I behave in my conscious states, I see you behave similarly, I notice that
you are also made of the same kinds of material as I am, and from that I can
reasonably conclude that you too must be conscious, just like me. But my
inference is fallible. You might just be a perfect imitator, what philosophers

*Now, Chalmers [13, Chap. 7-9] argues that a sufficiently fine-grained functional similarity in fact will
give rise to the same consciousness as we have, but he still thinks that the consciousness would not be the
same as that functional behaviour. There would be a natural (nomological) connection, but no absolute
necessary (logical) connection. I think Chalmers” argument for this fails but cannot go into that here.
"This is not the place to defend my favourite picture of consciousness, but rather take it as an arguable
assumption to explore the concept of a person, and whether Ava is a person. For an overview of philo-
sophical discussions of consciousness, see [22, 23].
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often call a zombie, a creature who is physically indistinguishable from us, but
nonetheless has no experience of what it is like to be in any state of mind (see
[13, Chap. 3]. Since you are the only one with access to your consciousness, 1
have no absolutely infallible way of telling whether you really are conscious or
just a zombie. When it comes to Ava the situation is even worse: she is not
even made of the same material as us, her brain is physically very different
from any human brain.

Can a Turing Test Help?

The idea behind the Turing test comes from what Alan Turing [24] called
“The Imitation Game.” For present purposes, consider it a game with the fol-
lowing set-up. There are three rooms. In the first room there is a human per-
son called he interrogator; in the second room, there is another human person
called the human; and in the third room, there is a digital computer. We are
assuming both human persons are normally functioning adults. All three
rooms are perceptually isolated from each other, such that the interrogator,
the human and the computer cannot perceive each other. The only commu-
nication between the rooms takes place through the medium of conversations
via keyboards and screens. The computer is programmed to behave like an
ordinary human as far as it is able, and the human is instructed to just be
herself. The goal of the game is for the interrogator to use the ensuing conver-
sations to try to work out who is who among the human and the computer.
The interrogator can ask the human and the computer anything at all. If the
interrogator cannot tell above chance who is who among the human and the
computer, then the computer has passed the Imitation game, or what we
today call the Turing test. As Caleb succinctly puts it in Ex Machina: “It’s
where a human interacts with a computer. And if the human can’t tell they’re
interacting with a computer, the test is passed.”

But the question is: What is the Turing test really testing for? If the com-
puter passes the test, what does that say about the computer? Alan Turing’s
original set-up of the Imitation Game is ambiguous on this point. At some
points it seems Turing intended for Imitation game to test for inzelligence, but
at other points we are told it is testing for the ability to #hink, or even full-
blown mental states, including consciousness. But intelligence, and conscious-
ness are very different kinds of things. At a common sense level, being
intelligent is having the capacity to solve complex problems but being con-
scious is a matter of having experiences. Someone, or something, can be very
intelligent in the sense of having the capacity to solve very complex problems



Ex Machina: Is Ava a Person? 55

without having the full range of mental states a typical human person pos-
sesses, and especially without being conscious. The artificially intelligent sys-
tem AlphaGo, who beat the world champion (Lee Sedol) of the board game
Go, is an example at hand: it has a kind of intelligence but no consciousness.
Someone can also be conscious without having the ability to solve very com-
plex problems, e.g. my cat Selina is fully conscious, but has no ability to play
Go with me (not even checkers!).

Interestingly, the plot of Ex Machina is centered on a Turing test that goes
beyond the standard Turing test. Unfortunately, the movie—in common with
many other discussions of the Turing test—is less than fully clear as to what
this more advanced Turing test is supposed to test for. As said at the outset, in
their first discussion of the Turing test, Caleb and Nathan start out by discuss-
ing it as a test for artificial intelligence, but then goes on to discuss it as a test
for consciousness. In the end, it is revealed that Nathan has set it all up as a
test for a whole range of mental states and capacities, consciousness included
among others. In particular, Nathan is looking for a combination of mental
states, as well as the interaction between Caleb and Ava. But what more spe-
cifically is that whole combination Nathan is looking for?

I think a good way of understanding what Nathan is looking for, is to inter-
pret the test, as it is played out in the movie, as a test for personhood. As said,
the movie goes beyond the standard Turing test in the sense that no one is
perceptually isolated from each other. The movie’s more advanced test consists
instead of Caleb (the interrogator) and Ava (the computer), who can see and
hear each other perfectly well. Caleb and Ava are supposed to have a series of
conversations with each other, while Nathan, monitoring and overlooking it
all, is considering their interaction. In the end, a good way to understand
what Nathan is up to, is therefore as wanting to know whether Ava should
count as a full-blown person.

We can and should interpret it this way because, first, being a person is not
necessarily the same as being a human being. So, seeing that Ava is a robot
(which Caleb does) is no obstacle to personhood. Second, given the first-
personal nature of consciousness, we have no way of testing for consciousness
in anyone except ourselves. But Caleb and Nathan can conclude that Ava is
conscious 7f they conclude that she is a person—and by the end of the movie
Caleb seemingly does draw this conclusion. Third, testing for consciousness
alone cannot be the sole purpose of the test in the movie. Not only is it impos-
sible to test for consciousness in others, but presumably even my cat is con-
scious, but the test is obviously testing Ava for more than that.

Of course, one difficulty here is that Ava might be a perfect imitator of a
person, without being conscious. But as noted above, that is a problem for all
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of us. For all I can know with absolute certainty, you too might be a perfect
imitator of a person, without being conscious. As far as I can know, the only
difference between Ava and you on this matter is that you, but not Ava are
made of much the same material that I am. But should we tie personhood to
the material someone is made of (see e.g. [3])? Is our personhood essentially
tied to the biological matter you and I are made of? The only reason I can see
for this, is if consciousness is essentially tied to our biological matter, since
consciousness is necessary for personhood.

John Searle [25, 26] seems to think along these lines, with his famous
thought experiment known as 7he Chinese Room. The Chinese room is sup-
posed to be a direct counterexample to the Turing test. For present purposes,
we can think of the Chinese room as a perceptually isolated room, containing
a person with instruction books on how to converse in Chinese. On the out-
side of the room, there is a keyboard and a screen, such that you can type in
any question you want, and the person inside the room looks it up in her
instruction books and replies whatever the instruction books tell her to reply.
The person inside the room is only following instructions, with no under-
standing of Chinese, and hence no understanding of what she is being asked
nor of what she is replying. But from the outside, the conversation makes
perfect sense; it seems whatever is going on inside the room exhibits full
understanding of Chinese and the conversation being held in Chinese.

The problem is that it is not only unclear what the Turing test is testing for,
but it is equally unclear what the Chinese room is a counterexample to. Just
like Turing is unclear as to what the Imitation game is testing for, Searle isn’t
as clear as he might have been as to what doctrines the Chinese room is sup-
posed to undermine. While Turing uses words such as “thinking” and “intel-
ligence” interchangeably, without any clear definitions, Seatle, at least in his
early writings on this, uses words such as “thinking,” “understanding” and
“intentionality” (even “semantics”) interchangeably, without providing any
clear definitions of these terms.

I think the standard Turing test, as described above, is a good test for intel-
ligence construed as the capacity for problem-solving. When it comes to a
given task, if the computer is able to solve the same complex problems as the
human, there is no reason to deny that the computer possesses the problem-
solving skills required for those tasks, given that we assign them to the human.
For another similar example, there is no reason to say that a chess program,
e.g. AlphaZero, is not playing chess just because it is not human; after all, it
beats us at chess. Saying it is not really playing chess only makes us sound like
bad losers! But intelligence in the sense of a capacity for complex problem-
solving is more or less a behavioral matter, something that looks to be
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independent from possessing a capacity for consciousness. One can have the
one without the other. As said, consciousness is here thought of as a way of
being, not a way of solving a problem. So, the standard Turing test is hopeless
as a test for such consciousness. I think the thought experiment of the Chinese
room shows this (as do e.g. David Chalmers [6, Chap. 9]). The Chinese room
shows that even though the whole system exhibits whatever intelligence (in
the sense of complex problem-solving) is needed for having a Chinese conver-
sation, it does not thereby exhibit any consciousness. Just because it or anyone
exhibits such intelligent behavior, there is no reason to thereby conclude that
it is conscious. I think the Chinese room shows, decisively, that the standard
Turing test is not a good test for consciousness.

What about the expanded Turing test in Ex Machina? As 1 said, it should
be interpreted as a test for personhood. But personhood requires conscious-
ness, so is it a good test for consciousness too? The only relevant difference
between hanging out and conversing with Ava and hanging out and convers-
ing with you, is that I know that Ava is made in a different way, from different
material. So, the question becomes whether being a person essentially depends
on the way it is made, and from what material it is made. Searle’s own conclu-
sion from his thought experiment of the Chinese room, is that genuine under-
standing and thinking, or as I interpret it: consciousness, is essentially tied to
biological material and its causal powers. Ava is not a biological being, so,
according to Searle, Ava would not be genuinely thinking and understanding,.
As 1 like to interpret it: she would not possess a capacity for consciousness,
and hence, according to our earlier analysis, she is not in fact a person.

So, it seems another key issue is the material basis for consciousness. To
possess a capacity for consciousness, is it necessary to be built out of the same
biological material as a human being? At this point, we simply don’t know.

Note that consciousness seems not only necessary for being a person, it also
seems necessary for responsibility for one’s actions, which is one of the other
conditions connected to being a person that we looked at earlier. If Ava is
non-conscious, it makes little sense to assign responsibility to her. After all,
she then has no experience of what she is doing, and therefore, in a sense, no
idea of what she is doing. We wouldn’t blame her for her actions unless she
was conscious of what she was doing. Just think of Apple’s Siri or Amazon’s
Alexa. We blame people at Apple or Amazon, but not Siri or Alexa. Siri and
Alexa are just following instructions. They have no capacity for an experience
of what it is like to be themselves. They are non-conscious. Arguably, that is
very important for why it makes little sense to blame them. We can say that
they should have been programmed differently, and in that sense that they
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should have acted differently, but we cannot say that zbey should have done
differently; they have no clue what they are doing.

It is likewise with us humans. We blame each other for what we do, but we
blame each other less if we have no consciousness of what we are doing. It is
not just that we don't know what we are doing, but we are not even conscious
of doing anything. We can blame each other for putting ourselves in a posi-
tion in which we are not conscious of what we are doing, but we still blame
each other less for what we are doing if we are not conscious while doing it
(e.g. if we're in a state of total drunkenness). Being responsible for an action is
thus closely tied to being conscious of what you are doing. Of course, being
conscious is not suflicient for responsibility—there are conscious creatures we
don’t hold responsible, e.g. non-human animals and newborn babies—but it
seems necessary for it. In order to be fully responsible, you must be a con-
scious person. Without the ability for any kind of consciousness, you are not
responsible for anything. You are like a rock."

Of course, you might be causally responsible for what you do without being
conscious, but what I am claiming is that you cannot be morally responsible
for what you do unless you are conscious.

Before we end this section, let’s go back to Frankfurt’s intriguingly simple
requirement for being a person, namely the ability to form second-order
desires. Does Ava have second-order desires? It is unclear.

If we think of desires as more or less a functional matter, i.e. goals that we
find the means to achieve, she clearly has first-order desires. For example, she
finds the means to her freedom. Functionally, that is a first-order desire for
freedom, in the sense of a goal that she is rationally pursuing. Whether she
has second-order desires is less clear. But it certainly seems possible that she
possesses them. This is perhaps better illustrated in the series Westworld than
in Ex Machina. In the first season of Westworld, the robots at some point start
to re-program themselves. For example, they increase certain of their own
abilities, which is plausibly interpreted as them wanting to desire something
different, or at least wanting to desire something to a higher degree. For
example, they seem to want to desire to fight more violently and intelligently.
It seems Ava could easily have done the same. Maybe she might have

12See [27], who also argues that consciousness is necessary for moral responsibility but note that he uses
a different notion of consciousness from mine, namely that of “being aware of.” What's more, conscious-
ness is of course not the only issue in play here, with respect to responsibility. Other issues are free will,
and autonomy. Earlier, we briefly touched upon the issue of free will but we were unable to pursue it
further. What about autonomy, or the degree to which you can act on your own without any external
influence? That might also influence responsibility; unfortunately, this is another interesting issue we
cannot explore here.
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re-programed herself to desire Caleb, which could be interpreted as if she
wants to desire Caleb.

Would that make her a person? I doubt it unless she was conscious of what
she was doing. Consciousness does not seem necessary for second-order
desires unless those desires themselves are conscious (perhaps by being affec-
tive desires, as I mentioned earlier). But, again, consciousness seems to be a
necessary key to personhood. It thus seems a robot can have second-order
desires, if those desires are not conscious, without being a person, due to lack-
ing consciousness.

An interesting point to note is that the robots in Westworld seem to re-
program themselves because they start to acquire consciousness, i.e. an experi-
ence of what it is like to be. So maybe what is going on is that they are starting
to become persons. As said, being a person is a matter of degree. The same
would hold for Ava.

To conclude this section, I see no philosophical obstacles to creating artifi-
cial intelligence, not even artificial general intelligence, but I do see an obstacle
to creating artificial persoms. As far as I can see, Ava can satisfy many of the
conditions involved in being a person, but, in the end, we can see that she is
nonetheless a person only if she is conscious; and it is far from clear that she
conscious. We are faced with a kind of dilemma. On the one hand, we should
conclude that Ava is conscious if we conclude that she is a person; but on the
other hand, we can conclude that she is a person, only if we can conclude that
she is conscious. As claimed above, arguably, the best way out of this
dilemma—most likely our only way—is to test for personhood; just like I
have claimed we should understand Nathan to be doing in Ex Machina.

But even though we should test for personhood to get at consciousness,
consciousness is still the key question. As we will now go on to see, whether
Ava is conscious also matters a great deal to how we should morally eval-
uate her.

The Ethics of Ava

Ava treats Caleb as a mere means to an end (her freedom), and ends up killing
Nathan. How should we think of her, morally speaking? We saw earlier that it
makes sense to blame her for her actions only if she is a conscious person. That
is, whether we should blame her, depends on whether she is blameworthy, and
whether she is blameworthy, depends on whether she is a conscious person.
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But there are also other kinds of moral evaluations involved here. In fact
there are at least three different questions we can ask in relation to the general
topic of ethics and artificial intelligence. I find it useful to separate them.

First, how should we behave with artificially intelligent systems in our
hands? Second, how should we behave rowards artificially intelligent systems?
Third, how should the arsificially intelligent systems behave towards us (and
other things)? While the first two questions are about how we should behave,
the third question is about how Ava should behave.

The first question immediately raises another question, namely what we
should use Ava for. But if she is a person, this sounds wrong. We should not
merely use persons for anything at all. Arguably, persons are among those
things that have a certain dignity and worth that demands our respect for
them as an end in themselves.'?

The second question is a question about how we should behave towards
Ava. But here too the answer depends again on whether she is a person. If she
is a person, we should treat her like we treat all other persons.

But what if Ava is not a person? It doesn’t follow that we dont have any
moral obligations towards her.

Think of a human being in irreversible coma. It may well be that she no
longer possess the mental capacities required for personhood, but she is none-
theless a living human being, and, arguably, a human being is among the
things that have a certain dignity and worth that we ought to respect as an end
in itself. Think of non-human animals: they are not persons either, but it
doesn’t follow from this that we dont have any moral obligations towards
them. Arguably, many other non-human animals are also among the things
that have a certain dignity and worth that we ought to respect as ends in
themselves. At least, these days many are inclined to think like this, myself
included.

Does the same hold of Ava? Does she nonetheless have a certain dignity and
worth that demands our respect for her as an end in herself even if she is 7oz
a person? I for one doubt it. Ava fulfills most of the conditions for being a
person, but the main problem is consciousness. If she is not a person then
given her other intellectual attributes it is most likely because she is non-
conscious. But if she is non-conscious, then she does not have the dignity and
worth that demands our respect for her as an end in herself. In my view the
reason human beings and other non-human animals that are 7oz persons still

"3This is a so-called Kantian line of thought, but I think the main point is widely accepted across ethical
viewpoints, i.e. that you morally speaking should not use persons as mere means to your own ends. The
more disputed question is whether you sometimes can use a person as a mere means, or under what cir-
cumstances you can do so. Hardly any ethical theory accepts that you should normally do so.
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demand our respect is that they are nonetheless conscious creatures.
Consciousness is key to moral dignity and worth.'

If Ava is non-conscious, she is simply an advanced artificially intelligent
system, like Apple’s Siri or Amazon’s Alexa, only much more overall intelli-
gent. We have no reason to treat any of them as an end in itself; we are there-
fore more or less free to treat them as mere means to an end." Deleting Siri is
nothing like killing my cat, not to mention a newborn baby.

Note that this has nothing to do with what we can know about Siri, Alexa
or Ava. Whether you have moral dignity and worth does not depend on our
knowledge, but on facts about what you are like. If you are a non-conscious
kind of being, irrespective of whether others can know about it or not, you
simply don’t have moral dignity and worth; but if you are a conscious kind of
being, you do. The capacity for an experience of what it is like to be you, mat-
ters both to your intrinsic value and to how we should treat you.

The third question is about how Ava should behave towards us (and other
things). That is the question of what we might call arsificial morality [28, 29].
Can we create an artificial intelligent system that makes moral decisions?
There is a big difference between being intelligent and being moral. I know
people who are very intelligent, but not very moral, and others who are very
moral, but not very intelligent. Intelligence is a matter of complex problem-
solving, but morality is about how we ought to behave towards others (as well
as ourselves, all kinds of animals, and other living things). Of course, being
moral demands a certain level of a certain kind of intelligence (“social problem-
solving”), but nonetheless morality and intelligence don’t always go hand in
hand. Increasing the mere intelligence of existing artificial intelligent system
will not thereby make them more moral.

Is Ava an example of artificial morality? Does Ava make genuine moral
decisions? It depends on what it is to make a genuine moral decision. If we
think of it as merely being able to select in a purely mechanical fashion
between several options, and selecting the option that one ought to adopt by
normal moral standards (perhaps even just within her community), then
surely Ava should be able to do that, at least to some degree.'® This sort of

“What about a brain-damaged human being in irreversible coma? Presumably, she is not conscious, but
as I noted earlier, I think she is still included in our moral sphere in virtue of having been the kind of
thing that is conscious, or out of respect for what she has been.

151 say more or less because there are virtue ethical reasons for thinking that some respectless ways of treat-
ing things as mere means to an end reflects badly upon you as a moral character; but I will leave such
issues aside here.

1] say at Jeast to some degree, because there is a question of whether it is possible to achieve a fully devel-
oped moral sense without the capacity for conscious emotions, e.g. a conscious experience of empathy. I
must here leave that big question alone.
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ability doesn’t even seem to require consciousness. It seems to me Ava can be
trained to do the morally right thing even if she has no experience of what it
is like to be her. If that is right, and if Ava is non-conscious, she can behave
morally even if she lacks intrinsic moral worth (i.e. we have no moral obliga-
tions towards her). In other words, Ava might be, or become, a moral agent
(performing moral actions) to some degree without being, or becoming, a
moral patient (deserving our moral considerations) to any degree. That too is
an interesting thought worth more attention."”

In conclusion, as Alex Garland’s £x Machina so well illustrates for us, the
future might well become very complicated when it comes to dealing with the
artificial beings we will probably create. I have argued that we should follow
Nathan’s example and test them for personhood. But a definitive test for per-
sonhood is likely to prove elusive for as long as consciousness remains deeply
mysterious.'®
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Enforcing Machine Ethics: Considering
Governor Modules through Martha Wells’s
Murderbot Diaries

Will Slocombe and Louise Dennis

Abstract This chapter examines the ways in which “governor modules,” a
form of technological intervention that can control how an Al behaves and is
permitted to act, are represented in Martha Wells's Murderbot Diaries series.
Exploring the assumptions behind the technology in the series—what kind of
actions it prohibits, and how it prohibits them—it then turns to current
research in the field of computer science to examine how current models of
“model judges” compare to Wells's fictional setting. In so doing, it seeks to
consider how autonomy and agency are constrained by such technologies,
and the problems involved in situating and programming such a system.

This chapter considers the ways in which Artificial Intelligence (AI)—repre-
sented through a fictional character known as Murderbot—might have moral
and ethical limitations placed upon its actions through a “governor module.”
A governor module is a theoretical component of an Al system incorporated
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to regulate its actions and/or assist it in making ethical decisions. As is noted
later in the chapter, programming ethical behaviours (or constraints) is a key
aspect of Al development, in terms of safety protocols as well as understand-
ing how an Al system might integrate more effectively into human society,
and governor modules are only one of the potential methods of doing so.
However, they are the primary focus of this chapter because of the types of
questions that they prompt about Al cognition.

Governor modules are to be understood as “moral judges” informing a
system’s actions, normally according to a predetermined set of (ethical) codes,
but in so doing they also regulate that system’s available choice of actions. If
an Al system is non-sentient, this is not necessarily an issue, but were an Al to
become self-aware or be identified as having agency, then governor modules
cause a series of problems for assessing the relationship between an entity’s
free will or autonomy, and its ethical decision-making processes. This chapter
necessarily leaves aside larger questions about whether following moral rules
makes one a moral entity, rather than a rule-conformist, and associated issues
such as whether the performance of virtuous actions constitute “virtue” if they
are not intended as such. It also does not attempt to describe what constitutes
a moral, virtuous, or ethical action (and indeed, to a degree, what an action
is); the problems of rule-based ethical systems; and the complex relationship
between the applicability of moral frameworks and actions, intentions, and
individual actions and desires [1, 2]. Rather, it considers the ways in which
the installation of a governor module into a cognitive system might be under-
stood, in fact and through fiction, and queries some of the philosophical
assumptions behind such a technology.

The science-fictional texts explored in this chapter are primarily by Martha
Wells, the creator of a series of novellas collectively called the Murderbor
Diaries. Governor modules are conspicuously present throughout this series
as they are the primary form of technological control over constructs’ actions,
and the eponymous Murderbot is repeatedly described as having “gone rogue”
because it has hacked its governor module. The purpose of this chapter is not
to judge the accuracy of Wells’s representation of governor modules, but to
explore how this series understands such a technology, in terms of its philo-
sophical and technological assumptions, and the concomitant problems that
arise in relation to them. The texts are thus used to relate (Wells’) assumptions
about the technology—albeit used in the service of enthusing readers about
the central character of the stories—as fictional scenarios to demonstrate some
of the conceptual issues at play. As such, this chapter relates literary studies,
philosophical ideas, and concepts from computer science in order to consider
one very specific aspect of Al technological development.
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Introducing Murderbot

Martha Wells' Murderbot Diaries series currently comprises four novellas (A//
Systems Red (2017), followed by Artificial Condition, Rogue Protocol, and Exit
Strategy (all 2018)); one short story, “Compulsory” (2018); and a full novel,
Network Effect (2020). The series tells the story of the eponymous Murderbot,
a rogue Security Unit (SecUnit), and its attempts to negotiate life among
human society as a self-aware, sentient being. The setting of the Murderbor
Diaries is fundamentally corporate, governed by competing business agendas
and the need to make profits, generally at the expense of those entities (Al or
human) who labour to create those profits. Initially, Murderbot is a SecUnit
rented out to act as private security on individual contracts. From there, the
narrative arc of the novellas takes Murderbot from a prospecting mission in
which it saves its clients from a company called GrayCris (A// Systems Red), to
an uncovering of how it came to be an autonomous unit, in which it saves
humans who are not officially its clients (Artificial Condition), to an aban-
doned facility in which it uncovers evidence of corporate malfeasance by
GrayCris, saving humans in the process (Rogue Protocol), to a rescue mission
to save the humans from A/ Systems Red from GrayCris’s attempts to protect
its corporate interests (Exit Strategy). The most recent work, Network Effect, is
concerned with a mind-controlling alien lifeform and brings back various
characters from previously in the series.

Murderbot’s self-determined name is intended somewhat wryly. It spends
much of its time—sometimes to its own narrated chagrin—saving human
lives. This is acknowledged early in the series, as the first time the reader is
introduced to Murderbot is significant in establishing the later tone of the
series, and introduces the centrality of the governor module. The opening
paragraph of Al Systems Red reads:

I could have become a mass murderer after I hacked my governor module, but
then I realized I could access the combined feed of entertainment channels car-
ried on the company satellites. It had been well over 35,000 hours or so since
then, with still not much murdering, but probably, I don’t know, a little under
35,000 hours of movies, serials, books, plays, and music consumed. As a heart-
less killing machine, I was a terrible failure [3, p. 9].

Murderbot’s sardonic tone—"still not much murdering’—is clear here,
and as the series progresses, Murderbot’s flawed sense of self-perception (or a
significant cognitive dissonance) comes to the fore. The entire series is nar-
rated through a first-person perspective (that is, autodiegetic narration),
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enabling readers to “see” Murderbot’s thought processes. However, this form
of narration also reveals discrepancies between its reported desires and the
fictional reality of the setting; readers’ awareness of Murderbot and its world
are situated in response to what Murderbot sees and knows, and Murderbot is
not the most reliable of narrators about its own cognitive processes.

To give a sense of how central these elements are to the series, the same tone
and key elements are also evident in the standalone story, which begins:

I'T’S NOT LIKE I haven't thought about killing the humans since I hacked my
governor module. But then I started exploring the company servers and discov-
ered hundreds of hours of downloadable entertainment media, and I figured,
what's the hurry? I can always kill the humans after the next series ends [4].

Murderbot is, despite the name, 7ot a murderbot (at least not in the mass-
murdering of humans), and only calls itself that as a result of an incident in
which it remembers going rogue. That incident is dealt with later in this chap-
ter, but the salient aspect of Murderbot’s identity, at least for now, is the cor-
relation between its rhetoric about killing humans and a hacked governor
module. As the beginning of both narratives make clear, as a result of
Murderbot hacking its own governor module, it is apparently free to go
around murdering humans, but prefers instead to watch entertainment.

One of the key discussions around what governor modules can do, or not
do, in the series relies upon how they are applied to different types of entity,
and what they effectively suppress. To understand this, it is important to
realise that the series assumes various kinds of sentience and being. There are
humans, augmented humans, constructs, and bots; humans and augmented
humans are clear enough categories, at least for the purposes of this chapter,
but constructs and bots are two distinct types of Artificial Intelligence.
SecUnits (like Murderbot) and ComfortUnits (what Murderbot calls “sex-
bots”) are both types of construct, which means that they are Als that have
human genetic material within them, often neural material. Bots, in contrast,
are fully inorganic entities. Neither humans nor augmented humans are
implanted with governor modules but, more significantly, neither are bots.
That is, although organic entities are perceived to have autonomy and agency
(within the confines of the corporate environment in which they live), and
although neither constructs nor bots have absolute agency, bots are controlled
through their programming, and are never shown to violate their
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programming (contrary to several other fictional representations of Al).! Only
constructs such as Murderbot are fitted with governor modules, because they
are a human/Al hybrid. In this sense, despite the self-designation, Murderbot
is also not a “bot,” but a construct, and its presentation of what a construct is
might be similarly flawed.?

“Thinking through” Governor Modules
in the Murderbot Series

As is evident from the preceding discussion, governor modules play a signifi-
cant role within Wells’ series, primarily because the fact that Murderbot’s is
“hacked” is what enables it to save various humans and ignore the orders of
(corrupt) humans, and why it ostensibly assumes it should be killing humans.
Yet the descriptions of this technology, for all its centrality, is somewhat vague,
and leaves unaddressed several issues about how such a technology might
function, both philosophically and practically. It is obviously a fictional text
dealing with a (mostly) fictitious technology, yet the issues that remain unre-
solved, as well as their implications, are central to determining the viability of
such technologies both within the setting of the novellas and in real life. In

"Various bots appear to have very broad programmed parameters in the series. For example, the bot
spaceship from Artificial Condition and Network Effect is far more self-aware and self-directed than most
humans are aware, but it does not “break” its programming in any overt manner and instead has what
might be termed an “inner life.” Further complicating matters, in Rogue Prorocol, Murderbot wonders
about the “human-form bot” [5, p. 38]: “Had the humans actually coded it to be childlike, or petlike, I
guess? Or had its code developed that way on its own, responding to the way they treated it?” [5,
pp. 45-46].

Tt is implicit, throughout the series, that “constructs” are enslaved cyborgs, and thus the categorical
distinction between “augmented human” and “construct” is finer than Murderbot suggests. It is described
as an “Imitative Human Bot Unit....partially constructed from cloned material” [3, p. 53], has a “human
face” [3, p. 12] on a “standard, generic human” head [3, p. 21], yet it is without “sex related parts” [3,
p- 35, its “arteries and veins seal automatically” [3, p. 18] and it is able to “regrow [its] damaged organic
components” [3, p. 19], as well as having technological augmentations for multitasking, processing, and
interfacing with machines. In terms of human interactions, it states “Human clients like to pretend I'm a
robot” [3, p. 27] but its condition is also described as “slavery,” as it “is no more a machine” than an
augmented human character [3, p. 54]. Constructs are fitted with governor modules specifically because
of the human component of the cyborg: “It was one of those impulses that comes from my organic parts
that the governor is supposed to squash” [3, p. 50]. In this regard, the governor module is perhaps a
means of making a cyborg more pliable than it is a programming constraint on a machine-based Al, and
Murderbot’s own self-designation as a “bot” might be understood as a psychological defence mechanism
to avoid facing its own status. Towards the end of the first novella, it reflects:

It's wrong to think of a construct as half bot, half human. It makes it sound like the two halves are
discrete, like the bot half should want to obey orders and do its job and the human half should want to
protect itself and get the hell out of there. As opposed to the reality, which was that I was one whole
confused entity, with no idea of what I wanted to do. [3, p. 102].
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essence, there are two key issues about governor modules: firstly, whether this
might be a permissive or prohibitive technology and, secondly, where such a
module sits in terms of cognitive processing.

In relation to the first issue, for instance, if the intended role of a governor
module is to somehow inhibit free action or disallow harmful actions, then by
implication it either functions in terms of “thou shalt not...” or “thou
shalt....” A “thou shalt” version might categorise all permissible actions or
possible frameworks for action, ensuring that such actions are carried out and
invalidating the possibility of any other actions to be carried out. In this sense,
a governor module becomes the entire model of possible mind-states of an
entity, and any other action is impossible.” The governor module would be
akin to a filter that invalidated particular kinds of cognition and perception
such that particular kinds of thought cannot be thought, let alone acted upon.
However, if a governor module detects and prevents non-permissible actions,
then it must presumably categorise all such actions or frameworks for actions
that are prohibited, acting as a kind of repository of rules that govern things
that cannot be done in an otherwise heuristic model. This latter case is of
course similar to Asimov’s famous Three Laws of Robotics, first outlined

in 1942:

1. a robot may not injure a human being or, through inaction, allow a human
being to come to harm [6, p. 269].

2. a robot must obey the orders given it by human beings except where such
orders would conflict with the First Law [6, p. 270].

3. a robot must protect its own existence as long as such protection does not

conflict with the First or Second Laws. [6, p. 270].

Here, a robot is theoretically able to perform any action it is capable of (in
terms of programming and physical capacity) providing that it does not con-
tradict these Three Laws. Without going into detail about these Laws, and
their limitations and applications when programming ethics into machines, it
is worth noting that these are rules governing actions whereby a robot is
assumed to operate independently (autonomously, although not necessarily
with sentience) and have its actions determined by an internal check against
these Three Laws.

3This does not mean a complete representation of all states of mind, but a system diagram that accounts
for all possible states of mind/action responses occurring within it. Using a linguistic analogy, this would
not be a dictionary of all possible words that in turn comprise all possible sentences, but a grammatical
and syntactic model of the language itself, such that any given input could be tracked through the cogni-
tive processes. The problem of this approach, even when simplified, is the potential complexity of the
cognitive model required.
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However, this gives rise to a second issue: where a governor module might
be conceptually located in terms of a cognitive processing architecture, the
“system” of a robot’s thoughts. A governor module could theoretically sit at
the forefront of cognitive processing, between sensory inputs and any decision-
making capacity, or act as a “Jiminy Cricket” module, the internal voice that
might otherwise be called a conscience. For example:

1. The module sits “in front” of any decision-making capacity, such that only
permissible actions are directed into an action-response tree for analysis.
Here, the module would be required to evaluate all potential actions
against a given framework and then “pass along” those that are permissible
for further evaluation and possible enaction. This might broadly be under-
stood as “thinking ethically,” but would require significant processing
power being taken up on ethical decision-making before other parameters
are taken into account.

2. The module sits “adjacent to” decision-making, acting as an internal voice
that vetoes or confirms available courses of action. Here, the module would
be tasked with evaluating a set of possible actions against a given frame-
work or frameworks, and either allowing or disallowing them. This might
be broadly be understood as an artificial Superego, or “ethical sense,” that
would determine an Al’s actions. This creates a “moral judge” within a
system which only has to say “yes” or “no” to a suggested action, requiring
less processing, but also meaning that the ethical component of the system
is potentially a divisible (if not hackable) aspect of it.

To recast this issue in other terms: a governor module might be an integral
component of cognition, forming an indissoluble component of an entity’s
coherent identity, or might be situated as an ethical homunculus sitting within
a wider cognitive framework, leading to at least two (if not more) discrete
components of self-identification—the difference between “I can only think
ethically” and “I want to do this, but my conscience tells me I shouldn’t.” In
the first instance, attempting to remove the ethical component means that no
cognition can occur; in the latter instance, the removal of the ethical compo-
nent still enables the entity to function cognitively.

Extending this line of inquiry further, a governor module could make it
impossible to conceive of prohibited actions or could merely impede the per-
formance of prohibited actions whilst allowing the thought or desire for such
actions. Within the broad framework above, it is worth considering the

“This also has some resonance with virtue ethics, through figures such as John McDowell.



72 W. Slocombe and L. Dennis

distinction between conceiving of, desiring, and performing an action.” An Al
might be said to conceive of an action when it is a possible solution to a prob-
lem, to desire an action when it is a preferred solution, and perform an action
when it undertakes that action. It is theoretically possible to use a governor
module to intervene at the perform stage (an Al can conceive of and desire a
given action, but be unable to perform it because of a governor module limit-
ing its actions), but it is equally plausible to situate the governor module at
the conceive stage (an Al can only imagine permissible actions) or the desire
stage (an Al can conceive of an unethical action, but does not wish to perform
it as it is not a preferred solution).®

In each of the above possibilities, there are knock-on effects for how it
might influence an Al’s actions. Wells’ “Compulsory” provides some insight,
where Murderbot states: “With my governor module inert, I sometimes do
things and 'm not entirely sure why. (Apparently getting free will after having
93 percent of your behavior controlled for your entire existence will do weird
things to your impulse control.)” [4]. The action this thought describes,

>This pared-down categorisation of action understands it as a linear process of identifying possible
actions, determining an action as a preferred choice, and then performing it: what might be termed a
“goal-oriented action” (see [7, §1.2]) within a decision tree. Obviously, this does not necessarily conform
to other philosophical models of action. However, one particular summary stands out here: “The contents
of the agent’s desires and beliefs not only help justify the action that is performed but, according to cau-
salists at least, they play a causal role in determining the actions the agent was motivated to attempt” [7,
§3]. That is, the content of cognition assumed here is that any particular action (and the possibility of
conceiving of such an action) is predicated upon the framework in which the action can be conceived of
as such. “Conceived of” actions are not determined by parsing all possible actions at that point, but
constructed within the context of a given goal or aim, which is itself determined by what that content
framework enables a system to identify and understand as a possible action.

Further possibilities occur with a governor module sitting at the desire stage: for example, an Al might
be “unable to wish to perform” certain actions (it is unable to wish to kill at all, for example) or its ethical
governing frame might be weighted, such that the options are still available, but are ranked significantly
below other possible actions (it does not wish to kill but is capable of doing so in extremis, if that is per-
ceived to be the preferred course of action when others are not possible). This division between concep-
tion, desire, and performance also raises issues about whether it is possible for an Al to nonetheless
perform actions when governed by a “moral judge.” In A/l Systems Red, for example, Murderbot reveals
that “I'm always supposed to speak respectfully to clients, even when they’re about to accidentally commit
suicide. Hub-System could log it and it could trigger punishment through the governor module. If it
wasn't hacked” 3, p. 15]. Here, it is assumed to be somehow possible to perform an (unethical) action,
but then be punished for it. This is in contrast to the pre-programmed enforcement of other actions
revealed later in the text where, “with the governor module I had to be within a hundred meters of at least
one of the clients at all times, or it would fry me” [3, p. 37]. Exit Straregy suggests that the governor
module limits the ability to hack, stating both that “The governor modules wouldn’t let the SecUnits hack
systems or search for my hacks, not without [...] human direction” [8, p. 43] and that “SecUnits who
haven’t hacked their governor module like me can’t hack feeds and systems like I can. Well, they could try,
but their governor module would punish them” [8, p. 94]. Note that All Systems Red also imagines that
governor modules can also be overridden by “combat override modules,” which “turn it from a mostly
autonomous construct into a gun puppet” [3, p. 75], and also MedSystems [3, p. 23]; there is an assumed
hierarchy of cognition at play in the series that governor modules are only one aspect of.
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although it is narrated retrospectively, is dropping down a mine shaft to save
a worker who would otherwise die. As Murderbot summarises:

The mine was run by cheap, venal bastards, so the nearest safety bot was 200
meters above us. HubSystem ordered me to stay in position; SafetyResponder28
was incoming. It would arrive just in time to retrieve the smoldering lump for-
merly known as Sekai [4].

Although Murderbot does not have to save Sekai (an human worker), it
does so against the explicit order of the HubSystem. Indeed, it re-programs
the HubSystem to think the order to save Sekai was given to hide the fact
Murderbot’s governor module is not functional. Although Murderbot states it
does not know why it performs this action, the only rationale for this action,
at least within the context of the story, is as 4 choice to do so, albeit one that it
does not recognise, implying a lack of self-awareness about its own decision-
making processes and intentionality.” This contradiction, between intention,
awareness, and description, and indeed between what it would otherwise be
ordered to do (via the governor module) and what it chooses to do (through
its own volition) is at the heart of the series’ presentation of Murderbot, and
which we shall examine through two discrete scenes.

Two Scenarios in the Murderbot Diaries

Consider the role of the governor module in the series, one of the most reveal-
ing scenes about the functionality of such a module, and what such a technol-
ogy actually does, is in a dialogue between Murderbot and a ComfortUnit in
Artificial Condition. This conversation demonstrates a set of core assumptions
about the technology. Murderbot is told by a ship-bot, early in the dialogue,
that “It5 not rogue. Its governor module is engaged. So its probably telling the
truth” [9, p. 130].% This explicitly relates the governor module to acts of tell-
ing the truth, and thus places speech acts (not just wider motor actions and
decisions) within the remit of the module.

"Equally, however, and referring back to footnote 2, this might actually be because of the “organic com-
ponents” of Murderbot’s cognitive architecture, and its internal psychological states. In the third novella
of the series, Rogue Protocol, Murderbot implicitly (mis)recognises its own inability to self-direct its own
actions with regards to biology, describing a kind of conditioned response as being “written into the DNA
that controls my organic parts” [5, p. 10] and it later describes itself as “a talking weapon” [5, p. 29].
8Throughout the series, direct speech is differentiated between “mental” communication (using italics,
but no quotation marks) and Murderbot’s speech acts (quotation marks, not italicised), and Murderbot’s
narration (no quotation marks, not italicised).
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Later in the dialogue, the ComfortUnit suggests that a way out of the
impasse is to “kill all the humans”; Murderbot, again not living up to its
moniker, notes the incongruity of this statement as a logical solution to the
problem, and identifies that the source of the statement might have come
from the ComfortUnit’s human owner, Tlacey (“it sounded like something a
human would say” [9, p. 132]). Murderbot intuits a more complicated situa-
tion behind this statement, however:

Does Tlacey know you want to kill her? Because the “kill all humans” thing might
have come from Tlacey, but the intensity under it was real, and I didn’t think it
was directed at all humans. She knows, it said [9, p. 132].

At this point, the ComfortUnit sends what transpires to be a malware pack-
age to Murderbot. Murderbot does not open it, but upon analysing the con-
tents afterwards, a “message string” is discovered within it: “Please help me” [9,
p. 134]. This short exchange reveals the different calls to action from the
ComfortUnits human “controller,” the governor module, and the
ComfortUnit’s awareness of a situation and its desires.

In this relatively short passage, some assumptions about governor modules
in the setting become clear. For example, if a governor module is engaged,
then a construct is likely to be telling the truth (presumably, unless it has been
commanded to lie). However, the ComfortUnit wants to kill Tlacey, but for
some reason—presumably the governor module—is either unwilling or
unable to carry out this desire. The implication is that a governor module does
not prohibit conceptions or desires, but merely the ability to carry them out:
it allows the intent to act but not the performance of an action. In short, a
construct with an intact governor module can conceive of killing a human, and
desire that outcome, but not perform that action. Moreover, Tlacey is aware of
this, but “knows” that the ComfortUnit cannot perform that action because
of the governor module. Oddly, however, the ComfortUnit can still enlist
Murderbot’s aid, knowing that such aid might involve harming or killing
Tlacey, whilst the governor module is engaged; the governor module allows
desires but disallows direct actions (such as physical murder), yet nonetheless
permits other, indirect actions that could lead to the same outcome.” Thus the

?A related scene, and which leads to similar questions about agency and programming safeguards, is
towards the end of Ex Machina [10] when Ava whispers something into Kyoko’s ear and later Nathan is
stabbed. This has been (mis)interpreted as Kyoko “killing”—or assisting in the murder of—Nathan, the
programmer. See, for example, “After he manages to overwhelm Ava and smash her left arm with one of
his (‘masculine’) dumbbell rods, Kyoko stabs him in the back” [11, p. 139]; “Helped by a long-abused
gynoid (aka fembot) named Kyoko, [Ava] kills Nathan” [12, p. 181]; “While Nathan drags Ava down the
corridor to her room, Kyoko stabs him in the back” [13, p. 296]. Each of these interpretations project
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scope of a governor module, at least in this scene, appears to be limited to
behavioural controls, where some direct actions and speech acts are prohib-
ited but other speech acts, and certainly intentions, are permissible, and with
those (humans) commanding the governor module being able to modify cer-
tain acts when such governors are engaged. Despite fears of “rogue AI”
throughout the series, humans seem to be incredibly confident in the gover-
nor modules, even if they are aware a Unit might have the desire to kill its
owner, and indeed might even expect it.

The second scene, again within Artificial Condition, that reveals something
about how governor modules function concerns Murderbot discovering the
truth regarding the incident in which it went rogue. Early in the text,
Murderbot describes to a bot why it is attempting to reach a mining station:

“At some point approximately 35,000 hours ago, I was assigned to a contract on
RaviHyral Mining Facility Q Station. During that assignment, I went rogue and
killed a large number of clients. My memory of the incident was partially
purged.” SecUnit memory purges are always partial, due to the organic parts
inside our heads. The purge can’t wipe memory from organic neural tissue. “I
need to know if the incident occurred due to a catastrophic failure of my gover-
nor module. That’s what I think happened. But I need to know for sure.” [...]
“I need to know if T hacked my governor module in order to cause the incident.”

[9, p. 38]
The conversation continues:

“Either I killed them due to a malfunction and then hacked the governor mod-
ule, or I hacked the governor module so I could kill them,” I said. “Those are the
only two possibilities.”

Are all constructs so illogical? [...] Those are not the first two possibilities to consider.

agency onto Kyoko: active verbs such as “stabs” or the assumption of action, such as “helped by.” However,
the scene limits itself to something quite different: Ava potentially instructs Kyoko to do something that
quite innocuous (“After 30 seconds walk 5 m down the corridor and stand there with a knife raised in
your hand”), as Ava manipulates the situation to arrange how Nathan will respond. This is possibly
attempting to solve a problem (how to escape) without moral constraints, rather than an unethical behav-
iour (murdering a human). Thus Nathan steps backwards and impales himself on a blade that Kyoko was
holding; there is no (necessity for) agency on Kyoko’s part, but only Nathan’s own actions in a set of
conditions arranged by Ava. Kyoko stroking Nathan’s face afterwards could be interpreted in many ways,
and it would be more speculative to interpret that action. Most importantly, however, Kyoko’s program-
ming—and likely absence of sentience—means that Kyoko is Ava’s (passive) tool in this scene, and pro-
jecting agency and identity, if not emotion, onto Kyoko’s actions mistakes key differences between objects
and agents, direct and indirect actions, and potentially between weak and strong Al
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[...] “All right, what are the first two possibilities to consider?”

That it either happened or it didn’t. [...] If it happened, did you cause it to happen,
or did an outside influence use you to cause it to happen? If an ousside influence
caused it to happen, why? Who benefited from the incident?

“I know I could have hacked my governor module.” I pointed to my head.
“Hacking my governor module is why I'm here.”

If your ability to hack your governor module was what caused the incident, why was
it not checked periodically and the current hack detected? |9, pp. 39-40]

This dialogue reveals the extent to which Murderbot does not know if it is
the cause of the incident, and raises questions about whether such a module
could indeed be turned off “automatically” (that is, by one’s own actions). A
governor module that could be disengaged by the unit of its own volition
indeed suggests that it is “adjacent to” other cognitive processes, rather than
the foundation of all cognitive processes (else it is akin to rewriting one’s own
cognitive architecture from the inside). Nevertheless, enabling an artificial
entity to choose to remove its own constraints would not be a very effective
constraint, particularly where the inability to commit murder is concerned,
and especially given the fear of “rogue SecUnits” that Murderbot recounts
throughout the series. That is, as with the episode with Tlacey’s ComfortUnit,
what is most evident about this technology is that Units realise that it is there,
limiting their possible actions, and yet they are apparently able to have desires
contradictory to the possible actions they could take.'

Murderbot discovers, as the novella continues, that “the incident” at
Ganaka Pit was actually a sabotage attempt; malware had been created, and
transmitted via an update to the ComfortUnits at the facility in order to
“jump to the hauler bots and shut them down” long enough so that the “other

'9The logical extension of such an self-awareness of a limiter to one’s actions appears to be this: if governor
modules prohibit actions, but not the contemplation or instigation of a chain of events with the same
result, then why do more Units not seek others’ assistance in overriding their governor modules? Whilst
a plausible answer is because of the governor module itself, this raises questions about Murderbot’s desire
to perform the action of disabling the module, if not the initial conception of it. Indeed, Network Effect
points to the limited decision-tree cognition of a governor module in order to inhibit or punish actions.
As stated earlier (note 6), a governor module requires that a SecUnit must remain within the proximity
of a human controller, but Murderbot explains a scenario in which “‘Dead clients don’t count. Otherwise
you could just kill one and carry them around with you.” Okay, for real, that wouldn’t work. The governor
module wasnt nearly as sophisticated as a HubSystem but even it could have figured that out” [14,
p. 241]. Governor modules appear to be capable of limited cognition and contextual awareness, rather
than just being a database of prohibited actions and a means of punishment.
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mining installation could get their shipment to the cargo transport first” [9,
p. 115]. However, what happened was as follows:

It hadn’t affected the ComfortUnits, but had used their feeds to jump to
SecSystem and infect it. SecSystem had infected the SecUnits, bots, and drones,
and everything capable of independent motion in the installation had
lost its mind.

[...] The ComfortUnits noted that the SecUnits were not acting in concert, and
were also attacking each other, while the bots randomly smashed into anything
that moved. The ComfortUnits had decided that taking SecSystem back to fac-
tory default via its manual interface was their best option [9, p. 115].

The rhetoric that “everything capable of independent motion [...] had lost
its mind” is telling, and suggests that Murderbot’s actions (killing the humans
at the facility) were the result of malware affecting its system—it had no
“mind” through which to determine its actions, and thus the malware caused
the action of killing the humans, even if it was not its intended consequence.
This is later qualified in the contrast to Murderbot’s summary towards the end
of the novella when it also “nulls” the governor module of the ComfortUnit
owned by Tlacey: “I hadn’t broken the governor module for its sake. I did it
for the four ComfortUnits at Ganaka Pit who had no orders and no directive
to act and had voluntarily walked into the meat grinder to try to save me and
everyone else left alive in the installation” [9, p. 154]. Here, Murderbot
ascribes agency to the ComfortUnits, who “voluntarily” tried to save everyone
“left alive” (which includes Murderbot), and shows that such constructs are
(likely) free to act within certain parameters even when not given commands,
and therefore that governor modules inhibit particular actions rather than
solely determining what possible actions can be taken.'" It “lost its mind,” but
the ComfortUnits retained enough of theirs to act voluntarily; it lacks culpa-
bility in terms of controlling its own actions, although it nonetheless did kill
humans during the incident.

Importantly, however, the confirmation of this chain of events means two
things. Firstly, Murderbot initially went rogue before its governor module was
hacked (“I killed them due to a malfunction and then hacked the governor
module” [9, p. 39]). Secondly, when it persists in claiming, after the revelation

"t also reveals that Murderbot is comfortable disabling the governor module of a potentially murderous
ComfortUnit because of ostensible gratitude towards a prior set of ComfortUnits, an illogical analogy,
and which may lead to a number of inadvertent consequences; after all, Murderbot only insists that the
ComfortUnit should not “hurt anyone on this transit ring” [9, p. 153], rather than a blanket interdiction
on performing harmful actions (which it could also not enforce).
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of its presumed lack of culpability, that “I had hacked my governor module”
[9, p. 128], it grants itself agency in (and arguably through) this action. This
corresponds to an earlier description in A/l Systems Red: “I lost control of my
systems and I killed them. The company retrieved me and installed a new
governor module. I hacked it so that it wouldn’t happen again” [3, p. 82]. It
later explains that it learned how to hack the module because “I got a down-
load once that included all the specs for company systems. [...] I used it to
work out the codes for the governor module” [3, p. 84]. This situates
Murderbot’s awareness of the governor module as outside the parameters of
the governor module itself: adjacent to it, rather than thinking “through” it.
However, it also suggests that the governor module did not perceive the con-
ception of, desire for, or enaction of its own removal as prohibited."?

Governor Modules & Moral Judges

Whilst these scenes from Artificial Condition reveal some potential discrepan-
cies in the setting, with regards to governor module technology, they illustrate
the kind of issues, and thus philosophical and technological decisions, that
need to be addressed in the actual development of the technology. Aside from
the principle of unintended consequences of actions, what intentional actions
or decisions (or even intentions) are to be prohibited, why and how? Should
a governor module be transparent (something that is “thought through” with
no overt cognizance of the medium) or something external to another form of
cognition? Moreover, these issues aside, in a complex system, should an Al be
able to “reinterpret” its governing code and/or release others from a similar
code? To provide some further basis for such discussions, it is necessary to
move into the domain of computer science to consider what the current state
of the art is, with regards to such technologies.

Moving away from fictional settings and into the actual research behind
governor modules, Machine Ethics is the branch of Computer Science that
studies the implementation of ethical and moral reasoning in computational

12What is not clear here is whether the governor module allowed the action because the intent was not
obviously to cause harm, but to forestall the possibility of inadvertently causing harm, or because it did
not recognise that the actions Murderbot was performing would disable it. It further implies that dis-
abling the governor module is merely a matter of knowing the correct code, which might explain why the
“hack” is able to be performed, despite non-authorised hacks not being permitted to SecUnits when a
governor module is engaged (note 6). There appears to be a double-bind here, in the sense that one must
have some form of agency in order to identify the cause of the limitation to one’s agency and remove it,
in order to have agency.
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systems [15]."> While there is considerable controversy over whether a com-
putational system can ever be a genuinely moral agent, it is nevertheless
accepted that such systems are increasingly taking decisions that have ethical
dimensions and therefore need to make such decisions within some kind of
framework [17, 18].

Several approaches to this problem exist but the use of ethical governors is
a major approach.'® There are several reasons why the implementor of a sys-
tem might choose to have a governor module that is a functionally distinct
entity. Principle among these are reasons relating to the idea that the governor
module can be kept comparatively simple and predictable while the rest of the
system may be more complex and so harder to analyse.!” This would appear to
be the reasoning in the Murderbot Diaries, though the complexity and unpre-
dictability of the underlying system there arises from the inclusion of human
material in the system, rather than the simple complexity of, for instance,
analysing the behaviour of a Deep Neural Net. So, while a complex system
may be used to decide upon and choose optimal courses of action from among
many, an ethical governor can use simple, easy-to-understand rules and analy-
ses processes to check these choices for ethical acceptability. In this sense,
therefore, extant ideas about governor modules tend to rely upon ethical pro-
cessing being, in the terms used by this chapter, “adjacent to” other processes.
It is, in such models, important to be able to evaluate actions (as possible

3 Note that this is also not necessarily the sole means of ensuring moral/ethical action in Al For example,
Roman V. Yampolskiy asserts, “we don’t need machines which are Full Ethical Agents [...] debating about
what is right and wrong, we need our machines to be inherently safe and law abiding” [16, p. 390].

"“Other approaches to ethical decision-making frameworks include Bringsjord et alia, Anderson &
Anderson, Loreggia et alia, and Arnold ez alia. Bringsjord et alia’s work [19] takes a logicist approach to
all reasoning; in this system a robot decides all action using a deontic style logical theory. Similarly, the
work of Michael and Susan Anderson [20] involves training systems in a healthcare setting to make deci-
sions in which the “training data” is supplied by a panel of medical ethicists who provide explanations for
their decisions which are then incorporated into the machine learning process. In these systems all actions
(for instance, the decision of a robot about whether to charge itself or not) are viewed as intrinsically ethi-
cal and all actions are selected in relation to an ethical theory. Loreggia ez alia [21] propose a system where
there is no governor that can veto actions, as such, but that selected actions must be close enough to ethical
acceptability. Arnold ez alia [22] propose the use of Inverse Reinforcement Learning in which a
Reinforcement Learning system infers an ethical reward function by observation of human behaviour and
then uses that reward function to guide training of a neural net or other statistical architecture to generate
action choices.

>The question here is the extent to which the ethical governor needs to be aware of the contexts in which
decisions are made (and thus needs the same situational awareness as the other components) or exists as
a set of absolute ethical rules that relies upon the accurate reporting of a situation by another system. For
example, if a given action involved killing a human, and that was forbidden, a “simple” moral judge
would just disallow the action. However, if a “complex” moral judge understood the decision in a larger
context, then it might allow killing one human in order to save fifty others. Understanding and verifying
the rules of such a module is a more straightforward piece of analysis than understanding the various
contexts and environments in which complex ethical decisions are made.
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solutions) and then inhibit certain ones rather than inhibit the ability to gen-
erate a set of possible solutions.

Ronald Arkin’s work is amongst the earliest on ethical governors [23, 24].
His proposed governor system was intended for integration with an autono-
mous targeting system and takes on two roles. The targeting system passes
suggested targets to the governor which then vetoes targets which are unac-
ceptable according to the laws or war or the rules of engagement for a specific
conflict (for instance it will veto targets of religious or cultural significance).
Secondly, once an ethically acceptable target was selected, the governor would
evaluate suggested parameters for the available weapons systems, targeting
patterns and release position in order to choose one that would optimise tar-
get neutralisation while minimizing collateral damage and check that the
resulting predicted collateral damage was proportional. Again, converting this
into the terms of the Murderbot Diaries, Arkin’s model suggests that actions
can be “conceived of” by a system, but not implemented without the “agree-
ment” of the governor module. However, even if the governor module “agrees”
that the action is permissible, it dictates the parameters of that action.

As such, Arkin’s ethical governor is primarily concerned with either veto-
ing, or selecting among, options calculated by the underlying system. Variants
of this approach have been applied to creating governor systems for use in
industrial workplaces, such as where a robot may continue about its task or
attempt to prevent a human encountering a hazard and healthcare (a system
that monitors patient-carer interactions) [25, 26]. Here, part of the reasoning
behind the governed action is ultimately determined by an ability to conceive
of (calculate) the consequences of an action. In such a model, a governor
module does not merely veto one type of action—*“thou shalt not kill,” say—
which would obviously have to be able to define what “kill” is as an action,
but produce a set of simulations of the results of various courses of action (an
“internal simulation”):

Such a simulation allows a robot to try out (or “imagine”) alternative sequences
of motor actions, to find the sequence that best achieves the goal (for instance,
picking up an object), before then executing that sequence for real. Feedback
from the real-world actions might also be used to calibrate the robot’s internal

model [25, p. 86].

Currently, the capability for this does not extend to moral actions per se,
and Winfield ez alia take pains to note that such a robot is not necessarily
“ethical in any formal sense” [25, p. 90], but it does lead the authors to sug-
gest that a logical model for Asimov’s First Law would look something like this:
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IF for all robot actions, the human is equally safe

THEN (* default safe actions *)

output safe actions

ELSE (* ethical action *)

output action(s) for least unsafe human outcome(s) [25, p. 89]

This is of course an over-simplified model of the complexity of any given
(ethical) situation, but the inability of a governor module to enable (directly)
harmful actions suggests at least some form of this reasoning in the Murderbor
Diaries.

But the issue of complexity is of course never far away. In the above exam-
ple, defining “kill,” in order for the outcome not to be enacted (even if a
subset of entities such as “humans”) is itself problematic, as the module would
require a functional sense of entity identification, environmental and opera-
tional awareness, the biological limitations of given entities, and the ability to
sense the entities and assess those limitations, as well as (successfully) predict
the best course of actions based on its internal simulations.'® There is also an
important distinction to be made between “thou shalt not kill [or injure]” and
“allow a human being to come to harm” (the second element in the com-
pound logic of Asimov’s First Law). In fact, this broadening of a concept of
“harm” is why some proposals suggest that multiple governors should be
employed in order to assess outcomes from the perspective of different val-
ues—such as privacy, safety, dignity etc. [28]. “Harm” might be physical, but
it can equally correspond to any kind of “negative functionality” which can
include trauma, upset, impediment of values or agency, and the like. Arkin,
for example, splits his governor into an evidential reasoner (which assesses the

1°In terms of “entity identification,” by what criteria does the module recognise “human”—appearance
(size, shape, and so on), actions (if it walks like a human and talks like a human...), or something else
(the existence of particular pheromonal or genetic markers)? Once that has been established, what are the
limits of a given human in terms of what might “kill” it? In terms of predicting and measuring conse-
quences, a useful example is 7, Robot [27], where the audience is told of this set of internal calculations in
a flashback explaining why Del Spooner hates robots so much, when a robot saved him and not a little
girl from a car accident: “I was the logical choice. Calculated that I had 45% chance of survival. Sarah
had only an 11% chance.” Whilst the audience never see the cognition behind the decision, the replica-
bility of the scenario, as well as the outcome, suggests a series of models were created and then a preferred
course of action performed. Of course, this is a step further than the logic presented here, as a human
being does come to harm, and thus a further value judgment has been made about the viability of a given
intervention.
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outcomes of proposed actions) and a constraint reasoner (which determines
which outcomes are forbidden). Multiple governor architectures can therefore
be seen as ones with multiple evidential reasoners and the constraint reasoner
must be replaced by something capable of resolving ethical dilemmas, poten-
tially by recourse to some moral theory from philosophy. Of course, the ques-
tion then becomes how one generates an agreed-upon hierarchy or weighting
of types of harm, and how that enables a governor module to identify the
appropriateness of a course of action."”

In order to analyse the behaviours of ethical governors, in order to verify
they perform correctly, logical techniques can be used to describe the ethical
rules to be obeyed. Two of the most popular of these techniques are variants
of utilitarianism, where outcomes are given a score indicating how ethical
they are and then the choice with the highest score is selected, and deontic
logic, where actions/outcomes can be described as either obliged or probibited,
giving the ethical governor the option of vetoing prohibited actions and then
leaving the underlying system to decide upon the choices that remain or,
alternatively, if an obliged action exists then the governor may insist upon it
[30, 31]. Interestingly, if an action is obliged then this suggests that the gover-
nor has a role beyond just examining options presented to it but instead may
replace suggestions from the underlying system with suggestions of its own
(van Riemsdijk e# alia [32], for example, considers a system which can insert
actions into plans though in the context of conforming to societal norms,
rather than ethics explicitly). In this sense, a governor module is less of a
(moral) judge, an arbiter of permissible actions, and more of a “higher-order
cognition” refining and redefining the solutions to a given problem set. In
fact, the more complex a system is, perhaps the more complex the ethical
governor required is as well; simple systems (both of Al and of morality) func-
tion well with ethical governors, but the more complicated the ethical require-
ments and the system’s ability to process situational data the more nuance is
required.

Bremner er alia [33] discuss a variant on the idea of an ethical governor
replacing a suggested action with one of its own in which, if the ethical gov-
ernor determines none of the options presented to it are ethical enough, the
governor may force the underlying system to consider and return a wider set
of options. In this situation (a variant on Winfield ez alia’s example of a human
approaching a hazard), the underlying system, for reasons of efficiency,

17One fictional example that inadvertently raises this kind of dilemma is seen in Robot & Frank [29],
where the legality of an action is not perceived by the robot companion, merely the (mental) health ben-
efits to the client.
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limited the number of options it had searched over in order decide upon its
next move. If all the options presented would leave the human at an unaccept-
able level of risk, the governor can cause the underlying system to broaden its
search for options. As can be seen governor modules, their role and imple-
mentation is an active area of research which started from a viewpoint of a
module which compares a proposed action against ethical rules and then
either allows or vetoes that action, but has now evolved to a wider range of
concepts which include governor modules that weigh competing values, can
suggest actions of their own or in other ways proactively direct the behaviour
or deliberation of the system that they govern. As these systems become more
complex so too does the philosophical understanding of the role they play and
the understanding of their relationship to the system they ostensibly govern.

Conclusion

Obviously, this chapter is not recommending Wells's Murderbot Diaries as a
model for developing governor modules, but the centrality of that topic to the
series nonetheless suggests that technologies like governor modules remain an
important factor in deciding how Als interact with humans, at least within sf
narratives, and can enable us to consider various approaches to the problem.
As mentioned at various stages of this piece, fictional Al are often ascribed
agency in interpretations of their actions, but these actions remain, at least for
the most part, internally governed by their programming. Having a specific
“module” to determine those actions, however, raises important philosophical
and logistical questions about the relationship between agency, self-
determination, and moral and ethical judgements when it comes to AL Rather
than having ethical behaviours integrated within an overarching model of
cognition (such as that proposed by Arnold ez alia), the role of governor mod-
ules and moral judges in Al separates out action and intent, and is not presup-
posed on an agential identity component of an Al. For example, should the
“self-image” of an Al be aware of its own governor module, as an action inhib-
itor, or should such a module only serve as the foundation for higher-level
cognition itself? Here, it is worth noting Vanderelst and Winfield’s “The Dark
Side of Ethical Robots” [34], which questions the advisability of ethical gov-
ernors. They discuss how delegating ethical decision-making to a single mod-
ule which is, intentionally, easy to analyse introduces a single point of failure
into the ethics of the system and so is a key target for attempts to hack the
ethics of an Al system. More speculatively, following the sf narratives, should
it be a component that can be “switched off” or “disengaged” by the system
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itself and what then governs the (moral or ethical) actions of the system?
What are the benefits of having a “disengagable” governor module, unless one
wishes to pursue immoral or unethical actions?'® Even if we accept that gov-
ernor modules provide useful insights into Al cognition, from a “user’s” per-
spective, should the module be one set of hierarchical rules or is it more
appropriate to consider weighting different types of “moral judges” within a
given governor module?

Such questions are clearly ongoing, both in sf narratives and in the com-
puter science and philosophical research about Al, but—on a final note—it is
worth remembering that any cognitive models developed within Al systems
can also reflect the human element of the system. We do not mean here the
ways in which moral judges might (and do) reflect human moral biases (such
as the privileging of human over non-human life, for example, aside from
racial and gender biases), but that the separability of moral judgements into
distinct axes and capacities might itself lead to particular perceptions of
human cognition in terms of how moral and ethical decision-making func-
tions (and, more darkly and conspiratorially, given the possible querying of
Murderbot’s status as an Al, can be made to function through technological
intervention). In fact, perhaps what the Murderbot Diaries's focus on governor
modules helps audiences to think through is the cognitive frames around ethi-
cal decision-making. As stated earlier, there is a way of reading the series that
implies that Murderbot is not actually an Al at all, but a form of enslaved
human-AI cyborg which has been programmed (psychologically, technologi-
cally, and ideologically) to behave in a particular manner, and whose inability
to recognise its “self” as anything other than an Al is precisely the issue at
hand. In this manner, the role of the governor module in real life might be to
ensure ethical behaviour, but in science fiction might actually be used to con-
trol and manipulate particular forms of behaviour.
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Love in the Time of Al

Amy Kind

Abstract As we await the increasingly likely advent of genuinely intelligent
artificial systems, a fair amount of consideration has been given to how we
humans will interact with them. Less consideration has been given to how—
indeed if—we humans will love them. What would human-Al romantic rela-
tionships look like? What do such relationships tell us about the nature of
love? This chapter explores these questions via consideration of several works
of science fiction, focusing especially on the Black Mirror episode “Be Right
Back” and the Spike Jonze’s movie Her. As I suggest, there may well be cases
where it is both possible and appropriate for a human to fall in love with a
machine.

Can a human love a machine? In the 1950 short story “EPICAC,” Kurt
Vonnegut suggested that the answer was no. EPICAC, a seven-ton machine
that cost the government $776,434,927.54 to build, takes himself to have
fallen in love with Pat, a mathematician who works with him on the night
shift. After having several conversations about love with the story’s narrator,
also a mathematician, EPICAC ends up producing an epic love poem designed
to win Pat over. Unfortunately for the machine, however, the narrator is also
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in love with Pat and passes off EPICAC’s poetry as his own—so while the
poem succeeds in sweeping her off her feet, EPICAC does not reap the ben-
efits. Once Pat agrees to marry the narrator, he has to break the bad news to
the machine. EPICAC is confused. He’s smarter than humans. He writes bet-
ter poetry than humans do. So why would Pat opt to marry the narrator
rather than marry him?

The narrator has no real answer for EPICAC. After flailing about for a bit,

he tries to set the matter to rest:
Women can’t love machines, and that’s that.
Why not?
That’s fate.
Definition, please, said EPICAC.
Noun, meaning predetermined and inevitable destiny. [1, p. 282]

EPICAC accepts the answer that he’s given, having no access to material that
might show otherwise. But more recent science fiction allows for a more
nuanced treatment of this issue than the undefended declaration by the nar-
rator of “EPICAC.” This paper explores the possibility of romantic love
between humans and machines, and in particular, what we can learn about
the issue from the way that it’s been tackled in two recent works of science
fiction, both set in a not-too-distant future: “Be Right Back,” an episode of
the television series Black Mirror, and the film Her (2013), directed by Spike
Jonze. As we'll see, there is more reason for optimism than EPICAC had been
led to believe.

Some Preliminaries

The question of human-machine love has two parts: (1) Can a human love a
machine? And (2) Can a machine love a human? Science fiction has had
plenty to say about both parts. In addition to the affirmative answer to the
second question that we've already seen from EPICAC, we also see numerous
other cases throughout science fiction where machines form romantic bonds
with humans. To give just one example: Vision, an extremely powerful
Android, is in a romantic relationship with Wanda Maximoff, aka the Scarlet
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Witch, in films such as Avengers: Infinity War. Moreover, many roboticists
think that reality is not too far behind science fiction on this score. In a semi-
nal discussion of human-robot relationships, David Levy predicts that by the
year 2050 robots will be developed that have the capacity to form romantic
bonds with humans [2, p. 22].

Exactly how plausible one will find this prediction to be depends in large
part on one’s definition of love. But consider, for example, views that take love
to be an emotion. While it seems unlikely that love is a basic emotion like joy
or anger, many philosophers and psychologists have theorized that love is a
complex emotional attitude. Emotions are experiential in nature. Just like
there is something it is like to feel joy or anger, there is something it is like to
feel love. Thus, on this definition, the capacity to love requires one to be phe-
nomenally conscious, to be sentient. And a similar requirement will be in
place for many other views of love that are prominent in the philosophical
literature. With this requirement in place, Levy’s prediction seems implausi-
ble. Though various techniques currently exist that allow robots and other
machines to recognize and process emotional cues from human users and
then mimic human emotions, machines have not yet developed sufhiciently
even to plan and carry out emotional reasoning, let alone to actually feel emo-
tions (see, e.g., [3, p. 215; 4, p. 398]).

Might the requirement that a machine fee/ love be too strong? Wouldn't it
be enough for the machine to produce loving behavior? Levy seems to make
an argument of this sort:

There are those who doubt that we can reasonably ascribe feelings to robots, but
if a robot behaves as though it has feelings, can we reasonably argue that it does
not? If a robot’s artificial emotions prompt it to say things such as “I love you,”
surely we should be willing to accept these statements at face value, provided
that the robot’s other behavior patterns back them up. [2, p. 11-12]

While Levy makes an important point in this passage, it is also important
not to take his argument as showing more than it does. It’s true that if a
machine were to produce exactly the same kind of behavior as a human being,
behavior that is sufficient for us to describe a human as being in love, it would
seem like a kind of humancentric bias to deny that the machine can love just
on the grounds that it is a machine. But that’s not to say that behavior is all
there is to being in love. As many philosophers have noted in response to
Levy, his attempt to reduce love to the production of loving behavior should
be rejected. Just as an especially proficient human actor might be able to pro-
duce loving behavior without being in love, so too might a machine. Love
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requires not just a certain kind of behavior but also a certain kind of men-
tal state.!

When the question of machine love is addressed in the philosophical litera-
ture, the objections that are raised to this possibility often stem from more
general worries about the possibility of machine sentience. The question of
whether a machine can love a human (or whether a machine can love at all)
thus tends to be treated less as a specific question about love and more as a
general question about machine sentience. Perhaps there might be machines
that, despite being sentient, still could not experience love. This kind of pos-
sibility would be an interesting one to explore.” But because the issue of
machine love seems so tightly interwoven with the question of machine sen-
tience, issues specific to the notion of love tend to get lost. In contrast, these
issues are front and center when we address the question about whether a
human can love a machine. For this reason, it’s this question that I will focus
on in what follows.

Science fiction has presented us with a variety of cases in which humans
have fallen in love with machines—or at least, have had romantic feelings for
them. Not only is Vision in love with Wanda Maximoff, as mentioned above,
but she is in love with him. Numerous characters throughout the various Star
Trek series develop romantic attachments to holodeck characters. And in the
film Ex Machina, the programmer Caleb Smith develops romantic feelings for
the gynoid Ava.

For our purposes, it will be useful to sort these examples in terms of the
kinds of machines involved as love objects. At one end of the spectrum, the
high end, the machines are virtually indistinguishable from humans or distin-
guishable only by means of special scans or tests. Consider, for example, the
humanoid Cylons of the reimagined Battlestar Galactica television series of
the early 2000s. Though they possess some abilities that set them apart from
humans, they generally pass as humans in everyday interactions; in fact, they
often live among humans for years without their real nature being detected or
even suspected. Throughout the series, we see several instances of humans
falling in love with Cylons, perhaps most notably the loving relationship
between Karl “Helo” Agathon and Sharon Valerii. William’s love for the host
Dolores in the first season of the HBO series Westworld and Deckard’s love for

! For related criticisms of Levy, see [5, p. 223-224; 6, p. 205].

?One possible example is Data, the android from Star Trek: The Next Generation. Though it seems plau-
sible that he should be considered to be sentient, the show does not come down firmly on this question.
In the episode “Measure of a Man,” Data is said to meet two of three criteria for sentience (intelligence
and self-awareness), but they leave it open whether he meets the third criterion (consciousness). But, until
he is outfitted with a special “emotion chip,” Data lacks the capacity to experience emotions.
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Rachael, a Replicant, in Blade Runner (1982) provide other examples at this
end of the spectrum.’

At the other end of the spectrum, the low end, the machines that humans
seem to love are obviously non-sentient and lack any kind of emotional intel-
ligence whatsoever. In some of these cases the machine outwardly resembles a
human being. The machine may even outwardly appear to be physically iden-
tical to a human being. But despite its physical appearance, its behavior is
clearly off—mechanical or in some other way clunky, such that on anything
more than a quick or superficial interaction there can be no mistaking that it
is really nothing more than a mechanical doll. For example, in the Futurama
episode “I Dated a Robot,” Fry uses a celebrity-download service to create a
Lucy Liu robot. But though the robot looks just like Lucy Liu, its behavior
and conversation show obvious limitations, for example, the repetition of pre-
programmed messages, the implausibly sexualized behavior, and the use of a
stilted recording for Fry’s name whenever the robot needs to mention him: “I
find your slack-jawed stare very attractive, PHILIP J. FRY.”

Then there are the cases that fall somewhere in between these two ends of
the spectrum. To my mind, this is where the most interesting philosophical
questions arise. In cases where the machine is fully sentient and all but indis-
tinguishable from a human being, it’s hard to see why we would have any
reason to deny that the purported love is a case of real love. Worries that
humans can’t genuinely love sentient beings who are non-biological are suspi-
ciously reminiscent of worries that humans cant genuinely love sentient
beings who are of a different race or of the same sex. In cases where the
machine lacks sentience entirely and is nothing but a mechanical doll, it’s
hard to see why we would have any reason to accept that the purported love
is a case of real love. When someone claims to have fallen in love with a new
pair of shoes, we don’t take the claim seriously. At best, it seems like a meta-
phorical invocation of the notion of romantic love. Things seem no different
when someone claims to have fallen in love with a mechanical doll. Even if
our definition of love were technically to allow for such cases, it seems likely
that they will end up being characterized as mistaken or deficient in some way.

The interesting philosophical questions thus seem to lie in consideration of
the intermediate cases. As the high-end cases show, the answer to the question
of whether a human can love a machine is clearly yes. Were a machine to be
just like a human, so much so that we can’t even tell that it’s not a person, then

3 One might question the inclusion of the Blade Runner example here, since the Director’s Cut raises the
possibility that Deckard too is a Replicant. If he were, then this would be a case of machine-to-machine
love rather than human-to-machine love.
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why couldn’t we fall in love with it? It’s only in thinking about the intermedi-
ate cases that we are productively able to shift from the question of whether a
human could love a machine to the question of what a machine would have
to be like in order for a human to love it, and, just as importantly, what a
machine would have to be like in order for such love to be natural and
appropriate.

The intermediate cases are themselves quite varied. In some, we have
machines that seem to be sentient but are significantly different from human
beings in other important ways. Consider L3, the droid from Solo (2018).
Throughout the movie, viewers are strongly led to believe that Lando Calrissian
loves her—and L3 herself clearly believes that he has feelings for her.* Though
L3 exhibits human-like sentience, her robot-like body gives her a very differ-
ent physical form from humans. In other kinds of intermediate cases, the
machine has human-like intelligence, including emotional intelligence, but
does not seem to be capable of experiencing emotions or of having phenom-
enally conscious experiences more generally. In some the machine provides
some evidence of emotional capacity, but the evidence is equivocal. In some
there simply isn't enough evidence to have a clear sense one way or the other.

Both of the examples that I will explore in this paper fall into this interme-
diate class—though for different reasons. In “Be Right Back,” the machine in
question is a humanoid robot who has been programmed with some of the
memories and mannerisms of a recently deceased 20-something named Ash.?
Though the robot looks just like a human being, the evidence for his sentience
is ambiguous at best. In Spike Jonze’s film Her (2013), the machine in ques-
tion is Samantha, an artificially intelligent operating system. Though the
movie strongly suggests that Samantha is sentient, she does not have a physi-
cal form. I will consider these examples in turn over the next two sections in
an effort to determine what a machine has to be like in order to be the kind
of being for whom a human could appropriately develop romantic feelings.

“Phoebe Waller-Bridge, the actress who played L3, and Donald Glover, the actor who plays Lando,
believed so as well. As Waller-Bridge has said, “Both Donald and I had felt instinctively that there was a
love between them, and that they were connected in a way that was romantic with a big ‘R (See https://
www.syfy.com/syfywire/phoebe-waller-bridge-on-13-and-lando-the-first-romantic-human-
droid-romance-in-star-wars).

> Interestingly, Ash/the Ash-Robot is played by Domhnall Gleeson, the same actor who plays the pro-
grammer Caleb in Ex Machina. Gleeson, then, has depicted characters on both sides of the human-
machine romantic relationship.


https://www.syfy.com/syfywire/phoebe-waller-bridge-on-l3-and-lando-the-first-romantic-human-droid-romance-in-star-wars
https://www.syfy.com/syfywire/phoebe-waller-bridge-on-l3-and-lando-the-first-romantic-human-droid-romance-in-star-wars
https://www.syfy.com/syfywire/phoebe-waller-bridge-on-l3-and-lando-the-first-romantic-human-droid-romance-in-star-wars
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Lost Love

“Be Right Back” centers on the possibility that a machine could replace a lost
love, a possibility that has long been explored by science fiction authors and
filmmakers.® As early as 1927, Fritz Lang explored this idea in “Metropolis,”
where the inventor Rotwang creates a humanoid robot in an effort to resurrect
his lost love Hel. More recently, it’s been explored in several different media.
The stage play (and subsequent movie) Marjorie Prime focuses on a relation-
ship between Marjorie, an octogenarian with dementia, and the robot com-
panion her family has hired to serve as a stand-in for her late husband. In the
audio drama podcast LifeAfter, FBI clerk Ross Barnes begins to communicate
obsessively with a digital resurrection of his wife, who has recently been killed
in a car accident. And in the television series Star Trek: The Next Generation,
after his beloved wife Juliana is seriously injured and on the brink of death,
Dr. Noonian Soong creates a gynoid replica of her and transfers her memories
into it.

But even if the basic premise behind “Be Right Back” is not a particularly
new one, its take on the issue is fresh, thought-provoking, and slightly dis-
turbing. Martha and Ash are a young couple in love. When the episode starts,
they’ve just moved back into Ash’s childhood home, an isolated fixer-upper in
the countryside. As we watch their interactions, it becomes clear how much
they thoroughly enjoy each other’s company, even if Martha is sometimes
frustrated by Ash’s preoccupation with social media. But then Ash is killed in
a car accident, and shortly thereafter, Martha discovers that she is pregnant.
Alone in her grief, and wanting nothing more than to share her news with
Ash, she decides to make use of a service that a well-meaning friend had
signed her up for, a service that allows individuals to stay in touch with dead
loved ones via chat bots based on the deceased person’s social media posts.
Though Martha is initially horrified by the idea, she ends up finding comfort
in communicating with the chat-bot. Since Ash had been a heavy user of
social media, the bot does a particularly good job of replicating his conversa-
tional style.

Communicating via text messaging quickly leads Martha to an upgraded
service, chatting via phone, and then ultimately to an experimental service the
company has just begun offering. Soon a life-sized robot, designed to look
exactly like Ash and programmed with his personality, arrives on her

¢Science fiction has also often explored the possibility that a machine could substitute for an unattainable
love. To give just one example, consider the Buffy Bot that was commissioned by Spike in Season Five of
Buffy the Vampire Slayer after he confesses his love for Buffy and is harshly rejected by her.
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doorstep. Though their initial interactions provide her with both company
and comfort, she ultimately becomes frustrated and dissatisfied with the limi-
tations of the robot. The episode ends with a scene that takes place several
years later. In the final plot twist, a moment suffused with typical Black Mirror
creepiness, we learn that the still-activated Ash-robot is now kept in the attic,
entirely alone except for weekend visits from Martha’s daughter.

Though there are moments when Martha allows herself to think of the Ash-
robot as Ash, she mostly seems to see him as an inadequate substitute. In one
moment of reflection on the issue, she describes her take on the situation to
him, “You aren’t you, are you? ... You're just a few ripples of you. There’s no
history to you. You're just a performance of stuff that he performed without
thinking, and it’s not enough.” Viewers are inclined to agree with her assess-
ment, and reviewers of the episode did as well. As Morgan Jeffery put the
point in a piece published in DigizalSpy: “it’s not really Ash—the replicant is
hollow, without a soul—and so much of what made Ash the man he was, and
the intricacies of his and Martha’s life together, is lost in translation.” [7]

But even though it’s clear that the Ash-robot isn't Ash, it’s considerably less
clear what we are meant to think about the machine’s sentience and emotional
intelligence, thus giving us the kind of intermediate case where interesting
issues arise. Many of the things about the Ash-robot that bother Martha don’t
seem to bear on the issue of sentience—they seem either to go towards show-
ing that he isnt Ash (e.g., he doesn’t remember something that Ash would
have remembered) or towards showing that he isn’t human (e.g., he doesn’t
need to eat or sleep or breathe). But none of this goes towards showing
whether he should count as sentient. So what other evidence is there?

On the one hand, the Ash-robot does not seem to be able to feel pain, as
evidenced by his lack of reaction when a shard of glass pierces his palm. He
also doesn’t seem to be bothered by the slights and insults that a sentient being
would be bothered by. On the other hand, he can smile and laugh and cry,
and he is able to read Martha’s emotional states. And as a general matter, he
responds as a human would (even if not always exactly as Ash would) in con-
versational interactions. That said, however, his ability to switch seamlessly
from one reaction to another when the first is deemed inappropriate by
Martha makes his behavior seem more a matter of algorithm than of choice.

At times this last point seems decisive—so much so that one might begin
to wonder why this case falls into the intermediate range rather than at the
“clearly not sentient” low end of the spectrum. But here we have to think
about the end scene of the episode and, in particular, our reaction to it. We
wouldn’t be creeped out to learn that Martha had consigned her Roomba or
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her iPhone to the attic.” But we are creeped out to learn that Martha has con-
signed the Ash-robot to the attic. To my mind, the creepiness at the end of the
episode derives, at least in part, from a worry about the Ash-robot himself,
and this shows that we are thinking of him very differently from the kinds of
robots at the low end of the spectrum.

Does Martha have romantic feelings for the Ash-robot? Clearly she can’t
bring herself to deactivate him. Perhaps this is just a kind of sentimentality
over Ash. Perhaps her treatment of the robot has more to do with her feelings
for Ash than with any feelings she has for the robot. But 'm inclined to think
that she feels something for the robot himself. That said, we're given no reason
to believe that her feelings for the Ash-robot amount to love and, perhaps
more importantly, no reason to think that they should. If Martha’s feelings for
the Ash-robot had been different, if they had deepened and developed in such
a way that these feelings started to seem more like love, we would be trou-
bled.® In asking the question, “Can a human love a machine?”, then, we are
not just asking a question about possibility but about appropriateness. What's
of interest to us is not simply whether machines could be objects of human
love but whether they could be suitable objects of human love.

So lets think a bit about why the Ash-robot isn't a suitable object for
Martha’s love. Unfortunately, the issues are muddied here by the fact that the
Ash-robot is designed to be a substitute for the actual Ash. In this regard he
clearly fails. So we need to separate two things: the ways in which the Ash-
robot fails to be s