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Abstract In this chapter, we evaluate the Amazigh alphabets speech performance
through an interactive voice response (IVR) system based on the losses in the G711
and GSM coding schemes. To investigate the effect of voice coding on the speech
recognition rate, our designed system was trained to recognize the 33 Amazigh
alphabets by using 3 and 5 HMM states with different Gaussian mixture models
(GMMs) and the mel-frequency spectral coefficients (MFCCs) used to extract the
feature. The speech corpus contains a total of 15,840 alphabets recorded by 30
(15 male and 15 female) Amazigh native speakers. The proposed Amazigh speech
recognition system is based on the Carnegie Mellon University (CMU) Sphinx tools.
Our results indicate that the best system performance is found for the G711 codec,
3 HMM, and 16 GMMs.

Keywords Speech recognition · IVR · Telephony server · Asterisk server ·
Amazigh language

1 Introduction

In the last decade, modern human life was totally dependent on technologies such
as interactive voice response (IVR) systems which become a central data source
for natural language processing applications. Also, with the evolution of automatic
speech recognition (ASR) and natural language processing, several spoken dialogue
systems (SDS) appear in our lives as information assistants [1].

IVR is now a commonplace in different fields like medicine where Lieberman et
al. [2] investigate the ability to track the illness progression by using interactive
voice response technology. They developed a system which allows symptom
monitoring and as an adjunct to the treatment of chronic pain. On the other hand,
the authors investigate the possibility of conducting a high-quality survey about
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problematic alcohol and drug use in the general population based on Internet and
IVR technologies [3]. In addition, the IVR solution is used as a proactive outreach
for engaging the low-income relapsed smokers in a new treatment cycle [4].

Rose et al. [5] present the integration of the ASR system with VoIP-based
Asterisk PBX server. In their work, HTK is used with Asterisk server. IAX and SIP
protocols are utilized to make calls and communicate naturally. Aust et al. [6] have
created an automatic system that permits users to ask for train traffic information
using the telephone. This system connects 1200 German cities. The caller can
retrieve information talking fluently with the system which behaves like a human
operator. The important components of their system are speech recognition, speech
understanding, dialogue control, and speech output which is executed sequentially.
Bhat et al. [1] created the Speech Enabled Railway Enquiry System (SERES) which
is a system that permits users to get the railway information considering the Indian
scenario, as a case study to define issues that need to be fixed in order to enable a
usable speech-based IVR solution.

In another ASR study [7], authors have studied the classification of speech
communication channels using MFCC features and GMM-based ML classifier.
They utilize various databases from several sources to build and test models. Their
obtained accuracy is about 95%. The researchers have examined the robust speech
recognition in the GSMmobile environment. They are focused on voice degradation
due to the losses in the GSM coding platform [8, 9]. Basu et al. [10] have described
the real-time challenges of designing the telephonic automatic speech recognition
system. In their study, authors have used the asterisk server to design a system that
asks some queries, and the spoken responses of users are stored and transcribed
manually for ASR system training. In this work, the speech data are collected from
West Bengal.

Satori et al. [11] have created a system based on HMM (Hidden Markov
Models) using the CMU Sphinx tools. The aim of this work is the creation of
automatic Amazigh speech recognition system that includes digits and alphabets of
Amazigh language. The system performance achieved was 92.89%. In [12, 13], we
present our first experiment to integrate the ten first digits of Amazigh language
in an interactive voice response (IVR) server where the users use speech (ten
first Amazigh digits) to interact with the system. In general, the Amazigh speech
recognition for different fields was targeted by researchers [14–17].

In this work, we compare the VoIP Amazigh ASR system performance by
varying the values of their respective parameters as codecs, HMMs, and GMMs in
order to determine the influence of codecs on the system recognition rates. Also, we
aim to increase the recognition accuracy by varying the different automatic speech
recognition parameters for both speaker-independent and speaker-dependent.

The rest of this chapter is organized as follows: Sect. 2 presents an overview
of the VoIP system and protocols. Section 3 gives an overview of automatic speech
recognition system. In Sect. 4, Amazigh language is explained. In Sect. 5, Telephony
Amazigh speech recognition will be discussed. Finally, Sect. 6 is experimental
results. We finish with some conclusion.
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2 VoIP System and Protocols

VoIP (voice over Internet protocol) is a technology during the last decade. It
provides audio and video streaming facility on successful implementation in the
network.

2.1 Asterisk Server

Telephony Server Asterisk is an open source and a development environment
for various telecommunication applications programmed in C language. It pro-
vides establishment procedures enabling to manipulate communication sessions
in progress. Asterisk supports the standard protocols: SIP, H.323, and MGCP
and transformations between these protocols. It can use the IAX2 protocol to
communicate with other Asterisk servers [18, 19].

2.2 Session Initiation Protocol

The session initiation protocol (SIP) is a signaling protocol which is responsible
for creating media sessions between two or more participants. SIP was defined by
Internet Engineering Task Force (IETF) and is simpler than H.323 and adapted more
specifically for session establishment and termination in VOIP [20]. In our word,
SIP was used to create the user account and to assure internetwork communication.

2.3 Real-Time Transport Protocol

The real-time transport protocol (RTP) is an Internet protocol that allows transmit-
ting real-time data such as audio and video. RTP is a protocol which facilitates the
transport of data over a network in real-time applications. It is intended to be used
for applications such as audio and video conferencing, real-time systems control,
and unicast or multicast services [21].

2.4 Codec

The codecs are basically different tools of mathematical used for encoding or
compressing the analogue voice signal into digital bit streams and back. The various
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Fig. 1 Spoken dialogue system architecture

codecs are based on an algorithm of compression, data rate, and the sampling rate
[22]. The VoIP codecs used in this work are G.711-u and GSM.

2.5 Spoken Dialogue System

A spoken dialogue system (SDS) is an interactive computer system, where a
dialogue between the user and the computer is achieved [23]. The speech is received
by the system from the user, and the response is given as an action or information.
The spoken dialogue system architecture includes several components integrated
together such as telephony, speech technologies, and web technologies. The scheme
of spoken dialogue system is shown in Fig. 1.

3 Automatic Speech Recognition System

3.1 Speech Recognition

Speech recognition is the process of decoding the speech signal captured by the
microphone and converting it into words [24]. The recognized words can be used as
commands, data entry, or application control. Recently, this technology has reached
a higher level of performance. The applications of speech recognition are found
in several domains like healthcare, military, commercial/industrial applications,
telephony, personal computers, and many other devices. Figure 2 shows the speech
recognition system structure.
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Fig. 2 Speech recognition system

3.2 MFCC Features

The mel-frequency cepstral coefficients are used in stressful speech and speaker
recognition fields. These coefficients provide a high-level approximation of a human
auditory perception, and they play a mainly role in the voice identification. The
MFCC process details are explained in [25].

3.3 Hidden Markov Model

The Hidden Markov Model (HMM) [26] is a popular method in machine learning
and statistics for modeling sequences like speech. This model is a finite ensemble
of states, where each set is associated with a probability distribution. Transitions
among the states are governed by a set of probabilities called transition probabilities.
Markov models are excellent ways of abstracting simple concepts into a relatively
easily computable form. It is used in data compression to sound recognition. The
Markov Model makes the speech recognition systems more intelligent.

4 Amazigh Language

Before the implementation of a speech recognition voice response server system for
any language, it is necessary to have a preliminary study of this language. In our
case, we choose Amazigh which is a less-resourced Moroccan language. In the best
of our knowledge, this is the first IVR using this language. The Amazigh language is
widely spoken in a vast geographical area of North Africa. It is spoken by 28% of the
Moroccan population. Our work is based on the 33 alphabets of Amazigh language
which are consecrated by the foundation of the Royal Institute of Amazigh Culture
(IRCAM).
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5 Alphabets Speech Recognition

In this section, we describe our experience to create and develop a telephony
Amazigh voice recognition system-based alphabets using Asterisk server and CMU
Sphinx tools. Our experiments, both training and recognizing, were based on
CMU Sphinx system, which is HMM-based, speaker-independent and speaker-
independent, and continuous recognition system.

The system is created using Oracle virtual box tool on the host machine with
2 GB of RAM and an Intel Core i3 CPU of 1.2 GHz speed. The operating system
used in our experiment was Ubuntu 14.04 LTS.

5.1 Speech Preparation

In this section, we describe our speech recognition database. The corpus consists of
33 spoken Amazigh letters collected from 30 Amazigh Moroccan native speakers
aged between 16 and 50 years old. The audio data are recorded in wave format by
using the recording tool WaveSurfer [27]. Each alphabet is pronounced 10 times.
In our work, the database is partitioned to training 70% and testing 30% in order
to ensure the speaker-independent aspect. For the speaker-dependent aspect, we use
the same speakers in both phases training and testing.

5.2 Training Phase

In order to determine their optimal values for maximum performance, different
acoustic models are prepared by varying HMMs (3–5) and GMMs (8–16–32–64).
The wave recorded audio data is used in the training phase where the database
is partitioned to 70% training and 30% testing in order to ensure the speaker
independent aspect. In our work, we used a grammar file that includes the 33 isolated
Amazigh alphabets.

5.3 Telephony Recognizing Phase

Our idea is to acquire and process audio signals from the transferred audio where
the system was tested by coding audio data-based G711 VoIP audio codec. The
prepared system includes two major threads: a coding–decoding audio stream and
the alphabets speech recognition process.

In the first step, the audio is transferred via IVR service. In the next step, the
audio signal is split into frames, and the MFCCs are calculated for each of them.
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Fig. 3 The scheme of the telephony alphabets Amazigh speech recognition

Table 1 The training and testing data

Parameters Values Parameters Values

Sampling rate 8–16 kHz Token number 15,840
Number of bits 16 bits HMMs 3–5
Audio format WAV GMMs 8–16–32–64
Number of speakers—Training 21 Number of g711 coded samples 2970
Number of speakers—Test 9 Number of GSM coded samples 2970

These MFCCs are expressed with GMMs parameters and compared with the stored
database. The recognition rate for each alphabet was observed and recorded for each
experiment. Figure 3 presents the main telephony ASR system components.

In this work, The CMU-Cambridge Statistical Language Modeling toolkit is used
to generate language model of our system. Sphinx was utilized for the recognizer
implementation because it is free and has been applied by many researchers all over
the world.

6 Experimental Results

In order to evaluate the performances of the telephone ASR system, we train
our system by the uncoded voice and we perform three recognition experiments
(Exper1, Exper2, and Exper3). These experiments focused on testing the system
using different subsets of the Amazigh alphabets corpus. In the first experiment, the
system was tested by using the uncoded voice; the second experiment was working
on the Amazigh alphabets voice decoded by the G711 audio codec; and in the third,
the speech was decoded by using the GSM codec. More technical details about our
system are shown in Table 1. The recognition rate for each alphabet was observed
and recorded for each experiment. Our systems were trained using different HMMs
and GMMs. The numbers of HMMs were 3 and 5, and Gaussian mixtures per model
were 8, 16, 32, and 64. Table 2 presents the overall system recognition rate for
different parameters for speaker-independent and speaker-dependent systems.

In general, the best rates are obtained when the system is tested by speaker-
dependent speech using uncoded speech.
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In the case of Exper1, the speaker-dependent system reaches the highest rate
of 97.00% with 3 HMMs and 8 GMMs in comparison to the speaker-independent
system rate which is lower by 8.01% in the same parametrization.

Concerning the second experience, the recognition rates have witnessed a
decrease where the best rate for speaker-dependent amounting is 96.55% while the
speaker-independent dropped at 3.23%. The lower recognition rates are obtained in
the second experiment compared to the first experiment. That may be due to speech
coding which degrades the voice quality.

For the Exper3, the speaker-independent system recognition rates were 79.39,
82.19, 76.97, and 76.20% for 8, 16, 32, and 64 GMMs, respectively. For 5 HMMs,
the system performances were 78.28, 81.08, 75.86, and 75.08% for 8, 16, 32, and 64
GMMs, respectively. For speaker-dependent system recognition rates, the best rate
is 96.22 with a difference of 0.78% with the first experiment.

Also, it is noted that in the first experiment, the best and higher accuracy
was found with 3 HMMs and 8 GMMs. In the two last experiments, the system
performance was better for 3 HMMs and 16 GMMs but lower for 5 HMMs and 64
GMMs.

By comparing the obtained results, we found that the voice coding has an effect
on the recognition rates where a vast difference is observed between the rates
achieved by using uncoded speech and decoded speech. Probably the degradation
of recognition performance is due to the impact of data compression, transmission
errors, or bandwidth. Based on the voice codec results, we can say that the G.711
audio codec performs better than GSM codec.

7 Conclusions

In this chapter, the Amazigh ASR system via the interactive voice response service
was investigated using the sounds database corresponding to theMoroccan Amazigh
language. The designed system was implemented based on the IVR system and ASR
system. The results in this chapter compare the recognition performance of two
audio codecs G711 and GSM based on speaker-independent and speaker-dependent
approaches. The main aim of this chapter is studying the impact of data coding
on the Amazigh alphabets speech recognition performance. Our findings show that
the best performances for both speaker-independent and speaker-dependent are
85.76% and 96.55%, which were found by using the G711 codec with 3 HMMs
and 16GMMs.
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