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Preface

On behalf of the Organizing Committee, we are pleased to present the proceedings
of the International Conference on Green, Pervasive and Cloud Computing (GPC
2020), held in Xi’an, China, during November 13–15, 2020. The goal of GPC is to
establish a high-standard world forum for researchers and practitioners alike to share
their novel ideas and experiences in the areas of green computing and communications,
pervasive computing, and cloud computing. Previous editions were organized all over
the world: Taichung, Taiwan (2006), Paris, France (2007), Kunming, China (2008),
Geneva, Switzerland (2009), Hualien, Taiwan (2010), Oulu, Finland (2011), Hong
Kong (2012), Seoul, South Korea (2013), Wuhan, China (2014), Plantation Island, Fiji
(2015), Xi’an, China (2016), Cetara, Italy (2017), Hangzhou, China (2018), and
Uberlândia, Brazil (2019). Due to the devastating impacts of COVID-19, GPC 2020
was postponed to November 2020.

This year, the value, breadth, and depth of the GPC conference continued to
strengthen and grow in importance for both the academic and industrial communities.
The strength was evidenced this year by having a number of high-quality submissions,
resulting in a highly selective program. After the wide promotion of GPC 2020, we
received 96 submissions in total. Each of the 96 submissions received at least three
reviews. Among them 30 submissions were accepted as full papers (the acceptance rate
is around 30%); and 8 submissions were accepted as short papers (posters).

GPC 2020 was a great success due to many reasons. First and foremost, the Chinese
government took great efforts to cease the widespread of the coronavirus within its
borders, which made it possible to host GPC 2020 in China. Secondly, we greatly
appreciated the authors who submitted and presented their contributions in GPC 2020.
Thirdly, the Program Committee members and reviewers dedicated their time to the
advancement of knowledge. Without their hard work and guidance, the conference
simply would not have happened.

We hope you enjoy the conference proceedings.

November 2020 Zhiwen Yu
Christian Becker
Guoliang Xing
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Wavelet Analysis Based Noncontact Vital Signal
Measurements Using mm-Wave Radar

Luyao Liu1(B), Wendong Xiao1, Jiankang Wu2, and Shenglang Xiao3

1 School of Automation and Electrical Engineering, University of Science and Technology
Beijing, Beijing, China

17888841360@163.com
2 University of Chinese Academy of Sciences, Beijing, China

3 School of Computer Science and Technology, Xidian University, Xian, China

Abstract. Instantaneous physiological signal rates related to cardiopulmonary
activities are important indicators of human health assessment. Noncontact vital
signals detection using microwave radar is preferable due to its zero disturbance
to the subject. This paper presents a Wavelet Analysis (WA) based noncontact
heartbeat and respiration signals detection algorithm using millimeter Frequency
Modulated Continuous Wave (FMCW) radar. In WA, wavelet packet decomposi-
tion is applied to separate heartbeat and respiration signals from radar signal and
continuous wavelet transform is used for time frequency analysis. Comparison
experiments have been conducted with wearable devices on 10 subjects. Com-
pared with the measurement result of the reference sensor, the average absolute
error percentage is less than 2.0% and 3.5% for respiration and heart rate, respec-
tively. In addition, the proposed method improves the accuracy of vital signals
detection in comparison with Bandpass filter and Peak Detection (BPK).

Keywords: Heart rate · Respiration · Wavelet packet decomposition ·
Continuous wavelet transform · mm-Wave FMCW radar

1 Introduction

As one of the most significant physiology parameters in clinical diagnosis and disease
prevention, respiration and heart rate imply a lot of valuable information can be used for
diagnosis and prevention of some diseases. In fact, respiration and heart rate will show
strangeness before some diseases appear especially as early as 6–24 h prior to adverse
events such as Cardiac arrest [1]. There are many wearable sensors that are used to mea-
sure the vital sign rates, for example, electrocardiography (ECG), photoplethysmography
(PPG), and breath belt [2–4]. Although the measurement results are more accurate, these
sensors are inconvenient for some special patients suffering from empyrosis and burn
[5]. Fortunately, noncontact detection using radar has attracted more attention because
it has no any sensors attached to the body so that it can work in a noninvasive manner
and without load for patients. The method has a good application in many aspects for
example, sleep apnea monitoring, sudden infant death syndrome (SIDS) monitoring,
fatigue monitoring, in-hospital monitoring, and home healthcare [6].

© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 3–14, 2020.
https://doi.org/10.1007/978-3-030-64243-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64243-3_1&domain=pdf
https://doi.org/10.1007/978-3-030-64243-3_1


4 L. Liu et al.

FrequencyModulated ContinuousWave (FMCW) radar has unique advantages com-
pared with other radars. 1) As a mm-wave radar, some tiny displacements comparable
to the wavelength can be detected. The high sensitivity is good at detecting the chest
wall movement which is in mm order [7]. 2) FMCW radar has range resolution which
can be used to distinguish the reflections from different ranges [8]. 3) FMCW radar is
more robust so that it less affected by the noise [9]. 4) The FMCW wide-band radar has
the potential to have a small size, be light weight, consume low amounts of power and
enable real time processing [10]. In this paper, we choose a millimeter wave FMCW
radar operating at 77 GHz to detect vital signals.

In the separation algorithm of vital signals, bandpass filtering (BPF) has been pro-
posed to extract the respiration and heartbeat signals [11]. However, the method can’t
effectively separate the heartbeat signal from the respiratory harmonics because there are
frequencyoverlaps. In addition to traditional simplefilters, a double parameter leastmean
square (LMS) filter was used in [10]. Although the method can separate the vital signal
more accurately, it is only been verified in simulation and has not been used for actual
signal processing. In addition to the separation algorithm, there are many algorithms
which was used to acquire the rate of the respiration and heartbeat. Discrete Fourier
transform (DFT) is the most popular [7]. Although the DFT can obtain the rate of vital
signal, it has no way to get the vital signal rate varying along time. In the paper [6], the
peak detection method has been proposed to extract the rates of vital signal along time.
However, thismethod has higher requirements for time-domainwaveforms. Unless there
are obvious sharp peaks as ECG signals, otherwise the result is not desirable. Afterward,
in order to get the frequency variations along time, the short-time Fourier transform
(STFT) has been used for radar heartbeat detection [12], but it’s window cannot change
along frequency and time which limits the resolution of the algorithm.

In this paper, we combine wavelet packet decomposition with continuous wavelet
transform to show the feasibility and reliability of using an mm-wave FMCW radar for
noncontact physiological signs detecting with acceptable low errors. The rest of this
paper is organized as follows. Section 2 describes the model of FMCW radar signal.
In Sect. 3, respiration and heart rate estimation algorithm based on wavelet analysis is
described in details. Experimental equipment parameters and measurement results are
showed in Sect. 4. In the end, the conclusion is drawn in Sect. 5.

2 FMCW Radar Signal

For FMCW radar, the transmit (TX) signal is a sinusoid whose frequency increases
linearly with a positive slope of S and duration time Td from fmin to fmax as shown in
Fig. 1. (fmin and fmax is the start and end frequency respectively). This sweep in frequency
is commonly referred to as a “chirp”. A set of these chirps form a “Frame” which can
be used as the observation window for the radar processing. Bandwidth is the frequency
difference of fmax and fmin equivalently the product of slope and duration of the chirp.
The received chirp is a delayed version of the transmitted chirp with a delay of τ and it
can be down converted to a new signal using transmitted chirp as reference signal, the
signal is named as beat signal.
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Fig. 1. Transmitted and received chirp sequences

The transmitted chirp waveform can be approximately expressed as:

xT (t) = ATe
j
(
2π fmint+πSt2+φ(t)

)
S = B

Td
0 < t < Td (1)

with start frequency fmin, bandwidth B and slope S at the duration time Td . The received
radar signal is a scaled and shifted version of the transmitted signal given by:

xR(t) = αATe
j
(
2π fmin(t−τ)+πS(t−τ)2+∅(t−τ)

)
τ = 2R

c
τ < t < Td (2)

where τ is the round trip time of the wave, c is the light speed, R denotes the distance
to the radar. The transmitted and received signals are mixed to acquire the beat signal
which can be approximated as:

y(t) = ARe
j
(
2πSτ t+2π fminτ+πSτ 2+Δφ(t)

)

= ARe
j(2π fbt+φb(t)+Δφ(t)) (3)

The residual phase noise is Δφ(t) = φ(t) − φ(t − 2R/c) which can be neglected for
short range radar applications due to the range correlation effect. Additionally, the term
πSτ 2 can also be neglected in φb(t) as S is in 1012 Hz/s order while τ is in 1 ns thus the
term is in the order of 10−6.

3 Noncontact Vital Signals Detection Program

3.1 Theory of FMCW Radar Vital Signals Measurement

For a typical adult, the displacements of chest are about 1–12 mm and 0.01–0.5 mm
caused by respiration and heartbeat respectively. In theory, the tiny chest movements
can be detected by a noncontact way using a mm-wave FMCW radar. A simplified
schematic diagram of a FMCW radar system is shown in Fig. 2. The human subject is
at a constant distance of R0 from the antenna, who has a periodic chest displacement
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x(t) caused by respiration and heartbeat. The electromagnetic wave is sent to the human
subject by the radar transmitted antenna. Then the reflected echo signal which travels a
distance of 2 R(t) is amplified and mixed with transmitted signal resulting in a signal
called beat signal. At last, the beat signal is digitized for the future processing through
the ADC transform. From the formula (3) we can get the expression of frequency and
phase as follows.

fb = 2B(R0 + x(t))

cTc
≈ 2BR0

cTc
(4)

φb(t) = 2π fminτ = 4π
R0 + x(t)

λmax
(5)

The change of fb caused by x(t) is very small so that it can be ignored in Eq. (4). This
equation shows the connection between beat signal frequency and the constant distance,
so it can be used to detect the range of a subject, R0. According to the Eq. (5), φb(t)
varied with x(t) relative to λmax so that the distance variations x(t) can greatly change the
phase. x(t) is a periodic function denotes the chest wall displacement due to heartbeat
and respiration. Hence, the vibration frequency of the respiration and heartbeat can be
calculated through phase information.

PA

LNALP
Filter

TX

RX

0
( )( ) x tR t R +=

( )x t

ADCSignal 
processing

FMCW radar 
generator

Fig. 2. Schematic diagram of FMCW radar vital signals measurement

3.2 Instantaneous Vital Signals Detection Algorithm

Respiration and Heartbeat Signals Separation
The flowchart of vital signals detection algorithm is shown in Fig. 3. The phase signal
acquired is the target’s chest movement mixedwith other unwanted clutter. To extract the
useful information, we apply the wavelet packet decomposition (WPD) to decompose
the phase signal and recovery the heartbeat and respiration signals. WPD is suitable
for time-frequency localization analysis of non-stationary signals. Compared with the
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wavelet decomposition, thewavelet packet decomposition can divide the frequencymore
detailed. And this decomposition has neither redundancy nor omissions. In addition, it
can adaptively select the optimal wavelet basis function according to the characteristics
of the signal.

∅l+1,2m(t) =
∑

h(n)∅l,m(t − nk) (6)

∅l+1,2m+1(t) =
∑

g(n)∅l,m(t − nk) (7)

∅l,m(t) =
∑

g(n)∅l+1,2m+1(t − nk) + h(n)∅l+1,2m(t − nk) (8)

The equal (6) and (7) are the decomposition algorithm of high frequency and low fre-
quency, respectively. Equation (8) provides an algorithm for reconstructing the master
node of the previous layer from the branch node. l denotes the decomposition level of the
wavelet packet, m shows the location of the node at l level. h(n) and g(n) are regarded
as low pass and high pass filter, respectively.

Phase signal

Wavelet packet 
Decomposition

Moving Average 
Filter

Moving Average 
Filter

Wavelet transform
Time frequency spectrum

Heartbeat Rate

Wavelet transform
Time frequency spectrum

Respiration Rate

Fig. 3. Proposed signal processing procedure of the vital signal detection
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In this paper, we perform 6-level wavelet packet decomposition on the obtained
phase signal as the Fig. 4 shows. At the sixth level, we can get a series of wavelet
coefficients including 64 nodes whose frequency increase at intervals of 0.15625 Hz.
The low frequency components which include nodes from the first to the third at the
sixth level are used for respiration recovery and the high frequency components which
include from the seventh to the twentieth nodes are apply to recovery heartbeat signal.

Phase signal

0-5Hz 5-10Hz

0-2.5Hz 2.5-5Hz 5-7.5Hz 7.5-10Hz

0-0.15625
Hz

0.3125-
0.46875

Hz

0.9375-
1.09375

Hz

1.71875-
1.875

Hz

9.84375-
10.0
Hz

Recovery for 
respiration Recovery for heart 

0

1

2

6

1th 3th 6th 12th 64th

Fig. 4. Wavelet packet decomposition diagram

Calculation of Instantaneous Frequency
Continuous wavelet transform (CWT) is very good at processing nonstationary signals
which includes both time and frequency. A common wavelet transform is calculated as
follows:

WTf (a, b) = 1√
a

∫ +∞

−∞
f (t)ψ ∗

(
t − b

a

)
dt (9)

where f (t) is the time series signal, a(a > 0) is a scaling factor, b is a shift factor,
ψ(t − b/a) is the daughter wavelet which is regarded as a scaled and shifted version
of the mother wavelet ψ(t). It is achievable to cover the whole time-series signal and
frequency of interest via constantly changing a and b. At last we can obtain a coefficient
WTf (a, b) which shows the similarity of daughter wavelet with f (t). This approach
provides the spectral information through scaling on the one hand and retains the time
domain information by shifting on the other.

In this paper, we select the Time Frequency Spectrum (TFS) to calculate the res-
piration and heart rate along time which can detect the changes of the respiration and
heart rate over very short durations. The TFS can be obtained by finding the frequency
corresponding to the maximum energy at every shift. In general, the x-axis of the TFS
is shifts or time and the y-axis is the frequency at that point. At last, we apply sliding
window algorithm to transform the frequency into rates of vital signs along time.
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4 Experiments and Results

4.1 Experimental Equipment and Parameters

We applied a single Texas Instrument (TI) mm-wave IWR1642 sensor operating at 77–
81GHz for our experiment. The system has four transmit (TX) antennas and four receive
(RX) antennas by which we can get an eight elements virtual array. When collecting
data, the data are transmitted through the USB interface to a PC for future signal process.

The chirp and frame configuration parameters are listed in Table 1. In our experiment,
each frame contained 128 chirps and 68 points were collected per chirp. Each frame is
repeated every Tc = 50mswhichmeans the slow time sampling rate is 20Hz, in addition
the ADC sampling rate (fast time sampling) is 3.2MHz. The start frequency is 76.4GHz.
Each chirp cycle time is 64 μs with an idle time of 16 μs between the end of previous
chirp and the start of next chirp i.e. the duration of a chirp Td = 48μs. The slope of
each chirp is 20MHz/μs equivalently, the sweeping bandwidth is 960 MHz.

Table 1. Radar configuration parameters

Parameter fmin Td S B fslow ffast

Value 76.4
GHz

48 us 20MHz/s 960
MHz

20 Hz 3.2
MHz

According to the above experimental configuration parameters, we can calculate the
maximum and minimum distances and vibration frequencies that the radar can detect
basedon the characteristics of theFMCWradar. The result is shown inTable 2.According
to the paper [10], the vibration frequency of the chest for respiration and heartbeat are
approximately 0.1–0.6 Hz (6–36 times per minute) and 0.8–2 Hz (48–120 beat per
minute) respectively. We can clearly see that the respiratory and heartbeat frequencies
are all within the frequency range that the radar can detect from the Table 2.

Table 2. Range and vibration frequency bounds.

Parameter Range (m) Vibration frequency (Hz)

Max 12 10

Min 0.35 0.006

All experiments have been carried out in a common indoor laboratory environment,
as shown in Fig. 5. The human subjects were asked to sit on the chair 0.5 m, 1 m and
1.5m away from the radar respectively with the chest facing the radar. Awearable sensor
CM19 was used to measure the ECG and respiration signal as reference simultaneously.



10 L. Liu et al.

Fig. 5. Photograph of the experiment of human vital signal detection

4.2 Measurement Results

The respiration and heart rate as a reference are obtained from the reference sensor
by Peak Detection. Each peak of the time domain respiration and heartbeat signal is
searched. Then the vital signal rates can be calculated as:

Ri = 1

	p
= 1

pi+1 − pi
(10)

pi(i = 1, 2, . . .) with pi+1 > pi denotes a time series corresponding to discrete peak
values. Ri denotes the vital signal rate between consecutive peaks.

In order to verify the performance of the FMCW radar measurement, we quoted two
statistical evaluation indicators, the average absolute error (AAE) [13] and the average
absolute error percentage (AAEP) [13] which are defined as respectively as follows.

AAE = 1

W

∑W

l
|BPMest(l) − BPMtrue(l)| (11)

AAEP = 1

W

∑W

l

|BPMest(l) − BPMtrue(l)|
BPMtrue(l)

(12)

where w represents the total number of time window within the observation time.
BPMtrue(l) and BPMEST (l) are the truth and the estimation in the lth time window,
respectively.

The example of the 50 s phase signal including heartbeat, respiration and unwanted
clutter is shown in Fig. 6. The larger amplitude displacements are regarded as respiration
signal and vary obviously while the small fluctuations on top of the respiratorywaveform
denote the heartbeat signal that can’t be seen clearly. It’s pretty obvious that the heartbeat
signal can be an order of magnitude lower than the respiration signal.
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Fig. 6. Radar phase signal

Following the signal processing method previously mentioned, respiration and heart
rate are acquired through continuous wavelet transform. The 120 s instantaneous breath
rate (BR) and heart rate (HR) are shown in Figs. 7. and 8. For respiration, the average rate
locates around 15 BPM. Compared with the reference, the traces of BR calculated from
the method show high consistency and reliability. For heartbeat, the average rate locates
around 68 BPM. Although there is a small deviation between the radar measurement and
the reference signal, the overall trend is highly consistent so that the result of the heart
rate is reliable. The high consistence of instantaneous rate measurements between radar
and reference sensor demonstrates that the wavelet analysis algorithm is successful and
noncontact detection using mm-wave FMCW radar is feasible and reliable.

Fig. 7. Instantaneous respiration rate between radar and reference sensor
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Fig. 8. Instantaneous heart rate between radar and reference sensor

Performance Evaluation of Different Algorithms
As a comparison, the bandpass filter and peak detection (BPK) is also used for processing
the radar signal. Table 3 shows the AAEP and AAE of different algorithms in each
distance. It is clear that the wavelet analysis (WA) is more accurate and reliable than the
BPK in each distance. Especially for the detection distance ismore than 1.0m, theAAEP
and AAE of BPK increase remarkably, while the wavelet analysis is still accurate. The
percentage represents the average absolute error percentage (AAEP), and the content in
brackets indicates average absolute error (AAE).

Table 3. WA-based and BPK-based methods from three distances

Distance (m) Heart rate Respiration

WA BPK WA BPK

0.5 2.41% (2.16) 3.64% (4.07) 1.21% (0.23) 4.79% (0.69)

1.0 4.47% (3.75) 8.25% (7.00) 2.56% (0.38) 7.06% (0.97)

1.5 4.37% (3.65) 7.83% (6.56) 2.84% (0.31) 7.28% (1.30)

Heart Rate and Respiration Measurements with Different Human Subjects
To further evaluate the algorithm, someexperiments have been carried out on ten different
volunteers (seven males and three females). The human subjects were free of known
cardiac, respiratory, or any other diseases. As mentioned earlier, the human subjects
were asked to sit on a chair while facing the radar and each subject was tested with
normal breath at three distance (0.5 m, 1.0 m and 1.5 m) in a 180 s period. The result is
shown in the Table 3. The percentage represents the average absolute error percentage
(AAEP), and the content in brackets indicates average absolute error (AAE) (Table 4).
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Table 4. Measurement result of radar instantaneous vital sign rates detection from ten subjects
at three difference distance

Subject Gender Height
(cm)

Weight
(kg)

Heartrate Respiration

0.5 m 1.0 m 1.5 m 0.5 m 1.0 m 1.5 m

1 Male 175 63 2.41%
(2.16)

4.47%
(3.75)

4.37%
(3.65)

1.21%
(0.23)

2.56%
(0.38)

2.84%
(0.31)

2 Male 180 65 2.57%
(1.81)

2.45%
(1.75)

5.36%
(3.92)

1.62%
(0.26)

1.94%
(0.31)

2.33%
(0.31)

3 Male 173 85 3.54%
(3.22)

4.80%
(4.30)

4.46%
(3.81)

1.76%
(0.26)

2.68%
(0.29)

2.52%
(0.38)

4 Male 176 87 4.16%
(2.47)

4.20%
(2.62)

5.00%
(3.02)

3.38%
(0.48)

3.68%
(0.39)

4.62% (0.46)

5 Male 173 70 2.48%
(1.69)

6.10%
(4.11)

5.90%
(4.10)

1.90%
(0.31)

2.4%
(0.20)

3.58%
(0.42)

6 Male 175 75.5 3.08%
(2.22)

6.20%
(4.33)

6.80%
(4.88)

1.63%
(0.28)

1.61%
(0.22)

1.83%
(0.28)

7 Male 171 60 3.91%
(2.21)

8.19%
(5.16)

6.81%
(4.36)

1.69%
(0.22)

2.72%
(0.35)

3.16%
(0.40)

8 Female 170 55 4.32%
(2.86)

3.22%
(2.10)

3.61%
(2.37)

3.31%
(0.49)

1.68%
(0.25)

2.13%
(0.32)

9 Female 165 50.5 4.09%
(2.43)

4.53%
(2.65)

3.94%
(2.39)

1.41%
(0.26)

2.39%
(0.43)

2.28%
(0.38)

10 Female 163 46 3.46%
(3.07)

7.04%
(6.43)

8.20%
(7.52)

0.76%
(0.08)

2.25%
(0.29)

3.56%
(0.38)

5 Conclusion

In this paper, we presented the wavelet analysis for vital signal analysis based on FMCW
mm-wave radar. The wavelet packet decomposition can separate the respiration and
heartbeat signals more clearly according to the different frequency. The continuous
wavelet transform can effectively calculate the instantaneous frequency variations along
time. Several experiments have been carried outwith different human subjects at different
distances. Experimental results show that the average absolute error percentage between
radar and reference sensor is less than 2.0% and 3.5% for respiration and heart rate,
respectively. What’s more, the wavelet analysis improves the detection accuracy of vital
signals compared with BPK. It is demonstrated that noncontact physiological signal
detection based on wavelet analysis using millimeter wave FMCW radar is feasible and
reliable.
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Abstract. Millimeter-wave (mmWave) has advantages of sensitivity
and concealment, which enables a mature application in human body
security. However, all the state-of-the-art solutions are based on a huge
antenna array which is too cumbersome, i.e., it is difficult to move, repair,
and also occupies a large amount of space. From views of the long term,
it is uneconomical, high power consumption and narrow application. In
this paper, we propose a new and more efficient detection system. We
utilize a small radar chip with a custom-designed method to extract the
spatial features of the detected objects, e.g., location and energy inten-
sity. The method establishes the image of the energy intensity changing
with time and analyzes the change of reflected energy of different mate-
rials on different people to find the relationship between them. From the
relationship, we can infer whether there are metal products and their
positions quickly on the tested person. The proposed solution is imple-
mented on a mmWave radar. We evaluate it thoroughly and provide
more extensive experiments for its practicability.

Keywords: Millimeter wave · Body security · Metal detection

1 Introduction

With the increasingly serious anti-terrorism situation in the world, the safety
inspection of dangerous goods carried by the human body has become an impor-
tant part of public security [4]. To “see” whether there is a dangerous good,
a popular solution is to utilize millimeter wave (mmWave, belongs to electro-
magnetic radiation) to image the human body, because mmWave can penetrate
non-metallic covering materials such as clothing and has better resolution and
anti-interference ability. Furthermore, compared with other alternative percep-
tion mediums (e.g., microwave [12,21,25], X-ray [22]), mmWave detection has
two advantages: safe (i.e., mmWave penetration of millimeter wave is moder-
ate. It is unable to leak human body’s irrelevant information which may cause
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privacy issues) and high-efficiency (i.e., the narrower beam and the higher reso-
lution to make the detection faster). Therefore, mmWave detection has become
the most popular technology of human security inspection.

Motivated by these advantages, many researchers devote lots of efforts:
Cooper team [2] developed a high-resolution imaging radar to achieve the metal
detection.

However, current methods’ problems fall in the two following aspects: (i)
Unnecessary cost: All the current human security check solutions [3,16,19] are
based on body imaging which is expensive and unnecessary on resource con-
sumption. The consumption can be economized by a non-imaging method, i.e.,
only analyzing the reflected objects’ energy change to recognize different mate-
rial on the human body. (ii) Occupying large area: All the existing solutions
[1] realize security check through a huge antenna array. The smallest size of the
x-ray security check machine has at least 4 to 6 m2 large 300 kg weight. The
huge equipment is too cumbersome to fit all the security situation, e.g., school
security, personal house security. Furthermore, the bulky facility also leads to
inconvenience, e.g., high power consumption and large space scale occupancy.

In this paper, we develop the primary feasibility study for the efficient metal
detection system. We utilize a small mmWave radar chip with a custom-designed
system for metal detection on the human body and security check. To achieve this
goal, we firstly propose a coarse human body model consisting of multiple points
extracted from reflected mmWave signals. The model depicts the human body’s
3-D dynamic energy intensity distribution feature. By analyzing dynamic energy
intensity features, we can find out which part of the human body has higher
energy intensity which may relate to the metal item. To detect the reflection
intensity of all aspects of the human body, we ask the testers to turn 360◦ with
different sizes of metal items and use these captured data to establish the human
body model. Secondly, we design a novel metal detection method to perceive
whether the tester carries a metal on her body. The method carefully analyzes
the changing trend of the reflection intensity during the tester is turning around.
Specifically, the trend will change when the tester is carrying a metal. The metal
will reflect more powerful mmWave signals than human skin. Therefore, if the
trend pattern is different from ordinary situations, the method will regard this
one as a dangerous candidate.

The proposed solution is implemented on a 76–81 GHz frequency-modulated
continuous wave (FMCW) 10.4 cm× 10.4 cm mmWave radar chip. With such a
small radar, we can achieve metal detection in any kind of security scenarios. To
verify the reliability of the proposed system, we evaluate this method thoroughly.

We asked testers to wear different size of metal items and do different actions,
e.g., rotation, walking toward radar in front of the mmWave radar. The result
shows that rotation is sufficient to represent the best human body character.
From the rotation action’s result, we can clearly identify whether the person
carries metal. Furthermore, we explore the effect of human shape and location
for further research.
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The main contributions can be summarized as follows:

(i) We build up an efficient and reliable detection system. This well-designed
system can establish a coarse human model consisting of multiple reflect signal
points and embed a reliable metal detection method to perceive whether a
tester carries a metal.
(ii) We implement the designed system on an FMCW mmWave radar chip
and transform the collected signals into the coarse human rotating model for
further determination.
(iii) We design the customized experiment and recruit volunteers for experi-
ments. After analysis, we find that rotation is sufficient to represent the best
human body character and the typical features of energy change.

2 Related Work

MmWave Metal Detection: The mmWave technology has been already devel-
oped for human identification [7,9,18,20], environment mapping [24] and item
detection. The paper [2] employed the frequency-modulated continuous wave
(FMCW) radar technique to achieve centimeter-scale range resolution. They use
this radar to establish the image of an object to achieve metal detection. Meng
et al. [10] developed a channel passive millimeter-wave (PMMW) imaging sys-
tem for public security check with a quasi-optical scanning structure. However,
these imaging systems have high resolution, but as trade-off, they need a large
radar antenna and high transmitting power. In addition, the accurate human
model requires more calculation which is unnecessary for metal detection. Due
to these high cost of the imaging system, Kapilevich [5,6] non-imaging sensor
for detecting hidden objects. They designed an FMCW sensor 94 GHz and the
method with vertical scan and horizontal scan for target identification. This sys-
tem reduces the complexity of calculation, but the radar module still quite big
(30 cm× 40 cm× 30 cm) as for a portable detection solution.

X-rays Metal Detection: In the past 20 years, X-rays detector is the main-
stream for security check. The X-ray absorption of an object depends on the
absorption coefficient and the thickness of a given material. X-ray is an excel-
lent tool to check luggage [22] without opening and manually checking each of
them. However, X-ray carries the high radiation which will harm the human body.
Besides, the high penetrate image will also cost lot and violate tester’s privacy [11].

Other Metal Detection: Microwave is a new technology on metal detection.
Some teams use Wi-Fi for detection [13–15]. Zhuge [25] uses microwave ultra-
wideband (UWB) radar with a planar aperture to validate the possibility of
using UWB radar to image a human body. Yurduseven [21] uses microwave
imaging technique to get the indirect microwave holographic imaging of a metal
gun concealed in a pouch.
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3 Overview

The proposed system aims to enable the security check device to work in more
types of environment especially in space limited area. Specifically, this small
device with our system can be embedded into the wall or some inconspicuous
facilities where is too narrow to place a big machine. Furthermore, this device
can detect the human body without notification because of its small size. It gives
the possibility for special human body check, e.g., judge whether terrorists carry
guns or identify the number of weapons held by terrorists on the battlefield.

System Scenario: The detected person is asked to stand in front of the device
at a proper distance and start rotating for one circle at a slow and constant speed
(shown in Fig. 1). Before the person, we place a mmWave radar in a medium
height facing the human chest. When the detection process starts, mmWave
signals will cover the tester’s whole body and reflect the information for metal
detection. The whole process only takes several seconds and without any manual
assistance.

Fig. 1. Schematic diagram of the experiment

System Composition: The whole system consists of the following three mod-
ules (shown in Fig. 2).

Radar module broadcasts mmWave, receives signals and transmits the origi-
nal signal to the next module. The radar firstly generates the chirp signals by a
chirp signal synthesizer and broadcasts them through the transmitter antenna.
Then, the reflected analog signals from the object will be recorded by the receiver
and transformed into digital signals. The digital signals will be sent to the next
module.
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Fig. 2. System module diagram

Extraction module is to extract the characteristic value of the original
reflected signal, e.g., positions, the intensity of energy. The position informa-
tion represents the object’s 3-D location. We can use this information to build
up the human model in the next module. The intensity of energy information
is the reflected strength of this point. This value can be used to speculate the
material of the human body. After extracting the value, the module will provide
the data table of position, intensity of energy and frame number for detection
module. The frame number represents a time unit (ten frames per second).

Detection module receives the characteristic value, builds up the human body
model and runs the detection algorithm for judgment. The module will sum up all
the intensity values in each frame to build the intensity-frame image. Secondly,
it will find out the peak value, valley value and compare them with no metal
image’s values. Finally, detection module will evaluate the differences between
those two image and give out the judgment whether there is a metal material
on the human body.

4 Methodology

As noted before, the proposed system consists of a novel human body model and
a customized detection algorithm. Firstly, it is difficult to distinguish and find
the position of carried metal using such a small mmWave radar chip. The small
scale of mmWave radar is difficult to build a fine-grained model for the human
body, unlike visible light or X-ray which can show the human body’s image.
In addition, in previous work, it is difficult to detect the whole human body,
especially the metal on its side, because previous works only enable detection
in its front. Therefore, the challenge is to design a complete all-round metal
detection method by using such small chips. Secondly, the establishment of a
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distinguishable image for metal detection is also difficult to achieve. For the
human, it is difficult to find out the obvious trend from the fuzzy and confused
intensity scatter image by eyes. Therefore, we must use a mathematical method
to transform these images into some specific value and a distinguishable curve
to help humans to distinguish the trend. Previous research builds up a heat map
of the entire human body for metal detection. However, this method requires a
large number of radars and A lot of energy. Hence, the challenge is to design an
accuracy, reliable, power saving and complete method to produce distinguishable
images for metal judgment.

To meet the challenges, we firstly use scattering centers to model the human
body. When the reflected signal comes, we will extract its characteristic values
and divide them into several scattering centers that represent the human body.
Each center records its own position and energy intensity. Then, we will consist
of these centers into different time to get the non-imaging dynamic model of
the human body. This model is simple to be established and provides enough
information for complete metal detection which can simplify the calculation of
metal detection and is able to implement in a small chip. Secondly, we use a
polynomial fitting method to fit the discrete points and build a curve that can
estimate the general trend of intensity. We will calculate the feature values,
e.g., curve’s peak value, valley value, gradient, entire energy and compare them
with the image’s features without metal. Then, we will use them for an entire
evaluation and give out the judgment whether the human is carrying metal items.

4.1 Preliminaries: Radar Fundamental

In this work, we leverage a basic radar system principle that perceive the human
body by analyzing the reflected electromagnetic signal. Specifically, we utilize a
mmWave FMCW radar to collect the features of the reflection points on human
body, i.e., 3-D coordinate, angle and intensity of energy by acquiring the reflected
signal information, i.e., the time delay, phase or frequency shift.

Range Measurement: In the FMCW radar, the signal (called as “chirp”) is
increasing linearly with time. Assuming the speed of light c and the flying time
τ during a chirp signal’s reflection by fast-Fourier transformation (FFT), we can
calculate the distance from the reflection position as d = τc

2 .

Angle Estimation: An FMCW radar system can also estimate the arrival angle
θ of the reflected signal with the horizontal plane. Angular estimation is based
on the observation that a small change in the distance of an object results in a
phase change in the peak of the range-FFT. This result is used to perform angular
estimation, using at least two receiver antennas as shown in Fig. 3. Assuming the
distance between two receivers l, the angle can be estimated as θ = sin−1(λΔΦ

2πl ).

4.2 The Establishment of Human Body Model

Due to the small size limitation of the chip, we are unable to show the entire
image of the human body. Therefore, we model the response signal of the human
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Fig. 3. Angle estimation

body as the superposition of responses from discrete, dynamic scattering centers
[8]. This human model shows lots of information of the reflect object, e.g., loca-
tion, scattering centers’ distribution, reflect intensity, approximate shape and
dynamic condition. This model is the basis of further analysis.

To obtain this model, we separate the original reflected signal into differ-
ent scattering centers by using CA-CFAR algorithm and extract every centers’
characteristic value in each frame, e.g., 3-D coordinate, energy intensity. By
using Eq. 1, we put the obtained value into the equation to establish the human
body model. This function combines the time, location (coordinates) and energy
intensity value which shows the dynamic features of human body model. In this
equation, the 3-D human model is represented by m(x, y, z, T ) which is changing
over time T . Each scattering center is parameterized by energy intensity Ii(T )
and three-dimensional coordinates xi(T ), yi(T ), zi(T ) from the scattering center,
which varies as a function of time T :

m(x, y, z, T ) =
NSC∑

i=1

Ii(T )δ(x − xi(T ))δ(y − yi(T ))δ(z − zi(T )) (1)

where NSC is the number of scattering centers and δ(.) is the Dirac delta
function.

4.3 Metal Detection

After building up the entire human body model, we design a novel metal detec-
tion method to analyze the changing trend of reflected energy intensity at dif-
ferent time. In the process of analysis, we will find the abnormal changes at the
specific time. These abnormal changes can help us find the general law of energy
intensity change and summarize the special features of human carrying metal.

More concretely, we use the intensity-frame image for analysis to build up the
changing trend of reflected energy intensity. Specifically, we sum up all intensity
values in each frame to make the intensity-frame scatter image. Based on the
scatter image, we use a polynomial fitting method to fit the discrete points and
build a curve to make the plot more visual and easier to compare the difference.
After trying different degrees of polynomial fitting functions, we decide to set
the degree of the fitting function to 7, because in this degree, the curve and show



22 Y. Lu et al.

the best performance. This fitting curve shows the general trend of intensity. In
this curve, the abnormal changes of intensity are represented by the peak value,
valley value and the gradient. These values represent the size of reflect area and
the strength of reflecting surface which is determined by the material. Besides
the descent and increase rate of the curves could be variable by many diverse
situations. We will compare these characteristic values and find the relationship
between these behavior to achieve metal detection.

5 Experiment

5.1 Dataset

We invite 8 participants (including 6 men and 2 women) to participate in our
experiments. They are divided into four categories: tall, short, fat and thin
according to their size. They are asked to rotate slowly at a constant speed
for 10 turns at 1.8 m far from the mmWave wave radar (shown in Fig. 1). Each
participant rotates with metal gun, metal plate, and no metal item. The metal
plate has larger metal area than the metal gun. During the rotation, the radar
records all human information captured of each frame into a computer for future
analysis. As noted in Sect. 3, we install our mmWave chip in an empty room and
put the chip in the middle of the room 1.5 m high.

5.2 Implementation Details

Hardware: We use an FMCW 10.4 cm× 10.4 cm mmWave chip to implement
our design. The mmWave signal’s frequency is 77 GHz to 81 GHz and its band-
width is 4 GHz. The frame duration is 100 ms (10 frames per second). When the
radar system is on the work, the radar will broadcast mmWave continuously to
detect the surrounding object. It operates as follows: Firstly, the chirp signal syn-
thesizer generates a chirp signal and transmits this signal to both the transmitter
antenna and the mixer. Secondly, the chirp signal is transmitted by the trans-
mitter antenna. The broadcasting signal is reflected to the receiver antenna by
the objects. Thirdly, the reflection of the chirp by an object generates a reflected
chirp captured by the receiver antenna. This reflected chirp is transmitted to
the mixer. Fourthly, the mixer combines the receiver antenna and transmitter
antenna signals to produce an intermediate frequency (IF) signal by subtracting
the frequency and phase of the transmitted and received signals respectively.
Then, the IF signal is processed by the FFT (Fast-Fourier-Transformation) to
get the range-doppler image. To get the angle information, the device process
the IF signal by another FFT operation and estimate the angle. Finally, we
use CA-CFAR algorithm to extract the dynamic point from the original signal
and transmit these data to the software for further analysis. We use 4 receiv-
ing antennas and 3 transmitting antennas to achieve the object detection. The
transmitting power is 12 dB and the ADC sampling rate is 37.5 Msps.
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Fig. 4. Picture to the tester with metal gun

Software: The hardware will be connected to the PC and transmit the receiving
information of the position, number of frames and energy intensity of each point
to the processing module. We use MATLAB R2017b 9.3 to process data. We
put the energy intensity and frame number of each point collected into two
matrices. The “for” loop structure is used to process each frame of data. When
the program find that the frame number of two neighboring points are different,
we consider that all the points of this frame are collected. Then, we sum the
energy intensity of this frame and use the “scatter” function to plot the energy
intensity of each frame in the graphics window. Finally, we use the “polyfit”
function to produce a curve and use this curve to fit these discrete points which
can indicate the energy intensity trend and compare different situations.

5.3 System Performance

Metal on the Tester’s Front: The experiment in this section evaluates the
scenario of human with metal in the front (see Fig. 4). 8 participants are asked
to rotate with metal gun, metal plate and no metal item in the front. We plot
the energy intensity points in one rotation and display the intensity-frame curve.
We can combine the information of peak, gradient, and the difference between
the two peaks to determine whether the person has metal.

From Fig. 5, we got the following insights: (i) Fig. 5(a) shows two peaks and
one valley in one circle rotation of the human body. The first peak is occurred
when the participants facing the radar, i.e., the intensity is very high because the
reflected area is large. When the participant rotates about 90◦, side of tester is
shown to the radar which has less area, the intensity goes to the valley. Another
peak is taken place when the tester’s back is facing the radar. The peak is a
little bit lower than the front because the surface in the back is a smoother and
less rough area than the front.

(ii) Figure 5(d) shows that wearing a metal plate has a higher peak than
wearing a metal gun, and the peaks of both cases are greater than those of
wearing no metal items. The reason is that the metal has stronger reflected
intensity than other materials. The larger the area of metal, the higher the peak
will go. Besides, two peak values in rotation are different. There is no metallic
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(a) (b)

(c) (d)

Fig. 5. Tester front with (a) no metal; (b) metal gun; (c) metal chest; (d).

item on the tester’s back, so the second peak value won’t go as high as the first
peak.

(iii) Figure 5(d) shows that the gradient of the metal curve is higher than
the no metal curve. The reason is when the tester wearing metal turns his side
to the radar, reflected strength and reflected area both decrease quickly.

Metal on the Tester’s Side: In this experiment, we place the metal on the
side of the human body instead of the front. This experiment is a supplement to
the previous experiment making it possible to calculate the approximate position
of the hidden item and prove the correctness of the theory that we stated in the
last section. 8 participants wear the same metal items on the sides and rotate.
Through computer processing, we obtain the intensity-frame images (Fig. 6).

We got the following insights: (i) As shown in Fig. 6(a), We find 3 peaks in
the image. The first and third peaks are corresponding to tester’s front and back.
The appearance of the second peak is because of the metal plate on the side.
When the tester turns over 90◦, the reflected strength of side increase rapidly
to offset the decrease of reflected area. Therefore, it becomes a new peak in the
image.
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(a) (b)

(c)

Fig. 6. Tester side with (a) metal plate; (b) metal gun; (c).

(ii) As shown in Fig. 6(b), the image of the tester side with the metal gun is
similar to the previous image. They both have two peaks and one valley. However,
the valley is higher than the previous situation. The difference between peak
and value very small. The reason for the higher valley is the increasing reflect
strength which is unable to offset the decrease of reflected area. It can only make
the gradient smaller and the valley value higher.

5.4 System Practicability

Effect of Body Shape: This experiment aimed to analyze the impact on the
energy intensity value with different body shapes. We divided 8 participants into
2 groups. Four participants who were 175 cm tall 70 kg in weight were considered
as Group A, and 4 participants 170 cm tall 60 kg were considered as Group B.
They wear a metal plate on the front and rotate at a distance of 1.8 m from
Radar.

By Fig. 7(a), we got the following insights: (i) The first peak was when par-
ticipants face the radar. The peak value of two groups is basically the same. At
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this time, the reflected energy points are concentrated in the metal area, the
effect of human shape on energy intensity is very small which can be ignored.
Therefore, the shape of human body has no effect on the judgment for metal
detection.

(ii) The second peak is occurred when people are facing the radar on the
back. We can find that the energy intensity of Group A is higher than Group B.
It is because the body shape of Group A is larger than Group B which causes
Group A has more reflection points on the person of Group B. Therefore, larger
body shape has relatively higher energy intensity.

Effect of Location. In this experiment, we analyze the impact on energy inten-
sity when the position changes. 8 participants wore metal plate and rotate at a
distance of 1.2 m, 1.8 m, and 2.4 m.

By Fig. 7(b), we got the following insights: The curve 1.2 m have the highest
energy intensity. The curve 2.4 m is at the bottom of the image. It can be inferred
that closer the testers are to the radar, higher the curve of energy intensity will
be captured. In addition, the trend is more obvious when the testers are close to
the radar, but it doesn’t change the character of the image (two peaks and one
valley).

(a) (b)

Fig. 7. Testers in different (a) body shape; (b) Location

6 Discussion and Future Work

Real-Time System: The current system can only artificially determine whether
the tester is carrying metal objects, but it’s unable automatically do the quan-
titative analysis for metal detection. Therefore, We need to develop a standard
by combining wave, gradient, and other information. However, there are many
challenges in developing this standard. Firstly, environmental impacts have a
significant impact on standards. The multi-path effect may interfere the true
result. Therefore, the avoidance of environmental interference is the challenge.
Secondly, setting standards requires a large amount of data to find a stable stan-
dard. The number of our participants is far from achieving the universality of
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the standard. In our future work, we will recruit more testers in our experiments
for collecting data and use these data for statistical analysis to find a proper
threshold of automatic metal detection. In addition, after establishing standard,
we will deal with the false positive and false negative problems to enhance the
accuracy of the system.

Multiple Person Metal Detection: Our current situation is that there can
only be one person in the test scope. Due to the large range of radar detection,
we’re enable to test more than one person simultaneously. Therefore, it is pos-
sible to detect multiple people by using one chip. The previous multiple people
sensing and people tracking papers [17,23] gives up some ideas in multi-people
data processing. In our future work, we will try the multiple persons detection
which can enhance the security-check efficiency. Preliminary idea is to use clus-
ter mining algorithm to separate each person in the detection area. Each cluster
represents a person. We can calculate each cluster’s frame-intensity image to
detect metal item.

Specific Location on the Human Body: In our current research, our device
can only detect whether there is a metal item hiding in the human body and
find out the metal in an aspect of the human body. However, the accuracy of the
system is unable to fit the true situation. Our algorithm is unable to determine
the accurate location of the carrying metal item. More concretely, if the metal is
hidden in the waist in the front and another is in the chest at the same aspect,
our device only knows there was a metal item in the front of the human body,
but it will not distinguish each item’s accuracy location. Therefore, our future
work needs to improve the accuracy of the metal detection which could point
out the exact area of the human body.

Detection in Another Method: We have tried another scene besides rotating
in place. We asked 8 participants to move from a distance of 3.2 m to 1.8 m. We
found that energy intensity quickly increased. As shown in Fig. 8, the closer the
tester is to the radar, the more energy points there are. The image of different

(a) (b)

Fig. 8. Tester location to the radar (a) far to radar; (b) close to radar.
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testers is slightly the same. We are unable to distinguish the difference by eyes.
Therefore, it is difficult to determine whether a person is carrying metal. Our
experimental scenario of rotating in place not only fix the distance to the radar
but also detects the energy situation on all sides of the person. In comparison,
the rotated scene is the best one for metal detection.

7 Conclusion

In this work, we design and implement a novel security check application with a
small mmWave radar. The proposed solution enables security devices to work in
the indoor environment especially in space-limited area. The application facil-
itates the detection of whether the detected person has the metal item on her
body. We further explore its practicability from three aspects: metal in differ-
ent parts of the body, the different distance of tester’s location, and different
tester’s body shapes. Given the convenience of the proposed solution, we believe
this metal detection system can be used in various security applications.
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Abstract. Millimeter wave (mmWave) based gesture recognition tech-
nology provides a good human computer interaction (HCI) experience.
Prior works focus on the close-range gesture recognition, but fall short
in range extension, i.e., they are unable to recognize gestures more
than one meter away from considerable noise motions. In this paper,
we design a long-range gesture recognition model which utilizes a novel
data processing method and a customized artificial Convolutional Neu-
ral Network (CNN). Firstly, we break down gestures into multiple reflec-
tion points and extract their spatial-temporal features which depict ges-
ture details. Secondly, we design a CNN to learn changing patterns of
extracted features respectively and output the recognition result. We
thoroughly evaluate our proposed system by implementing on a commod-
ity mmWave radar. Besides, we also provide more extensive assessments
to demonstrate that the proposed system is practical in several real-world
scenarios.

Keywords: Gesture recognition · Millimeter wave radar · Long-range
scenario · Convolutional neural networks

1 Introduction

Contactless gesture recognition is a popular approach to realize natural human-
computer interaction (HCI) for a better experience, so more and more exter-
nal physical gesture devices [1–3] will be replaced by “in air” gestures [4,5].
To realize this HCI, researchers focus on wireless signal sensing. Compared
with candidate sensing methods (e.g., WiFi signal [6–9], sonic wave [10], and
ultrasonic wave [11]), millimeter wave (mmWave) is sensitive to detect tiny vari-
ations, i.e., centimeter-level finger movements. While visible [13] and infrared
[14] light sensing are much more accurate on imaging a hand and thus gesture
recognition, mmWave has unique advantages of privacy protection and energy
consumption. Therefore, mmWave is the most suitable choice for contactless
gesture recognition. Especially, mmWave is mainly used in 5G technology [15],
so it will not only be a new radio access standard but a potential sensing tool.
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The research on mmWave gesture recognition has obtained many achievements.
At the practical application level, it can be used in the automotive industry to
provide a safe and intuitive control interface for drivers. However, not all ges-
tures of passengers sitting in the car can be accurately recognized, and the model
will be low accuracy due to the interference of distance and the items in the car
[16]. In addition, a short-range 60 GHz mmWave radar sensor that is sensitive
to fine dynamic hand motions has been created but this model can only be used
in a limited distance [17]. Therefore, prior work using mmWave radar is limited
by the distance problem, which is an unavoidable challenge for us. Specifically,
they can only realize gesture recognition under a short range situation, if the
range is extended, the radar receives more reflective signal information, and the
traditional method can not separate the interferer information and the effective
information, thus distant gestures can not be recognized accurately.

In this paper, we design a long-range gesture recognition model with a cus-
tomized Convolutional Neural Network (CNN). Firstly, in this model, we realize
the accurate recognition of long-range gestures. Based on the basic principle of
radar, we analyze the expressions of transmitting signals and reflected signals.
We can accurately judge the distance, angle, velocity and other information of
hands through the calculation of Fast Fourier Transformation (FFT) and Range-
Doppler (R-D) algorithm. As long as the object is within the detection range
of radar signal, we can realize the accurate location of the object. Secondly,
our CNN is able to classify gestures correctly. In the previous CNN, all data is
often processed in the same layer, which leads to some interference data to affect
the result [18,19]. However, we divide our CNN into five sub-layers, each layer
processes the corresponding features, with less interference, and finally combine
the results for judgment. Different layers of CNN handle different features sepa-
rately, so they will not interfere with each other. It ensures that the model can
maintain high accuracy even if the extended distance leads to more interference.

We evaluate the proposed model thoroughly by implementing on a mmWave
radar. Our experiments demonstrate that the accuracy of the model is sufficient
be applied in certain real-world situations. Moreover, we conduct various exten-
sive tests to explore the influence of different factors on the accuracy of the model.
Specifically, we simulate a family living room by placing appropriate amounts
of furnitures (e.g., televisions, chairs) to make the real domestic facilities. Then
we arrange participants to perform four gestures which are designed in advance
and get the accuracy of the model judgement to evaluate the practicability of
our model.

In conclusion, our contributions are as follows:

(i) We construct a long-range gesture recognition model by extracting the spatial-
temporal features of hands’ reflection points. Then we design a CNN to learn
the points’ features for recognition.

(ii) We utilize a mmWave radar sensor to implement the proposed model and
thus recognize gestures automatically.
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(iii) We verify that our proposed model is robust within several real-world situ-
ations (e.g., family living room, multiple people, and real-time situation) and
discuss the current limitations with several potential solutions.

2 Related Work

mmWave Sensing: mmWave has widely been used not only for high-speed
networks [20–22], but also for human sensing [23] (e.g., vehicular communications
[24], drone tracking [25,26], material identification [27]). In addition, because of
its large bandwidth, it can capture small changes in motion. This feature is often
used in applications such as finger tracking [28]: combining efficient, dynamic
path tracking algorithms and radar to track pathing; Gesture Recognition [29]:
utilizing the feasibility of human gesture recognition using the spectra of radar
measurement parameters for recognition. But the disadvantage of these methods
is ignoring the distance between users and radar. Besides, the calculation of
algorithms is too complicated and slow.

Other Long-Range Gesture Recognition Solutions: (i) Visible Light:
Using visible light for communication and perception is a low-cost, green and
low-carbon technology [12]. It also has the advantage of avoiding the interfer-
ence of other electromagnetic waves. For example, LiGest [13], is a hand gesture
recognition model based on visible light. However, LiGest suffers from the low
penetration of visible light and the high cost of optical instruments. (ii) Infrared
Light: Infrared light is not in direct contact with the object and has the advan-
tage of high sensitivity and quick response. At present, there are two popular
infrared sensor electronic devices: Leapmotion [14] and Kinect [30] for recogni-
tion. Both of them are able to monitor human details, e.g., judging the position
of the palm, identifying the palm and fingertips. However, they cannot determine
all attributes for each frame. (iii) WiFi signal: WiFi signal is widely used in our
daily life, including mobile device networking, wireless sensor networks [2,31]
and also gesture recognition. Many models utilized WiFi signal has been applied
for daily life. The latest study proposes WiMU, a WiFi based multi-users gesture
recognition system [6], which provides a lower accuracy. Comparing to mmWave,
the system is not sensitive enough to recognize complex gestures. (iv) Sonic and
Ultrasonic Wave: The main idea is to combine the Doppler effect and the divi-
sion of power levels short-time Fourier transforms on the frequency domain [32].
Moreover, some studies estimates range and receives signal strength (RSS) of
reflected signal to recognize gestures [10]. However, the systems are not stable
enough due to the narrow bandwidth and the external environment factors.

3 Overview

The proposed model aims at an attempt of mmWave based gesture recognition
in a long-range scenario, which can be applied to many aspects in our daily life.
Specifically, the model can cooperate with smart home system to provide better
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user experience, e.g., controlling smart home appliances by “in air” gesture at
a distance. For instance, a user can directly wave her hands up and down to
control the light’s state instead of touching the switch. Moreover, when a user is
sitting on the couch and wants to draw curtains in the distance, what she only
has to do is pointing at the radar and swiping her hand left or right. Therefore,
our model is able to replace multiple unnecessary and troublesome movements,
and acquire more comfortable and convenient experience.

Our model consists of following three modules which are shown in Fig. 1:

(i) Signal Transformation: This module captures reflected mmWave signals
on gesturing hand and feeds them into the next Information Extraction module.
In this module, we use the mmWave radar sensor to send the FMCW signal.
When the signal arrives at hands, it will be reflected and received by the radar
receiver. Then, the signal will be input into the next module after certain pre-
processing methods.

(ii) Information Extraction: This module constructs the signal into a gesture
point cloud model and provides it to the next Neural Network module for recog-
nition. In the point cloud model, each of the inner point has its own five features,
namely the x-y-z coordinate of the reflection point, velocity, and intensity. From
the model, we can also observe the trend of gestures’ change clearly.

(iii) Convolutional Neural Network: This module learns the changing pattern
of the point cloud model and returns a classification result of the gesture. We
input the point cloud data into this module. In advance, we creates an customized
artificial CNN for handling the five features, every feature has its own layers.
After the data passing CNN, the system will give the type of the gestures.

Fig. 1. The model consists of three modules: (a) Signal Transformation (b) Information
Extraction (c) Neural Network

4 Methodology

As noted before, our method consists of gesture point cloud model and the
customized CNN. Firstly, the model can depict the changing trend of gestures
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in space, however, there is a challenge existing when constructing the model:
Long-range gestures will be interfered by some useless signals occurred by any
surrounding object which reflects the mmWave signals, because the mmWave
radar is omnidirectional. The problem will adversely impact the feature extrac-
tion process. Specifically, previous studies set the distance between the radar and
the user very small, so there are less interfering objects in the detection range
of radar and we will lose much effective information at the meanwhile. Secondly,
leveraging on the model, we custom-design a CNN to classify gestures automat-
ically. The design of CNN is one of the most innovative and challenging part
of our solution: The CNN is responsible to process all features comprehensively
and analyze the most reasonable changing trend, but we find that common con-
volutional neural networks cannot be used. Specifically, traditional convolutional
neural network, such as VGG [24], have high network complexity and require
too many parameters. Besides, it can be proved by our preliminary experiments
that as the network deepens, vanishing gradient problem will appear, and lead
to network degradation problems accordingly.

To meet the challenge, we propose two following methods: Firstly, the point
cloud model we built contains valid information points and useless information
points generated by the reflection of other interfering objects. Thus we adopt
CA-CFAR technique to reduce the influence. With this technique, dynamic hot
points with valid information can be selected after the Range-Doppler (R-D)
image is calculated, so we obtain features effectively such as the distance, velocity
and energy intensity of each spot. Secondly, we recommend a novel multi-branch
CNN architecture instead of common networks used in the past. It not only
solves the problems caused by traditional networks, but also gets better learning
by passing each feature through a layer. We analyze features by layering to avoid
cross interference between data, so as to obtain better accuracy.

4.1 Point Cloud Model of Gesture

In this module, we build a new 3D point cloud model of gestures with tendency in
space, in order to remove as many interference points as possible. The proposed
model adopts the radar principle that we perceive the gestures by analyzing
the difference between the transmitted and the reflection signals from the hand.
Please note that we omit the specific technical details, but readers can learn more
in [33]. In Eq. 1, we show the set of reflection point information. The X,Y,Z, V, I
respectively represent five features, and the lower corner marker i represents the
ith point in the set.

Pi = {Xi, Yi, Zi, Vi, Ii} (1)

After collecting the reflective point information data, we are ready to process
the data. We take 30 frames (3 s) of initial point data to represent a gesture. By
analyzing the trend of the point cloud, we can determine the changing pattern
of gestures. Then, we prepare to deal with the initial data. Firstly, we will find
the mean of five features of all reflection points of a gesture, taking the average
value as a standard point as shown in Eq. 2, and then subtract the mean from
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each reflection point in turn to get D-value point as shown in Eq. 3.

P0 = {X̄, Ȳ , Z̄, V̄ , Ī} (2)

δPi = {(Xi − X̄), (Yi − Ȳ ), (Zi − Z̄), (Vi − V̄ ), (Ii − Ī)} (3)

Then, we can get a 3D point cloud (pc) model with 5 * 30 * 65 size matrix
as shown in Eq. 4.

PC = ({F1, F2, F3, F3, . . . Fj}, j = 1, 2, 3 . . . 30,

Fj = {P0, δP1, δP2, . . . , δPn}, n = 1, 2, 3, . . . 64)
(4)

As a result, we acquire the new 3D point model, which can focus points in
the space near the standard point (shown in Fig. 2) and input the model to the
next CNN.

(a) (b) (c) (d)

Fig. 2. The point cloud of four gestures: (a) knock; (b) left swipe; (c) right swipe (d)
rotate.

4.2 The Model of Convolutional Neural Network

We built a customized multi-branch CNN to process feature information and rec-
ognize gestures as shown in Fig. 3. Since each point in the point cloud contains
five features in the information, these features can calculate the valid informa-
tion for each reflection point we need. Therefore, the CNN is divided into five
layers in according to the features, that is, N = {X,Y,Z, V, I}. Each layer cor-
responds to X,Y,Z coordinates, velocity and intensity of energy. Firstly, we
establish a ResNet class for each corresponding network. Through the ResNet
layer, features can enter their corresponding networks. After passing through the
networks, we extract the spatiotemporal information of a feature, but this cannot
fully represent the gesture information. Therefore, the results after each network
calculation go into the combine layer, in which these results are combined into
a final result, as follows:

scr = N(Cat(X(x), Y (y), Z(z), V (v), I(i))) (5)

Thus, the final result of jth gesture recognized as j = max(src).

Implementation and Training: The corresponding network contains two
parts: CONV1 network and CONV block. CONV1 network has a 7 × 7 con-
volution layer with 2 × 2 strides, and uses batch normalization followed by
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Fig. 3. The structure of Neural Network

ReLU activation functions after the layer. It uses the 3 × 3 max pooling with
2 × 2 strides. CONV block is a residual block for ResNet with 2 × 2 strides
and 3 × 3 convolution layers. We connect feature values together into combine
layer. The first layer is 3 × 3 convolution layers with 1 × 1 strides. We use batch
normalization followed by the ReLU activation functions after the layer. We use
a layer of fully connected layer with 65,280 input to obtain classification scores.
The batch size is 64 and total training epochs are 200. The initial value of learn-
ing rate lr is 0.001. For each 200 epoch we set lr = lr × 0.1. The optimization
function of the network is Adam. We implement our network in PyTorch.

5 Experiment

5.1 Implementation Details

Gesture Design: In following experiments, participants are invited to perform
four gestures in Fig. 4: knock, left swipe, right swipe and rotate. For gesture
(a), knock, we ask participants to raise their right arm and tap it up and down
twice in the air before returning to their original position. For gesture (b), left
swipe, we ask participants to raise their right arm, sliding it across their chest
to the left hand side, and then return to the original position. For gesture (c),
right swipe, we ask participants to raise their right arm to the front of their left
arm, sliding it across their chest to the right, and then return to their original
position. For gesture (d), rotate, we ask participants to roll their hands in front
of their chest, alternating up and down, for a period of time.

Data Collection: The experiment is performed as follows: Firstly, we place the
mmWave radar in an empty room that will eliminate other interference. Then
we arrange the participants stand 2.4 m in front of radar and make four different
gestures introduced above. In each experiment, we ask 30 different participants,
each of whom repeats the same gesture 50 times.
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(a) (b) (c) (d)

Fig. 4. Predefined gestures for interacting with applications: (a) knock; (b) left swipe;
(c) right swipe; (d) rotate.

Hardware: We utilize a commodity mmWave radar that is an integrated single-
chip mmWave sensor based on FMCW radar technology operating in 76 to
81 GHz bands with continuous linear frequency modulation pulses up to 4 GHz.
The sampling rate of the radar is 37.5 Msps and the frame duration of it is
200 ms. This sensor provides us with rewritable functionality, for changing the
internal programming module to get a multi-mode sensor.

Software: There are three software components to handle with data: Firstly, we
use the Code Composer Studio (CCS) 9.1.0 to receive the point cloud data from
the mmWave radar. CCS is a Integrated Device Electronics (IDE) that supports
the embedded microcontroller and processor product line. Then, we need Matlab
R2017b to save the point cloud data as a “.csv” file. At last, we use the Spyder
3.3.6, a simple IDE for python 3.7.3, the convolutional neural network and data
processing are both implemented in Python language.

5.2 Performance Analysis

We design an experiment to test the accuracy under ideal conditions to inves-
tigate the model’s performance. Specifically, we perform the standard test on
30 participants (15 men and 15 women). They are asked to make a sequence
of four gestures, each repeats 50 times, at a distance of 2.4 m from the radar.
After all the gesture information is collected, we process the data and get the
corresponding off-line accuracy rate. By averaging the off-line accuracy of four
gestures, we get a total off-line accuracy of 88.11%.

Micro Analysis: To make it easier for readers to understand the four gestures’
accuracies, we built the confusion matrix shown in Table 1.

From the confusion matrix, we have several conclusions: (i) The rotate ges-
ture has the highest accuracy rate nearly 99%, because its unique motion trajec-
tory can be distinguished from other gestures, so it is not easy to be misjudged.
This shows that the model has a high accuracy in judging some unique gestures.
(ii) The accuracy rates of other three gestures are not high enough, because
the transformation modes of the three are similar, especially in a long-range
scenario, so they are easy to be mistaked.
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Table 1. Confusion Matrix of off-line test. In the matrix, the probability of the (i, j)
element represents that ith gesture is recognized as the jth one. The darker the color,
the higher the accuracy

Types knock left swipe right swipe rotate

knock 85.17% 11.03% 2.76% 1.03%
left swipe 7.05% 86.24% 5.70% 1.01%
right swipe 10.84% 5.94% 82.17% 1.05%

rotate 0.72% 0.00% 0.00% 99.28%

Surpass on Classification Method: We confirm the effectiveness of our pro-
posed network by comparing it with the ordinary method Resnet18 [34]. The
result of this is 62.78% which is much more lower than our 88.11%.

5.3 Forecast Accuracy for New Users

We collect gesture data from 30 people and do a leave-one-subject-out validation
(Table 2) to test the model’s accuracy in identifying new users. Each of the
models tested is learned from the gestures of the other 29 people. Therefore, we
obtain a total of 30 models for the experiment.

Table 2. Results of leave-one-subject-out validation.

People Acc People Acc People Acc People Acc People Acc

No. 1 83.00% No. 7 83.50% No. 13 91.00% No. 19 84.50% No. 25 94.00%

No. 2 85.43% No. 8 88.00% No. 14 91.50% No. 20 76.50% No. 26 77.00%

No. 3 92.00% No. 9 86.00% No. 15 94.50% No. 21 69.50% No. 27 67.00%

No. 4 95.50% No. 10 93.00% No. 16 88.00% No. 22 94.50% No. 28 74.17%

No. 5 95.50% No. 11 99.00% No. 17 81.00% No. 23 82.00% No. 29 77.50%

No. 6 59.00% No. 12 83.00% No. 18 94.00% No. 24 85.00% No. 30 77.50%

Average 86.09%

In the first column, we represent 30 participants with numbers. The second
column shows the test results for each model for the new user. We can see that
the average accuracy of the model for new users is 86.09%, which shows that
our model is feasible for gesture recognition of unfamiliar users who have not
been known by our model. This is slightly less accurate than offline accuracy in
Sect. 5.2, but it still maintains an acceptable accuracy.

5.4 Practical Application Analysis

To verify the performance of the model in real situations, we simulate three real-
life scenarios. Comparing to experiments in Sect. 5.2, we add several chairs and
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a television to create the effect of the living room in the family. We will test the
impact caused by these pieces of furniture on our model in following scenes.

In the first scene, we ask two participants, still standing 2.4 m from the radar,
to repeat each of four gestures 30 times, collecting a total of 60 pieces of gesture
data. The room is as shown in Fig. 5. In the second and third scene, we keep the
number of participants and the number and types of gestures still the same. We
only change the placement of tables and chairs in the room.

(a) (b) (c)

Fig. 5. Three scenes: (a) scene1; (b) scene2; (c) scene3.

Table 3. Results of practical experiment

Types/Accuracy Knock Left swipe Right swipe Rotate

Scene1 48.33% 38.33% 51.67% 98.00%

Secne2 35.00% 5.00% 23.33% 96.67%

Scene3 38.33% 3.33% 30.00% 98.33%

From Table 3, we can find following three insights: (i) Rotate’s accuracy has
remained roughly the same, suggesting that the uniqueness of the gesture mode
gives it a high degree of accuracy. This kind of gestures is less affected by the
external environment, and can be applied in real life. (ii) However in these three
scenarios, we only collected 60 pieces of data for each gesture, so the lack of data
may also has contributed to the sharp decline in accuracy. (iii) The accuracy
of the first three gestures has decreased greatly, which is not enough to support
the application of the model in real life. We believe that this model is greatly
affected by external environment factors, and does not have a good performance
for gestures that are not easy to distinguish. Therefore, we try to split out the
noise points manually and achieve a higher accuracy of the three scenarios are
respectively 84.59%, 70.00%, 59.58%.

6 Discussion

In this section, we have a case-by-case discussion on factors which might affect
the model. The distance factor, the multi-people factor and the real-time situa-
tion are discussed in turn. We explore the performance and practical application
of our model under the influence of different factors. These discussions allow us
to evaluate and test the model more thoroughly.
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6.1 Distance Influence

During the study, we find that the distance between hand and radar is an impor-
tant factor that affects the accuracy of model judgment. Here, we divide the room
area with bricks, each brick is a square which has the side length of 0.6 m, as
shown in Fig. 6. In order to better explore the distance influence on the model,
we take the number of bricks as a variable to verify whether the accuracy of
the model in different blocks will be affected. First, there are 80 participants in
this experiment, each of whom stands at the 5th brick and repeats each of four
gestures 50 times, so we collect 400 pieces of data for each gesture. The accuracy
in Sect. 5.2 is about the same as our previous experiment. Therefore, we change
the distance between participants and the radar, asking them stand at the 4th
brick and keep everything else the same.

Fig. 6. The room was divided into bricks.

We use the model of the 5th brick to test whether the data collected from
the 4th brick is accurate. The result is that the data collected from the 4th
brick is not accurate. However, when we input the data collected by participants
standing at the 4th brick into the model, and we test participants standing on
the 4th brick and the 5th block respectively, and then find that the model could
run normally with high accuracy (listed in Table 4).

Table 4. The results of distance influence. The origin model only has the data of 5th
brick and the new model has the data of both 5th and 4th bricks.

Scenes Knock Left swipe Right swipe Rotate

5th brick (origin model) 65.00% 79.25% 87.00% 99.25%

4th brick (origin model) 3.50% 22.25% 12.00% 98.00%

5th brick (new model) 61.75% 82.50% 88.00% 99.00%

4th brick (new model) 63.25% 80.00% 83.33% 99.85%

From Table 4, we can find that the model is very sensitive to distance fac-
tor, and the gesture data from different distances will lead to different judgment



Long-Range Gesture Recognition Using Millimeter Wave Radar 41

results. Therefore, in practical application, we need to collect as much informa-
tion as possible from different distances so that the model can accurately judge
gestures at different positions.

In our future work, we manage to reduce the distance sensitivity of the model
and realize accurate judgment of gestures at different positions.

6.2 Multiple People Influence

We apply the model to the multi-people environment, and design two scenarios
shown as Fig. 7.

(a) row (b) front

Fig. 7. The two scenarios: (a) two participants stand in one row (b) one participant
stands in front of another

In this experiment, we recruit three participants and divide each two of them
into three groups. Each group will experiment with two scenes separately. Among
them, the participant who stands on the 5th brick is set as the target person we
want to identify, and the other participant is the interferer. Each group asked
to do each of the four gestures 30 times simultaneously, so we can get 90 pieces
of data of each gesture. The experiment results of two scenarios are shown in
Table 5.

Table 5. Results of multiple people

Scenes Knock Left swipe Right swipe Rotate

Multi-people (row) 37.78% 2.22% 22.22% 100.00%

Multi-people (front) 47.78% 1.00% 17.78% 98.89%

From the results, we can find that only rotate can the model judged correctly
with a high accuracy. However, the accuracy of another three gestures is too low
to be used. Thus, this model hasn’t accomplished to recognize multiple people’s
concurrent gestures. When we are recording the gesture data, there is usually
a lot of interference data. Therefore, we believe splitting out the gestures from
noises may tackle this problem, and we have made a preliminary manual efforts
which achieving a better accuracy of 69.72% (front), 78.19% (row).
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6.3 Real-Time Consideration

In the real situation, the model usually encounters a lot of interferences, which
leads to a decreased accuracy. Therefore, we consider several interference actions,
i.e., walk, run, and some tiny gestures which are similar to our model gestures.
In this experiment, we ask 80 participants to do each of these two interference
actions (distance and other requirements remained the same), and to repeat each
action 50 times. We can get 400 pieces of data for each action.

In consequence of not considering the model of interference before this exper-
iment, the model will mistake these interference actions into different gestures.
The results are shown as Table 6:

Table 6. Model without interference actions

Scenes Knock Left swipe Right swipe Rotate

Tiny 4.75% 24.25% 5.25% 65.75%

Walk + Run 25.25% 0.75% 1.75% 72.25%

From the Table 6, some tiny gestures may be mistaken into rotate or other
gestures. The action of walk or run is also an interference for our model. This
will cause the accuracy of the model decreased sharply. We specifically collect
1,600 pieces of data on these two types of interference and feed them into the
model. Later, when we test the gesture with the interference actions again, the
results from the Table 7 show that the model is able to automatically identify
and removes the interference, then identifying the correct gesture.

Table 7. Model with interference actions

Scenes Knock Left swipe Right swipe Rotate

Tiny 80.75% 75.00% 78.20% 97.75%

Walk + Run 84.25% 85.25% 80.25% 98.25%

7 Conclusion

In this paper, we introduce a long-range gesture recognition model based on
mmWave sensing. We utilize a mmWave radar to collect spatial and temporal
characteristics of gestures, and then input gesture data into a customized con-
volutional neural network for automatic gesture recognition. On this basis, we
also carry out several real scenario experiments to verify the practicability of the
model. With the rapid development of 5G technology, mmWave frequency band
will be fully developed and utilized in the future. Therefore, we believe mmWave
sensing technology will provide a wider range of services for mankind.
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Abstract. Exploring white spaces in the indoor environment has been
recognized as a promising way to satisfy the rapid growth of the wire-
less spectrum demand. Although a few indoor white space exploration
systems have been proposed in the past few years, they mainly focused
on exploring white spaces at a small set of candidate locations. However,
what we need are the white space availabilities at arbitrary indoor loca-
tions instead of only those at the candidate locations. In this paper, we
first perform an indoor TV spectra measurement to study the character-
istics of indoor white spaces in a fine-grained way. Then, we propose a
Fine-gRained Indoor white Space Estimation mechanism, called FRISE,
which could accurately estimate the white space availabilities at arbi-
trary indoor locations. FRISE mainly consists of a method to determine
the positions of candidate locations and an accurate spatial interpolation
algorithm. Furthermore, we evaluate the performance of FRISE based on
real-world measured data. The evaluation results show that FRISE out-
performs the existing methods in estimating white spaces at arbitrary
indoor locations.

Keywords: Dynamic Spectrum Access · White space · Gaussian
process

1 Introduction

The fast growth of the mobile devices and applications has led to the increasing
demand of wireless spectra for communication. Unfortunately, the amount of
unlicensed wireless spectra that are free to use is very limited, while most of the
licensed spectra are underutilized [17]. Facing the shortage of the wireless spec-
tra, the concept of Dynamic Spectrum Access (DSA) was proposed to improve
the wireless spectrum utilization.

In 2008, the Federal Communication Commission (FCC) issued the rule that
allows unlicensed devices to access locally unoccupied TV spectra, which are usu-
ally referred to as TV white spaces [7]. Although the unlicensed use of TV white
c© Springer Nature Switzerland AG 2020
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spaces is allowed, FCC also requires that unlicensed devices should not interfere
with any of the licensed TV transmissions. Therefore, all user devices (especially
the unlicensed ones) should get the spectrum’s availability information before
accessing it.

In the indoor environment, there exist more white spaces than the outdoor
scenarios because of the existence of the indoor obstacles (e.g., walls) [19]. The
existing indoor white space exploration systems [10,19] aim at constructing an
indoor white space availability map, which indicates the availabilities of the TV
spectra at different indoor locations. Users could submit their indoor locations,
and then receive the corresponding list of white spaces according to the current
indoor white space availability map. The construction of the indoor white space
availability map can be divided into two steps: recovery at candidate locations
and estimation at arbitrary locations.

Step I Recovery at Candidate Locations: In order to construct the indoor
white space availability map, a set of candidate locations should be selected
to cover every of the rooms and corridors. Due to limitations on budget and
runtime cost, existing approaches turn to carefully deploying a certain number
of spectrum detectors at a part of the candidate locations, and then recover the
status of TV spectra at the other candidate locations based on indoor spectrum’s
characteristic of spatial-spectral correlations.

Step II Estimation at Arbitrary Locations: Given the signal strengths
at candidate locations, the signal strengths at arbitrary indoor locations are
estimated based on some spatial interpolation method.

However, the existing works could not perform Step II in an accurate enough
way. All existing works assume that the positions of candidate locations are
given beforehand. Whereas our experiment results in Sect. 2 demonstrate that
different positions of candidate locations would lead to different performances of
estimation. Furthermore, existing works apply a kind of constant spatial inter-
polation to do the estimation. We have also shown that directly applying the
constant interpolation approach would lead to high error rates of estimation.

Unfortunately, it is difficult to solve the above two problems. The first chal-
lenge is how to determine the positions of candidate locations. The other chal-
lenge is accurate spatial interpolation. In this paper, we propose FRISE, a Fine-
gRained Indoor white Space Estimation mechanism. In response to the first
challenge, FRISE uses mutual information to describe the “importance” of each
of the indoor locations. Besides, we determine the positions of candidate loca-
tions in sequence, and iteratively choose the most “important” locations. In this
way, the position determination could be achieved in polynomial time. For the
second challenge, we build a Gaussian process model for the signal strengths at
arbitrary locations, the kernel function of which could approximately describe
the correlations between any pair of locations. Furthermore, the spectral and
temporal correlations are also considered to improve the performance of the
interpolation. The main contributions of this paper are summarized as follows:
– We perform indoor TV spectra measurement in a lab room and a corridor.

The measurement results demonstrate the influence of different positions of
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candidate locations and the inaccuracy of the constant interpolation, which
motivates this work.

– FRISE improves the accuracy of estimation at arbitrary locations by first
determining the proper positions of candidate locations and then applying
an accurate spatial interpolation method to do the estimation. To the best
of our knowledge, FRISE is the first mechanism that studies the position
determination of candidate locations.

– We evaluate the performance of FRISE with extensive real-world measured
data. The evaluation results demonstrate that FRISE leads to a maximum
38.5% less white space error compared to the constant interpolation and
47.0% less white space error compared to the random determination for posi-
tions of candidate locations, respectively.

The rest of the paper is organized as follows. In Sect. 2, we present our
indoor TV spectra measurement experiment. Then we propose the detailed sys-
tem design of FRISE in Sect. 3. In Sect. 4, we evaluate FRISE. Related works
and conclusions are given in Sect. 5 and Sect. 6, respectively.

Fig. 1. Map of the lab room and corridor.

2 Indoor TV Spectra Measurement

In this section, we present our indoor TV spectra measurement. Different from
the existing TV spectra measurement, which measured the TV spectra only at
the candidate locations, we measure the TV spectra in a more fine-grained way.
The measurement is carried out in two typical indoor environments: a lab room
(abbr. 10 m× 45 m) and a long corridor (abbr. 120 m long), the maps of which
are shown in Fig. 1.
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Fig. 2. Example of constant interpolation.

2.1 Equipment and Setup

Our measurement device consists of a USRP N210, a log periodic PCB antenna,
and a laptop. The USRP N210 is equipped with the SBX daughter-board with 5–
10 dBm noise figure. We measure 56 UHF digital TV channels between 470 MHz–
566 MHz and 606 MHz–958 MHz with 8 MHz channel bandwidth.

We can get the status of a channel by comparing its signal strength with
a preset threshold. If the signal strength of the channel is greater than the
threshold, this channel is occupied, otherwise we consider it vacant. We use
a threshold of −84.5 dBm/8 MHz, which is determined using the same way as
[10,19]. Although the threshold is higher than that suggested by FCC, which is
−114 dBm/8 MHz, we set the threshold in this way due the device limitation.
Since the −84.5 dBm/8 MHz threshold is also utilized by prior works, we believe
that it is feasible in our TV spectra measurement and analysis.

The TV spectra measurement can be divided into two parts: synchronous
measurement and asynchronous measurement.

2.2 Synchronous Measurement

In the synchronous measurement, we deploy 22 measurement devices in the lab
room (blue points in Fig. 1) and continuously measure the signal strengths of TV
channels for a period of 2 weeks. We synchronously measure the signal strengths
of 56 TV channels every 5 min in the two weeks period. The observations are as
follows:

The Constant Interpolation Could Not Accurately Estimate the Sta-
tus of TV Channels. The constant interpolation is commonly utilized by the
existing indoor white space exploration systems to estimate the status of TV
channels at arbitrary indoor locations. We analyze the performance of the con-
stant interpolation based on the measurement results. We first give a simple
example. Figure 2 shows a part of the lab room, which contains the measure-
ment locations 1, 2, 3, 4, 6, 7, 8, and 15. We choose location 2 and 15 as the
candidate locations. If we apply the constant interpolation to do the estimation
at arbitrary locations, then the status of TV channels at location 3 and 4 are
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considered the same as location 2, while the status of TV channels at location 1,
6, 7, and 8 are considered the same as location 15. We compare the real status
of the 56 TV channels with the estimated values at each time slot (5 min), and
calculate the average errors of the estimation. Here we denote the white space
error as the ratio between the number of channels whose status are incorrectly
estimated and the total number of channels. We give the detailed definition of
white space error in Sect. 4.1. The results are shown in Table 1. For instance, at
location 1, the status of an average of 4.5 channels are incorrectly estimated,
which is about 8% of the 56 channels. At location 4, about 16% of the channels
(9.1) are estimated to wrong status. These high white space error make constant
interpolation not accurate enough, and thus it is essential to design an accurate
algorithm to do the estimation at arbitrary locations.

Table 1. Performance analysis about constant interpolation

Candidate locations 15 2

Locations 1 6 7 8 3 4

# of errors 4.5 8.8 6.8 6.3 5.7 9.1

White space error 8% 16% 12% 11% 10% 16%

 0

 3

 6

 9

 12

 15

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Candidate locations

Number of incorrectly estimated channels

Fig. 3. Influence of positions of candidate locations.

Different Positions of Candidate Locations Lead to Different Perfor-
mances of Estimation. We also observe that different positions of candidate
locations would lead to different performances of the estimation at arbitrary
locations. Here, we first set location 1 as the candidate location, and calculate
the average number of channels whose status are incorrectly estimated over the
remaining 21 locations. Then, we set location 2, 3, ..., 22 as the candidate location
in sequence, and compare the performance of estimation under different candi-
date locations. The results are shown in Fig. 3. The y-axis refers to the average
number of incorrectly estimated channels under different candidate locations.
For instance, when we use location 1 as the candidate location, the status of an
average of 9.18 channels are incorrectly estimated at the remaining 21 locations.
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Fig. 4. Correlations of indoor TV spectra.

It is observed that when the positions of the candidate locations are different,
the number of incorrectly estimated channels are also different, which leads to
different estimation performances. Hence, it is important for us to determine a
proper set of positions for candidate locations in order to get a higher estimation
accuracy.

There Exist Spatial-Spectral-Temporal Correlations Among TV Spec-
tra. We then study the correlations of TV spectra between different locations,
channels, and time slots, which we call spatial-spectral-temporal correlations.

We focus on the spatial correlation in a room or corridor, instead of that
between different rooms or corridors, which is already studied. Based on the
measured data, we get a vector for each measured location that contains the
signal strengths of all TV channels over the two weeks interval. Then we cal-
culate the Pearson product-moment correlation coefficients [13] of all pairs of
locations, and draw Fig. 4(a) based on the result. In Fig. 4(a), we observe that
the 22 measured locations in the lab room are tightly correlated. If the spatial
correlation could be utilized into the estimation at arbitrary locations, we believe
that its accuracy would be improved. Our observations on spectral correlation
are similar to prior works, which is shown in Fig. 4(b). A channel may be tightly
correlated with some channels while almost independent to others.

Furthermore, we also study the temporal correlation of TV spectra while
existing works on indoor white space exploration mainly focus on the spatial
and spectral correlations. Figure 4(c) illustrates the Pearson product-moment
correlation coefficients between different time slots in the two weeks interval. We
observed that the temporal correlation shows the periodical property. For some
time slots, they may have relatively small Pearson product-moment correlation
coefficients with their neighbors but be tightly correlated with the time slots
which are one period after or before them. The temporal correlation could help us
simplify the process of training FRISE, because we do not need to synchronously
measure the TV spectra in the training process.
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2.3 Asynchronous Measurement

Due to the limitation of budget, we do not have enough measurement devices
to support a synchronous fine-grained measurement. We instead apply an asyn-
chronous way to do the measurement.

We choose two typical indoor environments, the lab room and a long corridor,
to do the measurement. We measure the TV spectra at the same lab room with
the synchronous measurement, and choose 105 locations (red points in room
of Fig. 1). We mount our measurement device on a cart, and measure all the
TV channels at one location after another. We also record the time after every
measurement. In the long corridor, we choose 27 locations (red points in the
corridor of Fig. 1) and perform the measurement in the same way. Every day we
perform one round of measurement. The asynchronous measurement lasts for a
period of two weeks.

3 System Design

This section shows the design of FRISE. At first, we give an overview of FRISE.
Then, we describe the implementation of the multitask Gaussian process based
spatial interpolation. After that, we introduce the mutual information based
method to determine the positions of candidate locations.

3.1 System Overview

The indoor white space exploration systems aim at constructing an indoor white
space availability map, which indicates the white space availabilities of the whole
indoor environment. The construction of the map could be divided into two steps:
recovery at candidate locations (Step I) and estimation at arbitrary locations
(Step II). Existing works mainly focus on Step I. They assume that a set of
candidate locations are given in advance, and try to select a part of candidate
locations to deploy spectrum detectors. Based on the measurement results of
spectrum detectors, the signal strengths of TV spectra at all candidate locations
could be accurately recovered.

Given the signal strengths at all candidate locations, FRISE aims at esti-
mating those at arbitrary locations (Step II) in a more accurate way. FRISE
improves the accuracy of the estimation in two ways:

– FRISE first applies a mutual information based method to determine the
proper positions of candidate locations.

– FRISE further uses a multitask Gaussian process based spatial interpolation
by considering the spatial-spectral-temporal correlations among TV spectra.

Since the algorithm to determine the positions of candidate locations is based
on the estimation results, in the following parts, we first assume the positions of
candidate locations are given and describe the multitask Gaussian process based
spatial interpolation algorithm. Then we present the algorithm to determine the
positions of candidate locations.
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3.2 Multitask Gaussian Process Based Spatial Interpolation

Gaussian process is usually used to predict a single output (or task) based on one
or more inputs. However, there exist dozens of TV channels with correlations.
If we simply train a Gaussian process model independently for each channel, we
would “waste” the correlations among channels. Hence, we explore a multitask
Gaussian process regression model [1,20], which estimates the signal strength of
some channel not only based on the same channel’s information, but also based
on the signal strengths of other correlated channels.

Given the set of N inputs x1,x2, . . . ,xN with xi = (pi, qi, ti)T where (pi, qi)
is the coordinate of the an location, and ti refers to the time. The corresponding
signal strengths of TV channels are defined as

y = (y1
1 , . . . , y

1
N , y2

1 , . . . , y
2
N , . . . , yM

N ), (1)

where y�
i is the signal strength of the �th TV channel at location (pi, qi) when

the time is ti. Here M refers to the number of TV channels.
According to the Gaussian process theory [1,15], y can be assumed to obey a

multivariate Gaussian joint distribution with a mean value 0, which means that

y ∼ N (0,K), (2)

where K is the covariance matrix. The covariance matrix K is defined by a kernel
function k(xi,xi′ , �, �′) which refers to the covariance between two observations
y�

i and y�′
i′ . According to the multitask Gaussian process theory [1], k(xi,xi′ , �, �′)

can be rewritten as

k(xi,xi′ , �, �′) = Kc
��′kx(xi,xi′), (3)

where Kc is an M × M positive semi-definite matrix that specifies the spectral
correlation and kx is a covariance function which describes the spatial-temporal
correlations. Kc

��′ is the element at �th row and �′th column of Kc, which refers to
the correlation between channel � and �′. If we let Kx be the matrix of covariances
between all pairs of training inputs. The covariance matrix K in Eq. (2) can be
denoted as

K = Kc ⊗ Kx, (4)

where ⊗ refers to the Kronecker product [8].
Given the signal strengths of TV channels at the candidate locations, that

is y, we try to estimate the signal strengths of arbitrary indoor locations. For
example, if we want to know the signal strength of channel � at location (p∗, q∗)
when the time is t∗, where the corresponding input is x∗ = (p∗, q∗, t∗)T , we have
the following results

[
y
y�

∗

]
∼ N

(
0,

[
K (K�

∗)
T

K�
∗ K�

∗∗

] )
, (5)

with
K∗∗ = k(x∗,x∗, �, �) = Kc

��k
x(x∗,x∗), (6)
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and
K�

∗ = Kc
� ⊗ Kx

∗ , (7)

where Kc
� is the �th column of Kc, and Kx

∗ is the vector of covariances between
x∗ and the input x1,x2, . . . ,xN ,

Kx
∗ = [kx(x∗,x1), kx(x∗,x2), . . . , kx(x∗,xN )]T . (8)

The probability distribution of y�
∗ given the observations y is a Gaussian [9,15]:

y�
∗|y ∼ N (K�

∗K
−1y,K�

∗∗ − K�
∗K

−1(K�
∗)

T ). (9)

We use the mean value
ȳ�

∗ = K�
∗K

−1y (10)

as the estimation of y�
∗, and the variance

var(y�
∗) = K�

∗∗ − K�
∗K

−1(K�
∗)

T (11)

as the uncertainty of the estimation.
As shown in Eq. (3), the kernel function can be expressed as the product of

two parts: Kc
��′ and kx(xi,xi′)We study their expressions one by one.

The matrix Kc is required to be positive semi-definite [1]. A common
parametrization to guarantee positive-semidefiniteness of Kc is to use the
Cholesky decomposition Kc = LLT , where L is a lower triangular.

L =

⎡
⎢⎢⎢⎣

θc
11 0 · · · 0

θc
21 θc

22 · · · 0
...

...
. . .

...
θc

M1 θc
M2 · · · θc

MM

⎤
⎥⎥⎥⎦ . (12)

The spatial-temporal kernel function kx(xi,xi′) can be written as the product
as a spatial kernel and a temporal kernel:

kx(xi,xi′) = ks(pi, qi, pi′ , qi′)kt(ti, ti′), (13)

where the spatial kernel ks(pi, pi′ , qi.qi′) indicates the spatial correlation, and the
temporal kernel kt(ti, ti′) describes the temporal correlation. Considering that
the signal strengths may change differently at different directions, we utilize the
commonly used anisotropic Gaussian kernel to describe the spatial correlation:

ks(pi, pi′ , qi.qi′) = σ2
sexp

(
− (pi − pi′)2

θp

)
exp

(
− (qi − qi′)2

θq

)
,

where σ2
s is the maximum allowable spatial covariance.

For the temporal kernel, we present a periodical kernel to describe the tem-
poral correlation:

kt(ti, ti′) = σ2
t exp

(
− sin2(νπ(ti − ti′))

θt

)
, (14)
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where σ2
t is the maximum allowable temporal covariance, ν is the periodical

frequency.
The noise of TV spectra is also an important part of the real-world measure-

ment. Here, we consider a general Gaussian noise, where different channels have
different noise variance. For example, the noise of channel � is n� ∼ N (0, σ2

� )
with σ2

� referring to the noise variance. Thus, The kernel function (3) becomes

k(xij ,xi′j′ , �, �′) = Kc
��′ks(pi, pi′ , qi.qi′)kt(tj , tj′)

+σ2
� δ(�, �′)δ(xi,xi′), (15)

where δ(�, �′) and δ(xi,xi′) refer to the Kronecker delta function.
In order to avoid the redundancy in the parameters of kernels Kc, ks, and

kt, we further let σ2
s = σ2

t = 1, which means the spatial kernel and temporal
kernel have unit variances. In this way, the parameters of k(xij ,xi′j′ , �, �′) could
be denoted as

θ = {θp, θq, θt, ν, θc
11, θ

c
21, θ

c
22, . . . , θ

c
MM , σ2

1 , σ
2
2 , . . . , σ

2
M}.

Given a set of training data with observations yo ∈ R
d and the corresponding

inputs Xo, the value of θ can be determined by maximizing the marginal likeli-
hood p(yo|Xo,θ). Considering the fact that yo|Xo ∼ N (0,Ko) with Ko referring
to the corresponding covariance matrix, the logarithm marginal likelihood is

log p(yo|Xo,θ) = −1
2

log |Ko| − 1
2
yT

o K−1
o yo − d

2
log 2π.

The logarithm marginal likelihood can be maximized by running the multivariate
optimization algorithm (e.g.., conjugate gradients, Nelder-Mead simplex, etc.).
After the optimization, we can get the proper value of θ. Then, we can estimate
the signal strengths of TV channels at different indoor locations.

3.3 Determining the Positions of Candidate Locations

We have shown that different positions of candidate locations would lead to
different accuracies in estimation at arbitrary locations. In this part, we propose
the algorithm to determine the proper positions of candidate locations, which
has never been studied before. We first assume the number of candidate locations
n is given, and then study how to determine a proper n.

We consider our space as a discrete set of locations V. The possible candidate
locations set S is thus a subset of V: S ⊂ V. Now the problem becomes: find
a subset A∗ ⊂ S with |A∗| = n that maximize the estimation accuracy. It
is difficult to directly maximize the estimation accuracy, because we cannot
give a certain mapping from the candidate locations to the estimation accuracy.
Instead, we utilize the optimization criterion, proposed by Caselton and Zidek
in 1984 [2], that search for A∗ that most significantly reduce the estimation
uncertainty in the rest of the space V\A∗, which is equal to

A∗ = argmaxA⊂S,|A|=nH(YV\A) − H(YV\A|YA), (16)
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where A is the positions of candidate locations, YA is the set of random variables
of signal strengths of all channels over the training time period at the candidate
locations A. H(YV\A) refers to the entropy of YV\A. If yV\A ∈ R

r obey Gaussian
distribution, then

H(YV\A) =
1
2

log((2πe)rCov(yV\A)), (17)

where Cov(yV\A) refers to the covariance of yV\A.
Actually, the criterion H(YV\A) − H(YV\A|YA) is equivalent to the mutual

information I(YA;YV\A) between the position set A and the rest of space V\A.
Thus, Eq. (16) is equal to finding a set A∗ which maximize the mutual informa-
tion:

A∗ = argmaxA⊂S,|A|=nI(YA;YV\A). (18)

The problem of mutual information maximization has been proven to be an
NP-complete problem [9]. We apply a greedy approach that determines the posi-
tions of candidate locations in sequence, choosing the position for next candidate
location which provides the maximum increase in mutual information. The per-
formance analysis of the greedy approach can be found in [9]. For the ease of
presentation, we let H(A) = H(YA), MI(A) = I(YA;YV\A), and use A ∪ α to
denote A∪{α}. In this way, we determine the position of next candidate location
by choosing a position α that maximizes:

MI(A ∪ α) − MI(A)
= H(A ∪ α) − H(A ∪ α|Ā) − [H(A) − H(A|Ā ∪ α)]
= H(α|A) − H(α|Ā),

(19)

where Ā = V\(A ∪ α).
Since yα|yA and yα|yĀ obey Gaussian distributions whose means and covari-

ances can be calculated based on Eq. (10) and Eq. (11), we can easily get that

H(α|A) − H(α|Ā) =
1
2

log
|Cov(yα|yA)|
|Cov(yα|yĀ)|

=
1
2

log
|Kαα − KαAK−1

AAKAα|
|Kαα − KαĀK−1

ĀĀKĀα| ,

where Kαα is the covariance matrix of different channels and times at position
α, KαA is the covariance matrix of different channels and times between position
α and positions set A, KAA is the covariance matrix of positions set A. KAα,
KαĀ, KĀĀ, and KĀα are defined in a similar way. The values of these matrices
can be obtained using the kernel function k in Eq. (15).

The detailed algorithm is shown in Algorithm1. We apply a strategy that sets
the number of candidate locations as small as possible while the performance of
Step II is guaranteed. In this way, the performance of Step I can be satisfactory
as well.
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Algorithm 1: Candidate locations determination

Input : V: discrete set of all locations,
S: possible positions for candidate locations,
KVV : covariance matrix of V,
Terr error threshold.

Output: n: number of candidate locations,
A∗: positions of candidate locations.

1 n ← 0; A ← ∅;
2 repeat
3 for α ∈ S\A do

4 ηα ← |Kαα−KαAK−1
AAKAα|

|Kαα−KαĀK−1
ĀĀKĀα| ;

5 α∗ ← argmaxα∈S\A ηα;

6 n ← n + 1; A ← A ∪ α∗; C ← V/A;

7 Cov(yC |yA) ← KCC − KCAK−1
AAKAC ;

8 Var(yC |yA) ← diag(Cov(yC |yA))

9 until maxVar(yC |yA) ≤ Terr;
10 A∗ ← A;
11 return n, A∗;

4 Performance Evaluation

In this section, we extensively evaluate the performance of FRISE based real-
world measurement data. We first give the setup of the evaluation and then
present the evaluation results.

4.1 Evaluation Setup

The evaluation is based on the results of asynchronous TV spectra measurement
in Sect. 2. For the asynchronous measurement, we measure the TV channels in
a lab room and a long corridor, respectively, and get 14 measurement datasets,
which contain the signal strengths of 56 TV channels at different locations, in
a two weeks period. We use the data of the first week to train FRISE, and use
the other week’s data to evaluate its performance. We choose Estimation Error
and White Space Error as the evaluation criteria. Their definitions are shown as
follows:

• Estimation Error (EE): is the relative error between the estimation and the
real value.

‖ŷ − y‖2
/‖y‖2,

where y is the vector containing real signal strengths of TV channels and ŷ
is the corresponding estimated values.

• White Space Error (WSE): is defined as the ratio between the number of
channels whose status are mis-identified and the total number of channels.



Towards Fine-Grained Indoor White Space Sensing 57

0

1

2

3

4

5

 0  20  40  60  80  100

Es
tim

at
io

n 
Er

ro
r (

%
)

# of candidate locations

Constant interpolation
FRISE

(a) EE (room)

0

4

8

12

16

 0  20  40  60  80  100

W
hi

te
 S

pa
ce

 E
rro

r (
%

)

# of candidate locations

Constant interpolation
FRISE

(b) WSE (room)

0

1

2

3

4

 0  5  10  15  20  25

Es
tim

at
io

n 
Er

ro
r (

%
)

# of candidate locations

Constant interpolation
FRISE

(c) EE (corridor)

0

4

8

12

 0  5  10  15  20  25

W
hi

te
 S

pa
ce

 E
rro

r (
%

)

# of candidate locations

Constant interpolation
FRISE

(d) WSE (corridor)

Fig. 5. Multitask Gaussian process interpolation vs constant interpolation.
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Fig. 6. Comparison of different approaches determining the positions of candidate
locations.

4.2 Performance of Gaussian Process Based Interpolation

In Fig. 5, we compare the estimation error and white space error between mul-
titask Gaussian process interpolation of FRISE and constant interpolation. We
vary the number of the selected candidate locations from 1 to 105, and run
the two interpolation algorithms based on the room data sets. The results are
shown in Fig. 5(a) and Fig. 5(b). In Fig. 5(a), we observe that the estimation
errors decrease as the increment of the number of candidate locations. Besides,
the estimation errors of FRISE are smaller than the constant interpolation. Actu-
ally, the average estimation error is 1.90% for FRISE and 2.42% for the constant
interpolation. This means that FRISE leads to an estimation error which is rel-
atively 21.6% smaller than the constant interpolation. Figure 5(b) demonstrates
the white space errors. We observe similar results to the estimation error. The
average white space error is 3.26% for FRISE, which is relatively 28.3% smaller
than constant interpolation, the average white space error of which is 4.55%.
Figure 5(c) and Fig. 5(d) are the comparison results based on the data measured
in the corridor. The results are similar to Fig. 5(a) and Fig. 5(b). On average,
FRISE gets a relatively 15.6% smaller estimation error and a relatively 38.5%
smaller white space error, compared to the constant interpolation.

4.3 Different Positions of Candidate Locations

We then study the performance of the mutual information based algorithm to
determine the positions of the candidate locations. For the convenience of com-
parison, we choose the positions of the candidates among the measured indoor
locations (105 in the lab room, 27 in the corridor). We compare the estimation
error and the white space error between the mutual information based method
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and a random approach. The results are shown in Fig. 6. Figure 6(a) and Fig. 6(b)
illustrate the results based on the measured data in the lab room. We observe
that both of the estimation errors and white space errors of FRISE are smaller
than those of the random approach, especially when the number of candidate
locations is small. On average, FRISE gets a relatively 8.2% smaller estimation
error and a relatively 17.0% smaller white space error. Figure 6(c) and Fig. 6(d)
illustrate the estimation errors and the white space errors based on the data
measured in the corridor. The average estimation error for FRISE is relatively
16.2% smaller than the random approach. For the white space error, this number
is 47.0%.

5 Related Work

As a new kind of dynamic spectrum access approach, utilizing indoor white
spaces to do communications gains increasing attentions. At first, researchers
mainly focused on exploring and utilizing white spaces in the outdoor scenario
[4,6,14,16]. Then, in 2013, Ying et al. [19] discovered the problem of indoor
white space exploration and proposed the first indoor white space exploration
system, WISER. Then in 2015, Liu et al. [10] presented a cost efficient indoor
white space exploration mechanism, called FIWEX. In addition, there are some
other works focused on indoor white space exploration recently [18,21].

Gaussian process is a Bayesian modeling technique which has been widely
used in machine learning [15], deep learning [12], queuing analysis [5], sensor net-
works [9]. Multitask Gaussian process [20] is used to predict multiple correlated
outputs, and has been applied for robot inverse dynamics [3] and time series anal-
ysis [11]. However, considering the unique characteristics of indoor white spaces,
the existing works of multitask Gaussian process cannot be directly applied to
the indoor white space estimation. We learn a proper kernel for indoor white
spaces and then propose an accurate white space estimation mechanism.

6 Conclusion

In this paper, we have performed an indoor TV spectra measurement in a lab
room and a corridor for a period of 2 weeks. The measurement results demon-
strate that the constant interpolation leads to high estimation error rates and
different positions of candidate locations lead to different estimation accuracies.
Based on the measurement observations, we propose FRISE, which is a Fine-
gRained Indoor white Space Estimation mechanism. FRISE mainly consists of a
mutual information based method to determine the positions of candidate loca-
tions and a multitask Gaussian process based spatial interpolation algorithm.
We evaluate the performance of FRISE based on the measurement data. The
evaluation results demonstrate that FRISE leads to a maximum 38.5% less white
space error compared to the constant interpolation and a maximum 47.0% less
white space error compared to the estimation based on random positions of
candidate locations.
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Abstract. Visual tracking is a scheme to locate people’s position in
space. However, there are privacy concerns that raw video may cause
leakage of personal information. Many people do not accept cam-
eras deployed in their homes or workspaces.Recently, millimeter-wave
(mmWave) gait recognition has been recognized as an alternative solu-
tion, which has the advantages of low power consumption and user pri-
vacy protection.However, performance analysis particularly under multi-
person application scenarios in different environments remains to be
explored.In this work, we collect and evaluate over the mmWave sensing
point cloud dataset from mmWave FMCW radars. Our study reveals the
change of point cloud as people population and their distance varies.

Keywords: Millimeter-wave perception · Co-existing multi-people
recognition

1 Introduction

As the next generation of wireless communication technology, millimeter wave
can greatly improve the wireless network rate to multi-Gbps. In the foreseeable
future, mmWave modules will be widely installed in mobile phones, wearable,
smart hardware, or more widely Internet of things devices, becoming a main-
stream communication technology.

We found that in addition to ultra-high-speed wireless transmission, the char-
acteristics of mmWave such as short wavelength, large bandwidth, and directed
beam also make it possible to perceive human gait with high resolution and
robustness. Moreover, compared with other methods, mmWave sensing has its
unique advantages. For example, the accuracy of the acoustic gait recognition
method will be greatly reduced when it is faced with interference during the
surrounding noises [20]. The accuracy of gait recognition based on visible image
analysis is also relatively low in the environment with low or no light. At the
same time, the design of the gait recognition equipment for image identification
has serious privacy leakage problem, which is not convenient for its universal
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deployment and use [1]. More importantly, mmWave can penetrate nonmetallic
materials such as plastics, so mmWave modules can be hidden inside nonmetallic
devices [10].

mmWave technology can provide more intelligent and effective biometrics.
For example, this report focuses on gait recognition. mmWave equipment can
identify human identity information based on human gait. Similarly, mmWave
gait recognition can be used for Intelligent security identification in homes and
businesses. It could also be used in areas such as health testing, robotics, and new
retail. mmWave gait recognition waking up does not need users to do any action,
mmWave device will take the initiative to detect the user’s gait and identify the
user. mmWave gait recognition can be applied to property security to prevent
private valuables from being stolen. Users can install mmWave devices in laptops,
mobile phones, and other items, and let your devices know you through gait
recognition technology. When someone steals your devices but cannot imitate
your gait, the system will alarm. mmWave gait recognition can also be applied
to smart homes to ensure safety for the elder. In the family, if the elder suddenly
falls down or other emergencies happened, mmWave gait recognition devices can
immediately identify and immediately notify the family.

At present, the mmWave gait recognition theory has been widely recognized,
it has the advantages of low power consumption, environmental protection, and
user privacy protection [2]. This system collects real-time gait point cloud data
through mmWave equipment. After analyzing the point cloud data in the back-
ground, it introduces the neural network algorithm for training. When the model
training is completed, real-time gait recognition can be carried out. However, in
neural network learning of the gait point cloud data set of the identified object,
the system often encounters a variety of problems, resulting in inaccurate train-
ing results. Among these problems, a large part of them is caused by the com-
plexity of the working environment and the occlusion between the tested objects
when the mmWave device collects the gait point cloud data. In order to further
improve the accuracy of mmWave gait recognition, we will conduct a series of
experimental analyses from the data acquisition end. The specific analysis of the
experimental environment involves many factors. In order to accurately analyze
the influence of each variable on the clustering effect of the point cloud, we will
use the control variable method to explore the phenomena such as the minimum
recognition distance of mmWave equipment and the occlusion problem.

This paper discusses the mmWave FMCW radar’s high tracking accuracy
human tracking recognition system performance research experiment. With the
help of mmWave sensors, we can get sparse clouds and form time-dependent
tracks. In the different experimental background, we test and evaluate the
mmWave FMCW radar data acquisition and DB-scan clustering algorithm, and
prove that our system can still maintain high recognition accuracy when there
are static or dynamic occlusion and low error in short distance recognition in the
two-person scene. In order to further clarify the minimum recognition distance
of mmWave FMCW radar for multiple objects under test, we also designed
a series of experiments to analyze the mmWave FMCW radar sensing ability
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based on the feedback point cloud data. In the above experiments, we verified
the basic performance of mmWave FMCW radar. Combining with the clustering
algorithm, we measured the ideal effective multi-person recognition distance is
about 45 cm based on mmWave FMCW radar. In this paper, our innovation lies
in combining the basic recognition performance of mmWave FMCW radar and
the clustering algorithm to analyze the occlusion problem and the problem of
too close distance in the case of multi-person recognition.

2 Related Works

2.1 Application Prospect of MmWave

In recent years, some experiments and researches have realized the tracking or
recognition of human behavior characteristics through Wi-Fi signals [16–19] or
video monitoring [14,15]. Compared with video monitoring, mmWave FMCW
radar has many advantages, such as better anti-interference, lower energy con-
sumption, and higher accuracy [11]. Therefore, mmWave FMCW radar has
a wide application prospect in various fields [12]. With the development of
mmWave technology, mmWave recognition has been applied in speed measure-
ment, distance measurement, gesture recognition [3,4], single-person tracking
identification [5], multi-person recognition and other fields [13]. In order to real-
ize the large-scale deployment of mmWave recognition equipment, designers must
rely on the theoretical basis of wireless sensor networks to solve the problem of
network topology and network minimum exposure [13].

2.2 Recognition Using mmWave Signals

Previous studies used mmWave signals of different frequencies for vital signs
detection [6–8]. [9] Experiments verified the feasibility of mmWave in monitoring
vital signs. There’s still a lot of work to be done, using mmWave to identify
people’s movements or study health status through the gait [1].

3 System Design and Experimental Process

3.1 Overview of Main Experiment

We deployed a mmWave FMCW radar in a closed laboratory in accordance with
the basic working requirements of the mmWave equipment. After the determi-
nation of various parameters in the experimental environment, we launch the
mmWave equipment and began to collect experimental data. We invited volun-
teers to participate in the gait point cloud data collection experiment as subjects
to complete a series of movements according to the specified requirements. The
mmWave device sends the antenna to transmit the wireless signal, which is mod-
ulated by the user’s gait and reflected, and the reflected signal is captured by
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Fig. 1. Flow chart of the main experiment.

the mmWave receiving antenna. Then, the mmWave device will capture the sig-
nal for processing, and obtain the distance, angle, Doppler frequency shift, and
other information (Fig. 1).

The mmWave FMCW radar can pre-process the original FMCW signal to
obtain a three-dimensional point cloud. These point cloud data are preprocessed
and point cloud sequences are generated. We mainly collect the spatial coor-
dinates, velocity, and SNR of each point in the 3D point cloud. A series of
clustering algorithms are used to analyze the above data and eliminate noise
points. In short, this process is to clean the collected data and improve data
quality (Fig. 2).

Fig. 2. Software configuration.
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3.2 Hardware Configuration and Data Acquisition

The mmWave FMCW radar is set to transmit 16 chirps per frame. The start
frequency of the chirp is set to 77 GHz. The bandwidth B is 4 GHz. The Chirp
Cycle Time Tc is set to 131.14µs. The Idle Time is set to 81 s. The ADC Valid
Start Time is set to 7 s. The Ramp End Time is set to 57.14 s. The Frequency
Slope is set to be 70 GHz/ms. With such a configuration, the mmWave FMCW
radar has a range resolution of 4.4 cm and a maximum unambiguous range of 8m.
In terms of velocity, it can measure a maximum radial velocity of 2.35 m/s, with a
resolution of 0.3 m/s. The mmWave FMCW radar EVM has three transmitting
antennas and four receiving antennas. The device can emit and receives the
FMCW mmWave signal, which outputs all the points detected in each frame
in the form of a point cloud. With this data, the device can parse the three-
dimensional position, speed, and peak value of each reflected point.

Human gait is the behavior characteristic of human walking. The reflection
signals generated by the human body during dynamic changes are caused by
the superposition of reflections from multiple surface energy points. So we call
these points the Surface Energy Points of the Gait (SEPs). We break down
the reflective surfaces of body parts into surface energy points. To obtain the
characteristics of these surface energy points, we transformed the received signal
into the representation of the eigenvalues related to Range Doppler and Angle
according to the following principle module, including the distance, speed, and
Angle of each SEP.

The point cloud data obtained by mmWave radar equipment is unstructured,
and the point cloud is relatively sparse, so humans cannot intuitively understand
these data. Therefore, a set of clustering algorithms is specially designed to
analyze the features of point cloud data to classify and predict the point cloud
data of human gait.

4 Experiment Evaluation and Analysis

4.1 Basic Working Performance of mmWave FMCW Radar

Max distance is calculated only at the zero degrees bore sight, performance
decreases as target move to the side angles. Angular resolution is defined as
how far apart two objects need to be (in angle) for them to be detected as
different/separate objects. Angular accuracy is how accurately the angle of the
object is detected. The FOV provided by the antenna spacing is a theoretical
max FOV that can be achieved. The antenna gain would typically reduce as we
move away from the center and hence the max range would reduce as you move
at an angle. Based on the antenna pattern, you look at the gain provided by the
antenna at the desired angle and based on the Radar Cross Section. You can use
the sensing estimator tool to help you estimate what the kind of min antenna
gain you would need for your use case and then estimate the angle at which that
is achievable from the antenna pattern (Table 1).
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Table 1. Performance parameters of the mmWave FMCW radar.

Azimuth
FoV(deg)

Elevation
FoV(deg)

Azimuth angular
resolution

Elevation angular
resolution

Max
distance

±60 ±15 15 60 47m

4.2 Minimum Effective Clustering Distance Between Two Persons

Through the clustering algorithm to mark and process the point cloud, we
observe that when the minimum effective clustering distance between two people
to be tested is reached, about 25% to 30% of the frames recognize the point cloud
of two or more people who are close to each other as a person’s point cloud, and
too few points in a person’s point cloud will also lead to noise-related recognition
errors. The above two problems there is a nonlinear positive proportion between
the distance between the two people and the recognition effect of the clustering
algorithm, and there may be significant differences between the left and right
sides in a relatively small area (Figs. 3 and 4).

Fig. 3. Experimental environment.

We designed an experiment to explore the effect of clustering by adjusting
the distance between two volunteers. A room with a length of 12.53 m and a
width of 6.05 m is selected as the experimental environment. There is a rectangle
about 6.00 m× 6.00 m rectangular activity area in the middle. We define this
environment like an office or family place. We have installed mmWave FMCM
radar, which is 1.00m away from the ground, at the middle point on the right side
of the rectangular active area. Then we chose two volunteers who were close to
each other. At the same time, we stipulated that the movement track of the two
volunteers was fixed. They moved to the horizontal direction of mmWave FMCM
radar at the same speed side by side. The longitudinal length of the motion track
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(a) Ideal Situation (b) Being Identified as One
Person

(c) Being Identified as
Noise

Fig. 4. Clustering Point Cloud Imaging with Close Distance Between Two Persons.
The blue or red dots in each picture are the feature points successfully identified by
the clustering algorithm. The green star points are noise points determined by the
clustering algorithm. We present the 3D graph, top view, side view, and front view of
the point cloud after clustering in a certain frame under three conditions (Color figure
online).

is fixed, that is, it is the same as the length of one side of the rectangle. We define
different distance relationships and adjust the horizontal distance between two
volunteers to analyze the overall impact of the distance between people on DB-
scan clustering algorithm recognition and mmWave FMCM radar data collection.
Among them, the distance between the two volunteers was 0 cm (hands holding
hands), 15 cm, 30 cm, 45 cm, which respectively corresponded to the four types
of common interpersonal relationship and distance relationship between walking,
i.e. relatives or lovers, friends, colleagues or friends, strangers. Through mmWave
FMCM radar data collection and DB-scan clustering algorithm operation, we get
the clustering effect of distance relationship of four common interpersonal states
as follows. At the same time, according to the video recorded by the installed
synchronous camera device and the real-time point cloud image generated by
MATLAB, it is compared.

To show the quality of point cloud more intuitively, we chose to draw a broken
line statistical chart, using the distance between two volunteers from 0cm to 45 cm
as the x-axis, calculating the number of point cloud per capita under each distance
relationship as the y-axis, and drawing the broken line to reflect the trend of the
number of point cloud per capita with the change of distance between the two peo-
ple. By processing data and drawing images, we can find that when the distance
between two people is 0 cm, the number of per capita point clouds is the largest at
this time, and the feedback value in the current experimental operation is about 55,
which means that it is difficult to distinguish the two people closer together after
DB-scan clustering algorithm processing under the current distance relationship.
With the increasing distance between the two people, the number of point clouds
per capita shows a trend of rapid reduction and slow reduction until the distance
between the two people reaches 45 cm. At this time, the number of point clouds
per capita is about 27, nearly stable, which means that under the current distance
relationship, the DB-scan clustering algorithm can distinguish the two adjacent
people very well (Fig. 5).
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Fig. 5. The relationship between point cloud quality and two person distance.

The experimental results show that when two volunteers who are close to
each other move parallel to the mmWave FMCM radar in the experimental
environment near the office or home, the results of data collection and data
processing show that there are three situations: successful clustering, clustering
into one person, and clustering failure. When the distance between two people is
0 cm, it has the worst clustering success rate. Only 9% of the average probability
successfully identifies different volunteers. Besides, 85% of the probability iden-
tifies the same person, and 6% of the probability is unrecognizable. When the
distance between two people is gradually increasing, the probability of successful
recognition is increasing, and there is a significant change when the distance is
between 30 cm and 45 cm, reaching 70% of the better recognition probability. It
can be seen that as the distance between people decreases, the quality of point
cloud will become worse, and the recognition effect will become worse, so it is
easy to identify two volunteers as the same person; as the distance between peo-
ple increases, the quality of point cloud will improve, and the recognition effect
will become better so that different people can be distinguished well. We con-
clude that in the appropriate experimental environment, the minimum distance
between two people when they are moving is not less than 45cm when using
the mmWave FMCM radar data collected by DB-scan clustering algorithm, to
obtain better quality point cloud and achieve better recognition effect (Table 2).

Table 2. Clustering under four conditions.

Distance
(cm)

Clustering falls
into one categorie
(percentage)

Point cloud is too
sparse to cluster
(percentage)

Successful clustering
falls into two categories
(percentage)

0 85% 6% 9%

15 75% 5% 20%

30 60% 6% 34%

45 16% 14% 70%
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4.3 Occlusion Relationship Effect

During the experiment, we noticed that when undefined objects are occluding the
objects to be tested, the clustering system may not be effective or it is difficult to
effectively capture the objects to be tested. Therefore, we designed two groups
of experiments to explore the influence of static occlusion and dynamic occlusion
on the clustering recognition effect of the measured objects.

Static Occlusion Experiment. The static occlusion experiment is to study
the influence of static occlusion on mmWave FMCM radar data collection and
DBscan clustering algorithm. The experimental environment is defined as close
to the office or home, and its core area is a 6.00 m× 6.00 m rectangular open
environment, which we call the active area. We installed mmWave FMCM radar
at a height of 0.80 m at the midpoint of one side of the active area. We choose a
1.70 m-tall, well-balanced volunteer to do a round-trip uniform movement along
the horizontal direction of the activity area along the length of 2.40 m. The
distance between the volunteer and mmWave FMCW radar is 3.00 m, which is
in line with the good receiving distance of mmWave FMCW radar. We installed a
smooth rectangular partition composed of multiple materials between volunteers
and mmWave FMCM radar, which is 1.80 m away from mmWave FMCW radar.
The height of the occluder was slightly lower than the experimenter’s height
(1.50 m), and the length of the occluder was close to the volunteer’s trajectory
length of 2.40 m. Then we began to experiment and collect data at the same
time (Table 3, Fig. 6).

Fig. 6. Experimental environment.
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Table 3. Static occlusion experiment clustering result.

Successful clustering
falls into one categorie
(percentage)

Point cloud is too
sparse to cluster
(percentage)

Clustering falls into
two or more categories
(percentage)

63% 5% 32%

The experimental results show that when a volunteer moves parallel to
mmWave FMCM radar at a constant speed and has a static rectangular halo cov-
ering the volunteer’s moving track, the results of data collection and data pro-
cessing show that there are three main situations: successful clustering, clustering
failure, and other phenomena. We have carried out several groups of the same
experiment to take the average value and reduce the experimental error. The
results show that the DB-scan algorithm can recognize the target object success-
fully when the processed data image shows the point cloud distribution which is
close to the shape of human body, and the average probability is 63%; when the
processed data image shows the discrete and sparse point cloud distribution, the
DB-scan algorithm cannot recognize the target object successfully, that is, the
average probability of recognition failure is 32% When the processed data image
presents other abnormal point cloud distribution such as too free and too dense,
we define this situation as other situations, with an average probability of 5%.
Therefore, we can draw a conclusion that if mmWave FMCM radar is used to col-
lecting data and DB-scan clustering algorithm is used to process data, when a
symmetrical person moves at a constant speed in the experimental environment
near the office or home, if there is a smooth and uniform static shelter covering
the movement track of the person to be tested, the success rate of identifying the
person to be tested is 63%, which means that if there is any in actual operation
The static occlusion will have a certain impact on the quality of point cloud.

Dynamic Occlusion Experiment. Dynamic occlusion experiment is to study
the influence of dynamic occlusion on mmWave FMCW radar data acquisition
and DB-scan clustering algorithm. The experimental environment is defined as
a rectangular open environment with a core area of 6.00 m× 6.00 m, which is
similar to an office or a family. We call it an active area. We installed mmWave
FMCW radar at a height of 0.80m on one side of the active area. We choose a
1.70-meter-tall, balanced volunteer A to do a round-trip uniform exercise along
the horizontal direction of the activity area and along the length of 2.40 m. The
distance between the volunteer A and mmWave FMCW radar is 3.00 m, which is
consistent with the good receiving distance of mmWave FMCW radar. We chose
a volunteer B whose figure was similar to that of volunteer A is between volunteer
A and mmWave FMCW radar. The velocity and trajectory of volunteer B and
volunteer A were the same, 1.80m away from mmWave FMCW radar. At the
same time, volunteers A and B started to exercise at the same time. At the same
time, we started to conduct experiments and data collection at the same time
(Fig. 7 and Table 4).
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Fig. 7. Experimental environment.

Table 4. Static occlusion experiment clustering result.

Volunteers Successful clustering
falls into two categories
(percentage)

Point cloud is too
sparse to cluster
(percentage)

Clustering falls
into one categorie
(percentage)

Volunteer A 70% 6% 24%

Volunteer B 75% 1% 24%

The experimental results of dynamic occlusion show that when two volunteers
with similar height and body shape move uniformly in the vertical direction of
launching mmWave FMCM radar in an experimental environment similar to the
office, the results of data collection and data processing show that there are three
situations: successful clustering, clustering into one person, and clustering failure.
We have carried out several groups of the same experiment to take the average
value and reduce the experimental error. We regard volunteer B as dynamic
occlusion, so we mainly analyze the clustering results of volunteer A. The results
show that when the processed data image shows the distribution of two groups
of point clouds which are concentrated and close to the shape of human body,
DB-scan algorithm successfully identifies and distinguishes the target object, and
judges that the clustering is successful at this time, with an average probability
of 70%; when the processed data image shows that a group of point clouds which
are concentrated or close to two groups of point clouds is judged as the same
group of point cloud distribution, DB-scan algorithm does not If it can identify
and distinguish the target object successfully, it is judged that the clustering
fails at this time, that is, the average probability of identifying a person is 24%;
when the processed data image presents other abnormal point cloud distribution
such as too free and too dense, we define this situation as other situations, the
average probability is 6%. Therefore, we can conclude that if mmWave FMCM



72 L. Feng et al.

radar is used to collect data and DB-scan clustering algorithm is used to process
data, when a person with asymmetrical body moves at a constant speed in the
experimental environment close to the office or home, if there is a person with a
similar figure and he moves evenly along the same motion path, the success rate
of identifying the tested person is 70%. The dynamic occlusion has a significant
impact on The influence of point cloud quality is smaller than that of static
occlusion. In the actual operation, if there is dynamic occlusion, it will have
a certain impact on the target to be measured, but the point cloud can still
maintain a good quality level.

5 Limitations

5.1 Reflecting by Flat Surfaces

In the actual experiment, we find that the acquisition effect of mmWave is influ-
enced by the reflection of some smooth planes (such as mirrors or windows) in
the experimental environment. Therefore, when conducting the mmWave exper-
iment, we should consider the interference of other smooth planes in the exper-
imental environment to the experimental results. For example, sometimes there
will be the mirror image of the target to be tested due to the reflection. This is
It should not exist. In our experimental operation, there is inevitably a specular
plane in the final selected experimental environment, so it is worth consider-
ing the impact of specular reflection on the quality of point cloud in the actual
deployment.

5.2 Scope of Monitoring

In the actual experimental operation, due to a certain degree of site constraints,
we set the maximum range of experimental environment length of each side to
8 m. In principle, the theoretical effective range of mmWave is as high as 47 m,
but this ideal range is at the cost of reducing the spatial accuracy and the signal-
to-noise ratio. At the same time, due to the limitation of the site and the final
definition of the experimental environment as office or home, there is no test for
the maximum range. At the same time, according to the hardware manual, if
the object to be measured is too far away from the sensor, it is difficult to detect
and distinguish from the background noise.

6 Conclusion

In this work, we collected multiple and single person data on volunteer spacing
and occlusion relationships. These data are used to evaluate DB-scan clustering
algorithm. Based on the original algorithm, we need to further define the dis-
tance relationship when multiple people are moving. At the same time, DB-scan
clustering algorithm can achieve better recognition accuracy when reasonabil-
ity occlusion. We plan to conduct in-depth research to improve the accuracy of
multi-person recognition in small distance scenes.
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Abstract. Large-scale distributed deep learning is of great importance
in various applications. For distributed training, the inter-node gradi-
ent communication often becomes the performance bottleneck. Gradient
sparsification has been proposed to reduce the communication overhead.
However, the sparsification only arbitrarily selects a small fraction of gra-
dients, while the efficiency of selection dimension has been overlooked.
Furthermore, gradient staleness is inevitable after applying the sparsi-
fication which will ultimately lead to model divergence. In this paper,
we propose a staleness-compensated sparse stochastic gradient descent
algorithm, GradSA, to improve the training efficiency. Layer-level gradi-
ents are sparsified to reduce the communication overhead, which conform
to the characteristics of the network structure, and historical accumula-
tion of the approximated gradients is utilized to speed up convergence.
We demonstrate the model convergence acceleration and the efficiency
of our layer-level selection over existing state-of-the-art works, such as
DGC, TernGrad, and 8-Bit quantization.

Keywords: Distributed deep learning · Bandwidth-constrained ·
Communication efficiency · Gradient sparsification

1 Introduction

Deep Learning (DL) has become one of the most promising techniques in the
field of machine learning. Due to the explosive growth of data, large-scale dis-
tributed DL has attracted increasing attention in recent years. A common choice
c© Springer Nature Switzerland AG 2020
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Fig. 1. Comparisons of layer-level and network-level threshold-based gradient sparsi-
fication. We record the training loss curves on ResNet-20 (Cifar-10 dataset, batch-
size = 64) with different gradient sparsity rates, 1% and 0.1%.

in distributed DL, data-parallelism, has each node compute its local gradients
and uniformly update model parameters by exchanging gradients with other
nodes in such DL systems. However, the evolution of the interconnected net-
work bandwidth is not as fast as computing hardware. For example, the latest
NVIDIA V100 GPU features a 7TFlops peak performance and a 900 GB/s mem-
ory bandwidth with HBM2, while the fastest InfiniBand network only achieves
a 200 GB/s interconnected bandwidth. Therefore, communication overhead is
increasingly becoming the bottleneck on distributed GPU-based systems. When
training Deep Neural Network (DNN) in the bandwidth-constrained environ-
ments [12] with large numbers of mobile devices or edge devices, reducing the
requirement for communication bandwidth becomes much more urgent.

There have been two types of works attempting to improve communica-
tion efficiency by reducing the size of the gradients. (i) Quantization: these
methods focus on quantizing gradients into fixed-point numbers such as a
binary or ternary representation based on the law of gradient data distribution
[2,13,14,19]. (ii) Sparsification: these methods impose sparsity onto gradients
during communication, where only a small fraction of gradients is exchanged
across nodes in each iteration [11,18]. However, the underlying ideas of these
methods are all to reduce the scale of exchanged gradient data, which inescapably
introduces extra losses, and impairs model accuracy. In general, there exists two
key challenges, which are described as below.

Challenge 1: The existing literature on sparsification only concerns the whole
DNN and selects sparse ones from the entire gradients, while the efficiency on
selection dimension has been less investigated. Generally, gradient sparsification
decreases the gradient updates into a small portion, and only uploads the “impor-
tant” gradients by setting proper thresholds [11,18]. However, it is not easy to
choose the optimal threshold, and comprehensively represent the distribution of
gradients, which always changes across layers of the DNN architecture.
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Fig. 2. Sparse training with historical gradient accumulation

To confirm this viewpoint, we take a set of experimental studies1 and observe
that: under the same low sparsity rate, choosing different sparse granularities
lead to different training qualities for the same model. Two sparse granularities in
Fig. 1 are respectively network-level and layer-level. Here we define the layer-level
selection as deploying the same sparsity rate for each layer and selecting the same
proportion of gradients from each layer. We also define the network-level selection
as deploying a uniform sparsity rate, and selecting gradients from the whole
population of this network. The results show that when the sparsity rate is set at
1%, the model performance of the two methods are close to each other, while the
layer-level method with lower sparsity rate, 0.1%, obviously performs better than
the network-level method. The accuracy degradation of network-level selection is
noteworthy, and it is because that a uniform threshold solution for all layers in a
DNN is not appropriate. Only selecting the maximum values in the network-level
will neglect the lower-magnitude (but critically important) gradients from other
layers. This improper selection will trigger a chain reaction and finally impair
the training performance. Our motivation for layer-level sparsification emerges
from here, which will be discussed in Sect. 4.

Challenge 2: To improve the model performance, historical gradient accumu-
lation [13] has been adopted into the sparse distributed training. Taking the
data-parallel training process with Parameter Server (PS) [10] communication
pattern as an example (shown in Fig. 2), workers do not send all elements of the
local gradient matrix to the server until the values of corresponding gradient ele-
ments reach the predefined threshold (denoted as “th” in Fig. 2), the remaining
historical gradients will be accumulated to the fresh matrix of the next iteration.

To cope with the bandwidth-constrained networks, the gradient sparsity rate
will be defined as low as possible by users, resulting the staleness of histori-
cal gradient accumulation. Therefore, the accumulated gradient sparsification is

1 We use a famous DNN, ResNet, used in vision tasks. Except where otherwise indi-
cated, all experiments are performed on distributed MXNet [3] with 4 workers.
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still inefficient when the sparsity rate is extremely low, (e.g., around 1–5% test
accuracy drop on ResNet-family [6] with 0.1% sparsity rate). The 0.1% spar-
sity rate means that most weights will be updated every 1000 iterations with a
high probability, and unsent historical gradients will be accumulated 1000 times
even though they are all outdated or stale for the current global model, which
seriously impairs the ability of gradient accumulation to recover the stochastic
error. Therefore, it is one of the key challenges that hinder the efficiency of sparse
gradient communication. It is necessary to delve into the historical gradients and
compensate for staleness, which will be discussed in Sect. 5.

To address these challenges, we propose a sparse stochastic gradient descent
(SGD) algorithm called GradSA, which exploits historical gradient approxi-
mation and accumulation to compensate for sparsification error. GradSA also
explores the selection dimension of sparsification to improve gradient quality
considering the structure characteristics of DNNs. Specifically, our contributions
are listed as follows.

– To eliminate the sparsification error, a historical gradient approximation and
accumulation method is proposed by introducing the Taylor expansion of the
stale gradient at a later time point that is temporally near to it.

– To improve the quality of sparse gradients, a layer-level selection is proposed
by considering the DNN structure characteristics, and only exchanges a few
gradients of statistical significance.

– We conduct experiments in comparison with state-of-the-art sparsification
and quantization methods. The results show that only GradSA keeps the same
validation accuracy as the baseline for all mainstream DNNs. Additionally,
GradSA outperforms DGC [11] by up to 1.92× in training speed.

2 Background and Problem Setting

Data-Parallel SGD with Parameter Server. We introduce synchronous
data-parallel SGD, modeling a multi-node GPU-based environment. We denote
a DNN model learned from an objective function f(w): Rn → R, where w is
the weight with d-dimension. We have P workers communicate using the PS
architecture. Each worker maintains a local copy of w, and holds a local data
shard from the entire training set D = {xi, yi}N

i=1, where xi, yi ∈ R. Then, the
p-th worker can calculate local gradients ∇f (p)(wt;xi). The server is a coordina-
tor that achieves a global weight update gt by averaging all local gradients that
send to it. Then, all of the workers pull the latest weights from the server. This
process is described in Fig. 2, and defined as follows,

gt =
1
P

P∑

p=1

∇f (p)(wt;xi) (1)

wt+1 = wt − ηgt (2)
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Fig. 3. Three stages of the proposed pipeline: 1) gradient sparsification, 2) historical
gradient accumulation, and 3) gradient communication

where η is the learning rate. If we set the server as an independent computing
node, it is obvious that the synchronization cost can be a system bottleneck in
a large-scale environment.

Sparse Gradient Communication. Let S : Rd → C
d be the threshold-based

sparsification function, which sorts each component of a d-dimensional vector
into a descending sequence, and selects the Top-k gradients (which have k largest
values) to communicate. The sparsity rate θ represents the proportion of selected
ones in the entire vector. Each worker handles its local gradients before commu-
nicating in each iteration:

g̃t
(p) = S

(
gt

(p); θ
)

(3)

where gt
(p) is the local gradients of the p-th worker at the t-th iteration, and

g̃t
(p) is its sparse counterpart. When a server receives all the sparse gradients, it

computes and updates the global model replica via:

wt+1 = wt − η · g̃t = wt − η

P

P∑

p=1

g̃t
(p) (4)

After this update period, the remaining unsent gradients will be locally
stored, so they can be accumulated to the fresh local gradient of the next
iteration.

3 Design Overview

The key motivations for efficiently developing sparse gradient communication
on distributed training concentrate on two aspects, (i) reducing the quantity
of communication set and (ii) keeping the quality of distributed training. How-
ever, only one single strategy cannot address all of the challenges. Therefore,
we propose a three-stage pipeline shown in Fig. 3, in which two correspond-
ing strategies complementary to each other, exerting their advantages on dif-
ferent aspects. First, to address the challenge of limited communication band-
width, we attempt to exploit the granularity of gradient sparsification from two
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basic levels of DNN architecture, and obtain sparse gradients by setting a layer-
level threshold to truncate them, keeping only the most informative gradients
(cf. Sect. 4). Next, to tackle the problem of gradient staleness, we introduce a
Taylor approximation of the stale gradient, and reduce its staleness using both
the local gradient and global weight at a later time point. Then, the approxi-
mated historical gradients are accumulated so that the sparsification error can
be bounded from experimental perspectives (cf. Sect. 5). Therefore, in our algo-
rithm, a low sparsity rate will not disturb the convergence behavior.

4 Layer-Level Gradient Sparsification

In this section, we propose to use an efficient layer-level threshold solution. Com-
pared to the original version of gradient sparsification, we introduce the layer-
level Top-k selection. In each iteration, each worker handles its local gradients
layer-by-layer before broadcasting, and Eq. (3) can be refined as:

g̃(l,t)
(p) = S

(
g(l,t)

(p); θ
)

(5)

A fraction 0 < θ < 1 is used to control the percentage of dropping. Specifi-
cally, in an arbitrary worker p, the value obtained from the Top-k sorting is the
threshold, and we will select the k largest gradients based on the threshold. Here,
g(l,t)

(p) is the local gradient partition on the l-th layer of a model, and g̃(l,t)
(p) is

its sparse counterpart. The server computes and updates the global model replica
via a layer-by-layer law which has been adopted by most DL frameworks.

Discussion : Note that there still exists a more granular selection dimension at
the filter-level, selecting gradients from every filter or every filter group. How-
ever, we would not introduce this aggressive strategy considering the trade-off
between the excessive costs of search space and limited performance revenue.
Furthermore, immoderate sparse granularity will lead to uncertain sparsity rate
and make it hardly deployed in low bandwidth environment. Taking the ResNet-
20 as an example, based on our study, a filter-level trial takes up to 9× longer
execution time when compared with the layer-level strategy and only achieves
almost 10% sparsity rate.

5 Staleness-Compensated Historical Gradient
Accumulation

Since the problem of sparsification error at low sparsity rates should be pri-
marily solved, we propose to mitigate historical gradient staleness by two steps,
(i) historical gradient approximation: instead of the wild historical gradients,
we introduce a Taylor expansion on the fresh gradient to approximate them.
(ii) approximated gradient accumulation: we then accumulate the approximated
historical gradients with a decayed factor for the latter iteration.
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5.1 Historical Gradient Approximation

To recover the stale gradients, giving them a stronger role in the object function
optimization, we introduce an interesting insight into the historical gradient
accumulation using a form of “look-ahead” with the gradient descent. We remove
the contribution of the gradient from the previous iteration, and replace it with
the contribution from the current iteration. With this insight, a straightforward
and ideal method is to use the current gradients, such as gt+τ

(p), to approximate
the historical ones, gt

(p).

Gradient Approximation Using Taylor Expansion. The gradient gt
(p) can

be decomposed as follow using the Taylor formula [7]:

gt
(p) = gt+τ

(p) − ∇gt+τ
(p)(wt+τ − wt) + O((wt+τ − wt)2) (6)

where ∇g denotes the first-order derivative of the gradient matrix with its ele-
ment ∇gij = ∂2f

∂wi∂wj
for i, j ∈ [n], O((wt+τ − wt)2) denotes the higher order

remainder of the Taylor formula. Here τ is called the staleness factor. Since the
residual involves the sum of an infinite number of items, which is highly non-
trivial, we overlook a certain truncation terms, and only consider the simplest
approximation, i.e., keeping the first-order item in the Taylor expansion:

(gt
(p))′ = gt+τ

(p) − ∇gt+τ
(p)(wt+τ − wt) (7)

where (gt
(p))′ denotes the approximation of wild gradient gt

(p) in Eq. (6),
∇gt+τ

(p) corresponds to the second-order derivative of the loss function
f(wt;xi)(p), which actually is the Hessian matrix, defined as Ht.

Gradient Approximation Using Diagonal Hessian. Because exact com-
putation of the Hessian matrix Ht is computationally expensive. We therefore
adopt further diagonal approximations (i.e., λgt

(p) �gt
(p), where � indicates the

element-wise product, λ is a balancing factor [22]) that can be proved theoret-
ically close to Ht and can be easily computed without introducing additional
complexity (i.e., just using gradients and weights of the previous training iter-
ations). Therefore, the approximation of wild local gradient gt

(p) in Eq. (7) can
be written as follow:

(gt
(p))′ = gt+τ

(p) − λgt+τ
(p) � gt+τ

(p) � (wt+τ − wt) (8)

Since we aim to approximate the historical gradient ĝt
(p), which are unsent

from the local worker to the server, we then execute masking operations on wild
and sparse gradients Mask(gt

(p), g̃t
(p)), and obtain ĝt

(p), in which some elements
are of the same values as gt

(p), and some elements are zero. Therefore, the wild
gradient in Eq. (8) can be easily replaced with the historical gradient ĝt

(p). Then,
the approximation of historical gradient can be denoted as follow:

(ĝt
(p))′ = ĝ

(p)
t+τ − λĝ

(p)
t+τ � ĝ

(p)
t+τ � (wt+τ − wt) (9)
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Please note that, compared to the original gradient exchange, our approxima-
tion has no extra communication cost and no extra computational requirement
on the parameter server. The additional computations for Eq. (9) only introduce
a lightweight overhead to the local workers.

The core idea behind this approximation is inspired by [22], which focuses
on asynchronous SGD optimization, studies the Taylor formula of the latest
gradient gt+τ , and successfully replaces the delayed gradient that is updated by
the straggler worker. Compared to it, we inversely leverage the Taylor formula
to achieve a closer approximation of the historical gradient gt, and recover its
staleness using the local gradient and global weight from the later time point. We
expect the result from Eq. (6) to be exceptionally accurate in the “look-ahead”
direction. Note that a small τ would be needed, which means that wt and wt+τ

are close to each other. According to the upper bound of the Taylor series [7],
we can see that an approximate gradient with a smaller τ will be more accurate
than that with a larger one.

5.2 Historical Gradient Accumulation

After first attempting to reduce the staleness of the historical gradient, we pro-
pose to accumulate the approximated historical gradients and conclude the final
sparsification error. Compared to the original gradient sparsification, we increase
the steps for historical gradient accumulation, modify the object of the sparsifi-
cation phase, and replace the wild gradient with the approximated accumulated
gradients. Specifically, we use ht

(p) to denote the accumulated historical gra-
dients of the p-th worker at t-th iteration, which accumulates all the previous
unsent historical gradients:

ht
(p) =

t−1∑

i=1

(ĝi
(p))′ (10)

The sparse local gradients are now computed by applying the threshold-based
sparsification function in Eq. (3) to the compensated gradients:

g̃t
(p) = S

(
gt

(p) + αht
(p); θ

)
(11)

where α is the historical accumulation decayed coefficient (α ≥ 0). We then
define the sparisification error εt

(p) as the difference between the compensated
local gradients gt

(p) + αht
(p) and its sparisification results g̃t

(p). We follow the
assumptions in [22] and conclude that the upper bound of εt

(p) holds in any
iteration t and will not diverge during the optimization.

6 Evaluation

6.1 Experiment Setup

In this section, we evaluate the performance of our proposed GradSA with exten-
sive experiments. Representative DNN models are chosen, including AlexNet [9],



GradSA 85

Inception [16], and ResNet [6], that are widely applied in classification tasks. Two
famous datasets, Cifar-10 [8] and ImageNet [4], are used. The experiments are
conducted on a GPU cluster of 16 nodes interconnected with both InfiniBand
and Ethernet. Each node has two Tesla P100 GPUs. We develop GradSA based
on MXNet, which is forked from the latest version of Apache.

The comparison contains two parts. First, to demonstrate the training effi-
ciency of GradSA, we use the original full-size training without any gradient
sparsification or optimization as the baseline. These experiments aim to measure
the model accuracy fluctuations and training convergence behaviors before and
after gradient optimization. Specifically, we compare it with other state-of-the-
art strategies, including 8-Bit gradient quantization [2] (8-Bit for short), Tern-
Grad [19], and DGC [11]2. Their latest versions are obtained from GitHub. Sec-
ond, to present the potentials of GradSA on supporting mobile or edge devices,
we evaluate the scalability under bandwidth-constrained environment. We start
by simulating the current mobile communication systems, including the recent
evolution [12] (from 3 G to 5 G), as shown in Table 1.

Table 1. Characteristic summary of existing cellular standards

Generation Regulation Download bandwidth Upload bandwidth Network latency

3G UMTS 128–364 Kb/s 60–128 Kb/s 800 ms–2 s

3.5 G HSPA 56 Mb/s 22 Mb/s 100–600 ms

4G LTE 100–300 Mb/s 50 Mb/s 100 ms

4G+ LTE-A 1 Gb/s 500 Mb/s 10–50 ms

5G NR 5–10 Gb/s 1–5 Gb/s <1ms
1 We roughly list the regulations of existing wireless cellular standards [12] and sum-
marize the statistical data gathered from them.

During the training process, we follow the empirical hyper-parameters (learn-
ing rate, momentum, etc.) provided by the cited articles for the mentioned DNN
models, and adopt the Nesterov momentum SGD optimizers [15]. Note that
other hyper-parameters (including λ, α, and τ) can be exploited by performing
simplified grid search, for simplicity, we constantly choose α = 0.9, λ = 0.05,
and τ = 10, which help to achieve a proper test performance.

6.2 Overall Training Performance Comparison

We study the overall performance of our GradSA, the baseline with full-size
gradients, 8-Bit, TernGrad, and DGC. We undertake training processes on some
famous models, and record the corresponding model accuracy, compression ratio,
and convergence behavior.

2 Since DGC [11] is not yet open-source, we basically implement its core optimizations,
i.e., momentum correction, warm-up start, gradient clipping et al. in MXNet.
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Accuracy Comparison. Table 2 shows the detailed Top-1 test accuracy of
these models with 4 workers after 200 epochs. The gradient sparsity is 0.1%
for both DGC and GradSA (meaning that only 0.1% of the gradients are non-
zero). Compared to the baseline, which has dense gradient exchange during the
training process, GradSA has fully maintained the test accuracies of almost all
models, which confirms that the accuracy drop ascribed to gradient staleness
could be eliminated by our approximation and compensation. In contrast, 8-Bit
and TernGrad only achieve moderate training performance since they both lack
effective actions against gradient staleness. Note that even though GradSA and
DGC all attempt to accumulate historical gradients to compensate for staleness,
we perform better than DGC due to layer-level selection and proper gradient
approximation. The results indicate that the Taylor-based approximation can
introduce fresh gradients from the local worker, and utilize updates from other
workers to boost the outdated ones.

Table 2. Training performance comparison

Training data Model Test accuracy (Top-1; %)

Baseline 8-Bit TernGrad DGC (refer.) DGC GradSA

Cifar10 Inception-v2 89.33 86.91 87.90 – 89.04 90.40

ResNet-50 92.23 90.16 90.58 – 92.10 93.12

ResNet-56 93.03 90.91 91.23 – 91.96 93.84

ResNet-110 93.75 89.75 92.69 93.87 93.54 94.09

ImageNet ResNet-50 76.36 74.04 75.29 76.15 75.90 77.20

AlexNet 57.15 55.96 56.28 58.20 56.19 58.05
1 We list the test Top-1 accuracy of different models with a total batch size = 128 for the
ResNet-family, and a total batch size = 64 for Inception-v2 and AlexNet. The compression
ratio varies slightly during every iteration, so we take averaged values after 20 iterations.

Compression Ratio Comparison. We also compare the corresponding com-
pression ratio of these methods. When the gradient sparsity is set at 0.1% for
the distributed training process, the communication costs will decrease signifi-
cantly. Therefore, the gradient size reductions that DGC and GradSA offer are
all high to 200× (refer that the compression ratio on the baseline is denoted as
1× for every model). In contrast, other gradient quantization methods based on
bit-format data structure only achieve very restricted compression rates, such as
Terngrad and 8-Bit only get 8× and 2×, respectively.

Convergence Behavior Comparison. Figure 4 depicts the convergence
behaviors of three algorithms on different numbers of workers (16 workers and 32
workers, respectively). They are all terminated at the 160th epoch, and use the
same group of hyper-parameters. The results show that GradSA works well and
converges similar to the baseline of full-size SGD. Compared to them, the learn-
ing curve of DGC is worse than theirs due to gradient staleness. Note that when
the number of workers increase to 32, the training loss on GradSA is slightly
higher than that on the baseline because some hyper-parameters used for the
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full-size SGD are not suitable for sparse SGD, such as the learning rate and
weight decay. Fortunately, since the test accuracy for GradSA can maintain the
same standards as the baseline in Fig. 5(b), the side-effect is almost negligible.

Another potential advantage of our GradSA is that it is likely to speed
up model convergence, and reduce the entire training time when running the
same epochs. Figure 5 demonstrates the comparison of Top-1 test accuracy and
wallclock time. To achieve a similar accuracy on ResNet-56 with 32 workers,
the training time consumed by the baseline is 6× longer than that consumed
by GradSA, and the time consumed by DGC is 1.74× longer than ours. After
decreasing gradient size to an extremely tiny size, the multi-worker communica-
tion bottleneck can be fully solved, and model convergence can be accelerated
significantly.

(a) 16 workers (b) 32 workers

Fig. 4. Learning curves of ResNet-56 on Cifar-10

(a) 16 workers (b) 32 workers

Fig. 5. Test accuracy v.s. wallclock time on ResNet-56

6.3 Scalability Evaluation

To evaluate the scalability of GradSA, we adjust the performance model
[21], combining an analytical communication model for PS architecture with



88 B. Liu et al.

lightweight profiling on a single training worker. Our results show that GradSA
can significantly reduce communication costs and achieve the best speedup under
mobile network bandwidth environments, as shown in Fig. 6.

First, with recent mobile connections (from 3 G to 5 G), GradSA generally per-
forms better than other methods, including TernGrad and 8-Bit. When the band-
width decreases to 128 Kb/s, GradSA is still able to make the distributed training
work well. GradSA outperforms TernGrad up to 4.5× on the training process of
AlexNet, and up to 1.46× on that of ResNet-50. The oversize communication set
of TernGrad and 8-Bit is a primary factor for communication inefficiency in the
limited bandwidth environment, although they have no extra overhead on gradi-
ent sparsification compared to GradSA and DGC. This is largely attributed to the
compact communication set in GradSA, as the extremely high gradient sparsity
makes this set much smaller than other methods.

Second, GradSA performs slightly worse with the increasing bandwidth. It is
because that the communication bottleneck alleviates after the network band-
width rises to 500 Mb/s. It is noted that, compared to DGC (which uses the
Allreduce pattern), GradSA only achieves the similar throughput on the train-
ing process of almost models. Our method is slightly sub-optimal in scaling
to 64 workers due to the PS pattern we used. Compared to the decentralized

(a) Training speedup on ResNet-50

(b) Training speedup on AlexNet

Fig. 6. Training speedup on low bandwidth environments
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Allreduce, centralized PS introduces explosive communication workloads linear
to the number of workers, which is the reason why GradSA performs mildly when
the workers increase to hundreds. Therefore, we consider to adopt the Allreduce
topology in the future to achieve sub-linear communication cost growth.

7 Related Work

There have been various efforts aiming to improve the communication efficiency
of distributed DL. As orthogonal lines of work, gradient quantization and spar-
sification have been used to obtain low-precision or low-size gradients to reduce
communication costs. However, in many scenarios, methods that lead to accuracy
degradation are not advisable from the perspective of systematic optimization.
Our discussion will focus on a certain range of accuracy-preserving solutions.

Gradient Quantization. As a branch of research that focuses on quantizing the
communication data to low-precision values, 1-Bit SGD [13], later 8-Bit gradient
quantization [2] and TernGrad [19] all work well by converting the gradient into
a 1-bit or other bit-format matrix. However, these quantized methods perform
differently with centralized Parameter Server or decentralized Allreduce topolo-
gies. Because the quantized bit-format data structure cannot do a reduction with
average and summation on the fly, they can hardly use optimized Allreduce oper-
ations to reduce communication traffic. Furthermore, another limitation of quan-
tization is its compatibility, e.g., some studies [1] find that machine translation is
less tolerant of quantization. Therefore, we prefer to choose a sparsification-based
method in consideration of its flexibility for different communication topologies.

Gradient Sparsification. This type of method restricts gradient updates to
a small subset of parameters, and only transmits the “important” gradients by
setting thresholds. The first attempt of gradient sparsification [14] prunes gradi-
ent values below a static threshold. Subsequent works propose to use a relatively
tiny portion (e.g., top 1%) [1,11] and adaptive threshold [5] for gradients based
on their absolute values. However, the optimal threshold is easily chosen, con-
sidering this issue, we propose to seek a proper selection strategy to cover both
the gradient data distribution and model accuracy conservation.

Sparsification Error Elimination. Since we aim to deploy DL on large scale
mobile or edge networks with very low bandwidth, the gradient sparsity rate
will be adjusted as low as possible. It is therefore of great necessity to guarantee
the convergence of sparse SGD, particularly in distributed environments where
the updates are inconsistent and stale. Several prior works [13,17,20] carry the
sparsification error to the next gradient, accumulating error to avoid drift. The
idea originates from Sigma-Delta Modulation [13], and has proven to be success-
ful in many cases. As one of the state-of-the-art works, DGC [11] extends this
idea by correcting momentum as well. Some works suggest conditioning gradient
values by changing the DNN architecture, adding various normalization layers
[1], whereas others [11] propose local gradient clipping and warm-up training.
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8 Conclusion

In this paper, we present GradSA, a layer-level gradient sparsification strategy
for communication efficiency on distributed DL systems. GradSA focuses on how
to extremely decrease the size of exchanged gradients during the training with
no obvious side-effect on the DNN accuracy. Empirical evaluations show that our
approximated gradient accumulation leads to faster convergence and less train-
ing loss than baseline methods with vanilla accumulation. We further show that
GradSA can achieve excellent speedup even with low bandwidth environment.
In the future, we will attempt to efficiently encode and decode the communica-
tion set on GradSA, and achieve an extremely high compressed ratio, allowing
designers to explore distributed DL in the mobile networks.
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Abstract. Artificial Bee Colony (ABC) has been applied to solve constrained
optimization problems such as green wireless communications, path planning and
so on. To solve the problem that ABC algorithm is easy to fall into local optimum,
this paper proposes an Improved Artificial Bee Colony (IABC) algorithm with
multiple search strategy. An opposition-based learning technique is integrated in
initialization phase. Then, in order to speed up convergence rate, each employed
bee searches for neighbor with adding global information. Furthermore, multi-
ple search strategy is used to balance the exploitation and exploration during the
onlooker bee phase. Inspired by Modification Rate (MR), the solution generation
method of new bees whose trail have exceed limit is modified to increase distur-
bance in scout bee phase. Six benchmark functions are used to test the efficiency
and stability of the algorithm, and the simulation results show IABC algorithm
performs better than ABC algorithm in high dimensional space.

Keywords: Artificial Bee Colony (ABC) · Modification Rate (MR) · Multiple
search strategy · Constrained optimization problem

1 Introduction

Inspired by the foraging behavior and the waggle dance behavior of honey bee swarm, a
novel swarm intelligence algorithm called Artificial Bee Colony (ABC) which imitated
the foraging behavior of bee swarms, was proposed by Karaboga in 2005 [1]. Owing to
its excellent optimization performance and easy-to-usemerit, more andmore researchers
have a great interest in enhancing the performance of ABC, some improved versions
of ABC have been proposed for further enhancing the performance of standard ABC.
Zhu and Kwong [2] proposed a global best guided ABC (GABC) by introducing a
novel search equation, which can efficiently take use of the information of global best
individual to improve the exploitation ability of standard ABC. Luo et al. [3] proposed
a modified artificial bee colony algorithm by introducing a new search equation, in
which the best solution of the previous iteration is employed to guide the search of new
candidate solutions in the onlooker bee phase. Inspired by the gravitymodel, an attractive
force model is proposed for choosing a better neighbor of a current individual to improve
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the exploitation ability of ABC [4]. Alatas [5] proposed a chaotic artificial bee colony
algorithm, in which a chaotic number generator was used to produce a chaotic number
sequence for initializing a population instead of a random number sequence. In addition,
a chaotic search technique was also employed.

As a kind of swarm intelligence algorithm, ABC algorithm has been applied to a
variety of optimization problems. ABC algorithm and its enhanced versions have been
successfully used to find high quality solutions of the job-shop scheduling problem with
no-wait constraint (JSPNW) with the objective of minimizing makespan among all the
jobs [6], image processing [7], predict the structure of proteins through their primary
structure [8], vehicle routing problem [9], and so on [10, 11].

The rest of the paper is organized as follows. Section 2 describes the original artificial
bee colony algorithm. In Sect. 3, an improved artificial bee colony algorithm is proposed.
In Sect. 4, a comprehensive experimental study is carried out and some discussions are
provided. Finally, some conclusions are drawn in Sect. 5.

2 Original Artificial Bee Colony Algorithm

ABC algorithm contains three groups of bees. They are employed bees, onlooker bees
and scout bees. The number of employed bees and onlookers are equal, both of which
account for half of the colony. The position of a food source represents a candidate
solution of the optimization problem, and its nectar amount denotes the corresponding
fitness value. There is only one employed bee in one food source and the main tasks
of employed bees are to discover and record food sources, then transfer information to
onlookers. The onlookers choose food sources according to the information transferred
by the employed bees. If a food source is exhausted, the employed bee becomes a scout,
and begins to find a new food source. The main steps can be described as follows:

(1) Initialize the bee colony X = {xi|i = 1, 2, · · · , SN }, where SN denotes the pop-
ulation size, xi is the ith bee by formula (1), where ϕ is a random real number in
[0, 1], min and max stand for lower and upper bounds of possible solutions.

xi = min + (max − min) × ϕ (1)

(2) According to the fitness function, calculate the fitness fi of each employed bee xi,
record the maximum nectar amount as well as the corresponding food source.

(3) Each employed bee produces a new solution vi in the neighborhood of the solution
in its memory by formula (2), where k is an integer near to i, k �= i, and ∅ is a
random real number in [−1, 1].

vi = xi + (xi − xk) × ∅ (2)

(4) Use the greedy criterion to update xi. Compare the fitness of vi. If vi is superior to
xi.xi is replaced with vi; otherwise retain xi.

(5) According to the fitness fi of xi, get probability value pi via formula (3) and (4).

pi = fiti
∑n

i=1 fiti
(3)
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fiti =
{

1
1+fi

fi > 0

1 + abs|fi| fi < 0
(4)

(6) Depending on the probability pi, onlookers choose food sources, search the
neighborhood to generate candidate solutions, and calculate their fitness.

(7) Use the greedy criteria to update the food sources.
(8) Memorize the best food source and nectar amount achieved.
(9) Check whether there are some abandoned solutions or not. If true, replace them

with some new randomly generated solutions by formula (1).
(10) Repeat steps (3)–(9), until the maximum number of iterations is reached or stop

conditions are satisfied.

3 The Proposed ABC Algorithm

3.1 Initialization Phase

An opposition-based learning technique is integrated in initialization phase, which is
described by formula (5).

x
′
i = min + (max − xi) (5)

3.2 Employed Bees Phase

Aiming to making use of the global best information to speed up the convergence rate
and avoiding falling into local optimum, each employed bee begins to search a new food
source vi by formula (6), where xbest is the best solution of the current group.

vi = xi + ∅ · (xi − xk) + ϕ · (xbest − xi) (6)

Then, in order to add the group diversity, handle the boundary constraints by
formula (7).

vi =
{
min + (max − min) · ϕ vi < min
max − (max − min) · ϕ vi > max

(7)

3.3 Onlooker Bees Phase

Unlike the random search of standard ABC, another guiding scheme with better explo-
ration ability is presented in the onlooker bee phase. The presented new guiding can be
described by formula (8).

vi = xk + ∅ · (xi − xk) (8)

In order to further balance the exploitation of ABC algorithm, in the onlooker bees
phase, a random search is carried out and it is described by formula (1).
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Next, opposition-based learning technique which is used to further balance the
exploitation and exploration, it is also introduced in the onlooker bee phase.

Subsequently, the perturbation frequency for changing many more parameters is
increased. Namely, a parameter called Modification Rate (MR) is used to control the
perturbation frequency of parameters of solutions. It is also employed in the onlooker
bee phase of IABC.

3.4 Scout Bee Phase

In the scout bees phase of standard ABC algorithm, there is only one scout at most
and ABC algorithm is easy to fall into local optimum. Yan et al. proposed a modified
artificial bee colony algorithm ABC-1, which focus on improving the search ability by
adding the number of scouts and increasing disturbance. More detailed information can
be found in literature [12] and Algorithm 1.

Algorithm 1: The IABC algorithm

1. Initialize a population of individuals randomly
2. Calculate the fitness value for each individual
3. Calculate the opposite individual for each individual
4. Calculate the fitness value for each opposite individual
5. for = 1 to do
6. Determine the best individual by comparing the fitness values of individual  and its 

corresponding opposite individual
7. Get the best individual in initialization phase
8. Set up the related parameters, i.e, , , , ,

9. Set = 0 ( = 1,2, ⋯ )

10. While < do
11. for = 1 to do
12. Set =

13. Randomly generate an integer and 
14. Randomly produce a integer within the interval [1,D]
15. Generate a new solution according to Eq.(6) 
16. Handle the boundary constraints according to Eq.(7) 
17. if ( ) ( ) then
18. Replace with  and set = 0
19. else 
20. Set  =  + 1
21. end if
22. end for
23. Calculate the probability value for each onlooker bee using Eq.(5)
24. Set = 0 and = 1

25. while < do
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47. else 
48. Set  =  + 1
49. end if
50. end if
51. Set = + 1
52. if == ( + 1) then = 1
53. end while
54. sort the values for all individuals
55. if > then
56. The onlooker bee of becomes a scout
57. if > then
58. if ℎ ≤ then
59. The onlooker bee of ℎ becomes a scout
60. end if
61. else
62. The onlooker bee of ℎ becomes a scout using
63. end if
64. end if
65. Record the best solution obtained so far
66. end while

26. if < then
27. Set = + 1 and =
28. Randomly generate an integer and 
29. Randomly produce a integer within the interval [1,D]
30. for = 1 to do
31. if < || == then
32. // β represents the modification rate which controls the perturbation fre-

quency of parameter
33. // rand is used to randomly generate a number between [0,1]
34. Set = then
35. if < then
36. Generate a new solution according to Eq.(8) 
37. else if < then
38. Generate a new solution according to Eq.(5) 
39. else
40. Generate a new solution according to Eq.(1) 
41. end if
42. Handle boundary constraints according to Eq.(7) 
43. end if
44. end for
45. if then
46.

4 Validation and Comparison

4.1 Benchmark Functions

To test the efficiency and stability of the updated ABC algorithm with multiple search
strategy, we use six benchmark functions as following.
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4.1.1 Sphere Function

Sphere function is a unimodal function, its optimum value is 0, and it can be defined by
the following formula (9).

f1(x) =
∑n

i=1
x2i

xi ∈ [−100, 100] (9)

4.1.2 Rosenbrock Function

Rosenbrock function is a non-convex function, its optimum value is 0, and it can be
defined by the following formula (10).

f2(x) = ∑n−1
i=1 [100(xi+1 − x2i )

2 + (
xi − 1)2

]

xi ∈ [−30, 30]
(10)

4.1.3 Rastrigin Function

Rastrigin function is a multimodal function, its optimum value is 0, and it can be defined
by the following formula (11).

f3(x) = ∑n
i=1

[
x2i − 10 cos(2πxi) + 10

]

xi ∈ [−5.12, 5.12]
(11)

4.1.4 Schwefel Function

Schwefel function is a multimodal function, its optimum value is −418.9829* D (D is
number of space dimensions), and it can be defined by the following formula (12).

f4(x) = ∑n
i=1

[−xisin
(√|xi|

)]

xi ∈ [−500, 500]
(12)

4.1.5 Griewank Function

Griewank function is a multimodal function, its optimum value is 0, and it can be defined
by the following formula (13).

f5(x) = 1
4000

∑n
i=1 x

2
i − ∏n

i=1 cos
(

xi√
i

)
+ 1

xi ∈ [−600, 600]
(13)

4.1.6 Ackley Function

Ackley function is a multimodal function, its optimum value is 0, and it can be defined
by the following formula (14).

f6(x) = −20 exp

(

−0.2
√

1
n

∑n
i=1 x

2
i

)

− exp
( 1
n

∑n
i=1 cos(2πxi)

) + 20 + e

xi ∈ [−32, 32]
(14)
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4.2 Simulation and Results

In order to verify the performance of the IABC algorithm, in the simulation experi-
ment, the colony size SN is 100, the maximum cycle number maxCycle to terminate the
algorithm is 1000, the parameter limit is 50, δ = 0.95, ξ = 0.98, β = 0.15, and each
function is optimized over 30 independent runs by each algorithm. In order to investigate
the effect of some modifications of IABC relative to ABC, performance comparisons
among ABC, ABC-1 and IABC are carried out.

Best, worst, median, mean and standard deviation values achieved by ABC, ABC-1
and IABC algorithm in fifty-dimensional space and one hundred-dimensional space are
shown respectively in Tables 1 and 2.

Table 1. Statistical results obtained by ABC, ABC-1 and IABC in fifty-dimensional space

Function Algorithm Best Worst Mean Std

Sphere ABC 1.21552e−07 2.31302e−05 3.07143e−06 3.96225e−06

ABC-1 1.3168e−07 9.39729e−06 3.32478e−06 2.62048e−06

IABC 1.40248e−11 2.68594e−10 7.16391e−11 4.09737e−11

Rosenbrock ABC 2.69337 89.4186 22.9693 18.0327

ABC-1 6.0758 73.9508 19.2997 13.4373

IABC 0.549459 9.66236 2.86964 2.30198

Rastrigin ABC 1.99872 9.24262 5.12676 1.84813

ABC-1 1.05814 8.1476 4.80683 1.6449

IABC 3.1885e−07 1.02828 0.130018 0.380818

Griewank ABC 1.55882e−06 0.00250772 0.000228926 0.000535726

ABC-1 3.27922e−06 0.0274681 0.00170288 0.00516979

IABC 3.63853e−11 3.85518e−08 2.45367e−09 7.26252e−09

Ackley ABC 0.00281789 0.0172737 0.00809974 0.00378532

ABC-1 0.00273788 0.018134 0.00838802 0.0040022

IABC 6.59349e−06 1.89239e−05 1.21356e−05 3.55273e−06

Schwefel ABC −20108.6 −19141 −19527.3 225.035

ABC-1 −20074.5 −19035.2 −19521.2 239.661

IABC −20949.1 −20828.3 −20935 36.5325

It should be noted that our proposed IABC algorithm, ABC-1 ABC algorithm are
cod-ed in MATLAB R2016a, The computer is Surface Laptop and the operating system
is Window 10.

In Table 1, IABC algorithm performs better thanABC algorithm in fifty-dimensional
space, it is superior to ABC algorithm in accuracy of solution, especially in multimodal
functions and IABC algorithm performs better in stability of algorithms. On one hand,
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Table 2. Statistical results obtained by ABC, ABC-1 and IABC in one hundred-dimensional
space

Function Algorithm Best Worst Mean Std

Sphere ABC 0.00132199 0.849787 0.0735031 0.141387

ABC-1 0.00198244 0.371583 0.0704753 0.104974

IABC 7.84228e−05 0.00195292 0.000387935 0.000343736

Rosenbrock ABC 93.9681 3132.62 661.24 610.48

ABC-1 193.856 2708.3 587.432 511.377

IABC 20.6585 309.018 126.794 61.6084

Rastrigin ABC 34.0965 81.092 61.5411 9.65884

ABC-1 41.3384 81.6396 63.674 9.77043

IABC 15.9474 30.1348 23.5027 3.0932

Griewank ABC 0.00300182 0.95744 0.150137 0.18333

ABC-1 0.0112061 0.499583 0.136605 0.126568

IABC 0.00059177 0.0624408 0.00620051 0.00887176

Ackley ABC 2.0477 3.70931 2.70772 0.324902

ABC-1 1.70362 3.18068 2.67663 0.253588

IABC 5.7921e−06 2.36493e−05 1.25336e−05 3.50394e−06

Schwefel ABC −36941.5 −34777.5 −35593.5 477.051

ABC-1 −36264.5 −34623.5 −35451.4 377.185

IABC −40976.6 −39183.9 −40046.3 289.404

wemake full use of the global information to speed up the convergence rate. On the other
hand, the ABC algorithm is improved by the newmethod called multiple search strategy,
it mainly solve the problem that ABC algorithm is easy to fall into local optimum by
adding group diversity, which increases disturbance in some way. The above analysis
and explanations can be used for Table 2.

5 Conclusion

This paper proposes an improved Artificial Bee Colony (IABC) algorithm with multiple
search strategy. In addition to using global information to speed up convergence rate,
we also improve the performance by adding the number of scouts and introducing a
perturbation factor, the proposed algorithm has strong search ability. Several simulations
show the effective performance of the proposed IABC algorithm when compared with
the standard ABC algorithm in high dimensional space. Finally, it can be efficiently
employed to solve some optimization problems.
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Abstract. Deep learning (DL) systems usually utilize asynchronous
prefetch to improve data reading performance. However, the efficiency
of the data transfer path from hard disk to DRAM is still limited by
disk performance. The emerging non-volatile memory (NVRAM) pro-
vides a novel solution for this problem, while few existing researches
have considered it. We propose a novel efficient data prefetch strategy
for DL based on a heterogeneous memory system combining NVRAM
with DRAM. Benefitting from the large capacity and fast reading speed
of NVRAM, the strategy uses an asynchronous reading method named
sliding NVRAM cache (SNC) to improve the performance of the data
transfer paths. A sliding window is applied to map the data from disk
to NVRAM and continuously update the data, while non-ideal writing
performance of NVRAM can be remitted to a large extent in this strat-
egy. Experiments show that SNC can improve the time performance of
diverse deep neural networks training by more than 30%.

Keywords: Deep learning · Data prefetch · NVRAM.

1 Introduction

Deep Learning (DL) is an important tool in data processing and analysis, and
has been making great progress in many fields [6], such as image classification
and video recognition, over the past decade. DL is often compute-intensive and
data-hungry, accompanied with larger and larger deep neural network (DNN)
models and datasets. Diversified types of DL acceleration hardware devices, such
as NVIDIA GPUs and DaDianNao, can run so fast that input data often can-
not be available in time. Recently, some novel improvements in CPUs, such as
Intel Advanced Vector Extensions (AVX) [8], cluster of CPUs [15], and Intel
Xeon Phi, worsen this kind of conflict further, especially for some applica-
tions with heavy input data, such as huge image datasets and video datasets.
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Oftentimes, the bottleneck lies between hard disk and main memory (or called
DRAM) in a single machine.

Although different DL systems [1,10] are different from each other in many
respects, they fetch input data from hard disk almost in the same way in a sin-
gle machine, that is, reading data asynchronously to keep pace with training. As
shown in Fig. 1, there are usually two threads that work in parallel. The main
thread waits for training data batches and submits them to the training proces-
sor. The prefetch thread fetches the data batches from hard disk. Asynchronous
reading can overlap the time of reading data with the time of computation to
some extent. The ideal situation is that the time of computation is longer than
the time of reading data, which can make the training process go fluently without
any data waiting.

File 0

File i

File j
···

···

Load a batch

···
···

Preprocess

Files in a batch Batch queue

···
···

Training queue
Batch ready 
for training

Dataset in hard disk

Data prefetch thread Training  thread

···

Fig. 1. The flow of asynchronous data prefetch for DL

As known to all, the scales of datasets for DL range from several MB to
hundreds of GB. For a small dataset, it can be cached in DRAM if the DL
system uses a large prefetch queue. Data-hungry problem can be ignored. How-
ever, for a big dataset such as ImageNet [3], it is impossible to cache it all in
DRAM just once. Therefore, the system needs to read data batches from the
hard disk constantly. A data batch contains dozens of samples such as pictures
and segments of videos, which means that multiple disk I/O requests are sent
to fetch data. The physical feature of traditional hard disk storage causes signif-
icant latency while processing multiple requests. It eventually results in longer
data reading time and the entire training process slowing down. Data-hungry
problem becomes serious.

The emerging of the byte-addressable non-volatile random access memory
(NVRAM) devices, such as Intel Optane DC Persistent Memory (PMEM) [9]
provides a new way to break through the data-hungry problem. NVRAM has
very fast reading speed that is close to DRAM, while much higher capacity
compared to it. However, although it has been verified to be very useful for
many simple applications, few works have been done to approve its effectiveness
in DL systems even in some emulators, because of the special reading behaviours
and complexity of most DL systems.

In DL training process, traditionally, the data in a dataset are prefetched
into memory sequentially from the beginning to the end of the dataset in an
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epoch, namely if a copy of data has been used, the opportunity that it will be
accessed again is low. It means that the temporal locality of the data is low.
Therefore, when we take NVRAM as a cache between hard disk and DRAM for
the data movement, if the dataset is much larger than the capacity of NVRAM,
the temporal locality of the data loaded into the NVRAM device becomes very
poor. In other words, the probability being re-accessed of the data loaded into an
NVRAM device is very low, since they will be replaced with a high probability
before being re-accessed. Therefore, it is necessary to find a new way to re-
organize and prefetch dataset when using NVRAM for DL systems.

As aforementioned, we focus on the situation that the time of data prefetch
is longer than that of DL computation, namely the ratio of data prefetch time
to computation time (RDC) is larger than one. NVRAM is applied to maintain
the continuity of the DL computation as high as possible.

To overcome aforementioned challenges and break through the bottleneck of
data reading in DL systems and exploit the potential of NVRAM, we propose a
multi-thread data prefetch strategy for DL applications based on a heterogeneous
memory system. The strategy uses an asynchronous reading method named slid-
ing NVRAM cache (SNC) to improve the performance of the data transfer paths.
A sliding window is applied to map the data from disk to NVRAM and continu-
ously update the data, while non-ideal writing performance of NVRAM can be
remitted to a large extent.

The main contributions of our work can be summarized as the following.

– NVRAM, as a novel type of memory, is introduced into DL systems to improve
the system performance. To the best of our knowledge, it is the first time to
introduce NVRAM to DL systems.

– Based on NVRAM, an asynchronous reading method named SNC is proposed
to break through the bottleneck of data reading in DL systems, which explores
the special temporal and spatial localities of the data to be prefetched. A novel
sliding window algorithm is proposed for data prefetch for DL with NVRAM.

– Diversified evaluations are performed to show the advantages of our proposed
strategy. Especially, a real NVRAM device is used for these evaluations, which
makes the experimental results more convictive.

2 Related Work

2.1 Optimizations for Data Bottleneck in DL Systems

For DL systems, at early stage, data hungry problems were mainly noticed in
distributed environments. The main reason that leads to the data hungry prob-
lems is the network bandwidth limitation between different nodes. Quite a few
researches have been done for them.

You et al. [15] train some big DNNs in a cluster with 1024 CPUs. The work
struggles to improve the efficiency of the communication among CPUs so as
to improve the efficiency of the data fetching by utilizing larger batch sizes
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to prefetch data. Sreedhar et al. [14] try to load the whole dataset into the
distributed memory of the system.

In fact, recently, more and more attentions have been paid to the data hungry
problems in a single machine. The storage and data migration technologies that
provide data for DL system obviously fall behind the fast development of com-
putation technologies, especially the development of GPU, which then results in
more and more prominent data bottleneck problems in various DL systems.

Moreover, some new improvements in CPUs aggravate this contradiction
further. Intel proposes an enhanced version of Caffe named Intel-Caffe to exploit
more potential of CPU by AVX [8]. Hadjis et al. [7] tap more potential of the
CPU computation by rewriting some kernels of the BLAS (Basic Linear Algebra
Subprograms) library, and combine CPU and GPU together to train networks.
Due to more computation powers released from CPUs, the input data bottleneck
is highlighted further. Even worse, the data prefetch and the computation are
serialized in Intel-Caffe, namely cannot be run asynchronously, which worsen the
performance of the DL training.

A direct approach to alleviate this problem is to replace traditional hard
disks with some new storage devices that have higher access speeds. SSD being
used in many practical DL systems is a good example. It also has been used for
many other applications. However, SSD is still a kind of hard disk and its speed
is far slower than DRAM. The effectiveness brought by it is still unsatisfactory.

Another way to improve the data reading efficiency in DL is to format dataset
into some integrated files or other forms. LMDB [13] is such a kind of file sup-
ported by Caffe, which integrates all data into a single file to improve the data
reading speed. LMDB is not a flexible format. It only supports the data in form of
image + single integer label. When the dataset is updated, the LMDB file needs
to be regenerated again. TFRecord is a similar way designed for TensorFlow
by Google. However, besides lack of flexibility, the TFRecord file may include
additional data which is to reconstruct the original data. So the TFRecord file
may take much more disk space than raw data, while many datasets are already
very large. To further improve the data access efficiency in an integrated file,
Pumma et al. [13] present LMDBIO by optimizing LMDB. However, the work
pays main attention to the situation of multiple Caffe processes running on a
single server concurrently and the dataset stored in a shared file system. For the
common situation that a single Caffe process runs on a single server, and the
local disk holds the whole dataset, the optimization is less effective.

2.2 Development of NVRAM

Fortunately, the emerging of NVRAM provides a new opportunity to crack the
data bottleneck problems in DL application. NVRAM can be used in two models:
storage-based model and memory-based model [9]. For storage-based model,
there are quite a few researches done and some NVRAM physical hardware
devices are available. Facebook uses Bandana [5] to reduce memory footprint
in the recommender system. It aggregates user model vectors that have similar
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behaviors in one physical 4KB (Kilobyte) block of NVRAM to accelerate the
access of user model vectors.

However, for memory-based model, currently there are few physical hardware
devices available. Most researches are done on some emulation platforms such
as HME [4] and NVMain [12]. However, generally, these emulators usually only
can support some simple and light-weight applications. For DL applications, the
overheads and the complexities usually are very high, which results in that few
DL research works have been done on these emulators.

In this paper, we deploy our research on some real physical NVRAM devices,
benefitting from the recent emerging of the physical device of PMEM, which
provides a good environment for our research. In fact, some researches have
been done to evaluate the effectiveness of PMEM for some relative simple HPC
applications [9,11]. Izraelevitz et al. [9] and Peng et al. [11] both evaluate the
bandwidth and latency of PMEM. The former also evaluates the throughput
of some database applications; The latter studies the impact of PMEM for a
parallel file system. Applications mentioned above are I/O-intensive. However,
for many complex applications, such as DL, few evaluations have been done. Our
work attempts to exploit some effective strategy for DL applications by applying
PMEM.

3 NVRAM-Based Cache Sliding Strategy for Data
Prefetch

In this paper, we propose a novel data prefetch strategy for DL frameworks by
leveraging byte-addressable NVRAM that works as an extension and assistant
of DRAM, namely, the main memory is composed of NVRAM and DRAM, as
shown in Fig. 2. Here, the byte-addressable NVRAM can be regarded as a cache
between DRAM and hard disk to some extent. However, it is not a traditional
cache, especially when it works for DL systems. Some special scheduling algo-
rithms must be designed to meet special requirements of DL data prefetching. At
the same time, the side-effect of the slowness of NVRAM writing (compared to
NVRAM reading) should be noticed and treated carefully to improve the overall
performance of NVRAM for DL systems.

CPU computa on

PMEM interface
NVRAM DRAM

malloc/free for 
persistent memory Normal malloc/free

Disk

Fig. 2. The storage framework of DL system leveraging NVRAM
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As mentioned before, we pay main attention to the situation that the data
prefetch time is longer than the DNN computation time (Otherwise, the former
can be hidden in the latter, then there is no data bottleneck problem needed to be
addressed). We propose a NVRAM-based sliding cache strategy to alleviate the
problem existing in this situation. Briefly, there are three stages in this strategy,
which are NVRAM data initialization, NVRAM data sliding, and NVRAM data
refilling. Three workers (parallel threads) are introduced into this strategy: a
worker for NVRAM filling (Wf ), a worker for prefetching (Wp), and a worker for
the computation module (Wcm). Details about them are explained and discussed
as follows.

Dataset

NVRAM cache DRAM

CPU/GPU computa on(Wcm)

1. Wp : fetch data 
for training

2. Wf : fill data into 
NVRAM cache

A er 1 epoch

CPU/GPU computa on(Wcm)

EmptyAvailable

1. Wp : Data from 
NVRAM cache

2. Wf : add data from disk 
to NVRAM

Cache used up

A er 1 epoch

CPU/GPU computa on(Wcm)

2. Wf : refill cache with 
used data 

1.  Wp : data 
for training

DRAM DRAM

Ini aliza on  posi on Sliding  posi on Refilling  posi on

NVRAM ini aliza on Sliding stage Refilling stage

FP

RP

DRP DRP DRP

Fig. 3. Different stages of the SNC process

3.1 NVRAM Data Initialization

At the beginning of a DL training, NVRAM device shown in Fig. 3 is usually
empty. In other words, there is no data in the NVRAM device available for
computation. We should fill it at first by fetching data from hard disk. Inspired
by the caching method of the traditional cache between CPU and DRAM, we
design a similar method to initialize NVRAM, namely, fill it with some data that
have been accessed in order that they can be re-accessed faster.

The left part of Fig. 3 illustrates the brief process of the initialization. The
three workers are running in parallel. When the first epoch of the DL training
is going, Wp fetches the data batches from the hard disk to DRAM and Wcm

gets data batches directly from DRAM concurrently. As aforementioned, a data
batch consists of several images or other types of raw data. For each data batch,
once Wcm obtains it, Wf is responsible for filling the data batches into NVRAM
simultaneously. Wf firstly allocates memory on NVRAM for a new data batch
and copies the data batch on DRAM to the new one. Along with the first epoch
of the training going, the number of data batches filled into NVRAM increases
continuously until NVRAM is filled up. Note that, after this point at the first
epoch, no more data will be filled into NVRAM any more. Moreover, Wp will
not fetch data from NVRAM during the whole period of the first epoch. This is
because in an epoch of DL training, the data are accessed sequentially, and no
data will be accessed twice or more.
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Computa on
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(a) NVRAM data initialization

Computa on
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Computa on
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Prefetch data from disk

...
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Fig. 4. Timeline analysis of main thread, prefetch thread, and backup thread in SNC.
The backup thread is for data updating in the sliding stage and for data refilling when
the cache is used up.

Therefore, after the first epoch, only the head part of the dataset will be
cached into NVRAM. However, since the capacity of NVRAM is usually much
larger than DRAM and can provide similar reading speed like DRAM, the cached
data in NVRAM will benefit the performance of the DL training process much in
the following epoches. To improve the performance of the initialization process,
two concurrent threads are created to be in charge of the DRAM data fetching
and NVRAM data filling, respectively. As shown in Fig. 4(a), Wf is responsible
for the NVRAM caching, and Wp is for the DRAM data prefetching. Of course,
there is a main thread (Wcm) that is in charge of the DL computing process.

The above initialization process lasts for one epoch. As Fig. 4(a) illustrates,
compared to the DRAM data prefetching, the initialization process usually takes
less time, and it can be hidden in the former. Of course, the initialization process
can not save time for the first epoch, but it introduces almost no extra overhead.
It just fills up NVRAM in parallel (assume that the volume of the dataset is
bigger than the volume of NVRAM).

3.2 NVRAM Data Sliding

As aforementioned, after the first epoch, NVRAM is filled up and can provide
data to Wcm instead of the hard disk in the following epochs to some extent
(The basic data reading behavior of a DL system is that it reads through the
dataset in units of data batches sequentially in each epoch). Then, how to design
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a scheme to make NVRAM submit as many data to Wcm as possible with high
speed is the key point that decides the efficiency of the whole system.

As we know, NVRAM has similar high reading speed as DRAM, which makes
NVRAM provide data to Wcm with very high speed. However, although the
capacity of NVRAM is generally much larger than that of DRAM, the data
inside it would be exhausted finally if no replacement strategy is taken.

As shown in Fig. 3, a replacement strategy is proposed to add new data
batches to NVRAM. To replace the data in a traditional cache and identify the
new added data, a common way is to build a content addressed memory (CAM)
that maps the data in hard disk into NVRAM, while CAM is usually a time-
consuming way for this goal and it is usually realized by hardware. However,
we obverse that the reading behaviour of a DL system for data batches from
a dataset is special. Specifically, in one epoch, every batch is read only once,
and all batches are read one by one sequentially. For different epochs, the above
behaviour is repeated.

Based on this special characteristic of dataset reading, we build a more effi-
cient mechanism to realize the replacement strategy for NVRAM. The middle
part of Fig. 3 shows this mechanism in detail. For NVRAM, a filling point (FP)
is used to indicate the current point where the current data batch from dataset is
being filled; a reading point (RP) denotes the point where the Wp is reading the
data from NVRAM to Wcm. Along with the training going on, both points slide
forward recurrently. In other words, as soon as they slide to the end of NVRAM,
they go back to the beginning point. In the meanwhile, for reading the dataset,
a dataset reading point (DRP) is used to indicate the position where the current
file to be read is. DRP also slides from the beginning of the dataset to the end
when a DL training epoch is going.

In order to improve the efficiency of this sliding stage, besides the main
thread (Wcm) for the DL computing process, two other separate threads, which
are Wf and Wp, are used for adding data from hard disk to NVRAM, and for
prefetching data from NVRAM to the Wcm, respectively. Note that, the tasks of
Wf and Wp have changed relative to the initialization stage. Figure 4(b) shows
the process in detail. All three threads are executed concurrently to improve the
performance of the process in this stage.

Note that, even though, some new data batches will be added into NVRAM
along with the DL training going on, the available data in NVRAM will be
exhausted after some time, because the speed of reading data from hard disk is
usually much slower than the speed at which the data in NVRAM are consumed
by Wcm. When Wp detects that no data is available in NVRAM, it is the time
to switch to another stage in the next iteration. The switching will not make the
training stop. In this new stage, Wp should read data from hard disk again to
DRAM for Wcm. At the same time, NVRAM should be refilled. We will discuss
this in the next section in detail.

According to the design of the NVRAM data sliding approach, it is clear that,
when the RDC is certain, the longer the time of the NVRAM data sliding stage
lasts, the higher efficiency our proposed SNC can achieve. We use CacheSize
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to represent the maximum quantity of data batches that NVRAM can hold.
Therefore, CacheSize is the key factor of the length of sliding stage.

3.3 NVRAM Refilling for Next Sliding Stage

As aforementioned, when the data batches loaded to NVRAM are used up, the
data sliding stage must stop, and a data refilling stage should be launched to
refill NVRAM. At this time, Wcm gets data from hard disk through DRAM. The
main idea of this process is also shown in the right part of Fig. 3.

We can see that this stage is similar to the data initialization stage in the
first epoch, and the training computation in this stage is also intermittent as
shown in Fig. 4(c).

The refilling stage mainly differs from the NVRAM initialization stage in
that, the data to be refilled is read from hard disk starting at the position
where the last data sliding stage stops (as sliding position (SP) in Fig. 3). After
NVRAM is filled up, it will not be filled again until the next epoch comes and
the dataset is scanned to the position where SP points to. Then a new NVRAM
data sliding stage will be launched to let Wp fetch data from NVRAM again.
Another difference is that, there is no need to allocate memory on NVRAM,
because the data batches on NVRAM allocated in the initialization stage can be
used again. So the refilling stage takes the same time as that of the initialization
stage. Both of them can be regarded as the same stage. Figure 5 shows that the
refilling stage and the data sliding stage are launched alternately among epochs
to exploit the potential of NVRAM caching capacity.

1 epoch 1 epoch 1 epoch 1 epoch

Refilling

1 epoch

Sliding Refilling

1 epoch

Training 
Epochs

Ini�aliza�on Sliding

Fig. 5. Alternation of refilling (or initialization) stage and sliding stage

To highlight the advantage of our proposed SNC, we also design and realize
a fixed NVRAM cache (FNC) that just fixes some cached data in NVRAM for
comparison. FNC has exactly the same initialization stage as SNC has in the
first epoch. A prefetch thread is also applied to read data from the hard disk.
In next coming epochs, the data in the NVRAM cache keep unchanged, which
means that there is no sliding stage for data update. The training data is firstly
fetched from NVRAM then from hard disk in each following epoch. FNC is easily
implemented, however, has a disadvantage in time performance.

In the next section, we will evaluate the performance of both SNC and FNC.
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4 Evaluation

4.1 Experiment Environment

As aforementioned, PMEM, as a kind of hardware solution of NVRAM, is now
available. We build a PMEM based test environment for this evaluation. Table 1
shows some parameters and configuration in detail. Considering this PMEM
based test platform cannot support GPU yet due to its physical restriction from
the server manufacturer, we apply Intel-Caffe for this evaluation, which can
also provide considerable training speed, benefitting from the new Intel high
performance instruction set of AVX.

We apply SNC and FNC to Intel-Caffe respectively. Intel-Caffe integrates the
data prefetch module as a layer of the network model. This layer contains an
asynchronous thread for data prefetch (Wp) while the entire network model is
trained in main thread (Wcm). We add another thread for filling NVRAM (Wf ).
By aid of the memkind library [2] that allows applications to allocate memory
on PMEM, Intel-Caffe is able to access PMEM efficiently. The network model is
still stored and updated in DRAM as original.

AlexNet and ResNet-18 are trained on ImageNet here. The training param-
eters are shown in Table 2. The batch number denotes the quantity of batches
that the entire ImageNet dataset contains under a specific batch size.

Table 1. Experimental environment for PMEM

Server Linux Kernel CPUs DRAM PMEM Disk read Speed

Sugon I620-G30 4.13.0 2 * Intel Xeon Gold 6230 128GB 256GB 195.23MB/sec

Table 2. Training parameters for AlexNet and ResNet-18 on PMEM

Network Train Mode Batch Size Batch Number Max Iteration Dataset

AlexNet CPU 64 20019 250000 ImageNet

ResNet-18 CPU 32 40037 325000 ImageNet

4.2 Performance Evaluation

In this part, we evaluate the performance of SNC. Intel-Caffe is set to use 20
CPU cores to train the network models. The maximum size of CacheSize is
related to the capacity of the NVRAM device and the batch size of the data
read. In this evaluation, the capacity of the NVRAM device is fixed. Because
the batch size of AlexNet is twice that of ResNet-18, the CacheSize of AlexNet
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is half that of ResNet-18. When we set CacheSize to 2000 or 5000 for AlexNet,
the CacheSizes for ResNet-18 are 4000 or 10000, respectively.

The top-1 test accuracy results are shown in Fig. 6. It is clear that, SNC and
FNC can help Intel-Caffe realize better training speeds, while keeping the model
accuracies without loss.

(a) AlexNet

(b) ResNet-18

Fig. 6. Top-1 test accuracy trends of some networks on ImageNet
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Fig. 7. The proportion of fetching data from NVRAM in FNC

Figure 7 shows the proportion of fetching data from NVRAM in FNC.
Because the data cached in NVRAM is fixed, the batches always can be fetched
from NVRAM at the beginning of each epoch. This results in stable and regular
proportions as shown in this figure.
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Fig. 9. Normalized training time of AlexNet and ResNet-18 with different cache sizes.
The baseline of Intel-Caffe is normalized to 1.

Figure 8 depicts the proportion of the sliding stage when training AlexNet
and ResNet-18 with SNC. Benefitting from the large capacity of PMEM, the
proportions of the sliding stage in all cases are very high, which means the
training process can get data from PMEM with high probability. Especially,
for ResNet-18 with CacheSize of 10000, the NVRAM cache is large enough to
provide a long sliding stage, which is extended to the end of training. The other
training processes, such as AlexNet with CacheSize of 2000, use up the cache
in the middle of training and need a refilling stage to fill up the cache again.
Therefore, Intel-Caffe with SNC can provide much higher training speed finally.
Compared to the proportion of fixed stage in FNC, the proportion of sliding
stage in SNC can be much longer, which can be more efficiency.

Figure 9 shows the final time efficiency of training AlexNet and ResNet-18
with different cache sizes on PMEM. We see that, FNC can reduce the training
time of AlexNet by 14.5% with CacheSize of 5000. SNC can reduce this time
by 21.1%. SNC is not sensitive to the cache size in the training of AlexNet.
Whether the CacheSize is 2000 or 5000, the time of training is almost identical.
For ResNet-18, SNC is far more efficient than FNC. FNC reduces the training
time of ResNet-18 by 12.8%, while SNC can reduce it by 24.9% and 31.3%.
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5 Conclutions and Future Work

In this paper, we present a NVRAM-based cache strategy (SNC) with a sliding
window to break the data I/O bottleneck in DL systems, by leveraging the high
reading speed and large capacity of NVRAM. SNC takes the special character-
istics of data reading in DL systems into account, and achieves an efficient data
prefetch strategy for DL training. Meanwhile SNC can reduce the side effect
of relatively slow writing speed of NVRAM by asynchronous data initialization
and replacement. We implement SNC on Intel-Caffe. Experimental results show
that SNC can improve the time performance of deep neural networks training by
more than 30%. In the future, we will conduct more tests about the performance
of SNC on the machine equipped with GPUs. Furthermore, we will make some
research on fine-grained data prefetch method by focusing on dataset partition
to explore NVRAM for DL systems further.
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Abstract. Mining data stream is an important research topic due to the develop-
ment of network. The distribution of data in a dynamic environment changes over
time, which is a challenging problem called concept drift. Concept drift need to
be detected and handled as soon as possible because it can make previous mod-
els inaccurate. In this work, we propose a method, called Diversity Measure and
McDiarmidDrift DetectionMethod (dmm-DDM),which combines diversitymea-
sure and inequality to detect drift detection. The dmm-DDM approach proceeds
by sliding a window over diversity measure result, and associate window value
with weights. The algorithm compares the weighted average inside the sliding
window with the maximumweighted average. A huge difference between the two
weighted averages, calculated by McDiarmin’s inequality, proves a concept drift.
The experiment results show that the proposed method with less detection delay,
less false position and less false negative than most of the compared methods.

Keywords: Concept drift · Data streaming mining · Diversity measure ·
McDiarmid’s inequality

1 Introduction

In the past, data mining algorithms have always been studied in static data sets. However,
with the development of the Internet, researchers begin algorithm research on dynamic
data streams. This is a challenging task because of data distribution may changes in
evolving environment which is called concept drift [1]. Generally, the occurrence of
concept drift will cause the performance of the classification model to decrease. To
this end, fast adaptation to concept drift is essential to ensure the effectiveness of the
algorithm [2]. Typically, classification models are updated or retrained when a drift has
been detected. The drift detector needs to detect drift quickly and keep low false negative
and false positive to ensure that the update or retrain of the classification algorithm is
effective.

Concept drift is an important issue to be considered in data stream mining. In a real
environment, the data distribution is constantly changing, and the model needs to be
continuously updated to adapt to the new environment.

© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 115–122, 2020.
https://doi.org/10.1007/978-3-030-64243-3_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64243-3_9&domain=pdf
https://doi.org/10.1007/978-3-030-64243-3_9


116 Y. Xia and Y. Zhao

Existing concept drift detection methods can be divided into two types: active meth-
ods andpassivemethods.Activemethodfirstmonitors the stability of the data distribution
by using a clear concept drift detection mechanism, and then triggers a drift adaptation
mechanism to adapt the new environment. However, the passive method does not need
to detect the occurrence of concept drift, and continuously adjusts the model to adapt
the new environment. Gama et al. [2] classified active concept drifts into three groups:
(1) sequential analysis-based methods: these methods evaluate the predictions sequen-
tially when they are available, and they send a drift alarm when a predefined threshold is
reached. The Cumulative Sum (CUSUM) [4], Page-Hinkley test (PH test) [5] and Diver-
sityMeasure as a newDrift DetectionMethod (DMDDM) [6] are examples of this group.
(2) statistical-based methods: these methods analyze statistical parameters, such as the
mean and standard deviation associated with the prediction results, to detect concept.
The Drift Detection Method (DDM) [7], Early Drift Detection Method (EDDM) [8] and
Reactive Drift Detection Method (RDDM) [9] are examples of this group. (3) windows-
based methods: these methods usually use a fixed reference window to summarize past
information, and a sliding window to summarize recent information. A significant dif-
ference between the distribution of these two windows means that a drift has occurred.
These methods use statistical tests or mathematical inequalities. The Adaptive Window-
ing (ADWIN) [10], the SeqDrift detectors [11], the Drift Detection Methods based on
Hoeffding’s Bound (HDDMA-test and HDDMW-test) [12] are examples of this group.

In this paper, we introduce the Diversity Measure and McDiarmid Drift Detection
Method (dmm-DDM)which calculates the diversity of classifier responses based on con-
tinuously incoming data to rapidly and efficiently detect concept drift. dmm-DDM does
not monitor error predictions, but instead monitors the diversity of a pair of classifiers.
Then dmm-DDM uses sliding window and McDiarmid’s inequality [3] to calculate and
compare the diversity measure results. The experiment results show that the dmm-DDM
algorithm produces less detection delay, less false positive and less false negative than
other methods.

2 The Diversity Measure and McDiarmid Drift Detection Method

In a data stream environment where concept drift exists, most supervised concept drift
detection methods analyze the accuracy of the model and its corresponding standard
deviation, and then use window functions or cumulative values to predict whether drift
occurs. However, the performance of the above methods is seriously affected by the
noise point and the performance of the classifier, we try to replace the accuracy of a
single classifier with a diversity measure of multiple classifiers.

In this section, we introduce the diversity measure and McDiarmid drift detection
method (dmm-DDM) which is windows-based method. This method adds the diversity
measure results to the sliding window, then assigns higher weights to the nearest results.
Finally, the weighting scheme is used in the sliding window to detect drift faster.

2.1 Diversity Measure

Diversity is an important feature of ensemble classifiers in static data. Measuring diver-
sity is used to analyze the effectiveness of the ensemble classifier method. Therefore,
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many researchers consider diversity to prune a number of component classifiers [13].
[14] researches the effect of using diversity on online ensemble learning. In this paper, we
replace the classification accuracy with the diversity of component classifiers to detect
concept drift. Diversity measure is used to measure the diversity of individual classifiers
in ensemble.

We define diversity measure based on the prediction results of the same training data
by two different classifiers hi and hj. In our paper, if hi = hj, the diversity measure result
is 1, Otherwise the result is 0.

2.2 Drift Detection Method

The dmm-DDM slides a window of size n over the diversity measure result. It inserts
diversity measure result into the window. Each element in the sliding window is associ-
ated with a weight wi. In order to pay more attention to the later data, we need to ensure
that wi < wi+1. we define wi = 1+ (i − 1) ∗ d , where d ≥ 0 is a constant representing
the difference between the two weights. The size of the sliding window is n.When a new
data arrives, if the sliding window is not full, the calculated diversity measure result can
be directly filled into the sliding window. If the content in the sliding window is full, we
remove the diversity measure result that originally entered the sliding window, and then
fill the newly obtained diversity measure result at the end of the sliding window. Finally,
we calculate the weighted average μt in the sliding window at the current moment and
the maximum weighted average μmax observed so far. μmax is calculated as follow:

if μt > μmax ⇒ μmax = μt (1)

Where μt = ∑n
i=1 wi · Di. As the data in the data stream is processed one by one,

the algorithm will continuously update μt and μmax. A significant difference between
μt and μmax means the emergence of a concept drift.

On the basis of the PAC learning model [15], if the data distribution remains stable,
the error rate of the model will decrease as the number of training sample increases. The
predictions of a pair of component classifiers (hi and hj) are becoming more and more
consistent. Thus, the value of μmax should increase or keep constant. In other words,
when the predictions of component classifiers (hi and hj) start to be inconsistent in an
unusual way, the probability of concept drift increases and μt decrease over time. A
significant difference between μt and μmax indicates a drift:

if μmax − μt ≥ ε ⇒ Drift = true (2)

The significant difference ε is determined by the McDiarmid’s inequality [3]. Once
the concept drift is found, we will reset μmax and classifiers.

2.3 McDiarmid’s Inequality

The McDiarMid’s inequality is defined as follows: let X1,X2, . . . ,Xn be n independent
random variables. If a function f : χn → R can find a constant ci for all i and satisfied
the following for the following formula:

∣
∣f (X1,X2, . . . ,Xi, . . . ,Xn) − f

(
X1,X2, . . . ,X

,
i , . . . ,Xn

)∣
∣ ≤ ci (3)
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The above formula shows that for the function f : χn → R, if any X is replaced, the
change of the function value will not exceed the constant ci. Therefore, for any ε > 0.

Mcdiarmid’s inequality gives a probability bound:

Pr
{
f − E

[
f
]

> ε
} ≤ exp

(

− 2ε2
∑n

i=1 c
2
i

)

(4)

Therefore, given a confidence level δ, the threshold is calculated by:

ε =
√

∑n
i=1 c

2
i

2
ln

1

δ
(5)

Where ci is given by:

ci = wi
∑n

i=1 wi
(6)
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The number n represents the size of the sliding window, and wi is the weight of the
sliding window. When the difference between μt and μmax is greater than the thresh-
old ε, a drift signal is issued. The dmm-DDM algorithm pseudocode is presented in
Algorithm 1.

2.4 Parameters Analysis

The parameter δ is inversely proportional to ε, which means that as δ decreases, the
value of ε increases and the boundary becomes conservative. Decreasing δmay lead to a
reduction in false positives and an increase in false negative. The parameter d controls the
proportion of weight assigned to the sliding window element. Larger d values result in
faster concept drift detection because higher weights are assigned to the latest elements;
however, the false positive may increase.

3 Experiment Evaluation

We compare the proposed dmm-DDM with other methods, namely DDM, EDDM,
DMDDM, PH test and ADWIN. Next we will discuss experiment datasets, settings,
analysis and results.

Synthetic Data Streams. We generated three synthetic data streams, SINE1, MIXED,
LED. These data streamswere generated by the data stream generators inMOA (Massive
Online Analysis). MOA [18] is a very popular framework for data stream analysis. It
includes tools for evaluation and a collection of machine learning algorithms. There are
abrupt drifts in SINE1 and MIXED, and gradual drifts in LED. Each of the above data
streams contains 100,000 instances. Each data stream also contains 10% noise in order
to evaluate the robustness of the drift detectors. The advantage of using synthetic data
stream is that we know where the concept drift points in the data stream. We set the
transition length between two concepts. In the abrupt concept drift, we set the transition
length to 50. In the gradual concept drift, we set the transition length to 500. In our
experiment, the drifts occur at every 20000 instances in SINE1 and MIXED for abrupt
drift, and at every 25,000 instances in LED for gradual drift.

Real-World Data Streams. Weextended the experiments to the real-world data stream,
Electricity [16], Forest covertype [17] and Poker hand.

In dmm-DDM and DMDDM, we used Hoeffding tree (HT) and Perceptron (PER)
as incremental classifiers. These two classifiers have good effects as heterogeneous
classifiers in this paper. In DDM, EDDM, PH test and ADWIN, we used HT as the
incremental classifier. And in the above methods all use HT to detect the accuracy.

Our work proposes a drift detector. We use delay detection, true positive, false pos-
itive, false negative and accuracy to evaluate the performance of drift detectors in syn-
thetic data streams. In real-world data streams, we use alarm and accuracy to evaluate
the performance of drift detectors.

The symbol� represents an acceptable drift delay.� has been set to 1000 on SINE1
and MIXED, and 2000 on LED. In our experiments, we set the following parameters:
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n = 100, d = 0.01, δ = 10−10. Experiments were performed on an Intel Core i7 @
2.6 GHz with 16 GB of RAM running macOS Catalina.

Table 1 shows the experimental results on synthetic data streams. In SINE1, the result
shows that all detectors have correctly detected all drift points, and there are no false
negatives. But only dmm-DDM method and ADWIN method have no false positives.
And for delay detection and classifier accuracy, the dmm-DDM algorithm has the lowest
delay and the highest classifier accuracy. In MIXED, dmm-DDM, DDM, ADWIN and
PH detect all drift points. For false positive. Only DDM and ADWIN do not have false
positives. dmm-DDM has the lowest delay and the highest classifier accuracy. In LED,
dmm-DDM, DDM and ADWIN detect all drift points. ADWIN also have the highest
false positives. dmm-DDM has the lowest delay, and dmm-DDM and DDM have the
highest classifier accuracy. The results show that compared with other algorithms, the
dmm-DDM algorithm can detect the drift in the shortest time and make the classifier
have the highest accuracy.

Table 1. Results of experiments on synthetic datasets (10% noise)

Classifier Detectors Delay (sample) TP FP FN Accuracy

SINE1 HT&PER dmm-DDM 79 4 0 0 87.09%

DMDDM 543.75 4 3 0 85.54%

HT DDM 141 4 6 0 86.48%

EDDM 570.75 4 42 0 84.57%

ADWIN 209 4 0 0 86.72%

PH test 755.25 4 2 0 85.07%

MIXED HT&PER dmm-DDM 70 4 1 0 83.26%

DMDDM 666 3 1 1 81.44%

HT DDM 169.75 4 0 0 83.05%

EDDM 925 1 8 3 80.50%

ADWIN 297 4 0 0 82.72%

PH test 815.5 4 1 0 81.35%

LED HT&PER dmm-DDM 256.33 3 0 0 89.63%

DMDDM 533.5 2 1 1 89.18%

HT DDM 430.67 3 0 0 89.54%

EDDM 751 1 1 2 80.50%

ADWIN 631.3 3 422 0 69.94%

PH test 1571.5 2 1 1 88.43%

In real-world datasets, we cannot use the delay detection, true positive, false positive
and false negative to detect drift points, because we do not know whether drifts occur in
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these datasets or where they occur. Therefore, we evaluate the performance of the drift
detectors by the number of drifts detected and the accuracy of the classification.

Table 2 shows the experimental results on Electricity, Forest Covertype and Poker-
Hand. In Electricity, DDM and EDDM have the highest accuracy, but they also have the
highest number of alarms. In Forest Covertype and Poker-Hand, EDDM has the highest
accuracy and a highest number of alarms. Our proposedmethod dmm-DDMhas a higher
accuracy and a lower number of alarms. Result shows that drift detection methods with
more alarms often lead to higher classification accuracy. The dmm-DDM has higher
accuracy in the case of a lower number of alarms, indicating that the algorithm has a
good effect on the real-world data streams.

Table 2. Results of experiments on real-world datasets

Classifier Detectors Electricity Forest covertype Poker-hand

Alarms Accuracy Alarms Accuracy Alarms Accuracy

HT&PER dmm-DDM 41 83.15% 654 83.00% 1074 73.85%

DMDDM 5 81.16% 16 82.07% 111 64.88%

HT DDM 194 84.82% 1686 82.02% 1804 72.22%

EDDM 183 84.77% 2217 84.91% 4615 76.49%

ADWIN 46 82.45% 735 82.17% 819 71.39%

PH test 57 81.93% 173 82.98% 1441 70.52%

4 Conclusion

In this paper, we introduce a new concept drift detector called dmm-DDM. This method
uses the diversity of a pair of classifiers as a result and combines it with sliding windows
and McDiarmid’s inequality to detect drift. We use three synthetic datasets and three
real-world datasets to evaluate the algorithm. The results indicate that on the synthetic
datasets, the proposed method dmm-DDM can detect drift with lowest delay and has
highest accuracy. dmm-DDM also has satisfactory results on TP, FP and FN. On the
real-world datasets, our method has higher accuracy and a lower number of alarms than
other methods.
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Abstract. SparseRepresentation-basedClassification (SRC),which has achieved
good performance in face recognition and other image classification, has been suc-
cessfully extended to time series classification in recent years. As a generalization
of the nearest subspace classifier, the performance of SRC depends on a rich set
of training samples for each class, which can span as many variations of each
class as possible under testing conditions. However, due to the difficulty of sam-
ple collection, many important applications can only provide a few or even a
single sample for each class, which inevitably affects the performance of SRC.
To address the problem of insufficient training samples, ESRC (Extended SRC)
was proposed to put some samples that reflect the variations within the class into
the dictionary, to obtain better generalization ability than SRC for under-sampled
face recognition. In this paper, a new approach IESRC (Improved extend sparse
representation based classification) is developed by splitting the dictionary into an
original dictionary and auxiliary dictionary. The proposed model was first evalu-
ated in 30 baseline data sets in the University of California, Riverside time series
classification archive and then applied to classify the effects of aerobic exercise
intervention in 24 young hypertensive patients based on the time series of the car-
diopulmonary exercise test. Experimental results show that the proposed model
can achieve better performance than SRC and ESRC in time series classification.

Keywords: Time series classification · Data augmentation · Sparse
representation

1 Introduction

Time series classification has received growing research attention over recent years.
There is both anecdotal and empirical evidence suggesting that dynamic time warping
(DTW) combined with classifiers such as k nearest neighbor (KNN) has achieved good
results in time series classification.Additionally, feature-basedmethods, such as theBag-
of-Words (BoW) [1], finding out whether a feature in the time series matches the existing
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bag-of-words, represent a sequence with words, etc., fills the time series classification
research gap. Inspired by face recognition in computer vision, sparse representation-
based classification (SRC), by representing the test sample in an overcomplete dictionary
(or directly training samples) and exploiting the discriminative nature of sparse repre-
sentation to perform classification [2], has been successfully extended to time series
classification. Recently, with the advent of the deep learning boom, many researchers
have applied neural networks to time series classification such as convolutional neural
networks (CNN), multi-channel CNN (MC-CNN) [3], multi-scale CNN (MCNN) [4],
LSTM_FCN [5], etc. Somanymethods have been proposed, which enough to explain the
importance of time series classification, and Bagnall et al. [6] summarized and evaluated
some of the state-of-art time series classification methods.

Despite this emphasis on time series classification model which requires large
amounts of labeled training samples to make work effective, surprisingly little is known
about time series augmentation, which strengthens model generalization ability in the
case that training sets are insufficient. The way to data augmentation has twomain ideas,
synthesizing and modification. Forestier et al. [7] proposed a method for generating a
set of synthetic time series by averaging combined with varying weights evolves new
time series from a dataset. It has focused research attention on a limited set of generat-
ing, the applicability of synthetic samples has received little consideration. Kegel et al.
[8] proposed a feature-based generation method that evolves cross-domain time-series
datasets and presented a similarity measure to assess the applicability of synthetic sam-
ples generated by other methods. The other idea to data augmentation, for instance, Le
Guennec et al. [9] proposed to stretch or shrink randomly selected slices of a time series
by speeding it up or down referred to aswindowwarping (WW). For face recognition and
image processing, the second idea is more widely used, such as flip, rotation, scale, crop,
translation, etc. Additionally, to overcome the problem that training samples are insuf-
ficient, Deng et al. [10] proposed to extend SRC (ESRC), by appending an intra-class
dictionary that reflects the variations within the class to the training samples.

In this paper, we proposed to improve extend SRC (IESRC) to address the problem
of insufficient samples in time series classification.We first present experiments using 30
datasets whose training samples are less than 100 on the UCR archive [11] to assess our
approach. The experiments show that the proposed model is very competitive with other
traditional classification methods in case of insufficient training samples. In the second
part, the proposedmodel applied to classify the effects of aerobic exercise intervention in
24 young hypertensive patients based on the time series of the cardiopulmonary exercise
test. We show that the proposed model can achieve better performance than SRC and
ESRC in time series classification. Therefore, this study fills an existing time series
data augmentation research gap by proposing an improved model, and thus, it has the
potential to contribute to providing a new idea for time series augmentation.

2 SRC and ESRC

Sparse representation, as a research hotspot in recent years, is actually a decomposition
process of the original signal. This process relies on an overcomplete dictionary, which is
prepared in advance, and the linear representation of a testing sample y can be written as
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y = Ax + z (1)

The training set is denoted as A = [A1,A2, . . . ,Ai] ∈ RM×N which is usually an
over complete dictionary (or original training set when training samples are insufficient),
where Ai ∈ RM (i = 1, 2, . . . ,N ) denotes the ith training sample, and x is the coefficient
vector whose entries are zeros except those associated with class, z is a noise term. The
purpose of SRC is to seek the sparest solution to y = Ax, where x = [x1, x2, . . . , xN ]T

and xi denotes the representation coefficient corresponding to the ith training sample,
by solving the following optimization problem

x̂1 = argmin‖x‖1 s.t. ‖Ax − y‖ ≤ ε (2)

In Extend SRC(ESRC) proposed by Deng et al. [10], the test samples can be repre-
sented by the dictionary A and the intra-class variant dictionary shared by all samples,
the model (1) can be modified to account for large variation between the training and
test samples by writing

y = Ax + D1β + z (3)

where the intra-class variant dictionary DI can be constructed by two methods as
following.

D(1)
I = [D1 − c1e1,D2 − c2e2, . . . ,Dl − clel] ∈ Rd×n (4)

where ei = [1, 1, . . . , 1] ∈ R1×ni , ci is the class centroid of class i.

D(2)
I = [P1,P2, . . . ,Pl] ∈ R

d×∑

i
[ni(ni−1)/2]

(5)

where Pi ∈ Rd×[ni(ni−1)/2] is the pairwise difference time series between the samples of
class i.

Then, x and β are the sparse representation coefficients respectively associated with
A and DI , the ESRC aims to resolve the following problem

[
x̂1
β̂1

]

= argmin||
[
x
β

]

||1, s.t.||[A,DI ]

[
x
β

]

− y||2 ≤ ε (6)

where ε is the error tolerance.

3 Improved Extend SRC

In face recognition, the intra-class variant basis which is the atoms of dictionary DI

in model (3) can be shared by other faces, which means all face have similar features.
These features can be regarded as the basic faces of all kinds of samples. For instance,
a facial image with disguise and sidelight can be approximated by a natural (training)
image of this person plus a variant basis image of another person [10]. Time series as one
of the simplest data, it should be noted that there are differences among the intra-class
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variation bases from different class samples. The intra-class variation which reflect the
differences of similar samples cannot be shared by all time-series data set. An auxiliary
dictionary constructed by Eqs. (4) or (5) should be apart from dictionary A, whichmeans
the status of two dictionaries are different, and the atoms of an auxiliary dictionary are
divide by class.

Thus, instead that a test sample is represented by two dictionaries together, it should
be presented by two dictionaries respectively. The residual is computed by the two sparse
representation vectors associated with class i. Although it does not extend the training
sample directly, it increases the tolerance of the difference between training samples
and test samples from one class in the case of deficiency, which also improves the
generalization ability of the model. Improve extend sparse representation classification
(IESRC) enhanced the data of time series from another perspective compared with the
ERSC, which should be more suitable for time series.

Algorithm: Improve Extend Sparse Representation Classification

1: Input: a matrix of training set A = [A1,A2, . . . ,Ak ] ∈ Rd×n for k class, a matrix
of intra-class auxiliary dictionary DI ∈ Rd×p constructed by (4) or (5), a test sample
y ∈ Rd , and two optional error tolerance ε1 > 0 and ε2 > 0.

2: Normalize the columns of A and DI to have unit l2-norm.
3: Solve the L1-minimization problem

x̂1 = argmin‖x‖1 s.t. ‖Ax − y‖ ≤ ε1 (7)

β̂1 = argmin‖β‖1 s.t. ‖DIβ − y‖ ≤ ε2 (8)

4: Compute the residuals

ri(y) = ∥
∥y − Aδi

(
x̂1

)∥
∥
2 +

∥
∥
∥y − DIθi(β̂1))

∥
∥
∥
2

(9)

for i = 1, 2, . . . , k, where δi
(
x̂1

) ∈ R is the sparse representation vector only associated

with class i in dictionaryA, and θi

(
β̂1

)
∈ R is the sparse representation vector associated

with class i in auxiliary dictionary DI .
5: Output:

Label(y) = argminiri(y) (10)

4 Experimental Results

In this section, we will verify the effectiveness of our proposed model IESRC though
conducting two experiments on the UCR archive [11] which includes 30 baseline time-
series datasets whose training sets is less than 100, to compare with other methods,
and classifying 24 young hypertensive patients based on the time series of the cardiopul-
monary exercise test. In the first part, we have implemented SRC [3] and ESRC [10] both
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based on the L1 normminimization [12] in time series classification, for comparison. All
the dataset has been split into training and testing by default. The optimal error tolerance
ε in Eqs. (2), (6), (7) and (8) is set to 5~1 and 1~1e-6. The best result of classification
is chosen to be within one of these error ranges. In the second part, the proposed model
compared with SRC and ESRC, and all based on the OMP [13]. The preprocessing in
our experiment is the linear interpolation on the data set whose samples have unequal
dimensions and l2-normalization on both training and test split. All the experiments are
run on a platform with 2.5 GHz CPU and 8.0 GB RAM using Matlab R2017a software.

4.1 Experiments on UCR Archive

We select 1NN-ED and 1NN-DTW, which have achieved good results in time series
classification, as a simple standard baseline in comparison. In Table 1, the classifying
error rate for 30 sub data set in which training samples are insufficient in UCR archive
[11] is provided.

Table 1 shows that IESRC generally perform better than ESRC and SRC over the
30 data sets. The arithmetic average rank of error rate on ESRC (I) whose DI dictionary
constructed by Eq. (4) is 0.1769 and ESRC (II) whose DI dictionary constructed by
Eq. (5) is 0.1877, which is higher than IESRC (I) and IESCR (II) is 0.1780 and 0.1748
respectively. The number of WIN on SRC and ESRC (II) which has the smallest error
rate when compared with other methods in a certain data set is 8, which is highest among
other classification methods. Experiment results show that IESRC is very competitive.
In contrast, 1NN-ED and 1NN-DTW will not perform as well as IESRC, ESRC, and
SRC in the case of insufficient training samples.

4.2 Experiments on Predicting the Effect of Aerobic Exercise Intervention on 24
Young Patients with Hypertension

The experiment selects the data of 24 adolescent hypertension patients during the exer-
cise phase in a single CPET before treatment, the sampling time series of 9 indica-
tors, including heart rate (HR), stroke volume (SV), cardiac output (Qt), oxygen pulse
(VO2/HR), oxygen consumption per kilogram (VO2/kg), tidal volume (VT), ventilation
perminute (VE), respiratory exchange rate (R), and carbon dioxide ventilation equivalent
(VE/VCO2).

The prediction of the hypotensive effect of aerobic exercise in patients can be
regarded as a classification problem, and classify those patients with good hypoten-
sive effects after treatment into one class and general effects fall into another class. Due
to each indicator has only 24 time-series, corresponding to 24 patients. When predicting
the hypertensive effect of aerobic exercise intervention for each patient, the other 23
patients are used as training samples, and themselves as a test sample.

4.2.1 Evaluating Indicator

The confusion matrix is considered as the evaluating method. The value of F1-Score
ranges from 0 to 1, with 1 representing the best model output and 0 representing the
worst model output.
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Table 1. Testing error for 30 ucr time series dataset.

Error rate SRC ESRC
(II)

ESRC
(I)

IESRC
(II)

IESRC
(I)

ED DTW

ArrowHead 0.166 0.171 0.171 0.189 0.189 0.200 0.297

BirdChicken 0.150 0.200 0.150 0.150 0.150 0.450 0.250

Car 0.117 0.117 0.117 0.100 0.117 0.267 0.267

CinCECGTorso 0.021 0.176 0.049 0.026 0.025 0.103 0.349

DiatomSizeReduction 0.023 0.029 0.023 0.023 0.023 0.065 0.033

ECGFiveDays 0.029 0.036 0.029 0.041 0.036 0.203 0.232

FaceFour 0.171 0.136 0.148 0.182 0.171 0.216 0.171

GunPoint 0.060 0.060 0.060 0.060 0.053 0.087 0.093

Herring 0.391 0.359 0.391 0.375 0.375 0.484 0.469

ItalyPowerDemand 0.040 0.034 0.027 0.042 0.040 0.045 0.050

Lightning2 0.262 0.279 0.262 0.246 0.262 0.246 0.131

Lightning7 0.329 0.384 0.343 0.384 0.370 0.425 0.274

Mallat 0.081 0.081 0.081 0.077 0.081 0.086 0.066

Meat 0.017 0.017 0.017 0.017 0.017 0.067 0.067

MoteStrain 0.118 0.125 0.129 0.119 0.116 0.121 0.165

OliveOil 0.033 0.033 0.033 0.033 0.033 0.133 0.167

ShapeletSim 0.472 0.456 0.467 0.472 0.461 0.461 0.350

SonyAIBORobotSurface1 0.243 0.233 0.236 0.243 0.243 0.305 0.275

SonyAIBORobotSurface2 0.125 0.122 0.124 0.128 0.123 0.141 0.169

Symbols 0.087 0.129 0.118 0.110 0.108 0.101 0.050

ToeSegmentation1 0.338 0.439 0.417 0.368 0.355 0.320 0.228

ToeSegmentation2 0.231 0.154 0.300 0.246 0.223 0.192 0.162

TwoLeadECG 0.074 0.070 0.080 0.063 0.062 0.253 0.096

Wine 0.167 0.167 0.167 0.167 0.167 0.389 0.426

BME 0.200 0.133 0.093 0.140 0.133 0.167 0.100

DodgerLoopDay 0.488 0.475 0.475 0.488 0.488 0.450 0.500

DodgerLoopWeekend 0.036 0.044 0.051 0.044 0.044 0.015 0.051

FreezerSmallTrain 0.313 0.314 0.313 0.316 0.316 0.324 0.241

Rock 0.140 0.180 0.160 0.140 0.160 0.160 0.400

UMD 0.347 0.479 0.278 0.354 0.306 0.236 0.007

WIN 8 8 7 6 7 2 7

Arithmetic average rank 0.1755 0.1877 0.1769 0.1780 0.1748 0.2237 0.2045
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Figure 1 shows that the F1-score of IESRC (I) and IESRC (II) are higher than ESRC
and SRC in the VO2/HR, HR, SV, VE/VCO2, and VT indicator. ESRC (I) and ESRC
(II) has no obvious improvement, moreover, the F1-score had decreased in VE and HR
compared to SRC. More intuitively, these methods are arithmetically averaged at the
F1-score of the nine indicators, as shown in the AVG in Fig. 1. One can see that the
effects of classifying aerobic exercise intervention in 24 young hypertensive patients by
IESRC is better, compare with ESRC and SRC.

Fig. 1. The f1-score of predicting the effect of aerobic exercise intervention on 24 young patients
with hypertension.

5 Conclusion

Time series classification has received growing research attention over recent years.
However, the research to date has tended to focus on classification rather than data
augmentation. In this paper, we propose IESRC to solve the problem of insufficient
training set in time series classification. Our experimental results show that IESRC has
some effects for insufficient training set problem in time series classification, which also
inspired us to improve the generalization ability in the data set lacking training samples
by improving the existing classification model.
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Abstract. As the network security gradually deviates from the virtual
environment to the real environment, the security problems caused by
abnormal users in social networks are becoming increasingly prominent.
These abnormal users usually form a group which can be regarded as
an isolated network. This paper aims to detect the isolated maximal
cliques from a dynamic social network for identifying the abnormal users
in order to cut off the source of fake information in time. By virtue
of concept stability, an isolated maximal clique detection approach is
proposed. Experimental results shown that the proposed algorithm has
a high F-measure value for detecting the isolated maximal cliques in
social network.

Keywords: Isolated maximal clique · Concept stability · Formal
Concept Analysis

1 Introduction

5G technology not only will comprehensively promote the development of the
Internet of Things, big data and artificial intelligence, but also will further
enhance the degree of integration between the network and the entity. Thus,
network security will gradually deviate from the virtual environment and move
to the real environment. For instance, the security problems caused by abnormal
users in social networks are becoming increasingly prominent. By establishing a
large number of fake users and stealing normal users, criminals push fake adver-
tisements or phishing websites on social networks, and organize “water army”
to post malicious comments. Incidents of normal users being deceived in social
networks often occur, causing that normal users have a crisis of trust in social
networks. In fact, abnormal users usually have some hidden common charac-
teristics. For example, the IP addresses of some abnormal users are the same.
Therefore, identifying and detecting abnormal users to ensure user safety in
social networks is a key issue by data mining and other techniques.

Actually, these abnormal users usually have the following characteristics: 1)
abnormal users usually rarely establish contact with normal users; 2) there are
c© Springer Nature Switzerland AG 2020
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usually some hidden connections among abnormal users. Abstractly, these abnor-
mal users usually form a group which can be regarded as an isolated network. It
implies that the abnormal user data represents the outlier data that are inconsis-
tent with other existing data models in social network analysis. Outlier mining
is an important research field of data mining. Outliers contain some potentially
valuable information: isolated clique helps both in getting faster algorithms than
for the enumeration of maximal general cliques and in filtering out cliques with
special semantics [5]. This paper aims to extract as much potential information
as possible with focus on the dynamic isolated cliques detection.

Social networks usually consist of nodes, such as social members or organi-
zations, and edges indicating the relationships between these social members.
Generally, a social network is mathematically formalized as a graph G = (V,E)
where V denotes the set of objects and E denotes the set of relationships
between objects. There are two types of social networks: static social network
and dynamic social network. In the real world, most social networks are dynam-
ically evolving, that is, the nodes in the network often change, and the rela-
tionships among nodes also often change. For instance, a newcomer joins an
existing community, or someone in a community may be affected by a specific
event and migrate to another community. As the ownership of the nodes changes
constantly, so does the structure of the network.

Clique is a common existing topological structure in the network. It is com-
posed of nodes and their common attributes and reveals the characteristics of
social networks and the commonality of groups. Clique detection not only plays
an important role in many applications, such as recommendation system [13]
and public opinion monitoring, but also provides an effective coarse knowledge
granularity for understanding social network structure [3]. However, finding a
maximum clique is not only NP-hard but also hard to approximate within a
factor of n(1−ε) [8]. There are numerous computational approaches for maximal
clique finding and enumeration. Ito, Iwama and Osumi [7] studied the linear-
time enumeration of isolated cliques. Roughly speaking, isolation means that
the connection of the maximal clique to the rest of the graph is limited, that is,
there are few edges with one endpoint in the clique and one endpoint outside
the clique [14].

Formal Concept Analysis (FCA) as a categorization method aims at grouping
objects described by common attributes [9]. In this framework, a category is
more precisely defined as a maximal set of objects sharing a maximal set of
attributes. As far as we know, there is no previous work on isolated maximal
clique detection using FCA. With the help of FCA’s powerful analysis ability, our
recent research [4] has proved that a particular concept, called the equiconcept
in a concept lattice represents the maximal cliques of social graph. This paper
can be considered a continuation of previous work. Specifically, this paper takes
into account the dynamic environment and focuses on the detection and changes
of isolated maximal cliques under dynamic social networks by using concept
stability. Concept stability is an effective measure of FCA for selecting interesting
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concepts and noise reduction [11]. And it reflects the dependency of the intent
on the particular object of the extent [16].

Different from the existing algorithms on maximal clique detection, we
adopt the concept stability measure for mining isolated maximal cliques from a
dynamic social network. The major contributions of this paper are summarized
as follows:

– Our research scenario is a dynamic social network, which is closer to the
actual situation. Then, by using the concept stability, the bridge between
FCA and network topology, isolated maximal cliques can be easily detected
in dynamic situations.

– A concept stability based isolated maximal cliques detection approach is pro-
posed. First, we propose and prove the concept stability based isolated maxi-
mal cliques detection theorem. Besides, some interesting properties of concept
stability are presented as well. Then, based on the proposed theorem, an algo-
rithm of detecting isolated maximal clique with concept stability is devised.

– We conduct the experiments on two classical networking datasets for vali-
dating the effectiveness of the proposed algorithm. Experimental results have
shown the proposed algorithm has a high F-measure value for detecting the
isolated maximal cliques in social network.

The remainder of this paper is structured as follow. Section 2 sketches the
preliminaries about clique, FCA and concept stability. Then, the problem def-
inition of isolated maximal clique detection is presented in Sect. 3. Section 4
describes concept stability based isolated maximal clique detection approach
from a dynamic social network. Experimental results are reported in Sect. 5.
Finally, Sect. 6 concludes this paper.

2 Preliminaries

In this section, we briefly outline the key notions used in the rest of this paper,
including three aspects: clique, FCA and concept stability.

2.1 Clique

Definition 1. [3] (Clique): Given an undirected graph G = (V,E), a clique Q ⊆
G is a subset of the vertices such that every two distinct vertices are adjacent.

Definition 2. [4] (Maximal Clique): Given an undirected graph G = (V,E), a
clique Q ⊆ G is maximal if it cant be extended by including one more adjacent
vertex.

Definition 3. [6] (Isolated Maximal Clique): Let G = (V,E) be an undirected
graph. A maximal clique Q ⊆ G is isolated if for any two vertices vi ∈ V , vj /∈ V ,
there doesn’t exist an edge (vi, vj) ∈ E. That is, there is no edge that connects
an object in the maximal clique to any object outside it.
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2.2 FCA

Formal Concept Analysis (FCA) is a mathematical theory oriented at data analy-
sis and visualization. It provides tools for understanding the data by representing
it as a hierarchy of concepts or, more exactly, a concept lattice.

Definition 4. [3] (Formal Context): A formal context is formed as a triple K =
(U,A, I), where U is a set of objects, A represents a set of attributes, and I is the
binary relation between U and A (i.e.., I ⊆ O ⊗ A). Suppose o ∈ U and a ∈A, each
(o, a)∈ I denotes that object o has the attribute a, otherwise (o, a) /∈ I.

(a) Formal Context. (b) Concept Lattice.

Fig. 1. Example of formal context and its corresponding concept lattice.

Example 1. Figure 1(a) shows a formal context. The set of objects U and the set
of attributes A are {1, 2, 3, 4, 5}, and in which “×” denotes that there exists the
binary relation between U and A. For example, the object “1” has the attributes
“1” and “2”.

Definition 5. [3] For a formal context K = (U,A, I), the operators ↑ and ↓ on
X ⊆ U and Y ⊆ A are respectively defined as

X↑ = {a ∈ A|∀x ∈ X, (x, a) ∈ I} (1)

Y ↓ = {x ∈ U |∀a ∈ Y, (x, a) ∈ I} (2)

∀x ∈ U , let {x}↑ = x↑, and ∀a ∈ A, let {a}↓ ∈ a↓.

Definition 6. [3] (Concept): For a formal context K = (U,A, I), if (X,Y )
satisfies X↑ = Y and Y ↓ = X, (X,Y ) is called a concept, X is the extent of the
concept, Y is the intent of the concept.
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Definition 7. [3] (Equiconcept): For a formal context K = (U,A, I), if (X,Y )
satisfies X↑ = Y , Y ↓ = X and X = Y , (X,Y ) is called an equiconcept, where
X is called extent, and Y is called intent.

Definition 8. (Timed Equiconcept): A equiconcept < (X,Y ), t > is timed with
t means that the concept (X,Y ) is an equiconcept at time t. In the remainder,
we use abbreviation form < X, t > for timed equiconcept.

Definition 9. [3] Let C(K) denote the set of all formal concepts of the formal
context K = (U,A, I). If (X1, B1), (X2, B2) ∈ C(K), then let

(X1, B1) ≤ (X2, B2) ⇔ X1 ⊆ X2(⇔ B1 ⊇ B2) (3)

then “≤” is a partial relation of C(K).

Definition 10. [3] (Concept Lattice): A concept lattice L = (C(K),≤) can be
obtained by all formal concepts C(K) of a context K with the partial order ≤.
Its graphical representation is a Hasse diagram.

Example 2. Figure 1(b) illustrates the concept lattice for the context of Fig. 1(a).
Each blue node represents a concept. The upper labels and lower labels of the
nodes represent intents and extents of the concepts, respectively. Thus, we can
obtain equiconcepts ({1, 2}, {1, 2}), ({3, 4}, {3, 4}) and ({4, 5}, {4, 5}).

2.3 Concept Stability

Definition 11. (Stability): Given a formal context K = (U,A, I) and a concept
c = (X,Y ) of K. The intensional stability essentially depicts a proportion of the
subsets of X whose closure is equal to Y . It is defined as follows [1,10]:

σ (c) =

∣
∣
{

x ∈ ϕ (X) |x↑ = Y
}∣
∣

2|X| (4)

Actually, intensional stability measures the dependency between the intent Y and
the object of the extend X. The stability index [15] can be computed by locating the
closed set X ′s associated minimal generator. In this paper, we calculate concept
stability by invoking the DFSP algorithm [15] that is the first algorithm handles
efficiently and straightforwardly concept stability computation.

3 Problem Statement

In this paper, we will mainly investigate how to detect the isolated maximal
clique in a dynamic social network by using the theory of FCA and concept
stability. A formal description of this problem is given below.

Given a dynamic social network G = {G1, G2, G3 . . . Gt}, where Gt = (Vt, Et)
represents the network structure at time t. The Gt at each moment can be
regarded as a static network in which the vertices set Vt includes the individuals
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in the social network, and the edge set Et = {(v, w)|v, w ∈ Vt)} represents the
relationship between individuals. The isolated maximal clique detection prob-
lem is to detect all isolated maximal clique at every moment by using unique
properties of concept stability.

In order to illustrate the problem addressed in this paper, a simple example
of isolated maximal clique identification is given in Fig. 2.

Example 3. Figure 2 is a topology graph of a dynamic network G = {Ga, Gb} at
different time slots. The shadow part ({8, 9, 10}) represents the isolated maximal
clique at time a. When the time goes from a to b, the node 11 is added. Obviously,
maximal isolated cliques ({8, 9, 10}) are changing to ({8, 9, 10, 11}) over time.

(a) ta (b) tb

Fig. 2. Simple example of isolated maximal clique detection.

4 Concept Stability Based Isolated Maximal Clique
Detection

This section provides a new isolated maximal clique detection approach based on
concept stability. To clarify our approach, we will detail our study through the
following issues: 1) construct formal contexts for a dynamic social network; 2)
explore the relation between concept stability and network topology; 3) propose
an algorithm for detecting isolated maximal clique.

4.1 Formal Context Construction from Dynamic Social Network

We divide the dynamic social network G = {G1, G2, G3 . . . Gt} into t (t is the num-
ber of time nodes) static network Gt according to the time nodes. A static social
network Gt can be formalized as a classical mathematical relationship visualized as
an undirected graph. We utilize the modified adjacency matrix as a formal context
of Gt. Then, by invoking incremental concept lattice generation algorithm, we get
all concepts and construct the concept lattice of static network Gt.

The modified adjacency matrix is defined as follows:
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Definition 12. [3] (Modified Adjacency Matrix): Let G be a graph with n ver-
tices that are assumed to be ordered from v1 to vn. The n×n matrix A′ is called
a modified adjacency matrix, in which

A′ =

⎧

⎪⎨

⎪⎩

aij = 1 if there exists an edge from vi to vj and i �= j

aij = 1 if i = j

aij = 0 otherwise
(5)

Example 4. Continue Example 3, the constructed formal context Ka is presented
in Table 1. And then we build the corresponding concept lattices La as shown
in Fig. 3.

Table 1. Formal context Ka of Ga.

Ga 1 2 3 4 5 6 7 8 9 10

1 × × × ×
2 × × × ×
3 × × × ×
4 × × × × ×
5 × × × ×
6 × × ×
7 × × ×
8 × × ×
9 × × ×

10 × × ×

4.2 Isolated Maximal Clique Detection

This section introduces several interesting properties about concept stability
and provides the isolated maximal clique detection algorithm as shown in
Algorithm 1. In addition, the complexity of algorithm is analyzed and an illus-
trative example is presented to show that how does the algorithm run.

Proposition 1. [6] Given a social graph G = (V,E) and its corresponding con-
cept lattice L(K), if a maximal clique C is isolated, there is an equiconcept (A,B)
corresponding to C and its stability equals to 2|A|−1

2|A| .

Proposition 2. Given a social graph G = (V,E) and its corresponding concept
lattice L(K), the equiconcept (A,B) corresponding to an isolated maximal clique
locates between the top and bottom of the concept lattice.
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Fig. 3. Concept lattice La of Ka.

Proof. Suppose a concept (X,Y ) is a son concept of the concept (A,B), then
by Definition 9, X ⊆ A and B ⊆ Y . Thus ∃x ∈ X ⇒ x ∈ A. Due to |x↑| ≥ |Y |,
and B is a subset of Y , thus |x↑| > |B|. That means x is associated with items
not included in B. Moreover, corresponding node x is associated with nodes
outside the isolated clique. This goes against Definition 3 of isolated maximal
clique. Therefore, (A,B) cannot have son concept. Similarly, it can be proved
that it is impossible (A,B) have father concept. Thus, the equiconcept (A,B)
corresponding to an isolated maximal clique locates between the top and bottom
of the concept lattice. ��
Proposition 3. Given a concept (A,B), if the |A| = 1, then the stability value
of the concept (A,B) is equal to 0.5.

Proof. According to Definition 11, the intensional stability depicts a proportion
of the subsets of A whose closure is equal to B. Since |A| = 1, thus ϕ(A) = {A, ∅}.
That is, all subsets of A have only the empty set and itself. Due to A↑ = B and
∅↑ = ∅, only one subset A satisfies the stability condition in Definition 11. So,
the stability of (A,B) is equal to 1/2. ��
Proposition 4. Given a social graph G = (V,E) and its corresponding concept
lattice L(K), the intensional stability of the son concept of the equiconcept is
equal to the extensional stability of the grandfather concept.
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Proof. Suppose the concept (X,Y ) is the son concept of a equiconcept, due to
the symmetry of the concept lattice of social networks, the concept (Y,X) must
be a grandfather concept of the equiconcept. That means, the extent of son
concept is the intent of grandfather concept. Thus, the intensional stability of
(X,Y ) is equal to the extensional stability of (Y,X). ��

Based on the above property of concept stability, the pseudo code for isolated
maximal cliques detection algorithm is given in Algorithm 1. The algorithm goes
through two parts. The first part aims to obtain all timed equiconcepts as a
basis for mining interesting clique. At the second part, the main purpose of the
algorithm is to select interesting concepts that captures isolated cliques using
concept stability theory.

Algorithm 1 . Concept Stability based Isolated Maximal Cliques Detection
Algorithm
Require:

G = {G1, G2, G3 . . . Gt} //t represents time
Ensure:

Set of isolated maximal clique Î of G
1: Initialize Î= ∅, Ê= ∅
2: begin
3: Construct formal contexts for Gt by Definition 3
4: Lt ← Build concept lattices of Gt

5: for each concept (A, B) ∈ Lt do
6: if (A, B) is an equiconcept then
7: Ê ← Ê ∪ < (A, B), t >
8: σ (A, B) ← calculate the stability index σ of (A,B)

9: If σ (A, B) == 2|A|−1

2|A| then

10: Î ← Î ∪ < (A, B), t >
11: end if
12: end if
13: end for
14: return Î
15: end

A dynamic network G is the inputs of the algorithm. Our algorithm starts
by initializing Î (set of isolated maximal cliques and time nodes) and Ê (set of
timed equiconcepts) to ∅ (Line 1). Then, we build formal context for Gt. Next,
the concept lattice is constructed by our ongoing research which is an algorithm
for quickly generating concept lattice based on dynamic network (Line 4). After
that, we extract the equiconcepts that captures all maximal cliques from lattices
Lt and time dimension into Ê (Lines 5–7). By invoking DFSP to calculate the
stability value σ of timed equiconcept (Line 8), it is determined that if its stable
value satisfies the Proposition 1 (Line 9), its corresponding clique is isolated
maximal clique at that moment. DFSP [15] is the first algorithm to deal with
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the concepts stability calculation efficiently and directly. Lines 10–14 insert the
detected isolated maximal clique into Î and return Î.

Complexity Analysis: The first part of algorithm has O(t1) time complexity
which is the time needed to generate concept lattice. Let |Ê| denote the number of
timed equiconcepts. Thus. the second part of algorithm has O( |Ê| ∗t2) time com-
plexity, where t2 is the time needed to calculate stability index by using DFSP.

Illustrative Example: Let us consider the dynamic network G = {Ga, Gb}
given by Fig. 2. First, we build formal context for Ga (Table.1) and Gb. Next, the
concept lattices La (Fig. 3) and Lb are constructed. After that, we extract timed
equiconcepts which represent maximal clique in social graph from concept lat-
tice. So, we get <{1, 2, 3, 4}, ab>,<{4, 5}, ab>,<{5, 6, 7}, ab>,<{8, 9, 10}, a>,
<{8, 9, 10, 11}, b> and then store into |Ê|. Finally, by calling the DFSP to cal-
culate the stability value, there are two equiconcepts conform to the Eq. (4).
The stability index of <{8, 9, 10}, a>,<{8, 9, 10, 11}, b> respectively equal to
7/8, 15/16. Hence, clique {8, 9, 10} is an isolated maximal clique at time a; clique
{8, 9, 10, 11} is an isolated maximal clique at time b.

5 Experiments

In this section, we conduct the experiments on two networking datasets to eval-
uate the proposed approach. The goal of the experiments is to examine whether
using concept stability is feasible and efficient for detecting isolated maximal
clique. All algorithms are implemented in JAVA language and are run on an
Inter(R) Core (TM) i7-8565U @ 1.80 GHz 1.99 GHz, 20 GB RAM computer.

5.1 Data Set and Configurations

In this paper, two datasets of social network are adopted. Data I [12] is a classical
dataset on the social network of frequent associations between 62 dolphins in a
community living off Doubtful sound, New Zealand. Data II [2] is a network
that represents the schedule of games between college football teams in a single
season. Figure 4 shows the visualization of both dolphin living network and
football network.

Due to the structural specificity of isolated maximal clique, this structure
does not exist in most real social networks, but this structure is also the basis
for mining isolated communities, so we randomly add data to the existing dataset
for synthetic dynamic networks.

5.2 Experimental Results

This section mainly evaluates the proposed approach with two important met-
rics: precision/recall ratio of isolated maximal clique detection. For a given
parameter k and time t, a set of isolated maximal cliques are obtained, the
corresponding precision and recall ratio are defined as follows:
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(a) Dolphin living network (b) Football team network

Fig. 4. The visualization of Dolphin living network and Football team network.

– Precision is the ratio of the number of isolated maximal k-cliques in the
detection results to the total number of isolated maximal k-cliques obtained
by that detection.

– Recall is the ratio of the number of isolated maximal k-cliques in the detection
results to the total number of existing isolated maximal k-cliques.

– F1-score is used to evaluate how well an algorithm can find the isolated
maximal k-cliques from a social graph by fitting the Precision and Recall,
denoted as F1 = 2∗Precision∗Recall

Precision+Recall .

(a) (b)

Fig. 5. Isolated maximal cliques detection precision and recall of the proposed algo-
rithm in Dolphin living network. (a) The precision of the proposed algorithm with
various k at different time. (b) The recall of the proposed algorithm with various k at
different time.

As shown in Fig. 5 and Fig. 6, the precision and recall of the proposed detec-
tion algorithm are measured at different times with different k. Obviously, as
the k increases, the detection precision and recall ratio of the isolated maximum
k-cliques also increase. In particular, when we try to find the isolated maximum
4-cliques, the precision and recall are reach 100%. In addition, we also evalu-
ated the proposed algorithm with various k values based on the F1 score, which
is used to evaluate the efficient of each algorithm to find the isolated maximal
clique from the social network. Figure 7 reports that the proposed algorithm can
effectively find the largest isolated group, especially the group with larger k.
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(a) (b)

Fig. 6. Isolated maximal cliques detection precision and recall of the proposed algo-
rithm in Football team network. (a)The precision of the proposed algorithm with var-
ious k at different time. (b) The recall of the proposed algorithm with various k at
different time.

(a) (b)

Fig. 7. Isolated maximal cliques detection F1 score of the proposed algorithm. (a) The
F1 score of the proposed algorithm with Dolphin living network. (b) The F1 score of
the proposed algorithm with Football team network.

6 Conclusions

This paper aims to detect the isolated maximal cliques from dynamic social
network for identifying the abnormal users in social network to cut off the source
of fake information in time, and reduce the occurrence of security incidents. We
have proposed the concept stability based isolated maximal clique detection
algorithm. Firstly, we used a modified adjacency matrix to construct the formal
context and generated the concept lattice of a dynamic social network. Then,
some unique properties of concept stability have been presented and proved.
Based on the properties, a detection algorithm of isolated maximal clique has
been further proposed. The proposed algorithm has been evaluated by using two
classical datasets. Experimental results have shown the proposed algorithm has
a high F1 score for detecting the isolated maximal cliques from dynamic social
networks.
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5. Hüffner, F., Komusiewicz, C., Moser, H., Niedermeier, R.: Enumerating isolated
cliques in synthetic and financial networks. In: Yang, B., Du, D.-Z., Wang, C.A.
(eds.) COCOA 2008. LNCS, vol. 5165, pp. 405–416. Springer, Heidelberg (2008).
https://doi.org/10.1007/978-3-540-85097-7 38

6. Ibrahim, M.H., Missaoui, R., Messaoudi, A.: Detecting communities in social net-
works using concept interestingness. In: Proceedings of the 28th Annual Interna-
tional Conference on Computer Science and Software Engineering, pp. 81–90. IBM
Corp. (2018)

7. Ito, H., Iwama, K., Osumi, T.: Linear-time enumeration of isolated cliques. In:
Brodal, G.S., Leonardi, S. (eds.) ESA 2005. LNCS, vol. 3669, pp. 119–130. Springer,
Heidelberg (2005). https://doi.org/10.1007/11561071 13

8. Johan, H.: Clique is hard to approximate within n1-epsilon. In: Proceedings of the
37th Annual Symposium on Foundations of Computer Science, pp. 627–636 (1996)

9. Klimushkin, M., Obiedkov, S., Roth, C.: Approaches to the selection of relevant
concepts in the case of noisy data. In: Kwuida, L., Sertkaya, B. (eds.) ICFCA 2010.
LNCS (LNAI), vol. 5986, pp. 255–266. Springer, Heidelberg (2010). https://doi.
org/10.1007/978-3-642-11928-6 18

10. Kuznetsov, S.O.: On stability of a formal concept. Ann. Math. Artif. Intell. 49(1–
4), 101–115 (2007)

11. Kuznetsov, S.O., Makhalova, T.P.: Concept interestingness measures: a compara-
tive study. In: CLA, vol. 1466, pp. 59–72 (2015)

12. Lusseau, D., Schneider, K., Boisseau, O.J., Haase, P., Slooten, E., Dawson, S.M.:
The bottlenose dolphin community of doubtful sound features a large proportion
of long-lasting associations. Behav. Ecol. Sociobiol. 54(4), 396–405 (2003)

13. Matin, A.I., Jahan, S., Huq, M.R.: Community recommendation in social network
using strong friends and quasi-clique approach. In: 8th International Conference
on Electrical and Computer Engineering, pp. 453–456. IEEE (2014)

14. Molter, H., Niedermeier, R., Renken, M.: Enumerating isolated cliques in temporal
networks. In: Cherifi, H., Gaito, S., Mendes, J.F., Moro, E., Rocha, L.M. (eds.)
COMPLEX NETWORKS 2019. SCI, vol. 882, pp. 519–531. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-36683-4 42

https://doi.org/10.1007/978-3-642-29892-9_7
https://doi.org/10.1007/978-3-540-85097-7_38
https://doi.org/10.1007/11561071_13
https://doi.org/10.1007/978-3-642-11928-6_18
https://doi.org/10.1007/978-3-642-11928-6_18
https://doi.org/10.1007/978-3-030-36683-4_42


144 J. Gao et al.

15. Mouakher, A., Yahia, S.B.: On the efficient stability computation for the selection
of interesting formal concepts. Inf. Sci. 472, 15–34 (2019)

16. Roth, C., Obiedkov, S., Kourie, D.: Towards concise representation for taxonomies
of epistemic communities. In: Yahia, S.B., Nguifo, E.M., Belohlavek, R. (eds.) CLA
2006. LNCS (LNAI), vol. 4923, pp. 240–255. Springer, Heidelberg (2008). https://
doi.org/10.1007/978-3-540-78921-5 17

https://doi.org/10.1007/978-3-540-78921-5_17
https://doi.org/10.1007/978-3-540-78921-5_17


Echo State Network Based on L0 Norm
Regularization for Chaotic Time Series

Prediction

Li Li1,2, Fangwan Huang1,2(B), and Zhiyong Yu1,2,3

1 College of Mathematics and Computer Science, Fuzhou University, Fuzhou, China
hfw@fzu.edu.cn

2 Fujian Provincial Key Laboratory of Network Computing and Intelligent Information
Processing, Fuzhou University, Fuzhou, China

3 Key Laboratory of Spatial Data Mining & Information Sharing, Ministry of Education,
Fuzhou, China

Abstract. The echo state network introduces a large and sparse reservoir to
replace the hidden layer of the traditional recurrent neural network, which can
solve the gradient-based problem of most recurrent neural networks in the train-
ing process. However, there may be an ill-posed problem when the least square
method is used to calculate the output weight. In this paper, we proposed an
echo state network based on L0 norm regularization. The main idea is to limit
the number of output connections to compute the output effectively by remov-
ing unimportant ones. The simulation results of the chaotic time series prediction
show the effectiveness of the proposed model.

Keywords: Echo state networks · L0 norm regularization · Orthogonal matching
pursuit · Chaotic time series prediction

1 Introduction

Chaos is a universal phenomenon of irregular motion characteristics of the nonlinear
dynamic system [1]. Recently, it has become an important research field to predict the
nonlinear time series extracted from chaotic systems. The prediction of chaotic time
series is to predict the future state of the system by analogy or extension of the devel-
opment process and trend reflected by the sequence [2]. To obtain the time correlation
in the sequence for better predicting, the nonlinear system prediction must have some
intelligence information processing ability. Recurrent neural network (RNN), which
can effectively keep the input information through finding the correlation between data
points with a large time span through the self-connection of its hidden layer, has been
widely used in chaotic time series prediction. However, the Back Propagation Through
Time (BPTT) algorithm adopted in RNN training phase brings problems like vanishing
gradient or exploding gradient, causing the network performance degrades [3]. The echo
state network (ESN) proposed by Jaeger [4] is a new RNN architecture using a large and
sparse reservoir to replace the hidden layer of the traditional RNN. It only needs to train
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the output weights of the network that can greatly reduce the computational complexity
and avoids the gradient problems by the BPTT algorithm. In addition, ESN has been
proved that it performs well at nonlinear mapping [5, 6].

ESN has been widely used since proposed, especially in time series prediction [7, 8].
The reservoir is the core of ESN,which contains a large number of randomly and sparsely
connected neurons. Because of its large size, it often needs to pay a high computational
cost in the process of solving the problem,which reduces the performance of the network.
Besides, the least-square method used to compute the output weights in ESN may cause
an ill-posed problem [9], affecting the generalization of ESN. To solve these problems,
the feature selection ability of the regularization method can be used to decrease the
complexity of the model and makes it easy to explain. Regularization modifies the
training criteria for linear regression by adding different kinds of norms to the loss
function to impose constraint [10]. Han proposed an improved ESN based on L1 norm
regularization to improve the numerical stability of the model solution and controls the
complexity of the network [11]. Xu used L1/2 regularization to get a sparse solution in
order to solve the ill-posed problem and improve the generalized performance [12]. But
for regular factor value, it usually needs to be adjusted to a very small value to make the
model perform better, which is time-consuming and not conducive to model fitting.

In this paper, we propose an improved model introducing L0 norm regularization
to ESN. L0 norm regularization is an intuitive sparse method, similar to the Dropout
[13], and it is popular in sparse coding (SC) recently. By adding an L0 norm to the loss
function, it keeps the important connection from the reservoir to the output layer and
sets the unimportant values to 0. Then the output weights can be solved effectively and
accurately due to the limitation of the number of effective output connections. To solve
the NP-hard problem [14] brought by the L0 norm regularization, we take an example
by the SC to use the greedy algorithm to solve the non-convex function. The greedy
algorithm used in this paper is the famous Orthogonal Matching Pursuit [15].

2 Preliminaries

ESN is a simple but powerful novel RNN architecture that introduces the concept of
“reservoir computing”. It consists of input layer, reservoir, and output layer. The core
reservoir always contains a large number of neurons, which are randomly generated and
sparsely connected. The architecture of ESN is shown in Fig. 1.

In Fig. 1, theWi ∈ RN×I ,W∈ RN×N andWf ∈ RO×N (the solid arrows) represent the
weight matrixes of Input-Reservoir, Reservoir-Reservoir, and Output-Reservoir, respec-
tively. Both of them are randomly generated during network initial phase and remain
unchanged. And the Wo ∈ R(I+N )×O (the dotted arrows) represents the weights matrix
of readout, the only one that needs to be trained in ESN.

At time t, equations of the reservoir state update and the network output are shown
below:

u(t) = ϕ
(
Wix(t) + Wu(t − 1) + Wf y(t − 1) + ξ

)
(1)

y(t) = ψ(Wo(x(t); u(t))) (2)
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Fig. 1. An ESN architecture with feedback connections.

where the x(t) ∈ RI ,u(t) ∈ RN and y(t) ∈ RO represent the input, reservoir state, and
output vectors, respectively. ϕ and ψ are the active functions of reservoir and output,
which in general are chosen as a tanh function and a linear function, respectively. And
ξ is a small noise term.

To trainWo better, a pair of input-output sequences (x(1), y(1)), . . . , (x(s), y(s)) of
length s is used in this paper. In the initial phase, after the Wi, W and Wf are randomly
generated, put the sequence x(1), . . . , x(s) as input to the network for training. The
initial states of the reservoir need to be discarded and then recorded from time h as
u(h), . . . , u(s). The corresponding input and reservoir state vectors are combined to
form a matrix M, and the sequence y(h), . . . , y(s) as the corresponding target output
vectors is formed into matrix Z. The equation can be defined as followed:

Z = MWo (3)

Then the output weights can be computed by using the least squaremethod as follow:

Wo

∧

= argminWo
‖Z − MWo‖22 (4)

The original ESN computes the solution of (6) is as followed:

Wo

∧

= M †Z =
(
MTM

)−1
MTZ (5)

However, theremaybe an ill-posedproblemwhenusing the abovemethod.A solution
to this problem is to use regularization, which has the general form:

Wo

∧

= argminWo
‖Z − MWo‖22 + λ‖Wo‖α

α (6)

where λ is a regular value of particular norm that balances the two objective terms, and
‖Wo‖α

α is taken as the α norm regularization of Wo.

3 ESN Based on L0 Norm Regularization

In this paper, we are applying the L0 norm regularization to ESN. But there exists the
main difficulty that the L0 norm belongs to an NP-hard problem, causing the target
function of ESN to be non-convex. Recently, in the field of compressed sensing (CS),
different L0 norms are used to build mathematical models to obtain a sparse solution. In
solving the non-convex function, CS draws on the experience of SC which always uses
the greedy algorithm to make the L0 norm works well.
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3.1 Orthogonal Matching Pursuit (OMP)

Pati et al. proposed the OMP algorithm in [16]. It is an improved method of Matching
Pursuit (MP) algorithm [17] that usually used for solving the non-convex function in
SC. Different with MP algorithm, the OMP algorithm requires the residual after each
iteration to be orthogonal to the effective atom. The process of the OMP algorithm is
shown in Table 1.

Table 1. Process of OMP algorithm.

Steps Details

0 Initialize the signal ω = R0ω, k = 0, dictionary D0 = ∅, constant error δ > 0

1 Compute the inner product {
〈
Rkω, pi

〉
|pi ∈ D\Dk }

2 Find the effective atom pjk ∈ D\Dk satisfying
∣
∣∣
〈
Rkω, pjk

〉∣∣≥ βsupr
∣∣
〈
Rkω, pr

〉∣∣∣, where 0 < β ≤ 1,Dk = Dk ∪ {
pjk

}

3 Compute p∗
k = argminp ‖ω − Dkp‖2.

4 Compute the new residual Rkω = ω − Dkp
∗
k

5 If Rkω < δ, stop; else k = k + 1, continue with steps 1-5

3.2 OMP-ESN Algorithm

In this paper, theOMPalgorithmworks by using the reservoir statematrix as a dictionary,
selecting the effective “atom” from the matrix by keeping the import connections from
the reservoir to the output layer and setting the unimportant ones to 0 to impose a
constraint. The process of the OMP-ESN algorithm is shown in Table 2.

From Table 2, assume that the input-output sequence is put into running the ESN.
And at time h after the ESN runs, the reservoir states u(h), . . . , u(s) computed as (1) are
recorded to the matrixMwith the corresponding input. The target outputs y(h), . . . , y(s)
are put into matrix Z. Then we use the OMP algorithm to select the effective “atom”
according to the Table 1 from the matrix M. And the output weightsWo computed, with
a sparse number of non-zero features, which is an approximate solution of the following
NP-hard problem:

minω∈Wo ‖Z − MWo‖22 s.t ‖Wo‖0 ≤ k (7)

Where ‖ · ‖0 indicates the number of non-zero items in Wo and k represents the
maximum number of output connections allowed.

For fast convergence, the OMP algorithm computes the covariance matrixMTM in
first. Then for each target output, it computes MTZ and performs the decomposition
with a Cholesky-based algorithm.
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Table 2. Process of OMP-ESN algorithm.

Steps Details

0 Initial the ESN with randomly generated weights matrix ofWi ,W , andWf , and set the

initial reservoir state u(0) = 0

1 Drive the reservoir by the input-output sequence, and compute the reservoir states as
(1). Then collect the states from time h

2 Form the needed matrix M and Z

3 Based on the OMP algorithm, select the optimal non-zero feature in U according to
the parameter k

4 Compute the output weights Wo as (2)

5 Test the trained ESN

4 Simulations

In this section, we apply the proposed OMP-ESN model to three typical chaotic time
series datasets and evaluate its performance compared with two frequently-used models:
ESN with L1 norm regression (L1-ESN) and ESN with L2 norm regression (L2-ESN).
The normalized root mean square error (NRMSE) is selected as the evaluation criterion
for the prediction accuracy, defined as:

NRMSE =
√ 〈‖y[i] − y∗[i]‖2〉

〈‖y[i]− < y∗[i] > ‖2〉 (8)

Where y[i] is the true output, y∗[i] is the target output, and 〈·〉 is the mean.

4.1 Datasets Description

These datasets are the majority of tasks performed by known ESN researches. Below
we provide a brief description of them.

Mackey-Glass (MG) Time-Series. The input signal is generated from the MG time-
delay differential system, the equation is defined as followed:

y(t + 1) = y(t) + δ

(

0.2
y
(
t − τ

δ

)

1 + y
(
t − τ

δ

)10 − 0.1y(t)

)

(9)

In this paper, we generated MG time series for 6,000 data points with δ = 0.1,
τ = 17, and initial y(0) = 0.1 as the system usually sets.

Lorenz System. This system is defined by the following three differential equations:

dx

dt
= p(y − x),

dy

dt
= x(q − z) − y,

dz

dt
= xy − rz (10)

In this paper, we set the initial input x(0) = 12, y(0) = 2, z(0) = 9, and the system
parameter p = 10, q = 28 and r = 8/3 to keep the chaotic system.
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Moore-Spiegel. This dynamical systems, which manifests interesting synchronization
properties, is defined by the following three differential equations:

dx

dt
= y,

dy

dt
= z,

dz

dt
= −z −

(
t − r + rx2

)
y − tx (11)

In this paper, we set r = 100 to keep the chaotic system.
The last two systems both generate 10,000 data points in our simulations.

4.2 Experimental Setup

In this paper, we use the first 70% of the time series as the training set, the next 15% of
time series are used as the validation set to find the optimal parameters of ESN models,
and the last 15% of the time series are used for evaluating the final model performance
as a test set. Simulations are implemented in Python, by adapting the code from [18]. In
this code, all of parameters adjusted by the genetic algorithm (GA).

After a lot of experiments, we conclude that 6 parameters of ESN models, and
the parameters of the regression method used to solve the output, need to be adjusted.
The bounds for these parameters are shown in Table 3 (The last three columns are the
parameters of the three regression methods, respectively).

Table 3. Parameters search range with resolution n.

N ρ ξ WIS/WOS/WFS λL2-ESN λL1-ESN k(OMP)

min 250 0.5 0.0 0.1 0.001 0.00001 50

max 500 1.4 0.1 0.9 1.0 0.001 250

n 5 0.09 0.01 0.08 0.1 0.1 5

In Table 3, N is the reservoir size, ρ is the reservoir spectral radius and ξ is a small
noise in the reservoir. AndWIS,WOS andWFS is the scaling of input, output and feedback
vectors, respectively.

4.3 Results Discussion

The optimal configuration of each ESN model after turning is shown in Table 4. We
found that the reservoir spectral radius is usually ρ > 1. According to the definition of
ESN, the spectral radius to maintain the “echo” property should be ρ < 1. In fact, the
most recent researches advocate using a spectral radius in the range [1.1, 1.2] can make
the reservoir perform [18].

After using the optimal configuration to set the corresponding networkmodel, we ran
30 times and get themean and standard deviation ofNRMSE to evaluate the performance
of each model. In addition, the mean training time of running a model is also considered.
The final results are shown in Table 5.
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Table 4. The optimal configuration of ESN, L1-ESN, and OMP-ESN.

Datasets Model λ k N ρ ξ WIS WOS WFS

MG L2-ESN 0.037 / 486 1.348 0.0 0.776 0.363 0.694

L1-ESN 1.0E-5 / 447 1.4 0.036 0.787 0.516 0.237

OMP-ESN / 224 428 1.304 0.001 0.853 0.497 0.369

Lorenz L2-ESN 0.031 / 478 0.5 0.001 0.614 0.797 0.705

L1-ESN 1.0E-5 / 443 0.767 0.0 0.820 0.471 0.788

OMP-ESN / 141 364 0.872 0.0 0.822 0.636 0.108

MS L2-ESN 0.574 / 453 1.160 0.0 0.666 0.454 0.639

L1-ESN 1.0E-5 / 318 1.096 0.001 0.895 0.818 0.398

OMP-ESN / 239 457 1.118 0.0 0.9 0.174 0.365

Table 5. Comparison results of the L2-ESN, L1-ESN, and OMP-ESN.

Datasets Model Error Time(s)

MG L2-ESN 1.663E-2 ± 7.213E-2 1.49

L1-ESN 2.945E-2 ± 3.310E-3 5.81

OMP-ESN 4.902E-4 ± 9.615E-5 1.42

Lorenz L2-ESN 7.270E-4 ± 2.753E-5 3.79

L1-ESN 5.903E-2 ± 2.213E-1 8.47

OMP-ESN 5.022E-4 ± 5.976E-4 2.57

MS L2-ESN 5.546E-2 ± 1.502E-1 2.66

L1-ESN 1.387 ± 4.558 8.54

OMP-ESN 2.464E-2 ± 6.981E-3 2.89

From the Table 5, it can be seen that the OMP-ESNmodel we proposed in this paper
is outperformed in performance than the L2-ESN and L1-ESN model in three tasks.
And the efficiency of OMP-ESN is the best except for the MS tasks. Although it is not
as good as L2-ESN in the MS tasks, the accuracy is much better than it, and the time
difference is not very big.

5 Conclusion

In this paper, combiningwith the OMP algorithm, we focus on an L0 norm regularization
which is an NP-hard problem actually for chaotic time series prediction. The simulation
results in three chaotic time series show that the OMP-ESNmodel we proposed is viable,
and it can performwell than the commonly used L2-ESN and L1-ESNmodel in the most
tasks.
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In the future, we will further improve the OMP-ESN model so that it can be
applied to different real scenario tasks with good performance, and find more L0 norm
regularization methods that can be applied to ESN.
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Abstract. To achieve more accurate recommendations, a consensus of
the research community is that not only explicit information (i.e., histor-
ical user-item interactions) but also implicit information (i.e., side infor-
mation) should be utilized. Generally, both explicit and implicit infor-
mation can be categorized according to the following assumptions: 1)
Users with same behaviors are similar; 2) Items related to the same user
are similar; 3) Items with same attributes are similar; and 4) Users with
same interests are similar. However, none of existing studies has fully
explored such information. To this end, we put forward Multi-dimension
Interactions based Knowledge Graph Neural Networks (MI-KGNN), i.e.,
a GNN-based recommendation model that characterizes the similarity
between users and items through embedding propagation in the knowl-
edge graph. Specifically, apart from the traditional user-item and item-
user interactions, we define another two types of interactions by introduc-
ing three different bipartite graphs. On one hand, we explore the interac-
tion between items and the neighborhood during the information aggre-
gation process. On the other hand, we explore the interaction between
users and the neighborhood during embedding propagation. These inter-
actions allow information to propagate in the direction indicated by the
above four assumptions. In such a way, MI-KGNN effectively extracts
both semantic information and structural information in the knowledge
graph. Experimental results show that MI-KGNN significantly outper-
forms state-of-the-art methods in top-K recommendations.

Keywords: Recommender system · Knowledge graph · Graph neural
networks · Embedding propagation · Multi-dimension interactions

1 Introduction

With the development of information technology and the Internet, people have
gradually entered the era of information overload from the era of lack of infor-
mation. In this era, both information consumers and information producers have
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encountered great challenges: as an information consumer, how to find the infor-
mation of interest from a large amount of information is very difficult; as an
information producer, how to make the produced information stand out and be
concerned by the users is also a challenging issue. The recommender system is
regarded as an effective way to address such challenges, and has attracted more
and more attention.

During the last decade, lots of efforts have been devoted to the studies on opti-
mizing collaborative filtering, which is a classic technique for the recommender
system [17]. Collaborative filtering techniques predict possible future user behav-
iors by exploring historical interactions (i.e., explicit information) between users
and items. Although collaborative filtering is successful in many applications, it
is not effective when historical interactions are sparse [4,5]. In order to solve this
problem, researchers choose to characterize users and items by utilizing both
historical interaction information and side information (i.e., implicit informa-
tion) [8,12,14,29]. For example, more and more studies [2,11,13,22,24–26] use
knowledge graphs (KG) as side information because KG contains rich semantic
information, which contributes to the diversity and explainability of the recom-
mendation result. The early KG-aware recommender systems can be divided
into two categories: embedding-based approaches [10,11,15,24,26] and path-
based approaches [3,7,18,19,27,30], both of which have certain shortcomings.
For instance, embedding-based approaches are not suitable for end-to-end train-
ing and the results are unexplainable, and path-based approaches rely too much
on the choice of meta-paths that require manual guidance for extraction.

Recently, the Graph Neural Network (GNN) based approach [21–23] has
attracted more and more attention, which enables end-to-end representation
learning of the nodes (i.e., users and items). It addresses the drawbacks of
previous approaches to some extent by exploring the semantic and structural
information in KG. Currently, GNN-based approaches mainly extend the GNN
architecture to KG-aware recommender systems. For example, Knowledge Graph
Attention Network (KGAT) [23] uses the attention mechanism to adjust the col-
laborative knowledge graph which consists of the user-item bipartite graph and
the knowledge graph. In order to capture user preferences, KGAT pays attention
to the long-range connectivity in the graph. However, user preferences are diluted
during multiple propagations. KGCN [22] adds high-dimensional representations
of users to the information transfer process and uses KG to learn the preferences
of different users. KGCN-LS [21] is proposed to address the overfitting problem
of the KGCN model. It mitigates the overfitting problem with label smoothing
regularization and achieves better performance than KGCN.

While KGCN and KGCN-LS can capture user preferences more accurately,
they still have not fully utilized all the possible information for node embed-
ding. Thereby, we propose to explore possible information in a more systematic
way. Specifically, we categorize possible information according to the following
assumptions: 1) Users with same behaviors are similar; 2) Items related to the
same user are similar; 3) Items with same attributes are similar; and 4) Users
with same interests are similar. Collaborative filtering methods mainly utilize the
first two assumptions to update the recommendation model without KG, and
existing GNN-based methods have weakened at least one of these assumptions.
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In this paper, we propose Multi-dimension Interactions based Knowledge
Graph Neural Networks (MI-KGNN) to fully explore possible information indi-
cated by the above four assumptions. Apart from the traditional user-item and
item-user interactions, MI-KGNN further utilizes the interaction between items
and the neighborhood during information aggregation, as well as the interaction
between users and the neighborhood during embedding propagation. In such
a way, the MI-KGNN model meets all the four assumptions by appropriately
adjusting the loss function. Obviously, the key difference between MI-KGNN
and KGCN-LS lies in the way information is exchanged during embedding prop-
agation, which is very important in the GNN model.

We evaluate MI-KGNN based on three datasets: MovieLens-20M (movie),
Dianping-Food (restaurant), and Last.FM (music). Experiment results show that
in top-K recommendations, the recall rate of MI-KGNN significantly outperforms
the state-of-the-art method KGCN-LS by 7.1%, 3.2% and 1.5%, respectively.

The contribution of this work can be summarized as follows:

• To characterize users and items from different aspects, we propose a new
GNN-based recommendation model MI-KGNN by exploring multi-dimension
interactions in a more systematic way based on a set of assumptions.

• We give mathematical analysis and calculation of MI-KGNN and prove that
the model does meet the theoretical assumptions and is able to fully charac-
terize hidden user preferences in an end-to-end manner.

• We conduct extensive experiments based on three different datasets. Results
show that MI-KGNN significantly outperforms state-of-the-art methods
in top-K recommendations.

2 Related Work

Most existing recommender systems adopt algorithms such as collaborative fil-
tering to mine historical interactions between users and items for recommenda-
tions. Although CF-based systems perform well in dense datasets, they become
less effective while the interaction is sparse. To solve the data sparsity issue and
the cold-start problem, researchers usually introduce side information to enhance
the recommender system.

The knowledge graph provides an effective way for the extraction of side infor-
mation as it consists of rich semantic and structural information. In general, KG-
aware recommender systems can be divided into three categories: embedding-
based, path-based and GNN-based. Embedding-based approaches leverage the
structural information in KG to learn the implicit representations of users and
items. For example, collaborative knowledge base embedding (CKE) [28] extracts
the item’s textual representation and visual representation and integrates seman-
tic information in KG. While embedding-based systems perform well on tasks
such as KG completion, they can’t be used for end-to-end training and are
poorly explainable. The performance of path-based systems, e.g., personalized
entity recommendation (PER) [27], depends on the choice of the meta-path
which requires manual design.



158 Z. Wang et al.

To address the shortcomings of embedding-based and path-based approaches,
GNN-based approaches have been proposed. One line of GNN-based studies
focuses on mining rules in KG. Ma et al. [11] propose a joint optimization frame-
work that extracts rules from KG and use these rules to assist with recommen-
dations. However, the extracted rules are less versatile and cannot capture user
preferences. The other line of researches focuses on extracting user preferences.
Wang et al. propose Neural Graph Collaborative Filtering (NGCF) [24] and
KGAT [23] to capture user preferences hidden in long-range connectivities. The
performance of KGAT is slightly better than NGCF as it introduces the atten-
tion mechanism in the model. However, the embedding propagation process of
both NGCF and KGAT reduces the characteristics of different users. The KGCN
model [22] leverage interactions with the user’s hidden state during embedding
propagation to avoid the above issue. KGCN-LS [21] mitigates the overfitting
problem of KGCN by introducing label smoothing regularization. Compared
with other models, KGCN-LS can accurately learn user preferences and achieve
better recommendation performance, yet it has not fully leveraged interactions
between items and the neighborhood during the embedding propagation pro-
cess. In this work, we propose to address this issue by exploring multi-dimension
interactions in a more systematic way according to a set of assumptions.

3 MI-KGNN

In this section, we first give a formal definition of the KG-aware recommendation
problem. Then we present four basic assumptions and analyze the shortcomings
of existing solutions. Finally, we elaborate the proposed model and give mathe-
matical verification.

3.1 Problem Definition

Classical recommendation approaches analyze the user-item interaction matrix
A ∈ R

m×n to determine suitable items for the user. When user u and item v have
historical interactions, auv = 1, otherwise auv = 0. The KG-aware recommender
system adds a knowledge graph G that is composed of entities and relationships.
Generally, a knowledge graph G contains a set of triples (h, r , t), where h is the
head entity, t is the tail entity, and r is the relationship between the head entity
and the tail entity. For example, the triple (The Avengers 4, film.film.director,
Russo brothers) means that the film “The Avengers 4” is directed by Russo
brothers. Each triple contains a fact which is conducive to the representation of
users and items. Our task is to use the above data to learn the characteristics
of users and items to predict the possibility of new interactions in matrix A.
Specifically, we need to build a model that learns the user representation u ∈ R

d

and the item representation v ∈ R
d, and then learn a prediction function ŷ =

F (u,v|W,A,G) which outputs the possibility of a new interaction between user
u ∈ R

d and item v ∈ R
d. W is the model parameters of function of F .
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3.2 Problem Analysis

To improve the recommendation performance, we propose to learn more accurate
node representations by exploring not only explicit information (i.e., historical
user-item interactions) but also implicit information (i.e., side information in
knowledge graph). The classical collaborative filtering algorithm in recommender
system is based on two basic assumptions: 1) users with same behaviors are sim-
ilar (A1); 2) items related to the same user are similar (A2). These assumptions
allow information to be propagated in the user-item bipartite graph, as shown
in the top right of Fig. 1.

User-Item bipartite graph 

Users

u1

u2

u3

un

Items

v1

v2

v3

vn

Seed’ s
Neighbors

e1

e2

e3

en

u1

u2

u3

v1

v2

v3

User-Interest bipartite graph 

u1

u2

u3

e1

e2

e3

Item-Attribute bipartite graph 

v1

v2

v3

e1

e2

e3

Fig. 1. Illustration of multi-dimension interactions.

In the KG-aware recommender system, each item in the user-item bipartite
graph corresponds to an entity in the KG. We define entities in the KG that
have corresponding items in the user-item bipartite graph as seeds. The seeds
and their neighbors can form another bipartite graph, and neighbors of a seed
can be regarded as its attributes, as shown in the bottom right of Fig. 1. Thereby,
based on the idea of collaborative filtering, a straightforward assumption is that
items with same attributes are similar (A3).

Furthermore, neighbors of a seed may also contribute to the representation of
the user who interacted with the corresponding item. They represent the user’s
possible preferences that might have resulted in certain historical interactions.
Users and neighbors of the seeds form the 3rd bipartite graph, as shown in the
middle right of Fig. 1. Similarly, another straightforward assumption is that
users with same interests are similar (A4). Inspired by the collaborative filter-
ing approach, we propose to develop a GNN-based KG-aware recommendation
model by utilizing all the above four assumptions for node representation.

While some existing KG-aware recommendation models are also designed
based on these assumptions, their updating direction ignores or weakens at least
one of the assumptions. In the rest of this section, we will analyze two represen-
tative models KGAT and KGCN.
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KGAT fuses the user-item bipartite graph and KG into a collaborative knowl-
edge graph in which users do not interact directly with the neighbors of seeds.
KGAT mainly consists of three layers: the embedding layer, the propagation
layer and the prediction layer. The loss function of KGAT is defined as follows:

LKGAT = LEM +
∑

(u,v+,v−)∈O

− ln σ
(
y(u, v+) − y(u, v−)

)
+ λ||WKGAT||22, (1)

where LEM is the loss function of the embedding layer, σ (·) is the sigmoid func-
tion, O = {(u, v+, v−)|(u, v+) ∈ R+, (u, v−) ∈ R− } denotes the training set,
in which (u, i) ∈ R+ while Aui = 1 and (u, i) ∈ R− while Aui = 0. WKGAT

is parameters of the KGAT model parameter,and λ is the L2 regularization
parameter.

Regardless of the L2 regularization, the loss function of KGAT mainly con-
sists of two parts, which are the propagation layer (

∑
(u,v+,v−)∈O

− ln σ(y(u, v+)−
y(u, v−))) and the embedding layer (LEM) respectively. The embedding layer is
designed in the same way as TransR [10]. Specifically, as KGAT uses the gradi-
ent descent method to update the model parameters, the updating direction in
a single embedding layer is as follows:

ΔuEM = g1(v,WKGAT), (2)

ΔvEM = g2(vN,u,WKGAT), (3)

where u and v represent the embedding of user u and item v. vN is the embedding
of v ’s neighbors, Δu and Δv are the increments of u and v, and g (v only
represents a function related to v.

Furthermore, y (·) in Eq. (1) is the prediction function, which is defined as
the inner product as follows:

y(u, v) = u · v. (4)

Thereby, the updating direction in a single propagation layer is as follows:

Δuppg = g3(v), (5)

Δvppg = g4(u). (6)

Based on Eq. (2) (6), the updating direction of user embedding and item embed-
ding in KGAT can be represented as follows:

Δutotal = g1(v,WKGAT) + g3(v), (7)

Δvtotal = g2(vN,u,WKGAT) + g4(u). (8)

Based on Eq. (7), by repeating the embedding layer for multiple times, informa-
tion of the two-hop neighbors will be propagated to the central node, i.e., the
user’s preference information is transmitted to the user node during embedding
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propagation. In particular, the experimental results of KGAT demonstrate that
the best performance is obtained when the embedding layer is repeated for 4
times. However, since the user’s preference information needs to pass through
the seed node first, the information will be weakened when the model parameters
are updated. Thereby, we can conclude that in KGAT the updating direction of
the user’s embedded value is not close enough to one’s actual interest.

The second representative model is KGCN, which considers user embedding
during message propagation, i.e., allows users to interact directly with the seed’s
neighbors. For different users, the embedding of the same item is different. The
embedding formula of the seed node in a single KGCN layer is as follows:

vu = σ

⎛

⎜⎝W(v +
∑

vN∈Nv(i)

exp(u · rv,vN)∑
vN∈Nv(i)

exp(u · rv,vN)
· vN) + b

⎞

⎟⎠ , (9)

where vu is the embedding of item v from the perspective of user u. vN represents
the neighbor of item v, Nv (i) represents the set of v ’s neighbors, and vN is a
member of Nv (i). rv,vN is the relation between item v and its neighbors vN.
W and b are the trainable parameters, σ (·) is the activation function. The
prediction function is the inner product of the embedding of u and the embedding
of v , defined as:

ŷuv = u · vu, (10)

During the model training process, KGCN also uses the gradient descent method
to update the model parameters. The loss function of KGCN is as follows:

LKGCN =
∑

u∈U

(
∑

v:auv=1

Lc(auv, ŷuv) −
Tu∑

i=1

Evi∼P (vi)Lc(auvi
, ŷuvi

)

)

+ λ||WKGCN||22,
(11)

where Lc is cross-entropy loss, P is a negative sampling distribution,and Tu is
the number of negative samples for user u. In KGCN, P follows a uniform distri-
bution and Tu = | {v : auv = 1} |. The last term is the L2-regularizer. According
to Eq. (9), (10) and (11), we can derive the updating direction of user embedding
and item embedding as follows:

Δu = f1(vu) + f2(r,vN,W), (12)

Δv = f3(u,W). (13)

According to Eq. (12) and (13), we can see v ’s neighbors will not directly impact
the updating direction of v ’s embedded value, although multi-layer KGCN will
propagate the influence of v ’s neighbors and vN will eventually affect vu. In other
words, vN has a weak effect on v during the model’s updating phase. Thereby,
we conclude that the updating direction of the item’s embedded value is not
close enough to its neighbors in the KGCN model.
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3.3 Implementation of MI-KGNN

In the previous section, we proved that existing models did not fully meet the four
assumptions. In this section, we will present the detailed design of the proposed
MI-KGNN model, which explores all the possible information indicated these
assumptions.

As presented in Sect. 3.1, a collaborative knowledge graph can be viewed
as three bipartite graphs. However, it is not the best choice to perform node
embedding on three bipartite graphs at the same time. We choose to perform
node embedding only in KG, and increase the interaction between users and
seed neighbors as well as the interaction between seeds and their neighbors dur-
ing embedding propagation in KG. Accordingly, we design the MI-KGNN layer,
which is used to aggregate useful information in KG to enhance the recommen-
dation performance, as shown in Fig. 2.

u1

v1

e2

e3
e1

e2
e3r1

r1 r2

v1

Wu
r,v

Puv

e1

u1

ŷ

1
1
uv

Fig. 2. Overview of a single MI-KGNN layer

First, similar to KGCN, we allow users to interact directly with neighbors
of the seed in MI-KGNN, so that the model meets assumption A4. As a result,
the user’s preference can be characterized based on the seed’s neighbors. After
normalization, the weight of the interaction is as follows:

Wu
r,v =

exp(u · rv,vN)∑
vN∈Nv(i)

exp(u · rv,vN)
, (14)

where Nv (i) represents the set of item v ’s neighbors, which can be called as v ’s
receptive field. The preference of user u for item v is the weighted combination
of the information of the entities in v ’s receptive field by weighting:

puv =
∑

vN∈Nv(i)

Wu
r,v · vN. (15)
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Next, we need to aggregate the user preferences puv and the item embedding v
in KG. The aggregator agt : Rd × R

d → R
d in MI-KGNN is defined as follows:

agt(v, puv) = σ (W1 (v + puv) + W2Q(v, puv) + b) , (16)

where W1, W2 and b are the trainable parameters, Q(v, puv) : Rd ×R
d → R

d is
the element-wise product function. The difference between the proposed aggrega-
tor and the one used in KGCN is that we take into account interactions between
the item and its neighbors during the aggregation process, which make the model
addresses assumption A3. Once the scope of the receptive field is no longer lim-
ited to one-hop neighbors, the aggregation process can be repeated for multi-
ple times to obtain information of nodes that are far away. Specifically, during
the first aggregation process, a seed node will aggregate all the information of
selected one-hop neighbors. Meanwhile, one-hop neighbors of the seed node will
also aggregates the information of the two-hop neighbors. Then, during the sec-
ond aggregation process, the information of selected two-hop neighbors will be
integrated into the embedding of the seed node. Obviously, if we need to explore
the information of the h-hop neighbors of the seed node, the aggregation process
should be repeated for h times, which can be defined as follows:

vu = vh = agt(vh−1, ph−1
uv ), (17)

ph−1
uv =

∑

vN∈Nv(i)

Wu
r,v · vh−1

N , (18)

where vh is the item embedding v after the hth aggregation process, which aggre-
gates the neighbor information and its own information in the h-1 th aggregation
process. Particularly, if the maximum depth of information propagation is h, the
activation function is ReLU for the first h-1 times of aggregation, and tan for
the hth aggregation process. In this case, vh can be regarded as vu, i.e., the
embedding of item v from the perspective of user u.

Finally, the prediction function used in the MI-KGNN model is inner product
as described in Eq. (10). The loss function of MI-KGNN is defined as follows,
which has one more constraint (i.e., another parameter matrix) compared with
the loss function of KGCN.

L =
∑

u∈U

(
∑

v:auv=1

Lc(auv, ŷuv) −
Tu∑

i=1

Evi∼P (vi)Lc(auvi
, ŷuvi

)

)

+ λ||W1 + W2||22.
(19)

According to Eq. (17), (18) and (19), we can derive the updating direction of
user embedding and item embedding in MI-KGNN as follows:

Δu = h1(vu) + h2(r,vN,W1,W2), (20)

Δv = h3(u,W1) + h4(vN,u,W1,W2). (21)
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Accordingly, we can see that by considering only a single MI-KGNN layer, the
updating direction of the model’s parameters is already in line with all the four
assumptions. Compared with KGCN, the proposed MI-KGNN model increases
the interaction between items and their neighbors during the aggregation pro-
cess, so that the updating direction of item embedding is in line with all the four
assumptions.

MI-KGNN has the same problem of overfitting as KGCN. We use the label
smoothing regularization in KGCN-LS to alleviate this problem. While the com-
putational complexity of MI-KGNN is similar to KGCN-LS, the running time of
MI-KGNN is slightly longer than KGCN-LS, as we consider more interactions
during the aggregation process.

4 Experiments

4.1 Dataset Description

To evaluate the effectiveness of MI-KGNN, we utilize the following three
datasets, which are same as KGCN-LS:

Table 1. Statistics and hyper-parameter settings for the datasets (H: depth of the
receptive field, d: dimension of embeddings, n: neighbor sampling size, λ: L2 regularizer
weight, α: learning rate, β: label smoothness regularizer weight).

Movie Music Restaurant

#users 138,159 1,872 2,298,698

#items 16,954 3,846 1,362

#interactions 13,501,622 42,346 23,416,418

#entities 102,569 9,366 28,115

#relations 32 60 7

#triples 499,474 15,518 160,519

h 1 1 2

d 32 16 8

n 16 8 4

λ 1 × 10−7 9.1 × 10−5 9.8 × 10−8

α 2 × 10−2 5 × 10−4 2 × 10−2

batch size 65,535 128 65,535

β 1 0.1 0.5

• MovieLens-20M: a stable benchmark dataset, which consists of approx-
imately 20 million ratings and 465,000 tag applications applied to 27,000
movies by 138,000 users.
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• Last.FM: a music listening dataset, which contains artist listening records of
1892 users from Last.FM online music platform. The music recommendation
dataset is smaller than the other two datasets.

• Dianping-Food: a restaurant recommendation dataset provided by Dian-
ping.com, which consists of 10 million interactions between nearly 2.3 million
users and 1.3 thousand restaurants.

Since differences in knowledge graphs will largely affect the results, we use
the same knowledge graphs as the KGCN-LS experiment. Similarly, data prepro-
cessing is also similar to KGCN-LS. More detailed dataset related information
is presented in Table 1.

4.2 Baselines

The baseline we selected in the experiment is as follows:

• SVD [9]: a CF-based model which measures node similarity through inter-
action. NCF [6] is also a well-known CF-based method. The performance of
NCF is slightly lower than SVD on our dataset, and the two are very similar,
so we present the better one here.

• LibFM [16]: a feature-based model trained with the user ID and the item ID
as features.

• LibFM + TransE [1]: Unlike LibFM, the used feature is the representation
after learning by the TransE method.

• PER [27]: a path-based method, which extracts qualified meta-paths as con-
nectivity between a user and an item.

• CKE [28]: an embedding-based method that combines various item embed-
dings from different sources including TransR on KG.

• RippleNet [20]: a state-of-the-art algorithm that spread user preferences on
KG to learn the potential interests of users.

• KGCN [22]: a GNN-based method which transforms a heterogeneous KG
into a user-personalized weighted graph.

• KGCN-LS [21]: a GNN-based method which optimizes the over-fitting prob-
lem of KGCN.

Table 2. The results of Recall@K in top-K recommendation.

Model Movie Music Restaurant

R@2 R@10 R@50 R@100 R@2 R@10 R@50 R@100 R@2 R@10 R@50 R@100

MI-KGNN 0.05 0.16 0.358 0.483 0.045 0.125 0.286 0.374 0.047 0.168 0.366 0.485

KGCN-LS 0.043 0.157 0.334 0.468 0.045 0.119 0.275 0.36 0.047 0.17 0.34 0.487

KGCN-avg 0.04 0.152 0.325 0.448 0.032 0.112 0.265 0.364 0.039 0.157 0.324 0.475

RippleNet 0.045 0.13 0.278 0.447 0.032 0.101 0.242 0.336 0.04 0.155 0.328 0.44

CKE 0.034 0.107 0.244 0.322 0.023 0.07 0.18 0.296 0.034 0.138 0.305 0.437

PER 0.022 0.077 0.16 0.243 0.014 0.052 0.116 0.176 0.023 0.102 0.256 0.354

LibFM+TransE 0.041 0.125 0.28 0.396 0.032 0.102 0.259 0.326 0.044 0.161 0.343 0.455

LibFM 0.039 0.121 0.271 0.388 0.03 0.103 0.263 0.33 0.043 0.156 0.332 0.448

SVD 0.036 0.124 0.277 0.401 0.029 0.098 0.24 0.332 0.039 0.152 0.329 0.451
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Table 3. The results of AUC in CTR prediction.

Movie Music Restaurant

MI-KGNN 0.979 0.804 0.847

KGCN-LS 0.979 0.803 0.85

KGCN-avg 0.975 0.774 0.844

RippleNet 0.96 0.77 0.833

CKE 0.924 0.744 0.802

PER 0.832 0.633 0.746

LibFM+TransE 0.966 0.777 0.839

LibFM 0.959 0.778 0.837

SVD 0.963 0.769 0.838

Specifically, as the KGAT model uses different datasets and different knowl-
edge graphs, we did not take it as a baseline in this work.

4.3 Experimental Settings

We divide the dataset into a training set, a validation set, and a test set with a
ratio of 3:1:1, and repeat the experiment for 5 times to obtain the average per-
formance. Like the KGCN-LS experiment, we perform click-through rate (CTR)
prediction and top-K recommendation, and use AUC and recall to evaluate the
performance. The experiment is conducted with Python 3.6, TensorFlow 1.12.0,
and NumPy 1.14.3. The hyper-parameter settings are shown in Table 1.

Table 4. R@10 of MI-KGNN w.r.t. neighbor sampling size n.

n 2 4 8 16 32

Movie 0.140 0.139 0.152 0.16 0.157

Music 0.102 0.113 0.125 0.124 0.124

Restaurant 0.160 0.168 0.163 0.157 0.148

Table 5. R@10 of MI-KGNN w.r.t. depth of support set h.

h 1 2 3 4

Movie 0.16 0.113 0.081 0.032

Music 0.125 0.112 0.103 0.066

Restaurant 0.147 0.168 0.102 0.035
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4.4 Results and Discussion

The results of CTR prediction and top-K recommendation are presented in
Table 2 and Table 3, respectively. Specifically, according to our experiments,
some of the results of KGCN-LS in Table 3 is slightly different from those
reported in [21], but the overall performance of KGCN-LS does not change much.

As shown in Table 2, MI-KGNN performs as well as KGCN-LS in the
CTR prediction experiment. The next better models are KGCN, RippleNet and
LibFM+TransE, as all of them use the information in KG to assist the rec-
ommendation. In the CTR prediction experiment, the worst performing model
is PER. This does not mean that PER is useless, as the performance of PER
depends on the choice of the meta path which is difficult to design in KG.

In the top-K recommendation experiment, MI-KGNN significantly outper-
forms KGCN-LS. Specifically, compared with KGCN-LS, the average recall rate
of MI-KGNN has increased by 7.1%, 3.2% and 1.5% in the film, music and
restaurant datasets, respectively. Obviously, by exploring more interactions, MI-
KGNN has better performance than KGCN-LS. Specifically, we can see that
MI-KGNN’s performance improvement on the movie dataset is higher than the
other two datasets. The reason might be that the number of entities in the movie
dataset is the largest, and MI-KGNN optimizes the representation of these enti-
ties. In the KGCN-LS experiment, the model performed best on the restaurant
dataset when the information of the two-hop neighbors was considered. The addi-
tion of two-hop neighbor information causes the information of one-hop neighbor
to interact with the central node more during the propagation process, which
is similar to MI-KGNN. Therefore, in the restaurant dataset, MI-KGNN’s per-
formance improvement is not obvious. Nevertheless, we can conclude that the
representation of users and items learned by the MI-KGNN model can better
reflect user preferences and item attributes.

Furthermore, as shown in Table 3, models with better performance in CTR
prediction do not necessarily perform well in top-K recommendation. For exam-
ple, the LibFM+TransE model with better performance in CTR prediction is
not as good as RippleNet in top-K prediction. The reason might be that Rip-
pleNet can capture user preferences much better, and the recommended item is
more comprehensive than LibFM+TransE.

In the experiment, we made some adjustments to the hyperparameters, which
are used to determine the number of neighbors and the number of propagation
layers. Detailed results can be found in Table 4 and 5. Accordingly, we find that
while more neighbors can provide more information, there might be some noise
in the information, which will interfere with the final recommendation. Thereby,
we need to choose the right number of neighbors.

Meanwhile, since MI-KGNN mimics the embedding propagation mechanism
in GCN, MI-KGNN also encounters an over-smooth problem after stacking mul-
tiple layers, as shown in Table 5. For example, the recall rate of MI-KGNN on
the movie dataset decreases from 0.16 to 0.032 while h increases from 1 to 4.
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5 Conclusions and Future Work

In this work, we propose the MI-KGNN model for KG-aware recommendation.
Inspired by the idea of collaborative filtering, we identify 4 basic assumptions and
design a GNN-based model to address them by systematically exploring possible
information indicated by these assumptions. Compared with existing models,
MI-KGNN increases the interaction between central nodes and neighbor nodes
when aggregating information, which makes node embedding in KG more precise.
Experiments on three widely used datasets show that MI-KGNN outperforms
state-of-the-art baselines.

There are some shortcomings in this work, which will be our future work.
First, we look forward to finding a better way to solve the over-fitting prob-
lem of the proposed model. While more interactions are explored in MI-KGNN,
we did not introduce new regularization other than the L2-regularizer. Even
though we adopted the label smoothing regularization proposed in KGCN-LS,
the over-fitting problem is only relieved rather than solved. Second, in the cur-
rent model we did not choose neighbors based on their influences on the central
node. Thereby, we plan to improve the choosing strategy of neighbors in future.
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Abstract. Sequential patterns involved in users’ historical behaviors have
received extensive attention in recommendation system, which is important to
represent item-level preferences. The existing works often combine the long-
and short-term patterns to capture user’s preferences. But the short-term pref-
erences modeled by the recent behavior patterns cannot clearly indicate the users’
instant interest. In this paper, we propose a sequential recommendation model
MGCN4REC based on multi-graph to learn the representation of users and items
and thenmodel preferences and instant interests simultaneously. Firstly, this paper
utilizes multi-graph convolutional network (MGCN) to learn users and items
embeddings from multi-graph. Secondly, to aggregate preferences and instant
interests, we use the attention mechanism to find the degrees of dependencies on
these two features. Finally, this paper conducts experiments on real data sets of
Amazon to evaluate the performance ofMGCN4RECmodel, and the results show
that ourmodel outperforms the current state-of-the-art sequential recommendation
methods over 15% on the metrics.

Keywords: Sequential recommendation · Multi-graph convolution network ·
Instant interest · Attention mechanism

1 Introduction

Recommendation systems strive to recommend items that users are willing to purchase
or interact with in modern e-commerce applications, however, the large number of user
interactions (such as browsing, clicking, collecting, shopping carts, purchasing) in e-
commerce makes it a great challenge to identify the users’ consumption patterns and
interest preferences.

Existing recommendation systems model the user-item interactions mainly in two
ways. The first one is traditional recommendation systems that focus on mining static
associations from user-item interactions, which are represented by collaborative filter-
ing models [3–5]. The second one is sequential recommendation systems [6, 7] that
try to capture the patterns hide in the successive user’s interaction behaviors, and the
user’s long-term preferences and short-term preferences can be dynamically represented.

© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 171–185, 2020.
https://doi.org/10.1007/978-3-030-64243-3_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64243-3_14&domain=pdf
https://doi.org/10.1007/978-3-030-64243-3_14


172 Y. Zhang et al.

Specifically, the user’s long-term preferences reflect in the historical behaviors and the
short-term preferences are determined by recent purchases items.

Although the existing sequential recommendation models have achieved promising
results, two shortcomings are remained. Firstly, these methods directly use the item
sequence to represent the relationship between items. However, they fail to take into
account that different users pay attention to different aspects. Secondly, most of the
existing models neglect users’ instant interests. Specifically, instant interests refer to an
instant and specific purchase demand and are more helpful than the short-term prefer-
ences. For example, we can learn from the Q&A function in Amazon’s earphone infor-
mation page, as shown in Fig. 1, user’s search contents (“airplane use”, “workouts”)
reflects the attention to different aspects when having the same instant purchase needs
(“earphone”), which can’t be captured in their historical behaviors and more accurate
than short-term preferences.

Is there a cable for airplane use?
Great Question Chris. There is not a corded 
connection available for use on an airplane. 

Question：
Answer：3

votes

Bose MABUFACTURER    |    2 years ago 

Have a question? Search for answers.

Customer Questions

Are they good for workouts?
No. My Bose Quietcontrol 30 Wireless 
Headset stopped working after one workout.
InterestedShopper |  2 years ago

Have a question? Search for answers.

Question：
Answer：5

votes

Fig. 1. Q&A in an item page of Amazon. User1 and user2 have different instant requirements
when buying an earphone.

To address the above challenges, we propose a sequential recommendation model
MGCN4REC. Firstly, inspired by the works in user and item representation learning
[8–11], we model the users’ historical interaction sequence as a multi-graph (user rela-
tionship graph, item relationship graph, and user item bipartite graph), and learn a more
feasible representation of each user and item through graph convolution network. Sec-
ondly, we use a recurrent neural network to model users’ preferences from historical
interaction sequence and instant interests from users’ question-and-answer data. Finally,
we use attention mechanism to aggregate users’ preferences and instant interests and
make the recommendation.

In summary, the main contributions of this paper are as follows:

• This paper proposes a sequential recommendation model (MGCN4REC) based on
preferences and instant interests. We leverage instant interests to better represent
short-term preferences and uses the attention mechanism to aggregate preferences
and instant interests.

• This paper firstlymodels the user-item interaction sequence as amulti-graph structure,
and leverages a graph convolution network to learn the embedding representation of
users and items in the same feature space.

• To evaluate our model, experiments are conducted on Amazon’s real dataset and the
results show that MGCN4REC outperforms than the state-of-art baselines over 15%.
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2 Related Work

Among many Internet-based services [12] such as e-commerce, the recommendation
system plays a vital role, and it has also attracted widespread attention in industry and
academia. The related work in this paper mainly includes two aspects of representation
learning and sequential recommendation system.

2.1 Representation Learning

For user and item representation learning, the recommendation system evolves according
to the embedding between different entities in addition to three models: user-based
recommendation based on user similarity, item-based recommendation based on user
similarity of item interactions, and user extraction Interact with the characteristics of
items and recommend model-based items with these characteristics. All three models
inevitably need to embedding users and items to obtain the user-user, item-item, and
user-item similarity. The user-based usage scenario is that the number of users is much
larger than the number of items and few items appear, mainly focusing on the calculation
of user-user similarity. On the contrary, the item-based usage scenario is that the number
of items is much larger than the number of users and few new users appear, focusing
on calculating items-items similarity. Model-based mainly focuses on calculating the
correlation between users and items.

Barkan et al. [9] consider the user’s historical interaction sequence as a natural sen-
tence and they propose the item2vec, which maximizes the probability of the appearance
of other items in the window under each central item to learn the vector representation of
each item. Perozzi et al. [10] converts the historical interaction sequence of the user into
a graph and they propose deepwalk, which utilize deep first search (DFS) on each node to
obtain multiple item sequences and learn the vector representation of each item through
item2vec. Different from DeepWalk, Grover et al. propose an item sequence sampling
method by jointly utilizing broad first search (BFS) and deep first search (DFS), called
Node2Vec, which allocates sampling probabilities according to the distance between
items and the source item. After getting the sequence, they use Item2Vec to learn the
representation of each item.

Most of the existing works focus on learning the similarity between items or learning
the low-dimensional embedding of users and items separately. One challenge exists
when directly combining the embedding of the user and his item sequence since they
are in different vector space, making it impossible to directly use their inner product
to get a recommendation list. Wu et al. [13] propose SR-GNN which constructs the
user’s interaction sequence of each session into a directed graph, and then utilizes a
gated neural network to learn the representation of each node and users’ current session.
Grbovic et al. [14] propose list embedding which personalizes recommendations by
leveraging Word2vec to model users and items into a sequence. However, due to the
specificity of Airbnb data, the method is not robust to our work.

Therefore, this work intends to learn the embedding representation of each node from
the user relationship graph, item relationship graph, and user-item interaction bipartite
graph through graph convolutional neural network, so as to obtain the similarity between
users and items.



174 Y. Zhang et al.

2.2 Sequential Recommendation System

In recent years, researchers have begun to focus on various sequential recommen-
dation scenarios, such as the next-basket recommendation [15, 16], session-based
recommendation [17–19], and next item recommendation [7, 20].

The existing works of sequential recommender systems are mainly based on sequen-
tial patternmining. Due to the huge success of deep neural networks in the past few years,
sequential data modeling methods have made great progress in several applications such
as NLP, social media, and recommender systems. For example, Wang et al. [16] make
the next-time recommendation by hierarchical interactions, which captures the sequen-
tial patterns and the user’s overall preferences through historical interaction sequences.
Hidasi et al. [17] utilize recurrent neural networks (RNNs) to model the entire session
and then build a session-based recommender system, which have significantly better
performance than item-based methods. Tang et al. [19] utilize the horizontal convolu-
tion kernel and vertical convolution kernel in the convolutional neural network (CNN) to
capture the user’s long-term interest and short-term interest and make recommendations
respectively. Li et al. [20] utilize the w-item2vec method to learn the vector of items,
and then expresses the user’s long-term and short-term preferences and makes recom-
mendations. Although these models consider the user’s sequence information, there are
still shortcomings in terms of representing user long-term preferences and short-term
preferences. In contrast, the method proposed in this paper combines the user’s prefer-
ences with the instant interests to make recommendations. The preferences and instant
interests are obtained from the user’s historical interaction sequence with the item and
the user’s current question text.

In summary, the main work of this paper is to make a unified representation of users
and items, and calculate their correlations. Based on this vector, model users’ preferences
and instant interests to perform sequential recommendations.

3 MGCN4REC Framework

3.1 Preliminaries

Let U = {u1, u2, . . . , un} denotes the set of users, I = {i1, i2, . . . , im} denotes the set
of items, where n and m denote the number of users and items respectively. In addition,
E = {

e1, e2, . . . , e(m+n)
}
denotes the embedding vector of all users and items, where eu

is the embedding vector of a user (eu ∈ Rd , u ∈ U ), and ei is the embedding of the item
ii (ei ∈ Rd , i ∈ I ). For each user u ∈ U , we assume that his/her enquiry time is tq. Its
historical baskets before the question time tq are represented as:

Bu
<tq = {

[
eu, but1 ], [e

u, but2 ], . . . ,[e
u, butq−1

]
|btj ⊂ I}

For each basket, there are usually more than one item in it (|btj |〉1), Therefore, we
utilize the mean pooling operation to present the embedding of the shopping basket at
each timestep:

btj = 1
∣∣btj

∣∣

∣∣∣btj

∣∣∣
∑

k=1

eik , eik ∈ E
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where
∣∣btj

∣∣ represents the number of items in the shopping basket at the timestep tj, and
eik represents the embedding representation of the item ik in the user’s shopping basket.
Similarly, the basket after tq is donated as butq+1

.
To recommend itemswith preferences and instant interests,we formalize the problem

as the following objective function:

L =
∑

u

Lu(f (B
u
<tq , s

u), butq+1
) (1)

Formula (1) is used to indicate the difference between the recommended item and the
actual purchased item at the next time tq+1: where f (·) represents a function that predicts
the probability of being recommended for other items from an aggregated preferences
of traditional preferences and instant interests; Lu(·) represents the loss between the
recommended items and the actual purchased items in this method. However, users
may not immediately purchase the items they are interested in after asking questions:
from the conclusion of Caser [19], it can be known that there is a skipping behavior
in the user’s interaction (the previous several sequence behaviors do not directly affect
the purchase behavior at t + 1, but affect the behavior at t + 2 or even t + 3). Based
on this, the aggregated preferences of traditional preferences and instant interests may
affect the purchasing behavior at multiple moments after tq+1. Therefore, we redefine
the objective function as formula (2), where Bu

t>tq = Ut>tqb
u
t represents a group of items

to be purchased after time tq.

L =
∑

u

Lu(f (B
u
<tq , s

u),Bu
>tq+1

) (2)

In this section, we formally define next-basket recommendation problem, and present
the MGCN4REC system in detail, as shown in Fig. 2. MGCN4REC is mainly com-
posed of three modules: multi-graph-based joint embedding of users and items, pref-
erences and instant interests modeling, attention-based preferences aggregating. Firstly
MGCN4REC converts the user’s historical interaction sequence into a graph, including
a user relationship graph taking users as the nodes and the number of items that two
nodes interact as the edge weights, an item relationship graph taking items as the nodes
and the number of users that two nodes are purchased as the edge weights, the user-item
bipartite graph taking users and items as the nodes and the interaction between user and
item as edges. Secondly, the graph convolutional network(GCN) is used to learn the
representation of each node from three types of graphs, which can obtain the similarity
between the users and items. Afterwards, the preferences of users are obtained through
a Bi-RNN, and the users’ instant interests are analyzed from the user’s question text at
the current moment. Finally, the user’s preferences and instant interests are aggregated
based on the attention mechanism for accurate recommendations.

3.2 Multi-graph-Based User-Item Representation

At the first stage of GCN-Rec, the purpose of multi-graph-based user item vector rep-
resentation learning is to generate a unified representation for each user and project by
learning the similarity between them from a large number of user historical interactions.
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Fig. 2. Architecture of the MGCN4REC system.

In pervious works, sequential recommendations have always used one-hot coding or
added an additional embedding layer to the deep learning architecture for items repre-
sentation [17, 22]. However, for item sets on large e-commerce platforms, on the one
hand, the one-hot coding network may cost expensive time, and it is often not well
optimized due to the high sparsity [23]. On the other hand, the additional embedding
layer will cause a certain loss of neural networks [17]. The item2vec mines similarities
between items from user’s historical interaction sequences, but it ignores the user inter-
action intensity for different items, which cannot effectively represent the item features
with less interaction and user features. However, the graph neural networks (GNN) can
learn from different types of graphs to the rich structural information and the relation-
ships between different nodes, so MGCN4REC uses graph convolutional networks to
abstract the representations of users and items.

Different types of heterogeneous graphs can present the characteristics of different
dimensions of nodes. For example, we can learn the similarity between items from the
shopping relationship graph, which represents those items may be purchased together.
Furthermore, we could learn the competition among items from the attention item graph,
meaning which item is selected from multiple items. Therefore, this paper uses the
multi-graph to represent the relationship between items.

For the representation of items, we first get the sequence of the user’s interaction
history, su = {

iu1, i
u
2, i

u
3, . . . , i

u
n

}
(u denotes the index of the user), and the purchase rela-

tionship graph between items is represented from the historical interaction sequence,
Gbought_seq = {

I , ebought_seq
}
(I denotes the item set and ebought_seq denotes the edge

set, eseq =
{(
i11, i

1
2

)
,
(
i12, i

1
3

)
, . . .

(
i|U |
(n−1), i

|U |
n

)}
,
(
i|U |
(n−1), i

|U |
n

)
denotes that i|U |

(n−1) has the

link with i|U |
n ). Second, we create a graph of the relationships between simultaneous pur-

chasesGalso−bought = {
I , ealso−bought

}
, where ealso−bought indicates that there is an edge

between other purchased items at the same time and this item. Third, we create a graph
between purchased items and simultaneous browsing itemsGalso−view = {I , ealso−view},
where ealso−view indicates an edge between the other items browsed and the purchased
item. Then calculate the adjacency matrix A|I |∗|I | and degree matrix D|I |∗|I | of each
graph, using the graph convolutional neural network for each graph.
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Specifically, the graph convolutional network aggregates the feature information
of its neighbor nodes to update its own features for each node in the graph, and then
nonlinearly transform the feature information to gain robust feature representations. The
feature update function is as follows:

hl+1
vi = σ(

∑

j

1

cij
hlvjW

l) (3)

where j indicates the neighboring nodes of vi, and cij is a normalization constant
for the edge

(
vi, vj

)
, originating from the symmetrically normalized adjacency matrix

D− 1
2AD− 1

2 in MGCN4REC.
Convert the update function to compute the nodes in the entire graph, so every neural

network layer can then be described as a non-linear function:

Hl+1 = f (Hl,A) (4)

withH 0 = X andHL = Z . L is the number of layers, andX is the input features of nodes.
In this paper, we use all aspects extracted from all reviews of each item to represent its
initial features, and utilize each user’s sentiment scores on all aspects to represent the
user’s initial feature. The specific propagation rule in convolutional layers f (·) can be
written as:

f (Hl,A) = σ(D
∧− 1

2A
∧

D
∧− 1

2HlW l) (5)

whereWl is a weight matrix for the neural network layer layerl and σ(·) is a non-linear
activation function such as ReLU. Â = A + E, where E is the identity matrix and D̂ is
the diagonal degree matrix of Â, i.e. D̂ = D + E.

Since multi-graph can learn the features of nodes from different perspectives, the
convolutional neural network is used to the graphGbought_seq of the relationship between
items purchased sequences, the graph Galso−bought of the relationships between simul-
taneous purchases and the graph Galso−view between purchased items and simultaneous
browsing items to obtain the representation of each item:

Zitem = [
Zseq,Zalso−bought,Zalso−view

]

For the representation of the user, repeat formulas (3)–(5), andwill get the embedding
for each user representing Zuser .

Take Zuser and Zitem as X, use the graph convolutional network for the bipartite
graph of users and items interaction, and repeat formula (3)-(5) to obtain the embedding
representation of all users and items:

Z = {
zu1, zu2 , . . . , zum , zi1 , zi2 , .., zin

}
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3.3 User Preferences and Interests Modeling

The user’s decision-making process is mainly affected by two factors: preferences and
instant interests. In fact, the user’s interaction process is a series of implicit feedback over
time. Therefore, unlike traditional recommendation systems that explore user-item inter-
action from a static way, this paper uses serialized modeling to process the next basket
recommendation problem. Specifically, the system designs two models of preferences
and instant interests learning to distinguish the user’s preferences from the instant inter-
ests, and thenmakes personalized recommendations by combining the user’s preferences
and instant interests.

Preferences Modeling
As the preferences of the user runs through the entire sequence of the user, they depend
not only on the previous purchase sequence but also on the future purchase sequence.
Inspired by the bidirectional RNN [24], this paper applies CLSTM to a bidirectional
architecture Bi-CLSTM, making full use of the interaction sequence of the forward
and backward directions to express the preferences of the user. Therefore, the system
developed a deep neural network based on GRU [25] to model the stable preferences
of users. After initialization, the hidden state hj of each interaction is updated from the
previous hidden state hj−1 at the jth time of the interaction:

ij = δ(Wvibj + Whihj−1 + Wcicj−1 + bi
∧

),

fj = δ(Wvf bj + Whf hj−1 + Wcf cj−1 + bf
∧

),

cj = fjcj−1 + ij tanh(Wvcbj + Whchj−1 + bc
∧

),

oj = δ(Wvobj + Whohj−1 + Wcocj + bo
∧

),

hj = oj tanh(cj) (6)

where ij, fj, and oj correspond to the input gate, forget gate, and output gate of the GRU,
bj is the vector representation of the basket at the current time, cj is the value of the GRU

memory unit, b̂ is the bias term, and hj is the hidden status of timestep tj.

At each time tq, calculate the hidden state
−→
htq of the forward RNN based on the

previous hidden state
−−→
htq−1 and the corresponding basket representation btq of the current

time; calculate the hidden state
←−
htq of the forward RNN based on the back hidden state←−−

htq+1 and the corresponding basket representation btq ; therefore, the hidden state htq of
the bidirectional RNN at each moment tq can be expressed by the hidden state of the
forward RNN and the hidden state of the backward RNN:

htq = concatenate(
−→
htq ,

←−
htq) (7)

Represent the preferences of user u through the average pooling layer as

preferenceu = average(h1, h2, . . . , htq) (8)
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Instant Interests Modeling
As shown in the user question data of Fig. 1, the user’s question can clearly reflect the
user’s instant interests and the characteristics most interested in the item in the recent
period.

Instant interests are represented by the embedding vector of the itembeing questioned
at the time tq and the vector of the question text:

interestu = [etq |Scorea1 , Scorea2 , . . . , Scoream ], etq ∈ E (9)

where Scoreai is the emotional score of the aspecti in the user’s question text.After
obtaining the preferences and instant interests of user u at the question time tq, by com-
bining the stable preferences and dynamic instant interests, the aggregated preferences
Pu
tq of user u at the question time tq can be obtained, and then through the fully connected

layer to make personalized recommendations.

3.4 Attention-Based Preferences Aggregating

If simply using the user aggregation preferences Pu
tq obtained in Sect. 3.3 for recommen-

dation, it means that the degree of dependence on each user’s preferences and instant
interests is same. But in fact, the impact of preferences and instant interests on the final
decision-making behavior of users is essentially different. Among them, instant inter-
ests determine the items that users want to buy, and preferences determine the details
of item. And may be different for different users depend on preferences and instant
interests, user A may be more in line with historical habits when shopping, while user B
may prefer novel items. Therefore, the system introduces an attention mechanism [2] to
aggregate the user’s preferences and instant interests. The aggregated preferences after
the introduction of the attention mechanism is expressed as follows:

Aggre Pu
tq = β[preferenceu, interestu]T (10)

βu
i =

exp(Aggre pui )
∑||preference|+|interest||

j=1 exp(Aggre puj )
(11)

Finally, the system uses a fully connected layer to find the relationship between the
aggregation preferences Pu

tq and the target term, as shown in formula (12). And ŷu

represents the probability of user u interacting with the item after asking a question:

y
∧u = sigmoid(W (Aggre pu)T + b) (12)

3.5 Model Training

The Loss function of this system includes two parts: the first is the difference between
the recommendation made by aggregated preferences and the actual purchase of items
as shown in formula (2); the other part introduces an auxiliary loss function that is he
error between the predicted preferences and the real preferences at each t+ 1 moment in
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preferences modeling. The user’s preferences modeling is introduced in the Sect. 3.3.1.
The GRU layer can obtain the set of items that may be purchased at time t + 1. The
system reduces the error between the predicted set and the real set at each time, so that
the recommendation can obtain better accuracy. The set of items that may be purchased
at t + 1 can be expressed as:

b
∧u
t+1 = fR(but , ht) (13)

where fR(·) is a function based on the RNN structure, ht ∈ Rd is the hidden state at
time t, and it is a dynamic representation of user preferences. In this article, fR(·) selects
GRU. At the same time, we introduce the error between the predicted value and the true
value at each time:

LR =
tq−1∑

t=1

Lt(b
∧u
t , b

u
t ) (14)

where LR(·) is a loss function that measures the error between predicted preferences
and true preferences. A cross-entropy loss function is used in this system, as shown in
formula (15):

L =
∑

u

(γLu(y
∧u

,Bu
t>tq) + (1 − γ )LR) (15)

where γ ∈ (0, 1) is a parameter that balances the relative importance of the two-part loss
function. Due to the large number of items, if all negative samples are used to reduce the
Loss function, the time complexity and space complexity of training will be too high.
Therefore, in this paper, the system uses the negative sampling technique to train the
LU (·) function.

4 Experiment

4.1 Dataset

We collect amazon reviews and q&a records in [26]. Users are used to comment on
items they buy and subsequent users can take comments as an advice. We first obtain
the comment records to obtain the initial characteristics of the user and the item, and
then leverage the user’s history to construct the commodity graph and the user graph.
To extract features from item review data, we first used Stanford CoreNLP (A kind of
NLP’s analysis tool) to extract feature words and emotional scores (on a scale of 1 to
5), and then we use TF-IDF technique to select the feature with the highest frequency
as the feature of the current item.

We conduct experiments with two sub-datasets of the amazon dataset, Electronics
and Baby, in [26]. Since our model is mainly aimed at recommending to users after
asking questions, we filter out users who have never asked a question. The statistics of
the two datasets are shown in Table 1.
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Table 1. Statistics of dataset

Number of User Number of items Number of users with
purchase after
question

Number of users who
purchase
question-related

Electronics 196,114 65,124 19,445 4,881

Baby 17,217 4,982 1,321 213

4.2 Baselines

As the method in this paper firstly includes the representation learning of users as well
as items and the sequential recommendation module, we compare our model with two
user-item representation models and two sequential recommendation models:

• Item2vec [9], which represents itemvector based onWord2Vec andwe use it to replace
the GCN module in this article as the baseline;

• node2vec [11], which represents item vector based on GNN. Based on depth-first
search and breadth-first search, the model constructs sequences by exploring nodes
that are similar to the structure and essence of the target node, so as to obtain the
representation of each node and we use it instead of the GCN module as the baseline
in this paper;

• DREAM [18], which is a sequential recommendation model based on CNN while
instant interest is not considered. We take the historical interaction as the input of
LSTM for personalized recommendation;

• Caser [19] ,which is a sequential recommendation model based on CNN and embed-
dings of both item and user are considered. In order to adapt to the problems in this
paper, user embedding represents users’ stable long-term preferences. Caser’s verti-
cal convolution kernel and horizontal convolution kernel are used to extract users’
short-term preferences, which is different from the immediate interest of this paper;

• BINN [20], which is a sequential recommendation model based on RNN and contains
the item2vec module to learn the item representation. Bidirectional RNN is used to
model the user’s long-term preferences, and the recent session is used to model the
user’s short-term preferences, which is different from the instant interest of this paper.

4.3 Evaluation Metric

To evaluate the performance of the MGCN4REC model in this article, we use Recall
@K and HT@K, which are widely used in recommendation systems. Given the top-K
recommendation results Ru

K of the user u, the calculation formula is shown in (16):

Recall@K = 1

|U |
∑

u

|Ru
K ∩ Bu

t>tq |
|Bu

t>tq |
,

HR@K = I(Ru
K ∩ Bu

t>tq 	= 0)

|U | (16)
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where
∣∣∣Bu

t>tq

∣∣∣ is the number of purchases after user asks, and|U| is the number of users.

4.4 Experimental Results

Performance Comparison
The results of the MGCN4REC model and comparative algorithms are as shown in
Table 2, in which the first column represents the two data sets, the second column
shows performances on different evaluation metrics: each index of the optimal data is
in bold and suboptimal results are shown underlined. The last column represents the
improvement of MGCN4REC model compared with the suboptimal results.

Table 2. Performance comparisons ofMGCN4RECwith baseline methods on two datasets (Bold
scores are the best in each row, while underlined scores are the second best).

Datasets Metric Item2vec Node2vec DREAM Caser BINN MGCN4REC Improve

Baby Recall@5 0.0041 0.0426 0.0043 0.0225 0.0038 0.051 +19.7%

Recall@10 0.0481 0.0571 0.0337 0.0388 0.0452 0.0672 +17.7%

Recall@20 0.168 0.197 0.126 0.156 0.155 0.226 14.6%

HR@5 0.0721 0.078 0.0313 0.0562 0.0681 0.091 +16.7%

HR@10 0.136 0.1459 0.08375 0.11 0.125 0.162 +11.1%

HR@20 0.205 0.224 0.156 0.192 0.212 0.253 +12.9%

Electronics Recall@5 0.0162 0.0186 0.0115 0.01 0.0158 0.0223 +19.8%

Recall@10 0.0263 0.0271 0.0215 0.025 0.0254 0.0301 +11.1%

Recall@20 0.1682 0.186 0.11 0.135 0.1574 0.201 +8.1%

HR@5 0.0595 0.0659 0.0408 0.0408 0.0569 0.076 +15.3%

HR@10 0.109 0.109 0.0766 0.0733 0.112 0.134 +19.6

HR@20 0.1954 0.2031 0.112 0.1506 0.1685 0.2325 +14.5%

According to the experiment results, the performances of the 3 baselines (Item2vec,
node2vec,BINN)with the item representation are almost higher than that of the remained
twobaselines,which proves that it is very important to study the representation of the user
and the item in recommendation system. In addition to the MGCN4REC algorithm pro-
posed in this paper, Item2vec with aggregated preferences has achieved almost the best
performance in allmetrics. This is because item2vec algorithm learns item representation
and models users’ long- and short-term preferences. At the same time, it proves that the
user-item representation learning based on multi-graph are effective. Compared with the
recommendation system with long- and short-term preferences aggregation, DREAM
has the lowest performance, because it only considers users’ long-term preferences.

In the Baby dataset, our MGCN4REC model achieves an average improvement of
more than 10% in the performance comparing with the other baselines in all metrics.
On the Electronics dataset, MGCN4REC outperforms than the baselines on all metrics:
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each metric is improved by an average of 15% over the comparison algorithm that works
best with the same parameters.

Impact of Multi-graph
We also study the effect of multi-graph user-item representation on the performance of
the recommendation system. Table 3 shows the comparison results of MGCN4Rec with
and without multi-graph on HR@10.

Table 3. MGCN4Rec with and without multi-graph on HR@10

Datasets Metrics Only Gbought_seq Only Galso_bought Only Galso_view Multi-graph

Baby HR@10 0.138 0.143 0.139 0.162

Electronics HR@10 0.116 0.118 0.117 0.134

According to the Table 3, our modelMGCN4Rec with multi-graph outperforms than
without multi-graph model over 10% on HR@10. Therefore, the user-item representa-
tion based on mulit-graph can better learn the similarity between users and items, then
improving recommendation performance.

Impact of Preferences Dimensionality d
We also study the effect of user preferences dimension d on the performance of the
recommendation system. Figure 3 shows HR@10 for MGCN4REC and other baselines
with the preferences dimensionality d varying from16 to 256while keeping other optimal
hyper-parameters unchanged. We make some observations from this figure.
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Fig. 3. Effect of the preferences dimensionality d on HR@10 for neural sequential models.

The performance of each model tends to converge as the dimensions increase, and
larger dimensions do not necessarily lead to better model performance. Moreover, the
model presented in this paper is superior to the baseline in almost all dimensions.
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5 Conclucion

This paper proposes a sequential recommendation model based on multi-graph to learn
the representation of users and items, and then to model the preferences and instant
interest simultaneously. For the part of user-item representation learning, this paper
utilize graph convolutional neural network (GCN) to learn the similarity between user-
item representation from different graphs. For preferences, this paper utilize recurrent
neural network (RNN) to learn users’ stable preferences from the shopping basket of
historical interaction sequence. For instant interests, this paper utilize the user’s question
text to model the user’s instant interests. In order to aggregate preferences and instant
interests, attention mechanism is introduced to calculate users’ attention distribution, so
as to obtain users’ dependence on these two preferences. By comparing with two state-
of-art methods of representation learning and three sequential recommendation systems,
the results show that our MGCN4REC model can more effectively represent users and
items, thus making more effectively recommendation.
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Abstract. Air quality is widely concerned by the governments and people. To
save cost, air quality monitoring stations are deployed at only a few locations,
and the stations are actuated at partial time. Therefore, it is necessary to study
how to actively collect a subset of air quality data to maximize the estimation
accuracy of air quality at other locations and time. In order to solve this challenge,
we propose the active variational adversarial model (AVAM) that selects the most
valuable unlabeled samples through two iterative phases of active learning. In the
first phase of ourmodel, a candidate set with unlabeled samples is selected through
traditional active learning. In the second phase, variational auto-encoder (VAE) is
used to obtain the compressed representation of the candidate set and the training
set with labeled samples, then a discriminator based on three-layer neural network
is trained from the compressed representation. Finally the discriminator can output
the most valuable unlabeled samples from the candidate set. The experimental
results show that the AVAM proposed in this paper is superior to active learning
models with the first or second phase only.

Keywords: Active learning · Air quality estimation · Variational adversarial

1 Introduction

Monitoring air quality is helpful for the health of people. Since air quality stations are
very expensive to establish andmaintain,with the goal to save cost, air qualitymonitoring
stations are deployed at only a few locations, and the stations are actuated at partial time.
As a result, we can only monitor partial air quality data. To acquire the overall air quality
data of the whole area during a whole time period, air quality estimation can be adopted.
Air quality estimation aims to estimate air quality at other locations and time based on
the air quality data already monitored.

Most existing work focus on the accuracy of estimation only, without paying atten-
tion to the collecting cost of data used for estimation. In fact, according to the viewpoint
of active learning [1], different known data can get different accuracy of the estimated
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results. Therefore, it is necessary to study an active spatio-temporal data sampling strat-
egy so that only a small number of samples need be collected to obtain the desired
estimation accuracy. In other words, active sampling is performed on a fixed number of
known samples and estimation algorithms, which leads to higher estimation accuracy.

A small number of existing work addressed on this challenge. However, they adopt a
shallow estimation algorithm which may not be able to capture the complex interaction
between the influencing factors. In view of the success of deep learning in many fields,
we try to study the effect of deep learning model on air quality estimation, and more
importantly, the active sampling strategy corresponding to deep learning. We call such
a framework deep active learning. It samples a batch of the most informative sample
through active learning strategy, then these sample are manually labeled and added to
the training set, finally a deep neural network model is trained. In this paper, we propose
a deep active learning model called active variational adversarial model (AVAM), which
is an improvement of Variational Adversarial Active Learning (VAAL) [20]. VAAL
selects from the full samples, while AVAM selects from the filtered samples, which adds
a selection mechanism to make the selected sample more informative. And AVAM can
save sensing cost when estimating overall air quality.

The main contributions of this paper are listed as follows:

• Propose the active variational adversarial model (AVAM) that combines deep learning
and active learning. AVAM has two selection phases to output the most valuable
unlabeled samples to be labeled next. AVAM contains a deep learning model suitable
for air quality estimation which has better performance than baseline methods.

• Evaluate AVAM on an air quality dataset with 44 stations in southern China from
August 2014 to April 2015.

2 Related Work

Data Estimation. Rana [2] and Zhu [3] respectively proposed the compressed sensing
method to collect and estimate noise and traffic condition data under the condition of less
sampling. In other words, spatio-temporal data completion is achieved through the data
reconstruction technology of compressed sensing and the spatio-temporal correlation
(such as sparsity) of the data itself. Similarly, Yang [4] proposed a technology based on
sparse representation which can reveal the spatial and temporal correlation of traffic flow
and then find out which sections of traffic flowwill affect the traffic flow of the section to
be speculated. Zheng et al. [5] proposed cross domain data fusion, using a small amount
of air quality monitoring stations measured value and a large number of multi-sources
heterogeneous information (weather, traffic, road structure, POI), equivalent to adding
dimensions to the data characteristics of no air quality monitoring station area and then
speculated their air qualities through machine learning techniques. Some of the methods
used in air quality prediction can also provide references for air quality class estimation.
For example, some statistical models such as linear regression, regression tree [6] and
neural network [7] have been applied to the real-time prediction air quality. Song [8]
and Zhu [9] used time series method and BP neural network method to establish models
of air quality prediction and then predicted and analyzed the concentrations of SO2,
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NO2 and particulate matter. Lin [10] and Meng [11] proposed an AQI prediction model
and an AQI classification prediction method based on random forest. Su [12] and Yang
[13] applied the grey theory model to predict the changing trend of AQI and predicted
the concentration of pollution factors in the next 10 years. Chang [14] selected kriging
interpolation and combined the idea of active learning to provide a kriging model of air
quality estimation for any given location based on the lack of air quality data.

Active Learning. Iglesias [15] proposed a sample selectionmethod based on committee
voting (query by committee, QBC). This method trained two or more classifiers to form
a committee based on the labeled sample set. Each committee member in the committee
voted on the unlabeled samples and then the samples with the most inconsistent voting
results were selected as candidate samples. Wang [16] proposed the study of uncertainty
based active learning algorithm, including the Least Confidence, Margin Sampling, and
Entropy Sampling, which were all calculated based on the probability in the prediction
to find the most informative unlabeled samples.

Deep Active Learning. Gal [17, 18] proposed dropout using in the neural network
prediction phase (i.e., the test samples pass the network randomly) lead to unbiased
MonteCarlo estimated the mean and variance and then measured the uncertainty of
unlabeled data through variance, and put forward Bayesian active learning by disagree-
ment (BALD) which maximized the mutual information between predictions and model
posterior. Yoo [19] proposed the active learning method by introducing a loss prediction
module to estimate the loss value of unlabeled data. Sinha [20] used VAE and adversarial
network to learn the query strategy of unlabeled data and labeled data distribution in
potential space. Tran [21] proposed the Bayesian generative active deep learning model
which used the traditional pool-based active learning method to select samples and then
trained the generative adversarial model to generate samples.

3 Problem Description

Air Quality Index (AQI) describes the extent to which the air is clean or polluted, and
the impact on health. The air quality report issued by the environmental monitoring
department every day includes the concentration values of various pollutants. However,
these abstract data have no specific meaning for most people and it is no way to judge
the current air quality level from them. Therefore, the environmental protection agency
calculates the AQI through several major pollution criteria. People can clearly judge
whether the air quality is healthy through the number. The major pollutants participating
in the AQI assessment are PM2.5, PM10, NO2, O3, SO2, CO. Specifically, the air mon-
itoring station will monitor and record the air quality data which obtain PM2.5, PM10,
NO2, O3, SO2 pollutant concentration information and then obtain the AQI through
calculation. The calculation formula is presented as follows:

I = Ih − IL
Ch − Cl

(C − Cl) + Il (1)

where I is the AQI, C is pollutant concentration, Cl , Ch are the limit values of the
pollutant concentration, Il , Ih are the corresponding limit values of AQI.
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In this article, we use standards published by the U. S. environmental protection
agency to divide the air quality index into six levels. Each level has a corresponding
AQI’s range, state, and class. We regard each AQI level as the class to be estimated and
the higher class value represents the worse air quality, as shown in Table 1.

Table 1. Description of air quality and air pollution index

AQI Air Quality Index Level (State) Class

0–50 Level I (Good) 0

51–100 Level II (Moderate) 1

101–150 Level III (Mild pollution) 2

151–200 Level IV (Moderate pollution) 3

201–300 Level V (Severe pollution) 4

301–500 Level VI (Serious pollution) 5

We use the AQI class to describe air quality. Our objective is to identify the rela-
tionship between AQI, time, spatial position and meteorological features, and estab-
lish an effective model. When given a specified time, a specified spatial position and
meteorological data, the air quality class can be estimated by our model.

Given air quality data
{
AQItS

}T
t=1, meteorological data

{
M t

S

}T
t=1, where S is the set of

air quality monitoring stations {S1, S2, . . . , Sn} and T is the timestamp set of the known
AQI, we aim to actively collect a subset of unknown air quality data to estimate the AQI

for each monitoring station
{
AQIkS

}K
k=1 at time k where K is the timestamp set of the

unlabeled AQI.

4 Data Preprocessing

4.1 Data Description and Missing Data Processing

In this experiment, we use air quality data sets andmeteorological data sets [22]. The data
set contains air quality data and meteorological data from 437 air monitoring stations
in 43 cities from May 2014 to April 2015. Each air quality data contains information
on pollutant concentration at a specific time and each meteorological data contains
information on meteorological characteristics at a specific time.

Our aim is to estimate the air quality class at a given time and locationwithmaximum
accuracy through actively collecting a small number of samples. This requires the data
set to be complete, in other words, it requires hourly air quality data and meteorological
data at each station from May 2014 to April 2015. However, there are a lot of missing
data in the existing data set. So we need to fill in the missing values of the data.

There are three spline interpolationmethods to solve the problem for the datamissing
value completion: linear interpolation, Quadratic-Spline interpolation, and Cubic-Spline
interpolation.
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Air quality data of each station should be normally recorded hourly. So the complete
air quality data for a single station has 8,760 records a year. We selected the station 9017
with most data records which has 8,556 air quality data and then extracted the AQI data.
Next, we used the above three methods to experiment with AQI data and then selected
the best method to complete the missing data. In the experiment, 500, 1000, 1500, 2000
and 2500 records were randomly missing from the AQI data of station 9017. We used
MAPE:

MAPE =
n∑

t=1

|observedt − predictedt
observedt

| × 100

n
(2)

as the evaluation standard and recorded the time spent in each experiment, details are
shown in Table 2.

Table 2. Performance comparison of different interpolation methods

MAPE TIME

Linear Quadratic Cubic Linear Quadratic Cubic

500 7.36 7.64 7.87 0.085 s 0.086 s 0.078 s

1000 7.84 8.23 8.47 0.126 s 0.102 s 0.107 s

1500 8.10 8.26 8.48 0.119 s 0.122 s 0.124 s

2000 8.30 8.56 8.78 0.141 s 0.142 s 0.144 s

2500 8.65 8.96 9.18 0.161 s 0.167 s 0.170 s

As shown in Table 2, the time of various methods is basically the same and MAPE
value of linear interpolation shows the best result in each missing case. Therefore, linear
interpolation is used to complete missing values of air quality data and meteorological
data. There are too much missing data in most monitoring stations. So we screened more
than 6000 existing data and finally selected 44 stations in southern China from August
2014 to April 2015.

4.2 Data Feature Processing

The final data record is shown in Table 3. The data features of this paper include time
feature, space feature and meteorological feature. Time features include year, month,
day, hour all of which are class feature. Spatial features include longitude and latitude
which have specific meanings and belong to numerical features. Meteorological features
includeweather, temperature, humidity, pressure, wind speed andwind direction, among
which weather and wind direction are class feature. Different number of weather and
wind direction characteristics represents different weather and wind direction, details as
shown in Table 4 and Table 5.

In the process of data processing, we used embedding [23] and z-score (zero-mena
normalization) to reduce the spatial dimension of the discrete variable, and then elimi-
nated dimensional relationships between variables to make data comparable. For class
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Table 3. About final complete data record

Station_id Year Month Day Hour Latitude Longitude Weather

4002 14 8 1 0 22.53424 113.98487 1

Temperature Pressure Humidity wind_speed wind_direction aqi Class

31 998.3 76 0.8 3 38 0

Table 4. About different weather labels corresponding to different meanings

0 1 2 3 4 5 6 7 8

Sunny Cloudy Overcast Rainy Sprinkle Moderate
rain

Heaver
rain

Rain
storm

Thunder
storm

9 10 11 12 13 14 15 16

Freezing
rain

Snowy Light
snow

Moderate
snow

Heavy
snow

Foggy Sand
storm

Dusty

Table 5. About different wind direction labels corresponding to different meanings

0 1 2 3 4 9 13 14 23 24

No East West South North Unstable South east North east South west North west

features, embedding makes it possible to express the variable meaningfully after the
transformation. For numerical features, we used z-score which can uniformly convert
different data ofmagnitude into the sameorder, and uniformly used the calculated z-score
value to ensure the comparability between data.

We detailed the embedding settings for class features (see Table 6). Dimension
represents the dimension after one-hot encoding.We reduced the dimensions of the class
features to two or three dimensions and made themmore meaningful. More importantly,
it is beneficial to the training of neural networks.

5 Proposed Method

In this section, the active variational adversarial model proposed in this paper and related
knowledge are introduced in detail.

5.1 Acquisition Function for the First Phase of Active Learning

The acquisition function is the most important part of active learning. In active learning,
we used the acquisition function to actively select most representative unlabeled data.
Then we formulated the acquisition function, given a estimation model θ , unlabeled
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Table 6. Embedding setting. Dimension is treated by feature one-hot encoding.

Data Feature Dimension Embedding

Time Year 15 2

Month 12 2

Day 31 3

Hour 24 3

Meteorological Weather 16 2

Wind direction 24 3

data set DU , and input x ∈ DU . The most informative sample X ∗ was selected from the
unlabeled data set DU by:

x∗ = arg maxx∈DU
a(x, θ) (3)

where a(x, θ) is the acquisition function. Next, we proposed several commonly
acquisition functions as follows:

(1) The samples with the maximum information entropy are the ones where the current
classifier is least able to determine its classification. Therefore, select unlabeled
points based on predictive entropy (Entropy):

a(x, θ) = −
∑

m

p(y = m|x, θ) log p(y = m|x, θ) (4)

where y is the class label, m is a real number.

(2) Look for the prediction sample with the least confidence in the classifier, the one
with the lowest probability of predicting the most likely category. So select the
sample with the least confidence (LC):

a(x, θ) = 1 − max
y

p(y|x, θ) (5)

(3) Look for the prediction sample with the most dilemma of the classifier. In other
words, select the sample which the probabilities of the two most likely categories
predicted are very close (Margin):

a(x, θ) = −(max
m∈L p(y = m|x, θ) − max

m∈L\m+ p(y = m|x, θ)) (6)

where L contains all categories, m+ is the m that maximizes the first half of the equation,
and when you maximize the second half, you should delete this m.

We referred to reference [18] and used their approximate distribution method
to approximate three methods above and generate the corresponding three methods
Entropy_dropout, LC_dropout, Margin_dropout.
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(4) Entropy_dropout:

a(x, θd ) = −
∑

m

p(y = m|x, θd ) log p(y = m|x, θd ) (7)

where θd is a estimation model, which uses dropout during the test phase.

(5) LC_dropout:

a(x, θd ) = 1 − max
y

p(y|x, θd ) a(x, θd ) = 1 − max
y

p(y|x, θd ) (8)

(6) Margin_dropout:

a(x, θd ) = −(max
m∈L p(y = m|x, θd ) − max

m∈L\m+ p(y = m|x, θd )) (9)

(7) Random sample (RS): sample the data in the DU by using a random function.

5.2 The Second Phase of Active Learning

The second stage of active learning in this paper is Variational Adversarial Active Learn-
ing. The VAAL [20] draws lessons from generative adversarial networks to learn the
active sampling strategy. The VAAL model comprises a variational autoencoder (that
learns the potential space of unlabeled data and labeled data) and a discriminator (that
discriminates between unlabeled and labeled data). The purpose of VAAL is that in the
minimax game between VAE and adversarial network, deceive the adversarial network
to predict all data as labeled data through train VAE, and train the adversarial network
to discriminate the distribution of different typed data in the potential space so as to
distinguish labeled data from unlabeled data.

5.3 Active Variational Adversarial Model

The main technical contribution of this paper is to combine acquisition function for
the first phase and the second phase of active learning for selecting the more valuable
candidate set. As a result, the discriminator can better discriminate the labeled data from
the unlabeled data and find the most uncertain data in the unlabeled data (see Fig. 1).

In our model, X ∗
1 and X ∗

2 were screened out by selecting two different acquisition
functions from the unlabeled dataset, and merged into candidate set. Then we used a
variational autoencoder for labeled dataset and partial unlabeled dataset representation
learning, in which the encoder used gaussian priori to learn the low-dimensional space
as the underlying distribution and reconstructed the input data of the decoder. In order
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Fig. 1. Network architecture of our proposed model

to discover the missing features of labeled data in transductive representation learning,
we can benefit from using unlabeled data and performed transductive representation
learning. The objective function of the VAE in transductive representation learning is
presented as follows:

LtrdVAE = Ez∼p(zL|xL)[− log q(xL|zL)] + KL(p(zL|xL)||q(z))
+ Ez∼p(zU |xU )[− log q(xU |zU )] + KL(p(zU |xU )||q(z)) (10)

where q(x|z) is the probability distribution of the generative model and p(z|x) is the dis-
tribution of the hidden variable z calculated from x. q(z) is the distribution of the space of
hidden variables and prior distribution. In the experiment,we used the reparameterization
trick to calculate the gradient [24].

The transductive representation that VAE learned is the representation of the under-
lying characteristics of labeled and unlabeled data. In AVAM, we assigned a value to
the potential space of the data, that is, labeled it 1 if the data is labeled, and labeled it
0, otherwise. Then we created a discriminator network and formed an adversarial net-
work with VAE to learn the adversarial representation of the data in the potential space.
In the process of minimax game between VAE and discriminator network, train VAE
to fool the discriminator that predicts all inputs as labeled data and train discriminator
network to distinguish the distribution of different typed data in the potential space so
that labeled data were distinguished from unlabeled data. On the other hand, the dis-
criminator attempts to efficiently estimate the probability of unlabeled data. We defined
the objective function under the adversarial role of the VAE as follows:

LadvVAE = LBCE(q(xL|zL), l) + LBCE(q(xU |zU ), l) (11)

where LBCE is simply a binary cross-entropy cost function. The final loss function of
VAE as follows:

LVAE = λ1L
trd
VAE + λ2L

adv
VAE (12)

where λ1 and λ2 are hyperparameters corresponding to LtrdVAE and LadvVAE on learning a
valid variational Adversarial representation. The final loss function of the discriminator
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is presented as follows:

LD = LBCE(p(zL|xL), l) + LBCE(p(zU |xU ), 0) (13)

Our full algorithm is shown in Algorithm 1. Through Algorithm 1, we can obtain
the parameters θVAE , θD. For the sampling strategy in AVAM, we used the probability
associated with the prediction of the discriminator network as the score to select b
samples with the lowest score and sent them to Oracle for marking. The sampling
strategy in AVAM is shown in Algorithm 2.
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6 Experiments

We divide the experiment into two parts. The first part is learning of AQI level, which
proves the effectiveness of theDNNmodelwe designed. Therefore, we apply theDNN to
the AVAM. The second part is active learning of AQI level, which verifies the feasibility
of the AVAM.

6.1 Learning of AQI Level

In this section, we aim to design a deep neural network for AQI category estimation.
And the validity of the proposed deep neural network is verified by comparing it with
the traditional machine learning algorithm for classification problems.

Dataset. We used the data after data preprocessing of Chapter 4.

Data Partitioning. The data set was randomly scrambled and divided into training set,
validation set, and test set according to the proportion of 70%, 10%, and 20%.

Implementation Details. We used a simple neural network with three hidden layers of
sizes 256, 128, 128. Learning rate starts at 10−3, its decay is set to 0.6 and its change is
related to the loss of the validation set. Training dropout rate is set to 0.1.L2 regularization
is set to 10−3 in the output layer.

Machine Learning Algorithm (Baseline). We compared the designed DNN with the
following five traditional machine learning algorithms.

• k-NearestNeighbor: KNN is classified by measuring the distance between different
features. In other words, if most of the k nearest samples of a sample in the feature
space belong to a certain category, then the sample is also classified into this category.
In the experiment, we set the main parameter K to three.
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• Logistic Regression: The goal of logistic regression is to find a decision boundary
that is sufficiently distinguishable to separate the two classes well. In the experiment,
we set the main parameter penalty to L2 regularization.

• Decision Tree: The basic idea is to select one feature when split one node at a time
so that the resulting dataset is as pure as possible.

• Random Forest: Random forest is bagging of the decision tree, and its core idea is
a double-random process of random put back sample sampling (row sampling) and
random no put back feature sampling (column sampling). Parameter n_estimators is
set to 27, which represents the number of trees in the forest

• Gradient Boosting:Gradient boosting is a machine learning technique for regression
and classification problems that generates predictive models in the form of a set of
weak predictive models.

Evaluation Metrics. We used prediction accuracy to evaluate our algorithms.

Table 7. Comparison between DNN and machine learning algorithm

Method DNN Logistic
regression

Decision tree Random forest Gradient boosting

Accuracy 79. 88% 60.78% 76. 82% 79. 39% 69. 08%

The results are shown in Table 7. For DNN, we did 5 experiments and took the
average result as the final result. Experimental results show that the DNN we designed
has the best performance compared to the machine learning algorithm and is an effective
deep learning model for AQI category estimation.

6.2 Active Learning of AQI Level

In this section, we used the method AVAM presented in this paper to compare with the
baseline and verify the feasibility of our approach.

Dataset. We used the data after data preprocessing of Chapter 4.

Data Partitioning. The data set was randomly scrambled and divided into training set,
sample set, validation set and test set according to the proportion of 5%, 65%, 10%,
and 20%. The validation set and the test set are consistent with the data partitioning in
Sect. 5.1.

Implementation Details. The architecture used in the task module for category esti-
mation of AQI is the designed network in Sect. 6.1, where VAE has five layers with size
32, 16, 8, 16, 32, respectively. The discriminator is a 3-layer neural network. Adam [25]
is used as the optimizer for VAE and discriminator module with an equal learning rate
of 2 × 10−4. In the first phase of active learning, we used two methods to sample 7%
data respectively and combined them into the candidate set. Finally, we sampled 5% of
the whole data from the candidate set in each batch.
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Comparison Targets (Baseline). We compared our method with random sampling
(RS), LC-based sampling, Margin-sampling, and Entropy-based sampling and VAAL.
Details of the methods are shown in Sect. 5.1 and Sect. 5.2. We referred to reference [18]
and used their approximate distribution method to approximate methods LC, Margin,
Entropy, and generate the corresponding three methods LC_dropout, Margin_dropout,
Entropy_dropout.

Evaluation Metrics. We used prediction accuracy to evaluate our algorithms.

The result is shown in Fig. 2. Each point is an average of 3 trial with different initial
labeled samples and has a corresponding error bar. Experimental results show that both
LC-based and Margin-based methods are better than the other three methods. In the
last active learning cycle, the LC, the Margin and the entropy methods show 79.75%,
79.79%, and 79.77% respectively, while the VAAL and RS show 78.9% and 78.92%
respectively. Our method shows the highest performance for all active learning cycles.
In the last cycle, our method achieves an accuracy of 79.82%.

Fig. 2. The initial training set is 5%. We sampled 9 times and 5% unlabeled data each time (up
to 50% of labeled data and averaged over 3 repetitions). We compared our method containing
methods LC and Margin with five acquisition functions (RS, LC, Margin, Entropy, VAAL).

Since the approximate distribution method in reference [18] has better experi-
mental effect, we considered adding this method to the traditional active learning
method. Figure 3 shows the comparison of three traditional active methods Margin, LC,
and Entropy with the corresponding three methods Margin_dropout, LC_dropout, and
Entropy_dropout after the approximate treatment of reference [18]. The results show that
the approximation method is better than the original method. Therefore, we conducted
another set of comparative experiments. We compared our method AVAM_dropout,
which contains methods LC_dropout and Margin_dropout, with four acquisition func-
tions. The result is shown in Fig. 4. In the last active learning cycle, the LC_dropout, the
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Margin_dropout, and the entropy_dropout show 79.73%, 79.68%, and 79.64% respec-
tively, while the RS shows 78.92% respectively. In the last cycle, our method achieves
an accuracy of 79.85%. In general, our method shows higher performance.

Fig. 3. The traditional active learning methods (Margin, LC, Entropy) are compared with the
methods of Bayesian (Margin_dropout, LC_dropout, Entropy_dropout).

Fig. 4. The initial training set is 5%. We sampled 9 times and 5% unlabeled data each time (up to
50% of labeled data and averaged over 3 repetitions). We compared our method AVAM_dropout,
which contains methods LC_dropout and Margin_dropout, with four acquisition functions (RS,
LC_dropout, Margin_dropout, Entropy_dropout).

7 Conclusion

This paper studies how to actively collect a subset of unknown air quality data to estimate
air quality categories at other time and locations. To address this problem, we propose
an active variational adversarial model (AVAM) that selects the most valuable unlabeled
samples. The experimental results show that the proposed model is more effective than
the traditional active learning method. This paper does not consider the influence of
traffic conditions, personnel flow, road network and points of interest on air quality
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categories. In the future, we will not only consider these factors but also study other
methods to further improve the estimation accuracy.

Acknowledgement. This work is supported by theNational Natural Science Foundation of China
under grant No. 61772136.
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Abstract. Recently, the classification of multivariate time series has attracted
much attention in the field of machine learning and data mining, due to its wide
application values in biomedicine, finance, industry and so on. During the last
decade, deep learning has achieved great success in many tasks. However, while
many studies have applied deep learning to time series classification, few works
can provide good interpretability. In this paper, we propose a deep sequencemodel
with built-in interpretability by fusing deep learning with prototype learning, aim-
ing to achieve interpretable classification of multivariate time series. In particu-
lar, an input sequence is classified by being compared with a set of prototypes,
which are also sequences learned by the developed model, i.e., exemplary cases
in the problem domain. We use the matched subset of the MIMIC-III Waveform
Database to evaluate the proposed model and compare it with several baseline
models. Experimental results show that our model can not only achieve the best
performance but also provide good interpretability.

Keywords: Multivariate time series · Interpretable classification · Deep
learning · Prototype

1 Introduction

The multivariate time series classification problem, aiming to identify the label for
multivariate data streams, has been widely studied in the field of data mining. In the
era of Internet of Things, a huge amount of time series are being produced day by
day, such as electronic health records (EHR) in health care, stock records in financial
domain, weather records in meteorology. How to effectively use these time series to
guide production and life is a challenging problem.

The existing methods for multivariate time series classification include bag of pat-
terns [1], shapelets [2] and deep learning methods [3, 4]. Both bag-of-patterns and
shapelets need to parse the time series, which aims to convert the time series into a
wide range of subsequences or pattern sets as feature candidates. Usually, the pro-
cess of feature extraction is time-consuming and highly complex. Deep learning-based
methods can automatically learn the feature representation from time series and have
achieved great success in many classification tasks. However, the deep learning model
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is regarded as a “black box” that lacks transparency, which limits its application in many
key decision-making scenarios.

Many studies have been conducted to overcome the shortcoming of deep learning.
The first approach is the hidden analysis method [5], which explains the deep neural
network by visualizing, anti-mapping, and marking the features learned by hidden neu-
rons. The second approach is the simulated model [6], which uses model compression
methods by constructing a simple model and imitating the decision function of the orig-
inal deep model to achieve model transparency. The third one is the sensitivity analysis
method [7], which makes each attribute change within the possible range, investigates
and predicts the impact of these attribute changes on the model’s output. The last one is
the attention mechanism [8], which mimics the human visual attention mechanism and
focuses on the specific parts that are critical to the output. However, in the reasoning
process of capturing the original model, the post-hoc explanations may be incomplete
or inaccurate.

Other than these above approaches, we choose to adopt the idea of prototype learning
to build a deep learning model with built-in interpretability. Prototype learning is a form
of case-based reasoning [9], which obtains the learning result by comparing the input
with several prototypes in the problem domain. It mimics the problem-solving process of
human beings and can be better interpreted. For example, doctors diagnose new patients
based on previous diagnosis experience. In the past two years, there have been several
attempts to apply prototype learning to deep neural networks to build models with built-
in interpretability. Oscar et al. [10] applied prototype learning to build interpretable
image classifiers. Yao et al. [11] and Alan et al. [12] applied prototype learning to model
one-dimensional time series. However, little work has been done on applying prototype
learning to multivariate time series modeling.

To facilitate interpretable modelling of multivariate time series, we propose a mul-
tivariate time series classification model by fusing deep neural networks and prototype
learning (MTSPL). The model obtains classification results by comparing the input
sequences with the prototype sequences, and thus achieves built-in interpretability. Fur-
thermore, we introduce a prototype diversity penalty mechanism that explicitly accounts
for prototype clustering and encourages the model to learn more diverse prototypes. To
summarize, the main contributions of this paper are as follows:

• To the best of our knowledge, this is the first attempt to adopt prototype learning
for multivariate time series classification. We fuse deep neural networks with proto-
type learning and develop a multivariate time series classification model with built-in
interpretability.

• Experiments on real-world data sets show that MTSPL outperforms state-of-the-
art baseline methods and achieves satisfactory classification results. Specifically, we
visualize the learned prototypes to showcase the interpretability of the obtained results.

The rest of this paper is organized as follows. Section 2 introduces the related work,
followed by the detailed description of the proposed MTSPL model in Sect. 3. Section 4
verifies the model through experiments, and Sect. 5 concludes the paper.
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2 Related Work

In this section,wemainly introduce recentworks onmultivariate time series classification
and interpretable deep learning.

2.1 Multivariate Time Series Classification

To classify multivariate time series, a classical approach is to design specific similar-
ity/distance measures and then build classification models accordingly. For example,
Lines et al. [13] proposed a similarity measure that quantifies the distance between two
series after compensation for localized distortions. The similarity/distance measure is
employed with Elastic ensemble (EE) which is a combination of 11 nearest neighbor
classifiers. Wistuba et al. [14] used a method called UFS to select representative patterns
from multivariate time series. Ghalwash et al. [15] searched for shapelets by sliding
windows, and then used the found shapelets to construct a classification model. Keogh
et al. [16] used shapelets to build a decision tree with information gain as the metric,
and adopted the Euclidean distance between shapelets and time series as the basis for
classification. Although bag-of-patterns and shapelets can provide interpretability, the
process of feature extraction is time-consuming and highly complex.

In recent years, deep learning has been used formultivariate time series classification,
and has achieved great performance. Zheng et al. [17] first proposed amulti-channel deep
convolutional neural network (MCDCNN), which applied independent convolution on
each channel of multivariate time series and used a second convolution on the cascaded
convolution channels. Zhao et al. [18] proposed a time convolutional neural network for
classification of multivariate time series, applying the same convolution on all channels.
Zhang et al. [19] proposed a multi-scale convolutional encoder and decoder architecture
for abnormal diagnosis of multivariate time series. The convolutional encoder was used
to extract time series features, based on the feature map that encodes the correlation
between time series and time information, the time series is reconstructed using a con-
volutional encoder, and errors are used to detect and diagnose anomalies. Liu et al. [20]
proposed a tensor scheme formultivariate time series classification and a new deep learn-
ing structure-Multivariate Convolutional Neural Network (MVCNN), which considers
multivariate and lag-feature characteristics. These methods can automatically learn the
feature representation from time series and has achieved satisfactory performance in
many classification tasks. However, deep learning is regarded as a “black box” that
lacks transparency, none of the above work had considered the interpretability of deep
learning.

2.2 Interpretability

Many interpretable methods have been proposed to overcome the opacity of deep learn-
ing. Guo et al. [21] explored the internal structure of LSTMs to make interpretable
predictions of multivariate time series. Irene et al. [22] first proposed the use of DNN
with Layerwise Relevance Propagation (LRP) for EEG analysis. Through LRP, a single
experiment DNN decision was transformed into a heat map, indicating that which data
point is related to the decision result. Strobelt et al. [23] visualized changes in the internal
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state of RNN to understand the role of hidden units. Goodfellow et al. [24] used global
average pooling to generate Class Activation Maps (CAM) to provide explanations for
deep CNN. Qin et al. [25] proposed a two-stage attentionmechanism to determine which
input sequence and which input value are most relevant to the decision outcome. Tian
et al. [26] explained the RNN decision by adding time decay factor and attention mech-
anism to identify important time nodes and diagnostic codes. These methods explained
deep learning by extracting and highlighting the most relevant parts of the training pro-
cess. However, in the process of capturing the reasoning of original model, the post-hoc
explanations may be incomplete or inaccurate.

To address this issue, some studies have focused on building models with built-in
interpretability. Some traditional techniques, such as typical linear models and decision
trees, are considered inherently interpretable models. However, they can’t model com-
plex relationships of time series, thus the performance is usually unsatisfactory. To build
models that are interpretable and highly accurate, Oscar et al. [10] applied prototype
learning to modeling image data to build interpretable image classifiers. Yao et al. [11]
and Alan et al. [12] applied prototype learning to modeling one-dimensional time series
data. These models are case-based reasoning, which explain the output of the model by
comparing the similarity between inputs and typical cases, rather than highlighting the
most relevant part of the input. By combining the advantages of deep learning with the
interpretability of case-based reasoning, prototype learning is able to construct a deep
neural network with high accuracy and interpretation.

3 Method

In this section, we first introduce the overall architecture of the proposed model in
Sect. 3.1, and then introduce components of the model in Sects. 3.2 to 3.4.

3.1 Model Architecture Overview

Multivariate input data is represented as χ = {X1,X2, . . . ,XN }, Xn ∈ R
N×l , where N is

the number of multivariate dimensions, l is the length of the time series. Every Xn has a
corresponding label yn. Given a multivariate time series χ = {X1,X2, . . . ,XN }, the task
is to train a classifier to predict the corresponding labels Y = {y1, y2, . . . , yN }.

Figure 1 shows the overall framework of the proposed model. The basic architecture
of the model is similar to the one proposed by Li et al. [10]. The framework consists of
three parts: data encoding, prototype learning, and fully connection layer.

It has been proven that convolutional neural network (CNN) can achieve great per-
formance on classification tasks, so we propose to use convolutional neural network
to encode the multivariate time series. However, while convolutional neural network
has unique advantages on image processing due to its special structure of local weight
sharing, which reduces the complexity of the network, time series data is very different
from image data. Specifically, image data is generally a 3-dimensional tensor, so we first
need to convert multivariate time series to a 3-dimensional tensor. After data conversion,
a low-dimensional time series embedding is learned in the data encoding component.
With low-dimensional embeddings, the next step is to learn the prototype of each class.
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Fig. 1. Overall framework of the proposed model.

Here, the class prototype is the feature representation (embedding) of each class, which
contains the same embedding size as the time series. The intuition is learning a class
prototype for each class, which has a smaller distance from data samples in the same
class, but a larger distance from data samples in different classes.

3.2 Data Encoding

Data Preprocessing. Obviously, the format of image data and time series data is dif-
ferent. Each RGB image includes three channels, and each channel consists of a two-
dimensional array. In other words, the image can be represented as a 3-D tensor. In
addition, time series have a time attribute. In order to convert a multivariate time series
into a 3-D tensor, we first take a sliding window of specific size (e.g., 750 points) so that
we can process the data and do batch classification. Then we convert each time series
into a 3-D tensor, and then stitch them together. The depth of the stitched tensor is the
number of time series variables.

Encoding. The encoding of time series is to learn a low-dimensional embedding for
each time series through the neural network based on function c. In order to extract
the characteristics of multivariate time series, we use the multi-layer convolution neural
network. Specifically, four convolutional layers are applied on each transformed data.
We set the default number of filters for the four convolutional layers as 32 and set the
number of kernels as 3, remove the fully connected layer of CNN, and obtain a potential
representation h(Xn). The embedding process can be expressed as:

ei = c(Xi) ∈ R
p, (1)

where i is the ith multivariate time series, and p is the dimension of embedding.
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3.3 Prototype Learning

Prototype network learns n prototype vectors in the latent space, p1, p2, . . . pn ∈ R
p,

which have the same length as the obtained representation of the input data. We use
squared Euclidean distance to calculate the similarity between the representation and
each prototype.

s =
(
||ei − p1||22, ||ei − p2||22, . . . , ||ei − p1||2n

)
, (2)

The number of prototypes n is set in advance. In our experiments, we found that
when the number of prototypes n is large, there will be too many similar or even repeated
prototypes. Havingmultiple similar prototypes in the interpretationmay cause confusion
and inefficiency for usage. In order to solve this issue, we use regularization terms to
punish prototypes that are close to each other to ensure the diversity of prototypes.
Meanwhile, the regularization terms also can help improve the classification accuracy
and the prototype coverage of the data represented in the latent space:

R(P) =
∑n

i=1
maxi>j

(
threshold ,

∣∣∣∣pi − pj
∣∣∣∣2
2

)
, (3)

where threshold is used to classify whether two prototypes are close or not. We set
threshold = 1.0 in our experiment.

3.4 Fully Connection

In the prototype network, the embedded input is compared with each prototype in the
latent space to obtain a similarity vector s. Then, the final classification result is obtained
using a fully connected layer:

f = Ws, (4)

where W ∈ R
o×n, o is the number of classes.

In order to distinguish the category of multivariate time series, we use the Softmax
layer to calculate the output probability:

yi = exp(fi)∑
j exp

(
fj
) . (5)

In this work, we improve the classification accuracy byminimizing the cross-entropy
loss:

L =
∑N

i=1
y(i)log ŷ(i) +

(
1 − y(i)

)
log

(
1 − ŷ(i)

)
. (6)

Moreover, in order to improve interpretability, Li et al. [10] proposed two inter-
pretability regularization terms. The minimization of R1 requires each prototype to be
as close as possible to at least one training sample in the latent space. The minimization
of R2 requires training samples in latent space are close to at least one prototype vector,
which means that R1 will promote the generation of meaningful prototype vectors in the
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latent space, and R2 will cluster the training samples around the prototypes in the latent
space.

R1(P,X ) =
∑N

i=1
min||c(Xi) − pi||22, (7)

R2(P,X ) =
∑N

i=1
min||pi − c(Xi)||22, (8)

where P is the set of prototypes.
Thus, the loss function is updated to:

Loss = L + λ1R1(P,X ) + λ2R2(P,X ) + λR(P). (9)

4 Experiment

In this section, we present the performance evaluation results of the proposed MTSPL
model, which is implemented based on Tensorflow. Firstly, we introduce the data sets,
metrics and benchmarks used in the experiment. Then, we validate MTSPL’s perfor-
mance on Myocardial infarction (MI) detection, followed by analysis of the result’s
interpretability.

4.1 Experimental Settings

Datasets. The MIMIC-III dataset is a large open database published by the MIT Com-
putational Physiology Laboratory [27], which contains data from 53,423 de-private
patients in the intensive care unit of Beth Tsrael Deaconess Medical Center from 2001
to 2012. There are three parts: MIMIC-III Clinical Database, MIMIC-III Waveform
Database and MIMIC-III Waveform Database Matched Subset. The dataset we used
in this paper is MIMIC-III Waveform Database Matched Subset, which contains all
MIMIC-III waveform database records associated with the MIMIC-III clinical database
records.

We selected the data of patients who are admitted for the first time and are over 18
years old. Patients’ ICU types are divided into CCU and non CCU, and we focus on
CCU patients. In total, there are 1,354 patients with MI in the MIMIC-III database, and
the MIMIC-III Waveform Database matched subset contains 331 patients with MI. We
set the ratio of training set and test set as 7:3.

As the device maybe unstable at beginning, we gave up the first hour’s data of each
patient, and then we take a sliding window of specific size (e.g., 750 points) to partition
the time series into segments of 750 points. Example data of patients withMI and non-MI
are shown in Fig. 2 (a) and Fig. 2 (b):

Since the two variables differ greatly in value, the parameters and accuracy of the
model may be affected, so we first need to normalize the multivariate time series and
map the data to the range of 0 to 1. The normalized results are shown in Fig. 3.

Metrics. To evaluate the proposed model, we adopted classification accuracy and Area
Under Curve (AUC) as the evaluation metrics.
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a.MI  b.Non_MI

Fig. 2. Patients with MI and non-MI.

Fig. 3. Normalized time series.

Baselines. We compared MTSPL with two different benchmark models. The details of
the benchmarks are provided as follows:

• RNN (Doctor-AI) [28]: RNN + Softmax. It concatenates multi-hot vector with a
difference of time stamp as the input feature, and a Softmax layer is added after
bi-LSTM.

• CNN: CNN + Softmax. It uses four convolutional layers and 1 dimensional filter,
followed by a Softmax layer.

4.2 Result

We set λ1 = 0.05, λ2 = 0.05, λ = 0.01, learning rate = 0.001, and use the multi-layer
convolution neural network to train the model MTSPL.

The number of prototypes has an impact on the model’s performance, as shown in
Fig. 4. When the number of prototypes is small, the generated prototypes are not enough
to summarize all types of samples, resulting in a decrease in training accuracy. When the
number of prototypes is large, there will be some similar or even repeated prototypes,
resulting in low model training efficiency.

As shown in Fig. 4, when n = 10 the model can achieve the best performance. We
further optimize the prototypes based on prototype diversity, and finally get 7 prototypes.
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Fig. 4. The influence of different number of prototypes.

Table 1 lists the classification accuracy and AUC of each model, showing that our model
is superior to all other baselines.

Table 1. Classification accuracy of each model on MIMIC-III.

Model AUC ACC

Bi-LSTM 0.9714 0.9835

CNN 0.9901 0.9922

MTSPL 0.9933 0.9975

Specifically, according to Table 1, we can see thatMTSPL has a higher accuracy. The
reason should be that the proposed model can effectively capture potentially important
information and learn the evolutionary pattern of the data. The reasonwhyCNNachieves
better performance than Bi-LSTM may be that we convert multivariate time series into
3-D vectors, which is equivalent to inputting data as pictures. CNN can extract features
from such data more accurately, and thus outperforms the Bi-LSTM model.

4.3 Interpretation

Since the prototype is generated during training, a prototype-basedmodel is with built-in
interpretability. In our case, the learned prototypes correspond to evolutionary patterns
of the data, which can be used for disease classification. To verify the effectiveness
of prototype learning, we visualized some representative prototypes generated in the
training process, as shown in the left part of Fig. 5. From the generated prototypes,
we found that prototype learning can help learn the main differences between MI and
non-MI. For example, the prototype can learn the ST segment elevation of ECG signal,
which is very important for MI diagnosis. Based on the generated prototypes, one can
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obtain the final classification result by compare them with the input, as shown in the
right part of Fig. 5.

Fig. 5. Learned prototypes.

5 Conclusion

In this work, we proposed an interpretable multivariate time series modeling approach
called MTSPL, which combines prototype learning and deep learning to achieve inter-
pretability and high classification accuracy. The model promotes diversity of obtained
prototypes by penalizing prototypes that are too close in the latent space. At the same
time, the classification accuracy and prototype coverage of the data represented in the
latent space are improved.We observed that there is a trade-off between the interpretabil-
ity of the prototype and the accuracy of the model. When the number of prototypes is
small, most of the learned prototypes will be representative ones, but the classification
accuracy will decrease. When the number of prototypes is large, some of the generated
prototypes may not be representative, although better classification performance can
be obtained. Experiments on MIMIC-III Waveform Database matched subset showed
that MTSPL is not only as accurate as other advanced deep learning models, but also
produces more interpretable results and provides efficient support for clinicians to make
decisions.
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Abstract. The e-hailing platforms have transformed the way people
travel, live, and socialize. The efficiency of the platform is substantially
influenced by the distribution differences between demands and supplies
in the city. Therefore, an appropriate reposition vehicle strategy can sig-
nificantly balance this distribution difference, which will promote plat-
form benefits, customer goodwill and greatly alleviate traffic congestions.
Due to the complicated relationship between vehicles and the temporal
correlation of reposition actions, it is a challenging task to reposition
vehicles in the city. Existing studies mostly focus on individual drivers
that can hardly capture the relationship between drivers and long-term
variations of demands and supplies in the city. In this paper, we intro-
duce the reinforcement learning with geographic information and pro-
pose a geographic-based multi-agent deep deterministic policy gradient
algorithm (gbMADDPG). The algorithm is driver-centric which takes
the passenger searching time as an optimization goal to reduce the idle
time of vehicles. We will demonstrate the effectiveness of our proposed
algorithm framework through simulation experiments based on real data.

Keywords: Vehicle reposition · Multi-agent reinforcement learning ·
Deep reinforcement learning

1 Introduction

With the popularity of mobile devices and cellular mobile networks, the way peo-
ple’s daily travel has been transformed dramatically [2,3]. Unlike the traditional
unknownwaiting time tobe served,people canchoose thewayof “E-Hailing” tofind
a vehicle whenever they need to travel. The e-hailing platforms, such as Didi Chux-
ing1 and Uber2, provide the services that match passengers with vacant vehicles,
which can reduce passenger’s waiting time, improve vehicle utilization efficiency
(e.g. reduce the empty time of the vehicle) and alleviate city’s traffic pressure.

However, a major challenge for e-hailing platforms is to balance the distribu-
tion of demands and supplies. Although online e-hailing platforms have expanded
1 Didi Chuxing. [n. d.]. ([n. d.]). https://www.didiglobal.com/.
2 Uber. [n. d.]. ([n. d.]). https://www.uber.com/.
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the range of ride-hailing, its efficiency is affected by the distribution between
demands and supplies. If we can add a balancing mechanism to guide vehicles to
calibrate demand and supply in each region, it will greatly improve the service
quality of the e-hailing platforms and benefit all aspects of the e-hailing system
(e.g. improving platforms matching rate, increasing the driver’s income and pas-
sengers satisfaction). Thus, how to reposition vehicles is an important issue that
needs to be solved in the e-hailing platforms.

It is not a new issue in the relevant research fields. There are many data
mining methods [4–6,25] which based on the historical travel data to mine the
relationship between the passenger’s potential travel patterns and geography
information or other information that can be used to recommend the region to
the drivers. Traditional methods focus on analyzing the static data, while they
exist two major issues. One is that the reposition actions will change the rela-
tionships of demands and supplies in the region, but this change will not be
reflected because of the historical static data are constant. The other is that
reposition action not only influences the current time but also the future. These
issues reflect the limitation of traditional data mining methods. They lack con-
sideration of the dynamic environment, which depends on the reposition actions
that had been taken before.

We can view the reposition problem as a Markov Decision Process (MDP),
and by making sequential decisions, we can get different results. Therefore, our
problem transforms into how to find the best sequential decision. Reinforcement
learning (RL) [19] is well suited to solving MDP problems. The agent adjusts
its policy by interacting with the dynamic environment to obtain a reward and
maximize them so that it can form a strategy that matches each station with the
best action. Some researchers have utilized RL to study the vehicle reposition
problem [23]. However, traditional RL is hard to model from the urban-level, it
will generate a huge action space and state space, and it is almost impossible to
learn a repositioning strategy with such a huge action and state space.

In recent years, the deep neural network has made great success in multi-
ple fields, especially in deep reinforcement learning (DRL) [14]. Instead of using
tables to collect value, it used a neural network to approximate the real function
that matches the state and action to solve the complicated problems more effi-
ciently. Hence, we get a new strategy to solve the reposition vehicle problem–the
DRL. Yet, there are still some challenges when using DRL to solve this problem:

– The Proper Reward Setting. The RL is reward-driven [10], which is
trained based on rewards from environment feedback [1]. So, the RL’s opti-
mization objective is determined by the reward from the environment in some
sense. The previous studies had taken accumulated driver income (ADI) or
the order response rate (ORR) [7] as the reward to guide the vehicles to sat-
isfy the demands. Obviously, these settings consider more about the benefits
of the platforms but take less consideration for the vehicles (e.g. the search
time of the vehicles when hunting for a passenger). In real cases, we should
consider more about the vehicles, not only for the efficiency of vehicles but
also for urban transportation [26].
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– Urban-level Reposition. Although we can use DRL to solve high-
dimensional problems, it is still difficult to train an optimization policy in
constant time. There could be thousands of vehicles in urban, if we use the
DRL to solve the urban-level reposition problem directly, it will incur high
computational costs [15]. One approach is that we can use a multi-agent
reinforcement learning (MARL) method. To be specific, we can treat each
vehicle as an agent, thus decomposing high-dimensional problems into many
low- dimensional problems. But this approach will bring a new issue about
how to coordinate so many agents to maximize our rewards. We need a new
model.

– Geographic Information. As our problem is based on the city, geographic
information is important information. It can help us understand the urban
structure and the relationship between regions. Thus, if we merge geographic
information with DRL, we will solve our problem more rationally.

To address the above challenges, we propose a geographic-based multi-agent RL
algorithm. Our major contributions are as follows:

– We constructed a reasonable urban model based on the MARL framework
for the purpose of solving the problem more efficiently.

– We define a reward that considers both the search time of the vehicle and
the ORR, guiding the vehicle to learn the policy that reduces the search time
while guaranteeing the whole order response rate.

– We propose a geographic-based multi-agent reinforcement learning algo-
rithm and a geographic-based multi-agent deep deterministic policy gradient
(gbMADDPG). The algorithm can efficiently train large scale agents at each
time, and achieve an optimization result.

– Last but not least, we use the real taxi data sets from Manhattan to simu-
late real-world traffic and apply our proposed algorithm to the simulator to
demonstrate the effectiveness of the framework.

The rest of the paper is structured as follows. We introduce the related work in
Sect. 2. Then we will narrate the preliminaries and the urban model in Sect. 3.
The algorithm is described in Sect. 4 and the related experiments are presented
in Sect. 5. Finally, we conclude this work in Sect. 6.

2 Related Works

Vehicle Reposition. As an important part of urban transportation service,
taxi and ride-sharing services have provided great travel convenience for the
passenger. Many studies have focused on maximizing the efficiency of the vehi-
cles to reduce the cruised distance when hunting a passenger. In [8], the authors
proposed an advanced data mining algorithm to extract the taxi-patterns for
efficient passenger-finding. In [25], a taxi recommender system was proposed
based on the pick-up behaviors of high-profit drivers and the mobility patterns
of passengers. These methods usually make recommendations at the individual
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level. Actually, they will change the demands and supplies in turn [22], which
cannot guarantee long-term optimization. In reference [21], the authors mod-
eled the problem as a Markov Decision Process (MDP), which provides a good
reference for the work of this paper.

Reinforcement Learning. To solve the MDP problem, reinforcement learning
[19] is an effective way. Traditional reinforcement learning is based on tabular,
namely tabular-Q Learning. Its limitations are obvious, as the state increases,
it needs to expand the form, and it cannot deal with unknown states. The deep
reinforcement learning [14] is developed with a deep neural network as a func-
tion approximator. There are many DRL algorithms, such as DQN [14], A3C
[13], which have demonstrated their effectiveness in dealing with MDP problems
through successful applications in games [17]. However, the real-world MDP
problem is more complicated than that in games. There may be a lot of agents,
not just one, that will make the environment change more dramatically, which
is fatal to the training of the RL algorithm for the high computational cost.

Multi-agent Reinforcement Learning. MARL is a novel method to solve
the MDP problem with multiple agents. Researchers have proposed many algo-
rithms, such as MFMARL [24], MADDPG [11]. The essential idea of these algo-
rithms is that if the agents can exchange information with each other, they
will make the environment stationary in a sense [11]. Inspired by the domain
of Natural Language Processing (NLP), the authors introduced the attention
mechanism into the MADDPG algorithm [12], but did not extend to large-scale
agents. Recently, some researchers [7,10] have applied MARL methods to real-
world problems. For instance, in [10], researchers proposed a fleet management
approach and demonstrated the powerful capabilities in processing complicated
large-scale multi-agent problems in high-dimensional space. Similar to fleet man-
agement problems, the vehicle reposition problem can also be solved by the
MARL method.

3 Problem Statement

Our problem is how to reposition vehicles in the city. In fact, the vehicles in
a region have the same state, which means we can treat them as homogeneous
vehicles. By this means, we make the vehicles in the same region have the same
reposition actions, which significantly reduces the complexity of the problem
and makes it possible to obtain the optimization results. The goal of the vehi-
cle reposition is to reduce the average search time (AST) of the vehicle when
searching for a passenger and also to guarantee the order response rate (ORR).
We represent our problem with a spatial illustration in Fig. 1. In this scenario,
we use square-grid to split the map and divide the time into 30 min intervals.
At each interval, we generate orders according to the real taxi data that we col-
lected and match the order with the nearest vehicle. The vehicles are guided to
the region determined by the reposition action, which can be the current region
or the adjacent regions. Our goal in the problem is to formulate a repositioning
strategy for each region in the city so that we can minimize the idle time of
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Fig. 1. The square-grid division of the city

vehicles. To solve this problem, we introduce reinforcement learning. Formally,
we define the problem as a Markov Game G, which is represented by a tuple
G = (N,S,A,R, P, γ), where N,S,A,R, P, γ are the number of agents, set of
states, joint action space, reward function, transition possibility, and a future
reward discount factor respectively. The specific definitions are as follows:

Agent N : As we split the map with square-grid, we take each grid as a region
and also an agent. The vehicles in the same region are homogeneous which means
they will have the same reposition policy. When they are repositioned to another
region, their policy will change to that region’s reposition policy.

State si
t ∈ S: Each region has a state si

t at time t. It is defined as the number
of available vehicles and orders in each region. The global state st is made up of
each region’s state si

t with the current time (one-hot encoding).

Action ai
t ∈ A: The action of each agent ai

t represents the current target region
of repositioning. It only can be the neighbor regions, i.e. up, right, down and
left, or the current region itself. So there have

∣
∣ai

t

∣
∣ = 5. The vehicles in the region

will find a random position in the target reposition region and navigate to that
position. If there are available orders when navigating, they will serve the order.

Reward ri
t ∈ R: The reward is also associated with each region. The region

attempts to maximize the accumulate reward with the discount γ:
∑∞

k=0 γkri
t+k.

ri
t refers to the reward that the agent received at time, which reflects the overall

service quality of the current region at time t. The reward is inversely propor-
tional to the average search time in the region. With such a setup, we encourage
vehicles to go to the region with less competition, which can reduce the time
spent in hunting a passenger. But this may have other adverse effects, we will
see in Sect. 5.
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4 Methodologies

In this section, we will show our multi-agent RL framework: geographic-based
multi-agent deep deterministic policy gradient (gbMADDPG) algorithm. We
first briefly introduce the basic method, multi-agent deep deterministic policy
gradient (MADDPG).

4.1 Multi-agent DDPG

Multi-agent deep deterministic policy gradient (MADDPG) [11] is extended from
DDPG [9]. DDPG consisits of the deep neural network module and deterministic
policy gradients (DPG) [18] algorithm. DPG algorithm is an improved algorithm
from the stochastic policy gradients [20]. It outputs the action directly, such a
mechanism can make the policy gradient be estimated more efficiently and also
need less training data. The deep neural network module is related to DQN [14]
algorithm, it uses two technologies of DQN, the replay buffer, and dual network
structure. It makes the training data as independently identically distribution
(IID) and break the correlation of the data. In DDPG, the performance object
is:

Jβ(θ) =
∫

S

pβ(s)Qu (s, uθ(s)) ds (1)

when we extend DDPG algorithm to a multi-agent environment, if we know the
actions taken by all agents, it can make the environment stationary [11], which
is the primary motivation behind MADDPG. The performance object of each
agent changed to:

Jβi
(θi) =

∫

S

pβ(s)Qu (s, uθ1(s), . . . , uθN
(s)) ds (2)

where pβ(s) is the probability distribution of the states with the joint policy
β which taken by the agents, and uθi

refers to the ith agent’s evaluate policy,
θi is the parameter of the network. Actually, this is an off-policy [19] training
progress that allows agents to explore more fully.

4.2 Geographic-Based MADDPG

As the vehicle only influences other vehicles in a certain range, their actions’
influences are related to the distance. Therefor, when they are too far apart,
their actions are unimportant to each other. In this work, we use this distance
information to propose a geographic-based MADDPG (gbMADDPG) algorithm.

We give the overall architecture of the algorithm framework in Fig. 2. It
is a centralized training and decentralized execution [5] architecture that can
use additional information in training, which is required for the gbMADDPG
algorithm. Furthermore, we use a distributed reward setting which enables agents
to evaluate their own policies and adjust them more quickly. There are two
important modules in the algorithm.
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Fig. 2. The overall algorithm framework

Distance Convolution. We use the convolution to aggregate the distance infor-
mation. Like other convolution operation, we define the kernel ω first:

ω =

⎡

⎢
⎢
⎢
⎢
⎣

1
d4

1
d3

1
d2

1
d3

1
d4

1
d3

1
d2

1
d1

1
d2

1
d3

1
d2

1
d1

1 1
d1

1
d2

1
d3

1
d2

1
d1

1
d2

1
d3

1
d4

1
d3

1
d2

1
d3

1
d4

⎤

⎥
⎥
⎥
⎥
⎦

(3)

where di refers to the distance between the region and operation region: di =
1

dmh
, dmh is the Manhattan Distance and the adjacent regions’ distance is 1.

Hence, the convolution operation is given by Eq. (4):

Ai
t = At · ω (4)

where At is the joint actions of all agents at time t. After convolution operation,
the joint actions change to Ai

t for agent i.

Agent Approximation. Even though the distance convolution has embedded
the distance information, each action is still individual. For the current region,
it doesn’t care about each nearby region’s specific reposition action. It is more
interested in the overall reposition action of the neighborhood. We reduce the
action from convolution operation and calculate an overall action:

ai
reducet

= reduce
({

ai
t|ai

t ∈ Ai
t

})

(5)
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These mechanisms make the algorithm more effective, and they further reduce
the complexity of the problem. The gbMADDPG algorithm is elaborated in
Algorithm 1. The performance object of each agent changed to:

Jβi
(θi) =

∫

S

pβ(s)Qu (s, uθi
(s), areduce) ds (6)

Algorithm 1: geographic-based Multi-Agent DDPG
Initial global state S;
for episode = 1 to max-episode do

For each agent i, select an action ai = μθi
(S);

Executes actions A = (a1, . . . , aN ) and get the reward r and new
state S′;
Store (S,A, r, S′) in replay buffer D;
S ← S′;
foreach agent i do

Sample a random minibatch of M samples (S,A, ri, S
′) from D;

Execute a convolution for agent i, get the joint action Ai = A · ω;
Reduce the joint action Ai and get
areducei = reduce({ai|ai ∈ Ai});

Set yi = ri + γQ
μθ′

i
i (S′, ai, areducei);

Update critic network by minimize the loss:

L (θi) =
1
M

∑ (

yi − Q
μθi
i (S, ai, areducei)

)2

Update actor using the sampled policy gradient:

∇θi
J ≈ 1

M

∑

∇θi
μi (S) ∇ai

Q
μθi
i (S, ai, areducei)

Soft update target network for each agent i:

θ′
i ← τθi + (1 − τ)θ′

i

5 Experiments

In this section, we conduct experiments to verify the effectiveness of the algo-
rithm that we proposed. We will first introduce our simulator briefly. Then, we
will show the performance of our proposed gbMADDPG algorithm from the
perspective of drivers, platforms, and passengers. Finally, we will conduct an
ablation study to analyze the effectiveness of the convolution module.
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5.1 Simulator

Reinforcement learning is a method that interacts with the environment and
learns from the environment. Thus, we adopt the simulator3 and extend it to a
reinforcement learning environment according to our problem demands.

The Datasets Description. We use the Manhattan datasets of New York TLC
Trip Record YELLOW Data which is provided by the NYC Taxi and Limousine
Commission (TLC)4 includes the orders such that both pick-up and drop-off are
within the Manhattan area. The order information contains pick-up and drop-off
dates, pick-up and drop-off locations, trip distances, itemized fares, rate types,
payment types, and driver-reported passenger counts. As each day the passengers
have similar travel patterns, drivers also begin their work in the same place, for
evolution convenience, we only take records in one day to simulate the traffic in
the Manhattan, it has more than two hundred thousand served orders.

The Simulator Design. In order to simulate the real-world transportation
travel, we use the orders to represent passengers, and the locations of pick-
up and drop-off in the orders are corresponding to the origin and destination
positions of the passengers respectively. Then we divide the time into segments
at 30-min intervals. At the beginning of each time slot t, the region will generate a
reposition action a to indicate the vehicle in the region according to the current
state s. At the end of the time slot, each region will return a reward r that
is calculated by the average search time of the vehicles in the region. For the
passenger, it will become available at the pick-up time and have a 10 min lifetime,
it will match with the nearest idle vehicle unless the nearest vehicle can’t reach
the pick-up position before the end of the lifetime. For the vehicle, when it is
hunting a passenger, it is idle and can be matched with a passenger nearby. Once
matched, it becomes busy and the simulator will generate the shortest route for
passengers to reach their destination. When it arrives, it becomes idle again and
can continue to match with passengers.

5.2 Performance Evaluation

To evaluate the performance of the proposed algorithm, we use the RANDOM
method and MADDPG as the benchmark for comparison. Each experiment we
have run three times with 800 training episodes and 100 evaluation episodes,
and calculate its average value.

– RANDOM: The agent will generate reposition action randomly without con-
sidering any information.

– MADDPG: The MADDPG algorithm is introduced in Sect. 4.1. We use an
MLP model [16] as the neural network and there are two hidden layers in the
MLP model.

3 Comset. https://github.com/Chessnl/COMSET-GISCUP.
4 Nyc taxi and limousine commission. https://www1.nyc.gov/site/tlc/about/data-

and-research.page.

https://github.com/Chessnl/COMSET-GISCUP
https://www1.nyc.gov/site/tlc/about/data-and-research.page
https://www1.nyc.gov/site/tlc/about/data-and-research.page
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Table 1. Performance comparison of methods at different fleet sizes.

Method 5000 6000 7000

AST ORR AST ORR AST ORR

RANDOM 312.45 85.25% 421.92 91.05% 542.91 94.87%

MADDPG 309.78 85.18% 384.87 90.63% 529.50 94.24%

gbMADDPG 242.71 83.19% 347.78 89.69% 520.13 94.26%

– gbMADDPG: The gbMADDPG algorithm is introduced in Sect. 4.2. We use
the MLP model which is the same as MADDPG used.

The results of these methods are summarized in Table 1. We can see that
the gbMADDPG algorithm achieves the best performance at any fleet size in
reducing AST. As gbMADDPG algorithm imports the prior knowledge of geo-
graphic information, it can let the network focus on effective action, so that the
training efficiency is improved. The performance of the MADDPG algorithm is
similar to the random method at fleet size of 5000, possibly because the original
MADDPG algorithm is difficult to optimize the policies of agents. Even though
we have simplified the problem to dozens of agents, there are still too many
inputs in critic network of MADDPG, it needs much more training episodes to
find the relation between the q value and the actions. We also can observe from
Table 1 that the ORR is reduced in gbMADDPG and MADDPG compared to
the random method. Such observation may because the MADDPG algorithms
encourage vehicles to search a passenger in a less competition region which will
reduce the AST overall. But usually, the regions with more orders are intensely
competition, so that the ORR is reduced as there are fewer vehicles in regions
with more orders.

5.3 Consideration of ORR

The ORR is an important indicator of the e-hailing platforms, which reflects the
effectiveness of the vehicle reposition. In this subsection, we will consider the
ORR. In Sect. 5.2, we compared the gbMADDPG algorithm’s average search
time with the random algorithm, it has reduced the time significantly also
reduced the ORR. So we introduce the ORR into the reward:

ri
t = ri

origint
× (1/2)|ci

t−corigin| (7)

where ci
t is the current ORR in region i at time t, corigin is the average ORR in

the random method. We named this variant algorithm as gbMADDPG v1. We
run the gbMADDPG v1 with the same neural network structure in MADDPG
with 5000 vehicles in the simulator and calculate the average value with the
100 evaluation episodes. The final result is shown in Fig. 3. We find that the
gbMADDPG truly reduces the ORR, which is fatal to the e-hailing platform,
and the improved algorithm gbMADDPG v1 guarantees the ORR, even has a
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little increase. As we have stated in Sect. 1, RL is reward-driven. By modifying
the reward mechanism, our algorithm can reduce the average search time while
maintaining the ORR, which will benefit both the platform and drivers.

Fig. 3. The effectiveness of different reward design. The left Y-axis denotes the average
search time and the right Y-axis denotes the ORR in one day.

5.4 Passenger Satisfaction

To investigate passenger satisfaction, we take reciprocal of passengers’ average
waiting time as the evaluation indicator. Less waiting time will increase passenger
satisfaction. Take the same experiment settings as in Sect. 5.3, we get the pas-
senger satisfaction percentage histogram Fig. 4. We can see from Fig. 4 that the
gbMADDPG v1 achieves the highest passenger satisfaction which makes a 2.84%
increase compared to the gbMADDPG. Such increase is due to the gbMAD-
DPG v1 algorithm considering the ORR to make the passengers’ demands served
more quickly as the distribution of demands and supplies is more reasonable.
From the above experiments, we can conclude that the gbMADDPG v1 algo-
rithm can benefit the drivers, e-hailing platforms and passengers.

Fig. 4. The passenger satisfaction of different algorithms.
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Table 2. The effectiveness of the convolution module.

Method AST

gbMADDPG 242.71

gbMADDPG v2 295.11

5.5 Ablation Study

In this subsection, we will evaluate the effectiveness of the convolution module
in gbMADDPG. We drop the convolution module in gbMADDPG, and name
this variation gbMADDPG v2. Then we take the same experiment settings in
Sect. 5.3, the results are summarized in Table 2 and Fig. 5.

Fig. 5. Training comparison of gbMADDPG and gbMADDPG v2 without the convo-
lution module.

As seen in Table 2, with the convolution module, gbMADDPG achieves bet-
ter performance than gbMADDPG v2. Also, we can observe the effectiveness
of the convolution module from the training curves in Fig. 5. The light areas’
upper bound and lower bound are the max value and min value of the meth-
ods. The convolution module not only significantly improves the performance
but also accelerates the training progress. Hence the geographic information is
important information to the vehicle reposition, the convolution module utilizes
this information so that it becomes an essential part of the algorithm.

6 Conclusions

In this paper, we introduce reinforcement learning into urban-level vehicle repo-
sition and formulate the problem with a feasible model setting. Given this set-
ting, we proposed the geographic-based multi-agent DDPG algorithm that uses
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convolution operation to aggregate nearby agents’ action information with a
centralized training and decentralized execution architecture. Furthermore, we
have extended our proposed algorithm framework in the simulator using real
taxi data to simulate the urban traffic, and demonstrate the effectiveness of our
framework from drivers, e-hailing platforms and passengers perspectives.
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Abstract. Long waiting queues have been a stressful problem in many
tertiary public hospitals, which significantly impact the accessibility and
quality of health care. One of the key challenges to solve this problem is
to provide enough registration windows to serve hospital visit demand
under the limited medical and human resources. Traditional window shift
scheduling methods are usually based on experiences and biased his-
torical data, which may not accurately reflect the actual hospital visit
demand. In this work, we propose a demand-responsive window schedul-
ing framework by accurately modeling and forecasting the fine-grained
hospital visit demand from real-world human mobility data. Specifically,
in the first phase, we extract hospital visit demand from taxi drop-off
events around hospitals, and build a graph model to capture their spa-
tiotemporal patterns. In the second phase, we propose a spatiotemporal
graph neural network (ST-GNN) to accurately forecast the hospital visit
demand, which simultaneously captures the spatial correlation by graph
convolutional networks (GCN) and the temporal dependency by gated
recurrent units (GRU). Finally, we exploit a queuing theory model to
achieve demand-responsive windows scheduling. Evaluation results using
real-world data from Xiamen City show that our framework accurately
forecasts hospital visit demand, and effectively schedules hospital regis-
tration windows, which consistently outperforms the baselines.

Keywords: Hospital management · Graph neural network · Human
mobility data · Deep learning

1 Introduction

The problem of long waiting queues in tertiary hospitals is troubling patients,
which may affect the medical experience of patients and delay the treatment of
emergency and critical patients [1]. For example, the average queuing time in
Detroit VA Medical Center is as long as 42.3 min [2]. Due to the limitation of
c© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 231–243, 2020.
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medical and human resources, the hospitals’ administrations can not schedule
enough service windows to satisfy the demand, causing it necessary to exploit
effective registration windows scheduling strategies to reduce queuing time.

The registration windows scheduling requires the forecast of the amount of
the hospital visit demand in the next period of time to schedule the shift in
advance, e.g., 6 h. The conventional methods are to forecast hospital visit demand
based on experiences [3] and the data in the hospital visit registration system
[4]. However, experience-based methods are not able to respond to real-time
demand. While the methods based on the historical registration system data
can not reflect the actual queuing situation since the registration system can
not reflect the over-demand part due to the limited capacity [5]. Therefore,
existing methods can not model and forecast the hospital visit demand veritably,
hindering the demand-responsive registration windows scheduling (Fig. 1).

(a) Serious queuing problem in hospital (b) The windows closed due to scheduling

Fig. 1. Real situation of the queuing window in the hospital

Fortunately, with the advance of mobile and ubiquitous computing, we can
now harness various kinds of human mobility data [6], such as taxi trajectories,
bus riderships, and bike-sharing usages. Based on these human mobility data,
we are able to sense the dynamics of real-world hospital visit demand and sched-
ule registration windows scheduling, which compensates the existing methods’
drawbacks. However, it is challenging due to the following issues:

– How to effectively model the spatiotemporal hospital visit demand
pattern using mobility data? Hospitals in urban space satisfy a geograph-
ical distribution, and the hospitals have various sizes in space. In addition, the
hospital visit is scattered around the hospital with strong temporal dynam-
ics. Traditional grid-based approaches [7] do not take the spatial distribution
into consideration. Therefore, we need to model the spatial distribution of
hospitals to capture the correlation between them.

– How to accurately predict hospital visit demand for windows
scheduling? Hospital visit demand varies significantly, depending on the
impacts of temporal contexts, human mobility, etc. Moreover, the hospitals
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may demonstrate potential correlations due to the dynamics in spatial dis-
tribution. Capturing the temporal dependency and spatial correlation among
hospital visit demand patterns is not trivial using state-of-the-art time series
models, such as ARIMA [8] and LSTM [9]. Therefore, we need to foster more
effective methods for accurate hospital visit demand forecasting.

In this paper, we propose a demand-responsive window scheduling framework
with accurately modeling and forecasting the fine-grained hospital visit demand
from real-world human mobility data in two phases: hospital visit demand graph
modeling and registration windows scheduling. In the first phase, we extract
hospital visit demand from taxi drop-off events around hospitals, and build a
graph model to capture the spatiotemporal patterns. In the second phase, we
propose a spatiotemporal graph neural network (ST-GNN) to accurately forecast
the hospital visit demand, and exploit an effective demand-responsive window
scheduling mechanism based on the demand forecast using queuing theory. In
summary, our contributions include:

– We propose a two phases framework to exploit an effective hospital windows
scheduling strategy with accurate hospital visit demand forecast. In the first
phase, we extract the taxi drop-off points of tertiary hospitals and model the
hospital visit demand spatiotemporal graph. In the second phase, we propose
a spatiotemporal graph neural network (ST-GNN) model, which models the
spatial correlation by graph convolution neural networks (GCN) and temporal
dependency by gated recurrent units (GRU). Then base on the queuing the-
ory, we derive an effective demand-responsive registration windows scheduling
strategy.

– We evaluate the proposed framework using real-world taxi drop-off data col-
lected from the Xiamen taxi system in two separate months and hospital
boundary data of Xiamen City. Results show that the proposed framework
accurately forecasts hospital visit demand with only an average 5% error on
RMSE, which consistently outperforms other baseline methods. Our model
finds effective windows scheduling strategies, and the model performs well in
two case studies of real-world situations.

2 Preliminary and Framework Overview

2.1 Preliminaries

Definition 1. Hospital Visit Demand: we define hospital visit demand di as
reflected in dynamic human data such as taxi arrivals.

Definition 2. Time Span: we divide the duration of observation data into equal
time spans Δt, each time span lasts for a period of time, e.g., one hour.

Definition 3. Hospital Status: the status of tertiary hospital i at time quantum
t is defined as Vi(t), where Vi(t) is the number of the hospital visit demand in
tertiary hospital i at time quantum t, respectively.
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Fig. 2. Framework overview.

2.2 Framework Overview

As shown in Fig. 2, we propose a two-phase framework. In the hospital visit
demand graph modeling phase, we determine the arrival area of the taxi accord-
ing to the tertiary hospital boundary polygon and map the taxi drop-off point
to represent the number of hospital visit demand in the time series. Then we
take the hospital visit demand as node value, the road network distance as edge
weight to build the graph model in the urban space. In this way, the spatiotem-
poral graph can measure both the spatial and temporal dynamics in urban space
in any period. In the demand-responsive windows scheduling phase, we build a
spatiotemporal graph neural network (ST-GNN) to forecast each tertiary hospi-
tal visit demand in time series, simultaneously capturing the spatial correlation
by graph convolutional networks (GCN) and the temporal dependency by gated
recurrent units (GRU). Then, according to the forecast results, we dynamically
schedule the windows based on the queuing theory.

3 Hospital Visit Demand Graph Modeling

In the hospital visit demand graph modeling phase, we take the whole urban
space as a layer space, then model hospitals into the graph in this space to
represent the spatial distribution of hospitals. The intrinsic spatial pattern of
hospital visit demand is not trivial. For example, a general hospital with rela-
tively abundant medical resources has a rush of the visits even at midnight for
emergency, while some specialized hospitals are more chosen by patients during
the daytime. Therefore, we propose a spatiotemporal graph model to overcome
this challenge. We elaborate on the details as follows.
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(a) Taxi drop-off and hospital boundary (b) One week of hospital visit demand

Fig. 3. The case of extracting the hospital visit demand by mapping taxi drop-off data.

3.1 Taxi Trajectory and Hospital Location Based Hospital Visit
Demand Extraction

To represent the number of hospital visit demand of each tertiary hospital, we
introduce the real-world human mobility data to sense the dynamics of demand,
specifically, we use the taxi arrival data in this work. We delimit the local scope
through the tertiary hospital boundary polygon dataset, and map the taxi drop-
off point on the time series to the corresponding hospital. Figure 3 is an example
of extracting the hospital visit demand by mapping taxi drop-off data.

3.2 Spatiotemporal Hospital Visit Demand Graph Modeling

To model the spatial correlation between tertiary hospitals, we represent the
urban tertiary hospitals’ system as a weighted undirected spatiotemporal graph
G(V,E), where V denotes the graph nodes that represent the tertiary hospitals
in the urban, and E denotes the set of edges between all the pairs of tertiary
hospitals. Based on this graph structure, we model the spatiotemporal dynamics
of hospital visit demand using nodes value and edges weight as follows:

Node Values (X): we define the value of node v ∈ V as X
(t)
v , which is calculated

as the hospital visit demand of hospital v during [t, t + Δt]. Consequently, we
denote the node values of graph G as a matrix X ∈ RNt×Ns , where Nt is the
number of time spans, and Ns = |V | is the number of tertiary hospitals.

Edge Weights (W): we define the weight of edge ei,j = {vi, vj} ∈ E as
W (vi, vj), which is calculated based on the geographical correlation between
tertiary hospital vi and hospital vj . In our work, we model the edge weights as
the road network distance between hospitals.
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Fig. 4. Model architecture for the spatiotemporal graph neural network (ST-GNN).

4 Registration Windows Scheduling

In the demand-responsive windows scheduling phase, we propose a spatiotem-
poral graph neural network (ST-GNN) model, which models the spatial correla-
tion by graph convolution neural networks (GCN) and temporal dependency by
gated recurrent units (GRU). Then base on the queuing theory, we derive the
demand-responsive registration windows scheduling strategy.

4.1 ST-GNN Based Hospital Visit Demand Forecasting

It is difficult to capture the dynamics of urban space of hospital visit demand
patterns using traditional time series analysis methods (e.g., Auto-Regressive
Integrated Moving Average [8], Feedforward Neural Networks [10] and Long
Short-term Memory Neural Networks [9]). To overcome these challenges, we
introduce the spatiotemporal graph neural network (ST-GNN) to model the
spatial correlation and temporal dependency of the urban medical system for an
accurate forecast. Figure 4 shows the framework of the model.

GCN-Based Spatial Correlation Modeling
In spatial correlation modeling, current works usually employ a grid to divide
the urban space, mapping the data into Euclidean domains, and then use con-
volutional neural networks (CNN) [11] to model the spatial correlation in urban
space. However, in our problem, the distribution of tertiary hospitals is irregular
and scattered. Therefore, we introduce a graph structure based on the distribu-
tion of hospitals to model the spatial pattern and exploit graph convolutional
networks (GCN) [12] to capture the potential correlation of graph structure data.
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It is challenging to construct a convolution operator in vertexes. To overcome
this challenge, Bruna et al. [13] proposed spectral networks and locally connected
networks on graphs based on graph spectrum theory. Graph spectrum is the set
of graph eigenvalues of the adjacency matrix of the graph. With spectral graph
convolution, we can easily define the convolution operator on a graph in the
Fourier domain. The spectral graph convolution is defined as

X ∗ G y = U
((

UTx
) � (

UT y
))

(1)

where U is the eigenvectors of the graph Laplacian matrix, x is the value of node
X, y is the value of node Y , and � is the element-wise Hadamard product. To
applicate graph neural networks model efficiently, we use graph convolutional
neural network architecture designed by Kipf et al. [14].

RNN-Based Temporal Dependency Introducing
The pattern of hospital visit demand is affected by closeness (such as sudden
illness caused by accident), period (such as the daily and weekly routine of
visits), and trend (such as influenza affects for a period of time), which requires
the model to response the long short-term dependency. To capture the temporal
dynamics of each hospital in urban space, we introduce the gated recurrent unit
(GRU) [15]. In the time series forecast, the gated recurrent unit is commonly
used to capture patterns over long short-term with relatively little expense. We
replace the matrix multiplications in GRU with the graph convolution defined
in Eq. 1, which lead to our graph gate recurrent unit as

r(t) = σ
(
Θr∗G

[
X(t),H(t−1)

]
+ br

)

u(t) = σ
(
Θu∗G

[
X(t),H(t−1)

]
+ bu

)

C(t) = tanh
(
ΘC∗G

[
X(t),

(
r(t) � H(t−1)

)]
+ bc

)

H(t) = u(t) � H(t−1) +
(
1 − u(t)

)
� C(t)

(2)

where X(t), H(t) denote the input and output of at time t, r(t), u(t) are reset
gate and update gate at time t, respectively. ∗G denotes the convolution defined
in Eq. 1 and Θr, Θu, ΘC are parameters for the corresponding filters.

Encoder-Decoder-Based End-to-End Forecast
The encoder-decoder framework [16] is an end-to-end learning framework, and
is widely used in natural language processing [17]. In this work, we build a spa-
tiotemporal encoder-decoder model with the combination of GCN and GRU. At
training step, we feed the historical time series into the encoder and initialize the
decoder with a context vector. The decoder generates predictions given previous
ground truth observations.

4.2 Demand-Responsive Registration Windows Scheduling

In this section, with the results of future hospital visit demand forecasted, we
schedule the hospital registration windows rationally based on the queuing the-
ory. We formulate the windows scheduling problem as a queuing theory problem
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[18] with multiple windows and the hospital visit demand is reflected by the
forecast data.

Proposition 1. We suppose the opening number of hospital registration win-
dows is N , the processing registration speed of a single-window is u, and the
arrival speed of patients which is reflected by the data is v. In this case, the
average arrival rate λ of patients in each window can be represented as λ = v

N .
Assuming that the hospital acceptance capacity is unlimited, i.e., the hospital
reception capacity does not affect the speed of registration.

Normally, after our searching, the average processing registration speed of a
single-window should be set as 53 s per patient.

According to queuing theory, the intensity of the service can be defined as

ρ =
λ

μ
(3)

the average length of queues is

Lq =
ρ2

1 − ρ
=

ρλ

μ − λ
(4)

In this way, the average time of waiting can be represented as

W =
Lq

λ
=

ρ

u − λ
=

v

u2 N − uv
(5)

Assuming that the queuing time of patients should be limited within reasonable
time, thus, the number of windows should be adjusted to keep the W within a
reasonable range.

5 Evaluation

5.1 Dataset Description

We use the Xiamen taxi trajectory data set in September 2016 and September
2017. It includes taxi passenger status, longitude, latitude, recorded time points,
and other pieces of information. After processing the data, we obtained the taxi
alighting point. Then combining with the boundary data of Xiamen tertiary
hospital, we mapped the alighting points of 20 tertiary hospitals in Xiamen
City, to obtain the hospital visit demand arrived with taxis of each hospital in
each hour.

To evaluate our forecast result, we split the datasets as training data, vali-
dation data, and test data by choosing the last 20% as test data, the first 70%
hours as training data and the rest of the hours as validation data. Hospital visit
demand counting period is empirically set as one hour.
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5.2 Evaluation on Visit Forecast

Evaluation Metrics
We use two metrics commonly used in time series forecast, (1) Root Mean
Squared Error (RMSE), and (2) Mean Absolute Error (MAE) to measure the
forecast error, which are defined as follows:

RMSE =

√√
√
√ 1

n

n∑

i=1

(yi − ŷi)
2 (6)

MAE =
1
n

n∑

i=1

|yi − ŷi| (7)

Baselines
We compare our method with two sets of baselines: machine learning algorithms
and deep learning algorithms. We choose state-of-the-art time series models:
ARIMA, SVR, FNN, and LSTM as baseline methods.

– ARIMA: Auto-regressive integrated moving average (ARIMA) [19] is widely
used in time series analysis. This method models the hospital visit demand as
time series’ value and does not consider changes in related random variables.

– SVR: Support vector regression (SVR) [20] is a regression method of Support
Vector Machine. SVR uses the same principles as the SVM to minimize error,
individualizing the hyperplane which maximizes the margin between classes.

– FNN: Feedforward neural networks (FNN) [10] is the basic architecture of
deep learning method. We design the neural networks with two hidden layers,
and use Adam optimization algorithm to iterate network weights.

– LSTM: Long short-term memory (LSTM) Neural Networks [9] have feed-
back connections, i.e. memory cells and forget gates, which capture the time
dependency of visits pattern while overcoming gradient vanishing and gradi-
ent exploding problem. This baseline employs recurrent neural networks with
LSTM hidden units to forecast hospital visit demand.

We put the hospital visit demand per hour in the past six hours into models,
and it forecasts the hospital visit demand in the next six hours. The forecast
results are measured with evaluation metrics.

Results
Table 1 shows that the spatiotemporal graph neural network (ST-GNN) per-
forms the best among other baselines. In comparison, ST-GNN shows at least
10% and 25% improvements on RMSE and MAE relative error reduction respec-
tively. To conclude, ST-GNN’s ability to model spatial correlation and temporal
dependency contributes to the accurate prediction of spatiotemporal sequence.
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Table 1. Forecast Evaluation in 2016 & 2017

Methods September 2016 September 2017

RMSE MAE RMSE MAE

ARIMA 7.45 5.57 9.41 7.39

SVR 5.83 3.94 7.31 4.58

FNN 6.26 4.38 7.17 5.17

LSTM 4.92 3.38 6.15 4.41

ST-GNN 4.45 2.53 5.54 2.93

(a) The first hospital of Xiamen (b) Xiamen university hospital

Fig. 5. Hospital visit demand and windows opening of the two hospitals

5.3 Case Studies on Windows Scheduling

We choose two typical Tertiary hospitals to applicate our model, i.e., the first
hospital of Xiamen and Xiamen university hospital. The former is the biggest
hospital in Xiamen City, and the latter is set mainly for students in Xiamen
university with only two registering windows.

Weekday Scheduling
The first hospital of Xiamen has highly specialized equipment and expertise,
which is generally chosen by citizens in the daytime. We forecast the hospital
visit demand from 6 am to 12 am on November 14, 2019, with the proposed
model, and give suggestions for windows scheduling.

It is a typical case that the hospital allocates the windows relatively reason-
able, but for the 9 to 10 rush hour, the restriction of opening windows resulted
in an average queue time of 12 min. While as shown in Fig. 5(a), our model gives
a more effective scheduling plan.

Physical Constraint Condition
Xiamen university hospital faces severe windows constraints. There are only
two registration windows in Xiamen university hospital, so it has a relatively
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large physical constraint on the flexibility of windows scheduling. As shown in
Fig. 5(b), the hospital visit demand is generally higher than the maximum capac-
ity of the windows, and the problem of long waiting queues in this hospital is
serious.

6 Relative Work

We describe the related work from two perspectives, i.e., spatiotemporal sequence
forecast and graph neural networks.

6.1 Spatiotemporal Sequence Forecast

Spatiotemporal sequence forecast is mainly to model spatial correlation and
temporal dependency. Nowadays, machine-learning-based methods perform well
in spatiotemporal sequence forecast problems, which have special designs for
capturing the spatiotemporal features [21]. It can be divided into classical meth-
ods and deep learning methods. Classical feature-based methods are state-space
models and gaussian process, such as Spatiotemporal indicator [22], STARIMA
[23] and GP [24]. For deep learning methods, Srivastava et al. [25] proposed
to use multi-layer FC-LSTM networks to forecast spatiotemporal sequence, but
it does not consider spatial correlation well. Shi et al. [26] proposed the Con-
volutional LSTM (ConvLSTM) to capture spatial correlation with FC-LSTM’s
architecture, which added the consideration of spatial correlation. Zhang et al.
[27] proposed a grid-based method to divide the city and proposed Deep Spatio-
Temporal Residual Networks (ST-ResNet) to represent the long-term patterns.

6.2 Graph Neural Networks

Recently, the graph neural networks perform well in non-Euclidean domains,
which employ graph structure to model the spatiotemporal characteristic. Specif-
ically, the Graph Convolutional Network (GCN) is the pioneering work in
graph neural networks and the graph convolutional neural network architecture
designed by Kipf et al. [14] is extensively used. Sometimes it combines GCN with
RNN to model both spatial correlation and temporal dependency. Yu et al. [28]
proposed Spatio-Temporal Graph Convolutional Networks (STGCN) for traffic
forecast, introducing graph convolution and gated temporal convolution through
a designed block. And Li et al. [29] proposed Diffusion Convolutional Recurrent
Neural Network (DCRNN) for long-term forecast.

7 Conclusion and Future Work

In this paper, we investigated the problem of hospital visit demand forecast in
urban space for effective registering windows scheduling. We proposed a spa-
tiotemporal data-driven framework, which overcomes the challenges by leverag-
ing advanced graph neural networks to achieve accurately forecast. Specifically,
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in the first phase, we formulated the forecast problem into the hospital visit
demand spatiotemporal graph. In the second phase, we proposed a spatiotempo-
ral graph neural network (ST-GNN) model, it models the spatial correlation by
graph convolution neural networks (GCN) and temporal dependency by gated
recurrent units (GRU) to forecast hospital visit demand accurately. Then we
scheduled the effective windows scheduling based on the queuing theory.

In the future, there are still several challenging issues to be investigated.
Firstly, the data bias in representing hospital visit demand by taxi drop-off data
can not be ignored. It requires the multi-data fusion to represent real hospital
visit demand accurately. Secondly, for long-term demand predictions (e.g., one
day ahead), we plan to incorporate the attention mechanism in the ST-GNN
model to enable accurate and consistent multi-step predictions. Thirdly, we plan
to incorporate external data sources, i.e. social events, weather situations, and
traffic conditions, to model the real dynamics in urban space.
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Abstract. The Granger causality model is extended by supplementing spa-
tial, weather, and other factors. Therefore, a multi-dimensional spatial-temporal
causality model for the prediction of the parking occupancy is proposed, and the
prediction algorithm for parking occupancy based on multi-dimensional spatial-
temporal causality andANN is carefully designed. The CityPulse dataset provided
by the European Union FP7 project is introduced to train the network, and verify
our algorithm. The experimental results show that our new technology for predic-
tion of parking occupancy can effectively improve the accuracy of the prediction,
compared with other algorithms only rely on time or spatial factors.

Keywords: Parking occupancy · Spatial-temporal causality · Neural network

1 Introduction

Since the end of the last century, the Intelligent Transportation System (ITS) has been
rapidly promoted and developed in different countries around the world. Because it has
taken advantages of information processing and computer technologies to significantly
improve the efficiency of transportation services, and ease traffic congestion [1].With the
development of wireless communication technology and the improvement of automobile
configuration, ITS has become more and more widely used in transportation service.
Drivers could easily obtain helpful transportation information through ITS [2–4]. For
example, the parking guidance information (PGI) subsystem, being an important part of
the ITS, can provide the drivers with the required parking information and enable them
to find the most suitable parking lot [5]. Available PGIs usually inform drivers about
the real-time parking occupancy through pre-deployed sensors, so that drivers can easily
find a suitable parking lot [6]. Since the parking information changes dynamically during
the driver’s journey to a parking lot, and the parking occupancy may be greatly changed
during driving to the parking lot. After arriving at the parking lot, it may spend the driver
more time and fuel consumption to search for parking availability [7]. The study from
Shin et al. shows that the cruising cars searching for a parking space is determined to
account for 30% of the total traffic in a city, and increases the traffic flow peak [8].
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Furthermore, cars will spend unnecessary time and extraneous energy during searching
for a parking space, and produce more carbon dioxide. For example, In Schwabing,
Germany, the annual total economic loss is about 20 million euros, caused by searching
for free parking space.

Lots of experiments show that it is possible to predict the parking occupancy for a
period of future time, combined with the previous parking occupancy and other traffic
information (such as the traffic flow around the parking lot). And it will help drivers
to efficiently find a suitable parking lot, and avoid the negative influence caused by
the vehicle flow in the parking lot [9, 10]. Therefore, we draw on the idea of causality
from C.W.J. Granger. That is, if the past values of a time series X provide statistically
significant information about future values of Y (usually through a series of t-tests and
F-tests on lagged values of X), then time series X is said to Granger-cause Y.Meanwhile,
we extend the concept of temporal causality by supplementing spatial relevance, and
apply it to analyze the spatial-temporal causality of parking occupancy. Since there are
lots of other different factors that can simultaneously effect the parking occupancy, and
it is difficult to determine how each of the factors effects on the parking occupancy, and
the degree of it effect. According to such challenges described above, artificial neural
network (ANN) technology is introduced to accurately predict the parking occupancy.
Meanwhile, open data about smart city (namely CityPulse) provided by the European
Union FP7 project are used to train the relationship among different spatial-temporal
causality of the parking occupancy [12], and verify our algorithm.

The rest of the paper is organized as follows. In Sect. 2, the related researches on
the prediction of parking occupancy are introduced and analyzed. In Sect. 3, how spatial
and temporal factors effect on the prediction of parking occupancy is firstly analyzed,
and a prediction algorithm for parking occupancy based on multi-dimensional spatial-
temporal causality and ANN is proposed. In Sect. 4, the CityPulse public data are used
to verify our algorithm, and the test result is analyzed. The conclusion and our future
works are presented in Sect. 4.

2 Related Work

Using the available data about vehicles and parking lot to establish analyticalmodels, and
then predict future parking occupancy has drawn worldwide attention since 1990 s [13].
According to the available reference document, the factors effect on parking occupancy
include the time (daily rush hours, weekly, etc.), weather (whether it rains or not),
events and others. The method of predicting parking occupancy can be divided into
two categories based on real-time on-line data or off-line. Namely, real-time on-line
prediction and off-line prediction.

2.1 Real-Time On-Line Prediction

This method uses publicly available data for prediction, and it has a notable feature that
does not depend upon real-time data from users. Time series modeling is very popular
technology in this method. For example, Wu et al. [17] proposed a prediction algorithm
for parking probability based on correlations among different time lags. Ziat et al. [18]
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applied representation learning methods to the heterogeneous time series, so as to jointly
predict traffic information and parking occupancy. Vlahogianni et al. [19] proposed a
prediction system for parking time series based on neural network, and applied survival
analysis to predict the probability of the future available parking space. These methods
can well predict the time-dependent parking behavior, but they are less concerned on
space-dependent features. Therefore, some researchers have studied on the prediction
of parking occupancy based on the spatial factors along with time series. For instance,
Richter et al. [20] proposed and compared five different clustering strategies based on
spatial-temporal historical parking data. Rajabiou et al. [21] proposed an autoregressive
model for parking availability based on temporal and spatial correlation. The above
methods established a complete space-time model using historical data, and took into
account the temporal and spatial correlation for parking information, but they did not
consider other factors that are very helpful for the prediction result, such as the weather,
and event etc. In addition, there are some researchers who did not consider the feature
of time series, but only consider the weather, traffic congestion or other factors so as to
predict the parking occupancy. Pflügler et al. [22] proposed a prediction model based
on multi-dimensional publicly available data, and assessed the contribution of various
factors so as to improve the prediction results. The results showed that time, weekends,
weather had a significant influence on parking prediction, while events, holidays, and
other factors had a weaker influence.

Considering the challenges of existing off-line prediction technology of parking
occupancy, this paper proposes a parking analysis model based on multi-dimensional
spatial-temporal causality. It can simultaneously pay attention to the weather and other
influencing factors while considering about temporal and spatial relationships. At the
same time, it combines spatial-temporal causality with ANN to predict the parking
occupancy.

3 Prediction Methodology

After analyzing the spatial-temporal correlation of parking occupancy, a multi-
dimensional spatial-temporal causality model is proposed, and a prediction algorithm
of parking occupancy based on multi-dimensional spatial-temporal causality and ANN
is designed.

3.1 Multidimensional Spatial-Temporal Causality Model

The available parking data in a week from 18th to 24th on August 2014 for a parking
lot at Aarhus, Denmark, is plotted in Fig. 1, in which reveals the change regulation of
parking availability along with the time from Monday to Sunday. It can be seen that
the trends of parking availability during the weekdays are similar. In particular, time
points of the morning peak and the evening flat peak curves are quite similar for each
day curve. Although the peak value of the parking availability up and down fluctuates
over the weekend, the form and change regulation of the curves are basically similar,
it indicates that the trend of parking availability is cyclically changing in days with
significant similarities.
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Fig. 1. The plotting of the parking availability in a week

Pflügler found that the location and traffic factors are important causes of parking
occupancy [22]. From a qualitative analysis point of view, when a road is close to a
parking lot and its distance is relatively short, the vehicle traveling on the road is more
likely to enter the parking lot, and its location correlation is relatively strong. As the
distance between the parking lot and the road increases, the destination of the vehicle
is difficult to determine, thus its correlation is weakened. Therefore, we can consider
the parking lot as the center point, and sum the influence of each road on the parking
availability from inside to outside under a specific radius according to the traffic flow
information of each road. We can divide the parking lots into different regions with
spatial feature according to the summation on the influence of each road around the
parking lot. It provides us with a kind of spatial factors to predict the parking occupancy,
so as to improve the accuracy of prediction. Figure 2 shows an example of the division
according to the spatial factor which is calculated by the distances between the parking
lot and the road, and the number of the road around each parking lot. In Fig. 2, there
are three parking lots. Each red dot stands for a parking lot, which is located in Aarhus
City. The data comes from the CityPulse data set.

Being a statistical concept of causality based on the time series, Granger causality is
widely used in analyzing the causality of economic variables. Since time series modeling
is also an effective method for the prediction of parking occupancy as well. We extend
the Granger causality by supplementing the spatial factor described above so as to
simultaneously pay attention to temporal and spatial correlation on the prediction of
parking occupancy. In order to quantitatively describe the spatial factors, we make a
statistical analysis of the CityPulse public data. The statistical result shows that the
number of roads around the parking lot is closely related with the parking occupancy.
Therefore, each parking lot is considered as the center of a specified radius circle, and the
spatial factor of the parking lot is calculated by the summation of the roads in the circle.
Figure 3 shows an example of the selected roads in a circle with1 km radius around a
parking lot in Aarhus. In the Fig. 3, the red mark is the parking lot, the black circle is
the divided area boundary, and the blue mark is the selected road.

Let Z(n) to be the spatial information within the circle with radius ϕ centered
on the parking lot n (indicated by the subscript n + ϕ below), then Z(n) equals to
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Fig. 2. Road division around each parking lot

Fig. 3. The selected roads in a circle with 1 km radius around a parking lot

{x1n+ϕ, x2n+ϕ, . . . , xPn+ϕ}, which contains P number of roads information in divided area
that could affect the parking occupancy at parking lot n. Extended the Granger causality
model which includes the spatial-temporal causality model is shown in Eq. 1, where
{ym−t}Tt=1 is the time series variable of the prediction result y,

{
xpm−t,n+ϕ

}T ,P
t=1,p=1

is the
spatial-temporal variable of the Granger reason x, T is the maximum time lag in the
past observation period, weights wj1 and wj2 represent the influence on the past parking
occupancy and roads around the parking lot.

ym,n =
∑T

t=1
wj1 · ym−t +

∑P

p=1

∑T

t=1
wj2 · xpm−t,n+ϕ (1)

In addition to spatial-temporal factors, there are multi-dimensional correlations and
dependencies influencing on parking occupancy. Pflügler pointed out that the weather
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has a significant influence on parking availability [22]. Figure 4 shows the statistically
analyzed results of CityPule data. It can be seen that the prediction error is significantly
reduced after adding weather factors. Hence, the weather is the Granger causality of the
parking occupancy.

Fig. 4. The influence of weather factors

Let
{
zqm−t

}T ,Q
t=1,q=1 be the time series variable of the influencing factor z, time series

{ym−t}Tt=1 performs the following regressions:

ym,n ≈
∑T

t=1
wj1 · ym−t +

∑Q

q=1

∑T

t=1
wj3 · zqm−t (2)

where zq(q = 1,…,Q) are the Q dimensional related factors such as temperature,
humidity, etc. wj3 is the degree about the influence of the relevant factors.

3.2 Parking Occupancy Prediction

There aremany factors that can affect parkingoccupancy in the spatial-temporal causality
model. Perhaps there are some correlations among different influencing factors. At the
same time, an individual influencing factor may also have complex deep features. It is
difficult to analyze the complex relationship between different influencing factors using
traditional autoregressive methods, which may lead to inaccurate prediction of parking
occupancy rate. Therefore, we introduce ANN to learn the correlations among different
factors so as to accurately predict the parking occupancy. The reason why we introduce
ANN is described as follows.

1) ANN can be used to deal with multi-dimensional, and highly correlated data, even
though it is unclear that multidimensional features are related to each other.

2) ANN performs better on the analysis of the regular and complex features compared
with other general machine learning method.

3) ANN can continuously improve the model through training, with the advantages of
easy modification, flexibility, and strong growth.
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Considering the above advantages, the ANN is selected as the prediction algorithm
of parking occupancy based on multi-dimensional spatial-temporal causality.

y = σ(wl · · · σ(w2σ(w1 · x + θ1)+θ2) · · · +θl)+θ (3)

Equation 3 outlines the traditionalANNalgorithm,where x is a columnvector containing
n inputs, σ is the activation function, w is the weight matrix, θ is the bias, and l is the
number of hidden layers. Based on the above formula, our ANN that fuses the spatial-
temporal featureswithmulti-dimensional factors by harnessing the following regressions
defined as Eq. 4, where j1 equals to t, j2 equals to T plus p and t, j3 equals to 2T plus P,
q and t, y and xp are the spatial and temporal factors of parking occupancy, zq is the Q
dimensional related factors than have influence on the prediction.

ym,n ≈
∑K

k=1
wkσk

(∑T

t=1
wij1 · ym−t +

∑P

p=1

∑T

t=1
wij2 · xpm−t,n+ϕ +

∑Q

q=1

∑T

t=1
wij3 · zqm−t + θk

)
+ θ

(4)

In thismodel, there is only onehidden layer, and the number of neurons in the hidden layer
is K. The number of input neurons in the neural network corresponds to the dimensions
of the multi-dimensional data, and is determined by the dimensions of y, x, and z as
described above.

4 Analysis of Experimental Results

The CityPulse data published in the EU FP7 project (available at http://iot.ee.surrey.ac.
uk:8080/index.html) are used to train the ANN, and verify the prediction algorithm of
parking occupancy based on multi-dimensional spatial-temporal causality and ANN.

4.1 Data Selection and Normalization

The research materials related to the website about CityPulse are studied and analyzed
before using the data [23–25]. We select the valid data related with the parking lot from
August 1st to October 20th in 2014, including 2452 parking data, and the related weather
and traffic data around the parking lot. All of the data are preprocessed with the same
sampling time.According to the difference on value units and ranges of the data, all of the
data are normalized according to Eq. 5, and the normalized data could be renormalized
according to Eq. 6, where X is the original data, X* is the normalized data, Xmax and
Xmin are the maximum and minimum values of the original data respectively.

X ∗ = (X − Xmin)/(Xmax − Xmin) (5)

X = X ∗(Xmax − Xmin) + Xmin (6)

In order to effectively apply the spatial-temporal features, the valid time-related data
are divided into 3 lag data, the interval is 30 min for each lag data. For example, when
predicting the parking occupancy after half an hour, the current data, the previous 30min
data, and the previous one-hour data could be used as the data for realizing the correlation.

http://iot.ee.surrey.ac.uk:8080/index.html
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Similarly, the previous 30 min data, the previous one-hour data, and the previous one
and half hours data are used to predict the current parking occupancy. The data used in
this paper in the range that is centered on the parking lot has six related roads within a
radius of one kilometer. Besides, the related weather and environmental data (such as
temperature and humidity) are also used as well.

4.2 Neural Network Construction

There are totally 53 input neurons to be the input of neural network, including days of the
week, time,weather information (such as: air pressure, dewpoint, humidity, temperature,
wind direction, wind speed), traffic information with time lag about the six roads, and
previously parking occupancy rate. The number of output neurons is 1, and the output is
the prediction value of parking occupancy rate. There are two hidden layers for the neural
network, and the number of neurons for the hidden layer is 7, 5 respectively. The design
of the hidden layer is based on the experience and the analysis of experimental results.
Back propagation (BP) neural network is used because of its extensive effect, simple
structure, and convenience in the mathematical analysis [26]. The activation function of
the hidden layer and the output layer is the logarithmic sigmoid transfer function and
the training function is the gradient descent adaptive learning rate training function.

During generating training and verification data set for the neural network, we divide
the parking occupancy rate into 10 sections by 0.1 intervals, the proportion of data in
each interval is calculated, and the data is randomly selected according to the proportion
between training data and original data. Among them, 200 pieces of data are selected as
verification set, and the rest are used as training set. Some training samples are shown
in Table 1.

4.3 Analysis of Experimental Results

Matlab R2012b is adopted to implement the algorithm, and the preprocessed data are
used for verification. We predict the parking occupancy after 30 min using the actual
historical values based on the CityPulse open data, and then compare the prediction
results with the actual parking occupancy. In the experiment, the capacity of the parking
lot is 56. Since the parking informationwas updated per 30min, the prediction lag should
also be a multiple of 30 min. If the sampling frequency of the data is higher, and more
detailed information is provided, the model can predict the future parking occupancy
with smaller time granularity.

In order to objectively evaluate the prediction effect, the mean absolute error (MAE)
is introduced to measure the prediction effect. The MAE is calculated according to
Eq. 7, where X* is the predicted value, X is the actual value, and N is the total number
of samples.

MAE = 1

N

∑N

i=1

∣∣X ∗ − X
∣∣ (7)

In order to measure the performance of our prediction technology after supple-
menting spatial-temporal causality and multi-dimensional influencing factors, several
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different algorithms are used to predict the same data set. For example, Kalman filtering
algorithm has been used to predict the traffic status [27, 28]. Hence, the Kalman filtering
algorithm is also used to predict the parking occupancy as well, and its predicting result
is compared with others. In addition, the following prediction algorithms are compared:
neural network prediction algorithm based on spatial factors (road information) and
weather; linear regression prediction algorithm based on time series; neural network
prediction algorithm based on time series; neural network prediction algorithm based
on spatial-temporal factors and weather without time lag; neural network prediction
algorithm based on spatial-temporal causality (including weather factors with time lag).
Prediction results include parking occupancy after 30 min, and after 1 h respectively.
The experimental results are renormalized and shown in Table 2. The results show that
the prediction errors of parking spaces by linear regression method based on time series
after 30 min and after 1 h are 3.753 and 5.034 respectively, while the errors of neural
network prediction based on time series are 3.021, 3.866 respectively. Compared with
linear regression, neural network prediction error is smaller and prediction accuracy is
higher. In terms of time series prediction and the Kalman filtering prediction, they err
3.059 and 3.739 respectively, which is better than neural network. However, when other
dimensional factors (such as weather, road, etc.) are gradually introduced, the neural
network also reduces the prediction errors as well, and its prediction becomes better
and better. Additionally, it can be seen from Table 2 that time correlation is a very
important factor for neural network, compared with the predict results 5.486 (30 min),
and 6.372 (1 h) which only includes roads factors and weather factors, the predicted
error with time series is reduced to 3.021 (30 min), 3.866 (1 h). Meanwhile, the pre-
diction accuracy is significantly improved when the temporal factor is supplemented.
When concerning about temporal correlation, supplementing road and weather factors
can greatly improve the accuracy of the prediction, while the error sharply drops to 2.562
for 30 min, and 3.475 for an hour respectively. With multi-dimensional spatial-temporal
causality, the accuracy of the prediction is further improved, and the error is reduced to
a minimum of 2.488 for 30 min, and 3.418 for an hour respectively, which is less than
the error of linear regression and Kalman filtering. It proves that our algorithm based
on multi-dimensional spatial-temporal causality and ANN can efficiently improve the
predicting accuracy of parking occupancy.

Table 2. Comparison on the results of different prediction method

Prediction methodology MAE

30 min 1 h

Road, Weather (Neural network) 5.486 6.372

Time series (Linear regression) 3.753 5.034

Time series (Kalman filter) 3.059 3.739

Time series (Neural network) 3.021 3.866

Time series, Road, Weather (Neural network) 2.562 3.475

Multi-dimensional Spatial temporal casual factors (Neural network) 2.488 3.418
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The prediction results of multi-dimensional input are shown in Fig. 5. It indicates
that some points are deviant from the regression trend. There are some possible reasons,
such as road accidents, emergencies, or special event in the surrounding area, and so on.

Fig. 5. Prediction result of multi-dimensional input

5 Conclusion

Accurate prediction of parking occupancy is an important part of the ITS study. In
this paper we propose a multi-dimensional spatial-temporal causality model of parking
occupancy, and established a prediction algorithm of parking occupancy based on ANN.
It can estimate the parking occupancy at the time of the driver arriving at the parking lot
according to the estimated time of arrival.

The model proposed in this paper mainly consider the multidimensional spatial
and temporal causality related to the parking data, and used public data sets to verify
the validity of the model. The experimental results show that the parking occupancy
mainly depends on the spatial-temporal correlation factors, spatial-temporal causality
can effectively improve prediction accuracy. In addition, other influencing factors (such
as seasonal factors in the parking) can also contribute to the prediction accuracy, and
we would like to try to use other algorithms to improve the prediction accuracy such as
RNN in the future.
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Abstract. In the recent decade, recurrent neural networks become a hot research
field, with the powerful capability to capture temporal information from time
series. To avoid the vanishing/exploding gradient problem caused by the gradient
descent algorithm involved in most recurrent networks, echo state network (ESN)
was proposed to contain a large but sparse reservoir instead of traditional hidden
layers. However, the performance of ESN is very sensitive to the parameters of the
reservoir. In this paper, we focus on the improvements of ESN in the background
of electricity load forecasting. With the goal of effectively and efficiently compu-
tation in the context of pervasive and cloud computing, two versions of adaptive
echo state network (AESN) are designed to adopt a modular control strategy to
automatically adjust some parameters of the reservoir. Applying AESN on two
synthetic datasets and two real world electricity datasets, experimental results
demonstrate that AESN is viable.

Keywords: Echo state network · Time series prediction · Leaky integrator ·
Modular control strategy

1 Introduction

With the rapid development of data storage technologies and the emergence of Internet-
enabled devices, we have stepped into the data explosion era. Data grows exponentially
so that we could explore much information, such as from the electricity grid, hospital
system, or public transportation network, to make our lives more convenient. Therefore,
researches about effectively and efficiently computing in the context of pervasive and
cloud computing have received a lot of attention now.

In this paper, we would focus on the electricity load forecasting filed. The main
characteristic of electricity load is its periodicity, which might change hourly, daily,
weekly, or monthly, etc. [1]. Although it is a kind of continuous time series, it is still
highly sensitive to some exclusive variations, such as temperature, humidity, and holiday.
Also, it could be indirectly affected by economic development, population growth, or
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global warming [2]. Some of those direct and indirect variations could be estimated
while some could not.

To solve the problems above, statistical methods, machine learning algorithms and
neural networks are widely applied and proposed for higher model accuracy. A novel
recurrent neural network (RNN) paradigm, called echo state network (ESN), was pro-
posed by Jaeger and Haas in 2001 [3] to avoid the vanishing/exploding gradient problem
caused by the gradient descent algorithm, which lowers the training complexity of neural
networks at the same time. In the architecture of ESN, hidden layers of the traditional
RNNs are replaced by a large but sparse reservoir. In addition, ESN only needs to
obtain the output weight matrix, while the input weight matrix and the reservoir weight
matrix are randomly generated and remain unchanged during the training process. In
the last decade, applications or modifications of the ESN model are mainly focused on
approaches to deepen the reservoir, to compute the output weight matrix, or ensemble
approaches with other models, which in a way increase the model accuracy but also
make it more complex. Meanwhile, the selection of model parameters, such as the num-
ber of neurons in the reservoir, spectral radius and sparsity of the reservoir, still remains
a problem.

This paper presents the following contributions:

• Due to the cost of parameter optimization without exact rules, a modular control
strategy based on leaky-ESN is proposed to automatically adjust the leaking rate and
the sparsity of the reservoir.

• The proposedmodels were applied on two synthetic datasets for time series prediction
and two real-world datasets for electricity load forecasting. Performances are proved to
be better than the traditional ESNand leaky-ESNon all datasets.When applying on the
two synthetic datasets, two improved versions of ESNproposed in the reference [4] are
introduced for comparison, where our proposed models still have better performance.

The rest of this paper is organized as followed. In Sect. 2, we present some recent
researches in the field of electricity load forecasting. Theories of ESN architecture are
presented in Sect. 3. In Sect. 4 and Sect. 5 we present our proposed novel model and
experimental results, respectively. Conclusion and future works are presented in Sect. 6.

2 Related Work

According to forecast duration, the electricity load forecasting can be classified into
short-term, middle-term, long-term forecasting, which is hourly or daily, weekly, and
monthly or even yearly, respectively [5]. So far, researches in this field could be generally
concluded as the following three categories:

• Statistical mathematical approaches [6], such as Autoregressive (AR), Auto Regres-
siveMovingAverage (ARMA),Autoregressive IntegratedMovingAverage (ARIMA)
[7], Generalized Auto Regressive Conditional Heteroskedasticity model (GARCH)
[8], and Grey Forecast models [9, 10], etc.

• Machine learning approaches [11], such as Support Vector Machine (SVR) [12, 13],
the hybrid method of Regression Trees and Neural Networks [14], etc.
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• Deep learning approaches, such as Recurrent Neural Networks (RNN) [15–17], Long
Short-term Memory (LSTM) [18], Echo State Networks (ESN) [19–21], Deep Belief
Network [22], etc.

Different approaches have their own advantages. Compared with the other two kinds
of approaches, deep learning is powerful for autonomous learning and obtaining useful
and valuable information from a large amount of training data. The core of deep learning
is the hidden layers, where the weight of each neuron in the hidden layers is obtained
during the training process. Considering the temporal characteristics of electricity load,
researches on different RNNs, containing memory units, have drawn great attention.
And the introduction of ESN helps to avoid the vanishing/exploding gradient problem
caused by the gradient descent algorithm and slow convergence. Meanwhile, it also can
lower the training complexity [23–25].

However, ESN still has its drawbacks. Taking them into account, recent researches
and improvements of ESN can be generally concluded as followed:

• Because there are many parameters required during the construction of the ESN
architecture, in most cases, a variety of intelligent optimization algorithms such as
Genetic Algorithms (GA) are used to optimize the parameters [26].

• Linear regression methods always look for the output weights that are suitable for
the training set, which could easily lead to overfitting. To solve this problem, it is
necessary to add some intervention to the ESN model to appropriately reduce its
training accuracy. Common improvements include increasing white noise [27] on
neurons during training or using ridge regression instead of linear regression [28].

• Adjust and optimize the structure of the reservoir. A typical attempt is to deepen the
reservoir or replace internal neurons with different neurons, such as merged integral
neurons [29].

3 Preliminary

ESN is a novel recurrent neural network, which is suitable for sequential processing
tasks, such as text or time-series. Its training process is simple but having high accuracy
compared to other neural networks. Instead of setting hidden layers, ESN introduces
a large but sparse reservoir, which helps to overcome the existing problems of slow
convergence speed and avoid the vanishing/exploding gradient problem caused by the
gradient descent algorithm in the most neural network models.

The architecture of ESN is illustrated in Fig. 1., which consists of an input layer with
I neurons, a reservoir with N neurons and an output layer with O neurons.

Assume that at time step t, x[t] ∈ RI denotes the external input, h[t] ∈ RN denotes
the echo state, and y[t] ∈ RO denotes the output vector. Wr

i , W
r
r , W

o
r , W

r
o , and Wo

i ,
denote the weight matrix from the input layer to the reservoir, with size N × I , the
weight matrix of internal connections within the reservoir, with size N × N, the weight
matrix from the reservoir to the output layer, with size O × N , the weight matrix from
the output layer to the reservoir, with size N ×O, and the weight matrix from the input
layer to the output layer, with size O × I , respectively.
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Fig. 1. ESN architecture, where the solid arrow represents the randomly initializedweight matrix,
while the dotted arrow represents the weight matrix to be trained.

The process of training the ESN model consists of two steps: the collection of echo
states and the computation of outputs.

During the training process, equations of the traditional ESN are given as followed:

h[t] = f
(
Wr

i × x[t] + Wr
r × h[t − 1] + Wr

o × y[t − 1] + ξ
)

(1)

y[t] = Wo
i × x[t] + Wo

r × h[t] (2)

The Eq. (1) indicates the process of collecting echo states, where Wr
i , W

r
r and Wr

o are
randomly initialized. The Eq. (2) indicates the process of computing outputs, whereWo

r
and Wo

i are obtained after performing regression methods.
The equations of leaky-ESN to collect echo states [30, 31], where the reservoir

consists of leaky-integrator neurons, are given as followed:

h′[t] = f
(
Wr

i × x[t] + Wr
r × h[t − 1] + Wr

o × y[t − 1] + ξ
)

(3)

h[t] = α × h[t − 1] + (1 − α) × h′[t] (4)

The reservoir plays a vital role in ESN. It contains a large number of neurons, which
are not fully connected. At time step t, the echo state h[t] is a kind of high-dimensional
nonlinear expansion formed after the external input x[t] passing through the reservoir,
which also preserves some transient memory information [23].

Compared to other neural networks, such as feed forward network and recurrent
neural network, ESN model is relatively easier to be constructed, but during the training
process, some key parameters in the network are required to be empirically selected and
adjusted:N which denotes the number of neurons in the reservoir, λ and S which denotes
the spectral radius and the sparsity ofWr

r , respectively, and α which denotes the leaking
rate when computing the echo states.
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First of all, the most critical parameter in leaky-ESN is the number of neurons N
in the reservoir. The larger N is, the more complex leaky-ESN network structure is.
This parameter is similar to the construction of some traditional neural networks when
setting the number of hidden layers and the number of neurons of each hidden layer.
Theoretically, if there aremore neurons in the reservoir, it is easier to obtain the nonlinear
combination of external inputs, but it might also cause the over-fitting of output vectors.

Secondly, it is about the configuration of λ and S of the weight matrixWr
r . The value

of λ affects the length of time for leaky-ESN to remember useful information, while the
sparsity S ensures the sparse connection of neurons in the reservoir, which has its value
in an exact range, [0, 1].

Thirdly, the value of the leaking rate α decides how much information of the last
echo state and the current echo state should be taken into consideration, which also has
its value in an exact range, [0, 1].

4 AESN for Electricity Load Forecasting

From the perspective of the parameter setting, the leaking rate of ESN model cannot
be changed once set, which limits the flexibility of the model. In order to improve
the adaptability of the leaky-ESN, inspired by CW-RNN [32], we divide the reservoir
into equal-sized modules and define the working period for each module. By judging
whether the current time step can be divisible by the working period of a module, the
information of the module can be updated or maintained, so as to automatically adjust
the leaking rate. We abbreviate the above model as AESN-I. On this basis, we hope
to further automatically adjust the sparse connection of the reservoir. Different from
the traditional ESN, we initialize the reservoir in a fully-connected state, and then use
the adaptive leaking rate obtained by AESN-I to control the dropout of neurons, thus
achieving a similar effect with the sparse connection adopted by the traditional ESN.
We call this model AESN-II for short. Details of AESN-I and AESN-II are presented as
followed.

4.1 The Modular Control Strategy

In this subsection, themodular control strategy is defined and described for the automatic
adjustment of later proposed AESNmodels. Assuming that the reservoir withN neurons
is divided into k modules of equal size, the number of neurons in each module ism = N

k .
Firstly, the working period for each module is defined as the Eq. (5):

Ti = 2i−1, i = 1, 2, 3, . . . , k (5)

According to the working period of each module, the updated sub-vector of the module
at time step t are obtained by the following Eq. (6):

ui[t] =
{

(1, 1, 1, . . . , 1)T , iftmodTi = 0
(0, 0, 0, . . . , 0)T , iftmodTi �= 0

, i = 1, 2, 3, . . . , k (6)

Finally, by concatenating the sub-vectors of eachmodule together, we obtain the updated
vector of the entire reservoir at time step t. To sum up briefly, neurons in the reservoir
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are updated in modules, and the update frequency of modules is closely related to the
working period ofmodules. Thismeans that the number of neurons involved in the update
process can change flexibly at different time steps, thus achieving adaptive adjustment
of the leaking rate.

4.2 AESN-I with Initial Sparsely-Connected Reservoir

In the traditional form of leaky-ESN, the leaking rate is a fixed constant running over the
whole dataset each time. In AESN-I, the modular control strategy is utilized, where the
form of constant is replaced by the form of vector as a leaking rate. During the training
process, the Eq. (4) is modified as the Eq. (7)–(8):

u′[t] = 1 − u[t] (7)

h[t] = u′[t] � h[t − 1] + u[t] � h′[t] (8)

In the Eq. (8), entries with the same positions in u′[t] and u[t] are inversed, with the
value of either 0 or 1. Figure 2 illustrates the entries in u′[t] and u[t] at time step t =
10, where h[t] is the concatenation of the first two sub-vectors of h′[t] and the last two
sub-vectors of h[t − 1].

Fig. 2. Process of computing the echo state at time step t = 10 where entries of u′[t] and u[t] are
indicated.

4.3 AESN-II with Initial Fully-Connected Reservoir

Based on the AESN-I architecture, we further designed AESN-II with the capability
to automatically adjust the sparse connections within the reservoir, where the reservoir
is initially fully-connected. On the basis of the modification of AESN-I, the Eq. (3) is
modified as the following Eq. (9) to obtain h′[t]:

h′[t] = f
(
Wr

i × x[t] + Wr
r × (u[t] � h[t − 1]) + Wr

o × y[t − 1] + ξ
)

(9)

In this model, u[t], as an adaptive leaking rate in the AESN-I, is utilized to control the
dropout of neurons. Therefore, the initial fully-connected reservoir performs similarly
as a sparse reservoir adopted by the traditional form of ESN or leaky-ESN.
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5 Experiments and Results

5.1 Dataset Description

In this section, our proposed approaches are applied to two synthetic datasets and two
real-world electricity load datasets.

Mackey-Glass (MG) Time-Series: The MG time-delay differential equation can be
described as followed:

dx

dt
= α

xτMG

1 + xnτMG

− βx (10)

where α, β, τMG , n are real numbers and xτMG represents the value of x at time step
t − τMG . In this paper, it is generated as α = 0.2, β = 0.1, τMG = 17, n = 10.

Multiple Superimposed Oscillator (MSO): MSO is the superimposition of different
sine waves with incommensurable frequencies, which requires decoupled internal states
to be represented simultaneously. Since neurons in the reservoir are coupled, it is chal-
lenging for ESN to deal withMSO [33]. Many researches apply the ESNmodel onMSO
[34–36], with the definition as followed:

y(t) = sin(0.2t) + sin(0.311t) + sin(0.42t) + sin(0.51t) + sin(0.63t) + sin(0.74t)
(11)

North-American (NA) Electricity Utility: This real-world dataset consists of time
series of hourly electricity consumption and temperature data, in a period from January
1st, 1991 to October 12th, 1992. It is provided by [1].

Australian Energy Market Operator (AEMO) Data: This real-world dataset con-
sists of time series of electricity demand and price every 30 min, in the year of 2016. It
is provided by [37].

5.2 Experimental Settings

To avoid the overfitting and help to guide the parameter optimization, training set, val-
idation set, and test set were involved in our experiments. For the first two synthetic
datasets, we divided each into 3 sub-datasets, where 70% for training, 15% for valida-
tion and the rest 15% for testing. Daily electricity load predictions were applied on NA
and AEMO real-world electricity datasets, where the last two months were used as the
validation set and the test set, respectively. When applying NA dataset, temperature was
used as an exogenous variable, while electricity price was used as an exogenous variable
when applying AEMO dataset.

A Python implementation of the traditional form of ESN, provided by [4], was
modified to construct the traditional ESN, leaky-ESN, AESN-I and AESN-II. During
the computation, ridge regressionwas applied to train the readout. Normalized rootmean
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squared error (NRMSE) was used as the evaluation criterion for results comparison. The
equation is presented as followed:

ŷ = 1

n

∑n

i=1
y′
i (12)

NRMSE
(
y, y′) =

√√√
√

1
n

∑n
i=1(yi − y

′
i)
2

1
n

∑n
i=1

(
yi − ŷ

)2 (13)

where y denotes the predicted value and y′ denotes the ground truth.
With the goal of fair comparison among traditional ESN, leaky-ESN, AESN-I and

AESN-II, the following configurations in Table 1 were kept to be in the same range or
value for parameter selection and adjustment.

Table 1. Configuration table for the fair experimental comparison

Parameter Range/Value

Number of neurons in the reservoir N 100–500

Spectral radius of the reservoir R 0.5–1.4

Number of initially discarded outputs D 100

Input scaling IS 0.1–0.9

Output scaling OS 0.1–0.9

Feedback scaling FS 0.0–0.6

Regularization parameter (Ridge Regression) λ 0.001–1.0

Noise ξ 0.0–0.1

In addition, the leaking rateαwas optimized in the range of [0, 1] during the construc-
tion of leaky-ESN. When constructing AESN-I and AESN-II, the number of modules
M was optimized in the range of [2, 8]. Except for AESN-II, which contains a fully-
connected reservoir, the other 3 models require the optimization of the sparsity of the
reservoir ρ within the range of [0.25, 0.5].

After the process of parameter optimization, each test set was run on the constructed
model for 32 times to get the mean and standard deviation of NRMSEs.

5.3 Results Discussion

Synthetic Dataset
In the reference [4], Principal Component Analysis (PCA) and kernel Principal Compo-
nent Analysis (kPCA) are introduced for dimensionality reduction during the training
process of ESN. Since MG and MSO time series utilized in the experiments are the
same both in this paper and in the reference [4], these 2 improved versions of ESN are
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also involved in the comparison of the results. Besides, only ridge regression for readout
training is considered for fair comparison.

The configuration table of experimental results is depicted in the Table 2. In the
Table 3, experimental results applying on these two synthetic datasets are compared
among ESN, leaky-ESN, ESN + PCA, ESN + kPCA, AESN-I and AESN-II. It can be
concluded that the two versions of AESN perform not only better than the traditional
ESN and leaky-ESN, but also have higher prediction accuracy compared to some recent
improved versions of ESN, ESN + PCA and ESN + kPCA. MG is a kind of simple
signal compared to MSO, consequently, it is intuitive that all models achieve low pre-
diction error and AESN-I is outperformed among them. Although MSO is challenging
for traditional ESN architecture to deal with, which can be proved from the prediction
results, the leaky-ESN helps to lower the prediction error. Both AESN-I and AESN-
II, containing leaky-integrator neurons in the reservoir, present better performance and
AESN-II has the lowest prediction error.

Table 2. Configuration table of experimental results: α – leaking rate, M – number of modules,
N – number of neurons in the reservoir, R – spectral radius of the reservoir, ρ – sparsity of
the reservoir, ξ – noise when updating ESN states, IS – input scaling, OS – output scaling, FS
– feedback scaling, λ – regularization parameter of ridge regression.

α M N R ρ ξ IS OS FS λ

MG ESN – – 378 1.22 0.25 0.0 0.550 0.212 0.250 0.625

Leaky-ESN 0.345 – 492 1.40 0.419 0.0 0.869 0.341 0.538 0.635

AESN-I – 2 369 1.19 0.272 0.0 0.644 0.775 0.061 0.001

AESN-II – 2 366 1.33 1 0.0 0.442 0.616 0.080 0.001

MSO ESN – – 298 1.15 0.25 0.01 0.345 0.147 0.045 0.438

Leaky-ESN 0.128 – 499 1.03 0.331 0.01 0.1 0.180 0.119 0.471

AESN-I – 4 481 0.96 0.342 0.0 0.1 0.156 0.097 0.496

AESN-II – 4 417 1.15 1 0.0 0.1 0.287 0.123 0.237

Real-World Electricity Dataset
In this section, NA and AEMO electricity datasets were applied for 24-h electricity load
forecasting. The configuration table of experimental results and the comparison of the
results amongESN, leaky-ESN,AESN-I andAESN-II are depicted in the Table 4 and the
Table 5, respectively. Since electricity load data are highly sensitive to some exclusive
variations, which are more complex than synthetic datasets, the prediction accuracy
would be lower compared to experiments applying on synthetic datasets. However, it
still can be concluded that the two versions of AESN are both viable.

Considering bothNAandAEMOelectricity datasets, the prediction accuracy of ESN
is slightly lower or higher than the prediction accuracy of leaky-ESN. Hence, AESN-I
and AESN-II, which involve leaky-integrator neurons in the reservoir by automatically
adjusting the leaking rate, would only slightly improve the prediction accuracy.
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Table 3. Results comparison among ESN, leaky-ESN, ESN + PCA, ESN + kPCA, AESN-I and
AESN-II.

NRMSE

MG ESN 3.064E−2 +− 1.648E−4

Leaky-ESN 4.185E−3 +− 1.460E−2

ESN + PCA 6.483E−3 +− 9.126E−3

ESN + kPCA 4.283E−3 +− 1.893E−4

AESN-I 8.456E−4 +− 1.945E−3

AESN-II 1.457E−3 +− 1.285E−3

MSO ESN 9.427E−1 +− 1.675E−2

Leaky-ESN 1.546E−1 +− 3.165E−2

ESN + PCA 7.642E−1 +− 1.189E−1

ESN + kPCA 5.959E−1 +− 3.233E−2

AESN-I 7.590E−2 +− 8.142E−3

AESN-II 5.427E−2 +− 1.592E−2

Table 4. Configuration table of experimental results: α – leaking rate, M – number of modules,
N – number of neurons in the reservoir, R – spectral radius of the reservoir, ρ – sparsity of
the reservoir, ξ – noise when updating ESN states, IS – input scaling, OS – output scaling, FS
– feedback scaling, λ – regularization parameter of ridge regression.

α M N R ρ ξ IS OS FS λ

NA ESN – – 258 0.77 0.436 0.06 0.183 0.730 0.258 0.672

Leaky-ESN 0.936 – 232 0.68 0.480 0.08 0.192 0.708 0.016 1.0

AESN-I – 8 131 0.58 0.379 0.02 0.181 0.390 0.0 0.549

AESN-II – 6 355 0.86 1 0.0 0.132 0.608 0.0 1.0

AEMO ESN – – 318 0.87 0.313 0.02 0.353 0.885 0.328 0.261

Leaky-ESN 0.402 – 332 0.83 0.323 0.02 0.311 0.825 0.234 0.353

AESN-I – 2 393 0.75 0.436 0.01 0.147 0.828 0.388 0.460

AESN-II – 6 285 1.30 1 0.03 0.537 0.172 0.0 0.761

In these two datasets, it is intuitive that AESN-I, with the initial sparsely-connected
reservoir, is not so satisfied compared to AESN-II, with the initial fully-connected reser-
voir and lowest prediction error. In AEMO electricity dataset, prediction accuracies of
AESN-I and AESN-II are almost the same.
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Table 5. Results comparison among the traditional ESN, leaky-ESN, AESN-I and AESN-II.

NRMSE

NA ESN 4.136E−1 +− 1.447E−2

Leaky-ESN 3.944E−1 +− 9.871E−3

AESN-I 3.892E−1 +− 1.214E−2

AESN-II 3.574E−1 +− 9.956E−3

AEMO ESN 6.006E−1 +− 2.356E−2

Leaky-ESN 6.120E−1 +− 3.838E−2

AESN-I 5.898E−1 +− 2.092E−2

AESN-II 5.854E−1 +− 2.426E−2

6 Conclusions and Future Work

In this paper, we focus on the electricity load forecasting, in the context of pervasive and
cloud computing. Applying on the two synthetic datasets, MG and MSO, and two real-
world datasets, NA and AEMO electricity load datasets, we compare our two proposed
models, AESN-I and AESN-II, with the traditional ESN, leaky-ESN and two improved
versions of ESN, ESN + PCA and ESN + kPCA. It is proved that the modular control
strategy is viable on the ESN architecture. The idea of automatically adjusting sparsity
and leaking rate reduces prediction errors, on the basis of ensuring the sparse connections
within the reservoir.

For future works, wewill extend experimental results of our proposedmodels for fur-
ther analysis, such as applying on different real-world datasets, and comparing themwith
statistical mathematical methods or machine learning algorithms. Moreover, we are also
interested in investigating other control strategies to reduce the cost during the process
of parameter optimization, with the goal of effectively and efficiently computation.
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Abstract. The virtual bot is one of the hot topics in artificial
intelligence, where most of the current studies focus on chatbots.
Nevertheless, the context-sensitive virtual bot, especially with rich
human-like interactions (e.g., appearance change, context-aware narra-
tion/recommendation) regarding the ambient changes (e.g., location,
focused scene) through various built-in sensors, would have broader
application. Towards this direction, we propose MateBot, a human-
like, context-sensitive virtual bot, which supports harmonious human-
computer interaction on smartphones. The design of MateBot consists of
three parts. First, a context sensing network is used to recognize the input
background information and face information, and modify the appear-
ance of the virtual bot through the conversion of the encoding network.
Second, a human-like bot appearance generation network can generate a
virtual bot image with a human-like appearance through the GAN net-
work and modify the appearance of the virtual bot with context-sensitive
information. Third, a personalized conversation network is devised to
communicate with human users. Furthermore, we apply MateBot to the
intelligent travel scenario to justify its practicality, and the experiment
results show that the bot can better increase the user’s sense of substi-
tution and improve the communication efficiency between human users
and virtual bots.

Keywords: Virtual bot · Context-sensitive · MateBot

1 Introduction

In the past decade, virtual bots have become one of the important directions
in the evolution of artificial intelligence (AI). At present, the specific research
on virtual bots [21,27] is mainly focused on chatbots. The early dialogue sys-
tems, such as Eliza Weizenbaum [22], Parry Colby [2], and Alice Wallace [21],
are all dedicated to learning human dialogue through text. Despite the huge
c© Springer Nature Switzerland AG 2020
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breakthroughs, these chatbots still have some scope limitations. At present, fully
open domain chatbots are still a target that needs to be worked hard to develop.
Meanwhile, along with the progress in deep learning technology, the social chat-
bot have multi-domain goals, such as free dialogue, task dialogue, e.g. However,
the current research on virtual bots is mainly focused on communicating with
human users, that is, continuously promoting the authenticity and fluency of
text generation to improve the shaping level of virtual bots. We believe that the
research on virtual bots should simultaneously breakthrough in different aspects,
including a human-like virtual image and the sensitivity to the situation. There
is no doubt that a virtual bot with a human-like appearance and intelligence is
more comfortable for common users. So we want to create a virtual bot that not
just looks exactly like a human in all aspects, but is context-sensitive, that is,
the virtual bot can make corresponding changes in appearance and expression
according to different situations and user changes.

Fig. 1. The usage of MateBot: a snapshot

In this paper, as is shown in Fig. 1, the virtual bot we designed is a context-
sensitive bot. Context-sensitive refers to the fact that the virtual bot should
have the ability to change its image or behavior according to changes in the
external environment. The context-sensitive in this paper consists of two parts:
face-sensitive and background-sensitive. Specifically, face-sensitive is mainly for
extracting physiological features to improve the appearance features of the vir-
tual bot. When the virtual bot has similar appearance features to the user,
it can provide users with a better sense of substitution and companionship.
While background-sensitive is worthwhile, virtual bots can change their behav-
ior patterns by sensing the external background, which is reflected in appearance,
specifically changing the expression. For example, when the virtual bot senses
that the environment is a well-known attraction, it will show a happy expression.
A context-sensitive, high-fidelity virtual bot designed in this paper can recog-
nize different situations through cameras, so that a virtual bot with high-fidelity
appearance can change images and behaviors. In order to prove the practical-
ity of this design, we tested and applied Mate Bot through the scene of Xi’an
tourism(Xi’an, a worldwide famous tourist destination). When you use MateBot
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in tourism, it can provide different introductions and explanations by identifying
different attractions. For example, in Xi’an, when terracotta warriors and horses
are recognized, virtual robots will show a serious expression and introduce you
to the context of “the first batch of Chinese World Heritage terracotta warriors
and horses, located in ...” can also be used in life application. For example, when
you go to the beach, the character image of the virtual robot will automatically
change to add elements such as sunglasses.

The contributions of our work are listed as follows:

(1) We design a context-sensitive and human-like network to generate a virtual
bot called MateBot.

(2) MateBot can adjust its appearance and communication methods according
to different context.

(3) In order to verify the practicability of MateBot, we tested our design on a
travel scene and achieved good experimental results

2 Related Work

Virtual Chatbot. The current research on virtual bots is mainly focused on
the research of chatbots. The earliest chatbot Eliza Weizenbaum [22], proposed
in 1966, was used to imitate a psychologist in clinical treatment, which also made
it possible for people and computers to have a natural language conversation to
a certain extent. Eliza decomposes the input through keyword matching rules,
and then generates a response based on the reorganization rules corresponding
to the decomposition rules. Nowadays, along with the rapid development of
machine learning and deep learning technology, chatbots have undergone greater
development. The typical representative products are Microsoft XiaoIce [27],
Amazon Echo, Apple Siri, etc.

In the design of traditional chatbots, the designer only pays attention to the
chat scene itself. Therefore, chatbots can only imitate human dialogue behaviors
and do not respond to the environment. Therefore, an end-to-end architecture is
often used, so it will lead to a very simple system structure, such as RNN-based
systems proposed by Li [10], Vinyals [18], Shang et al. [20]. Subsequently, neural
network-based models enables chat robots to be trained on large-scale corpora,
greatly expanding the topics of chat.

Face Generation and Appearance Change. Generative Adversarial Net-
works (GAN) [8] shows powerful effects in various tasks that require computer
image processing, such as image generation [1,5,6,16,26], super-resolution imag-
ing [9], and facial image synthesis [7,11,19]. A typical GAN has two networks, one
is a generator and the other is a discriminator. It is iInspired by the two-player
zero-sum game, t. The two networks compete to achieve the best generation
effect.

An optimized version of the GAN network is a conditional GAN, which is
an adversarial generation model under certain conditions. The classified infor-
mation is provided by image generators and discriminators, and samples with
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certain constraints are generated. At present, there are many applications, such
as generating images from text descriptions.

Dialog Generation. In recent years, researchers have done a lot of research
on the personalized dialogue system. Li et al. [10] first incorporate implicit per-
sona in dialogue generation using user embeddings, which encodes each user
into a dense vector. Qian et al. [15] define several profile key-value pairs, includ-
ing name, gender, age, location, etc., and explicitly express a profile value in
the response. Faced with the lack of personalized dialogue data sets, Zhang
et al. [24] contribute a persona-chat dataset, and further propose two generative
models, persona-Seq2Seq and Generative Profile Memory Network, to incorpo-
rate persona information into responses. Yavuz et al. [10] explored the use of
copy mechanism in persona-based dialogue models. The above works are all
based on the RNN model, while the Transformer model proposed by Google has
greatly improved the structure of the sequence modeling model and become a
new favorite in many NLP tasks. Based on the Transformer model, BERT [23],
GPT2 [17] and other pre-training language models have achieved state-of-the-art
results in a variety of NLP tasks. Zhang et al. [25] present a large, tunable neural
conversational response generation model based on GPT2, which can generate
more relevant, contentful and context-consistent responses than strong baseline
systems. However, the existing models still have problems such as difficult to
control the subject of generating text, and difficult to contain specific emotions.
In this paper, we use a transformer codec-based generator to perform text gen-
eration through joint training of two data sets.

3 The MateBot Architecture

As shown in Fig. 2, our model architecture is divided into three parts: stage1:
context-sensitive network (Sect. 4.1), stage2: appearance translation network
(Sect. 4.2), and stage3: dialogue network (Sect. 4.3). Among them, the context-
sensitive network is used for identifying context information, segmenting images
and encoding different parts respectively. The appearance translation network
performs different transformations on the appearance of MateBot according to
the context-sensitive encoding information. Dialogue Network is responsible for
the human-machine communication part of MateBot.

So, specifically, our task is to use the picture information entered by the
camera, splitting the face information and context information, use the con-
text information to generate a high-quality external appearance of a virtual bot
with corresponding characteristics, and context information makes the appear-
ance of the virtual bot more consistent with the external environment. Each
generated result is expected to be fully integrated with the image information
read from the camera, reflecting similar appearance and expressions. As a result,
these generated images can be used as the basis for the behavior of the virtual
bot and human communication. Furthermore, the comparison of context and
face information in the image is difficult to extract because it contains many
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Fig. 2. MateBot generation networks (MGNet)

distracting factors, and high-quality virtual bot appearance generation requires
many accessories to change. To this end, we propose a three-stage framework
named MateBot.

4 MateBot: Detailed Design

4.1 Context-Sensitive Network

Our context-sensitive network contains a lightweight network variant based on
Dense net [3]. We use generator Es to split input image information into back-
ground and face parts, and two encoders, represent the information lost from
the background part and the face part using vectors. In detail, the purpose of
this network architecture is to decompose the input image I

a
into a background

part Bi and a face part Pi through Es, and generate two different latent codes
through Fs and Fcs to express features in vector space.

Given an input image I
a
, we perform the segmentation of the background

part Bi and the face part Pi by an object detection system. The entire object
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detection system has two functions, i.e., target classification and localization. As
our detection is mainly to distinguish between faces and background images, the
input image can be expressed as shown in Eq. (1):

Ia = Bi + Pi (1)

Therefore, we need to first locate the face image, and where the rest remain-
ing part would be is the background information. When we segment the input
image Ia , the background part Bi and the face part Pi will be sent into two
encoders Fs and Fcs to obtain features. For the features extracted from the
background information, it can be used to improve the expression information
of the virtual bot. When the virtual bot displays different expressions such as
happy, calm, and sad, there is no doubt that users will feel a stronger sense
of substitution. Therefore, regarding the extraction of background information,
taking Xi’an as an example, we divide the background into two categories, i.e.,
natural landscapes and playground scenes. Among them, the natural landscapes
are further subdivided into four categories: DaYan Tower, Mount Hua, Terra-
cotta Warriors, and Bell Tower. Scenes take four categories as typical: ghost
house, roller coaster, carousel, and ferric wheel. Therefore, through the encoder
Fs, we convert the input background image Bi into an 8-channel binary vector
as shown in Eq. (2):

D = (D1,D2,D3, . . . , Dn) (2)

At the same time, the feature extraction of the face part is used to improve
the human-like features of the virtual bot. As we all know, when the virtual
bot has similar features to the user, the user tends to have more communication
with the bot. Therefore, it is a feasible way to extract the basic physiological
characteristics of the user based on the face image information and thus improve
the appearance of the virtual bot. Therefore, it is a feasible way to extract the
basic physiological characteristics of the user based on the face image informa-
tion and thus improve the appearance of the virtual bot. Therefore, we divide the
basic physiological characteristics of the face into 8 categories: gender, hair/or
not, black hair/blonde hair, wearing glasses/or not, straight hair/curly hair,
young/old, bearded/or not, obese/or not. We believe that these eight types
of features can clearly show a person’s basic appearance features. Therefore,
through the generator Fcs, the face image information can be expressed using
an eight-channel binary vector shown in Eq. (3):

T = (T1, T2, T3, . . . , Tn) (3)

4.2 Appearance Translation Network

Appearance translation network contains a decoder-based generator Gs and an
encoder-decoder based generator Ks. The purpose of the first generator Gs is to
generate a face image Ip with certain physiological characteristics through the
input of the latent code Ti for the appearance of the virtual bot. The role of
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the second generator Ks is to combine the image Ip and the latent code Di to
generate a face image with a specific expression.

At present, many face image generators do not consider fixed features and
style requirements. For example, to specifically generate a woman with blond
hair and red lips features, for the needs of the virtual bot, we need to use the
generation of features that adjust the face image model. Therefore, in generator
Gs, we use AdaIN [4] after each convolutional layer to add and adjust features
in Eq. (4):

Ip = AdaIN(Xi, t) (4)

Gs belongs to the output information of each convolutional layer, and t is the
feature information transformed from the latent code Ti. Through the method
of AdaIN, the feature t possessed by Ti can be migrated to the newly generated
face image Ip layer by layer, and the final generation result can be expressed as
shown in Eq. (5):

Ip = ts,i
Xi − μ(Xi)

σ(Xi)
+ tb,i (5)

Because Pi is the extracted portrait features, and Ip is the appearance of the
generated virtual bot with the same physiological characteristics as P , therefore,
Ip and Pi should have a certain similarity. For this principle, in Eq. (6), we use
KL divergence to optimize our network:

Dkl(p||q) =
∫

p(z)
p(z)
q(z)

dz (6)

According to the definition of KL divergence, because we pursue the similarity
in physiological characteristics between Pi and Ip, in Eq. (7), we will reduce KL
divergence as the optimization goal:

Lkl = min[Dkl(Pi||Ip)] (7)

Even though Gs can generate a virtual bot appearance Ip with certain physio-
logical characteristics, the generated appearance still lacks the necessary expres-
sions, especially different expressions according to different situations. Therefore,
we designed a generator Ks, which can generate face images Is with different
expressions based on the existing image Ip and latent code Di. The essence of
generator Ks is an image-to-image translator. This article focuses on the domain
of expression translation: Ks(Ip, d) → Is, Which d ∈ Di, representing target
emoticons. In order to improve the quality of the image Is and make it more
natural and realistic, we have added an adversarial loss to the generator Ks as
shown in Eq. (8):

Lal = EIp [log(I(x))] + EIp [log(1 − I(Ks(Ip, d)))] (8)

Lal represents the adversarial loss of the generator Ks, where Ks generates an
image Ks(Ip, d) conditioned on both the face image Ip and the target expression
label d, and the I(x) is a probability distribution over the input image Ip.



280 Z. Wang et al.

By minimizing the adversarial loss, we can ensure the fidelity of the image,
but in the process of generator Ks reconstructing the image, it is difficult to
ensure that the information of the input image Ip is completely restored to the
output image Is. We added reconstruction loss to optimize the generator as
shown in Eq. (9):

Lrl = Elp,d,d′ [||Ip − Ks(Ks(Ip, d), d′)||1] (9)

We choose the L1 norm as our reconstruction loss. Therefore, total losses consist
of adversarial losses and reconstruction losses in Eq. (10):

LF = Lal + μLrl (10)

μ where corresponding parameter of loss Lrl. In this paper, we use μ = 10 in all
experiments.

4.3 Dialogue Network

The dialogue network is based on the model that consist of a 12-layer Trans-
former encoder and decoder. The input of the entire model is divided into three
parts, which are the current user input dialogue content, the dialogue content
that has occurred in the dialogue, and the personalized feature information given
to the bot. The three parts of the input content are first converted into vectors of
the same dimension through word embedding. In order to consider the position
information of different words in the sequence during the encoding process, the
following formula is used to perform position encoding as shown in Eq. (11) and
Eq. (12):

PE(pos, 2i) = sin(
pos

10000
2i

dmodel

) (11)

PE(pos, 2i + 1) = cos(
pos

2i
) (12)

Where pos presents the position of the word and i represents the dimension
of the word. The position encoding vector is then added to the word embedding
vector of the corresponding word as an input vector representation. In the encod-
ing phase, the input vector will first get the vector representation of the context
of each word through the self-attention module, the formula is as follows. The
Q, K, and V vectors are obtained by multiplying the word embedding vector of
each word of the input sequence by three weight matrices as shown in Eq. (13):

Attention(Q,K, V ) = softmat(
QKT

√
dk

)V (13)

Then input the output vector representation through the feed-forward neural
network, that is, the fully connected layer, at the encoding stage. In addition to
the self-attention module and feedforward neural network module in the decoding
phase, there is an additional codec attention module that performs attention
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calculation with the output vector of the encoding phase to obtain the current
user input, historical conversation content, and personalized feature information.
The degree of influence of the decoding time jointly determines the content
generated at the current decoding time.

5 Evaluation

In this section, we show the evaluation results of our MateBot prototype.The
experimental evaluation is mainly divided into two parts. In the first parts, we
introduced the experimental dataset we used in detail. In the second part, we
show the different results of the three generated networks. We test the accuracy
of MateBot’s context recognition, the ability to generate virtual appearances
and expressions, and the ability to personalize communication.

Fig. 3. Xi’an attractions data set (XaD)

5.1 Dataset

Regarding the dataset, the background recognition part uses our collected Xi’an
attractions data set (XaD), the face recognition and generation part uses the
public data set CelebA [13] and CK+ [14], and the dialogue part uses the Dai-
lydialog [12] and persona-Chat [24] dataset.

XaD. Xi’an attractions data set (XaD) contains 4000 attractions image. As is
shown in Fig. 3, these images are divided into 8 categories: DaYan Tower, Mount
Hua, Terracotta Warriors, Bell Tower, ghost house, roller coaster, carousel, ferric
wheel. We crop the image to 128 × 128, and then randomly choose 200 images
as the test set, and remaining as the training set.



282 Z. Wang et al.

CelebA. We use all 202599 face images in the Celeb Faces Attributes (CelebA)
dataset. These images are labeled with 40 binary attributes. We first crop the
image from 178 × 218 to 178 × 178, then resize them to 128 × 128. We randomly
choose 1000 pictures as the test set, and remaining as the training set.

CK+. This database is extended based on the Cohn-Kanadel (CK) dataset. It
contains a total of 981 images with an image size of 40 × 40. It is divided into
7 categories according to different expressions: anger, contempt, disgust, fear,
happy, sadness, surprise.

Dailydialog. This dataset contains a daily conversation dataset crawled from a
spoken English website. We use all the data in this dataset for network training
in the daily conversation part.

Persona-Chat. This dataset comes from real conversations between crowd-
sourced people. These crowdsourced people are randomly paired and asked to
act as given persona information (persona information is randomly assigned and
created by another group of crowdsourced people).

5.2 Evaluation Results

In this section, we first show the results of MateBot Generating Network. By
segmenting the image, we locate the face and background parts separately, then
extract the corresponding features through two encoders and input them into
the appearance translation network. The appearance conversion network will
shape the details of the virtual bot, and the dialogue network is responsible
for communicating with users. We completed the entire experiment through
the Android virtual machine. Note that we also add 0.5 to 2 s random delays
to enhance the anthropomorphism, though the dialogue generation module can
response immediately.

Context-Sensitive Results. Figure 4 shows the separation of two images from
our context-sensitive network. We observe that compared to other algorithms, we
can extract more information from the image, which is mainly related to the way
we use instance subdivision. By extracting background information and facial
information separately, we can simultaneously control different appearance and
emotional changes of the virtual robot in the appearance conversion network.
In the image segmentation step, we used Mask RNN [21] for training, and the
accuracy rate can reach 97.5%. Although our data set is small, it can still achieve
good results, and the model also has a certain generality. It can be used in other
virtual robot instances and respond accordingly. Here, we only use the pictures
of Xi’an Tourism as our example dataset for testing our network and showing
the results. But the model in this paper can be applied to other scenarios if the
training dataset is changed to other attractions.

Appearance Translation Results. We first train the second part of our model
on the CelebA dataset and CK+ dataset. Considering the diversity of physiolog-
ical features and the stability of the model, we train the model multiple times
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to ensure the quality of the reconstructed picture. Our method can change peo-
ple’s appearance characteristics, such as hair color, age, and so on, in multiple
fields. Compared with other virtual bot modeling methods, our model enables
the virtual bot to have a human-like appearance and improve its appearance
characteristics according to different users.

Fig. 4. Split input image into background image and face image

Table 1. The attributes of appearance characteristics

Characteristics Attributes Characteristics Attributes

Gender Male, Female Age Young, Old

Hair Bald Hair color Black, Blond

Hair curl Curly, Straight Glasses Eyeglasses

Makeup Pale skin, Lipstick Obese Chubby, Double Chin

Furthermore, compared with other methods, as shown in Table 1, we consider
different combinations of attributes to make them work together on appearance
features. For example, plump cheek and double chin attributes point to the
appearance feature of obesity. Therefore, it can be seen from Fig. 6 that we are
more natural and delicate in changing the appearance of the virtual bot, and it
is in line with the law of human change.

Figure 6 shows the results of our joint training on the Celeb A and CK
datasets. Our virtual bot has three expressions: happy, calm, and resistant.
Compared with other models, our model can make the virtual bot make dif-
ferent expressions according to different scenes. This change makes the virtual
bot more real and humanoid. Figures 5 and 6 show the training results of our
network.

When different user appearance features are identified, our virtual bot also
completes the corresponding appearance feature changes. When the information
read from the camera is background image information, our virtual bot has a
certain expression change. As can be seen from Fig. 6, when the image is a
well-known scenic spot such as the DaYan Tower, our virtual bot has produced
Happy mood, and when the image is a sight such as a haunted house, our virtual
bot shows a sense of resistance.
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Fig. 5. We show the conversion results in this figure of some typical attributes in
Table 1, such as: Black Hair, Blond Hair, Pale Skin, Eyeglasses, Bushy Eyebrows,
Wearing Lipstick

Fig. 6. Three expressions of the appearance conversion network: resistant, calm, happy

Table 2. Perplexity of each model

Model Perplexity

RNN Seq2Seq 35.63

RNN Seq2Seq+Attention 29.8

HRED 26.81

Transformer (Ours) 22.45
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Fig. 7. Virtual bot dialogue diagram

Dialogue Results. We first trained our model on the Dailydialog dataset. In
order to ensure the training quality and model stability, we jointly trained the
Persona-Chat dataset. The Perplexity index can be used to measure how well a
probability prediction model predicts a sample. The lower the degree of confusion,
the better the performance of the model. The definition of confusion is given in the
following formula. Yi represents the ith word in a sentence sequence Y:

PPL = exp{− 1
N

n∑
i=1

log p(Yi)} (14)

As is shown in Table 2, compared with the existing models, our model has less
confusion and better dialogue effect.

Figure 7 shows the results of our joint training on the Dailydialog and
Persona-Chat dataset. It can be seen from the figure that during the dialogue
between the virtual bot and the user, the semantics are clear, the dialogue is
smooth, and the personify.

6 Conclusion

In this paper, we propose MateBot, a context-sensitive virtual bot shaping net-
work. Through this network, our virtual bot can change its appearance and emo-
tional characteristics for different scenarios and human users. In order to increase
the authenticity of the virtual bot, we adopt joint training between different data
sets and different attributes. In addition, we still guarantee the generalization
ability of the network. It is expected that our work can be applied to more virtual
bots. As for future work, we will add more expressions and appearance features
to MateBot, optimize the delay time, and add more attribute information to
personalized virtual bots.
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Abstract. An adaptive guidance system that supports equipment oper-
ators requires a comprehensive model of task and user behavior that con-
siders different skill and knowledge levels as well as diverse situations.
In this study, we investigated the relationships between user behaviors
and skill levels under operational conditions. We captured sixty sam-
ples of two sewing tasks performed by five operators using a head-
mounted RGB-d camera and a static gaze tracker. We examined the
operators’ gaze and head movements, and hand interactions to essential
regions (hotspots) to determine behavioral differences among continu-
ous skill improving experiences. The experimental results indicate that
some features, such as task execution time and user head movements,
are good indexes for skill level and provide valuable information that
can be applied to obtain an effective task model. Operators with vary-
ing knowledge and operating habits demonstrate different operational
features, which can contribute to the design of user-specific guidance.

Keywords: Human behavior analysis · Skill improving · Adaptive
guidance · Egocentric vision · RGB-d · Machine operation · Gaze ·
Hotspots

1 Introduction

In the domain of assembling or operational applications, smart assistant systems
have been well adopted and evaluated [1–5]. Implementing such systems can
optimize task processes, improve outcomes, save physical energy, reduce mental
workload, and provide economic benefits [6,7].

One of the most important points of such assistant systems is the preparation
of appropriate guidance content that meet the requirements of a variety of users
in rapidly changing task situations [7]:

“The trade of between the positive and negative aspects of overlaid AR
content is likely related to the experience-level of the individuals. Future
AR applications should tailor AR content to address the needs of each
individual.”

c© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 288–302, 2020.
https://doi.org/10.1007/978-3-030-64243-3_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64243-3_22&domain=pdf
https://doi.org/10.1007/978-3-030-64243-3_22


User Behavior Analysis Toward Adaptive Guidance 289

Understanding the behavior of users with a variety of skill levels is one of the
key components to this problem. For example, an expert user may accomplish a
task efficiently with minimal operations while novice users or users with inter-
mediate skills may search for items, hesitate or make mistakes with unfamiliar
task procedures, or take additional time to check the outcomes [18]. Accord-
ingly, an effective system must (i) include a variety of guidance content and (ii)
be designed such that it is suitable for a sufficient variety of possible users. In
other words, we need to provide guidance content and instructions considering a
sufficient variety of possible users. Analyzing and modeling various user behav-
iors can provide useful information about the difficulty of each operation step
and how a guidance system can help users with various skill levels perform a
specific task.

We consider that the above processes comprise three components: (a) model-
ing task procedures, (b) analyzing and modeling various user behaviors, and (c)
designing adaptive user instructions based on user skill levels and operational dif-
ficulties. For (a), we previously proposed a method [8] that creates the structure
of a task model using hand-machine interaction regions (i.e., hotspots) as impor-
tant operational segments. Concerning (b), we previously proposed a method
[9] that integrates expert and beginners’ operational behaviors to acquire an
extensive task model. This method partially provides a solution for dealing with
behavior diversity. However, this integration requires prior knowledge of user
skill levels, i.e., which operational behavior samples were provided by experts
and which were provided by beginners.

In this study, we deal with this remaining problem through the analysis of the
relationships among user behaviors, skill levels, and operational difficulties. Note
that the actual design of adaptive user instructions based on user behaviors (c)
is left for future work. Basically, relationships among body, head, eye, hand, and
task-relevant objects in typical operational tasks have shown complicated tem-
poral and spatial patterns and large variations [10], which include essential user
behavior information. To deal with this problem, we systematically gathered the
behaviors of five participants who gradually learned operational tasks, and ana-
lyzed various features changing by user skill levels and operational difficulties.
The framework of our approach is illustrated in Fig. 1. Our experiments suc-
cessfully showed close relationships between operational behaviors, operational
difficulties, and operator skill levels.

2 Related Work

Skill Learning. Skill learning is more than simply following the rules to accom-
plish the task. A traditional Japanese expression describes the learning process
as “Shu-Ha-Ri” [11], which can be translated as “obey, break, and create”. Obey-
ing the rules and facts is suitable for early stages of learning. A similar theory has
been presented in the literature [12]. In that study, skills acquisition is defined in
five stages: novice, advanced beginner, competence, proficiency, and expertise.
The novice learning process has been described as “being contingent on concept
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Fig. 1. A participant using a sewing machine. We analyze the operational behaviors
using the operator’s head movements, gaze, hands movements, and touches. Here, the
goal is to find clues that indicate the skill level of the operator and the difficulty of the
task.

formation and the impact of fear, mistakes, and the need for validation” [13].
These aspects provide vital clues to analyze behavior change and skill improve-
ments of novice learners. Considering the purpose of the guidance, it is ideal to
provide appropriate information to all users, but the highest priority is to sup-
port users from novices to intermediate levels. Therefore, we aim to concentrate
on the process of gradually improving skills from first-time users.

Skill Comparison Studies. Concering skill levels and learning states, several stud-
ies have investigated the relationship between user behaviors and skill levels in
a variety of applications. In surgery and sports, the quality of actions, such as
accurate pose and economy and fluidity of body movement, can indicate high
skill levels. Al-Naser et al. [14] quantified the quality of daily human actions
by capturing body poses using wearable IMUs, and gauged the performance of
any participant using expert action data. Uemura et al. [15] noticed a significant
difference in the hand motion between expert and novice surgeons, i.e., expert
surgeon hand motions are more stable. These studies have shown behavior dif-
ferences between expert and novice surgeons in some feature domains, such as
performance time, speed of using instruments, number of errors or procedure
repetitions during an operation, and eye-hand coordination [15]. Some studies
have adopted deep features to assess human skills in videos. Doughty et al. [16]
proposed a supervised deep ranking model to determine skills in a pairwise man-
ner for non-specific task using CNNs. Li et al. [17] adopted a RNN-based spatial
attention model to assess hand manipulation skills. Rather than simply com-
paring skills between operational experiences, we aim to explicitly analyze the
continuous skill learning process and investigate user behavior differences with
semantic explanations.
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Behavior Analysis Methods. For machine operation experiences, reliable and
automatic measurements based on multiple features are required to investi-
gate the intricate temporal and spatial patterns, as well as large variations in
each operational procedure and the difficulty of individual procedures. Previous
studies have investigated the relationship between gaze, head, body, and opera-
tional characteristics. Land and Hayhoe [18] tracked eye movements in tea- and
sandwich-making tasks. Pelz et al. [19] monitored eye, hand, and head coordi-
nation in a block-copying task. One noteworthy observation is that, in a task
that involves sequential movements, the gaze often shifts to the next object in
the sequence prior to completion of the current activity.

Here, we aim to automatically detect user behaviors in machine operation
tasks. A sewing task is a quick operational process that does not involve signifi-
cant wait time between operations. We use a combination of features to describe
user behaviors in prior to and during operation.

For a more comprehensive understanding of behavior differences, we sys-
tematically gathered and analyzed user behavior records of a continuous learn-
ing process of operators who were initially novices. Through this analysis, we
aimed to delineate features to characterize skill levels and investigate differences
between users, which we refer to as inter-person variability. We also expect to
provide reliable semantic explanations of features that are closely related to skill
levels and describe how such features relate to the actual guiding process.

3 Key Idea

A future goal is to develop a comprehensive machine operation model that can be
adopted to guide a variety of users with different skill levels. This study focuses
on modeling changes of behavior caused by different skill levels and inter-person
variability by systematically analyzing data obtained from machine operation
experiments.

We investigated an environment in which an operator can interact with a
machine on or around a table primarily using their hands. The operational
behaviors include gaze, head motions, and hand motions associated with physical
contact (touches) with the machine.

We investigated users with different skill levels, such as novice, expert, as
well as intermediate level users who have some experience. Differences other
than skill levels may affect behaviors, e.g., some users may focus on completing
a task quickly, some may exam the task process or results carefully, and others
may devise behaviors they find convenient.

In this study, our key idea is to gather and analyze data related to the
learning process of multiple novice operators, i.e., someone who has no previous
experience using the machine. We investigate how user behaviors change during
continuous skill improvement. We are also interested in identifying indications
of skills improvement. We also examine inter-person variability. In addition to
the above analyses of multiple users, we asked users to rate the difficulty of each
operation in each experience, and investigated how the subjective perception of
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the difficulty of the task procedures vary among users and how such perceptions
change through learning.

The experimental environment was as follows. We selected a sewing machine
as a good representative of machines commonly used in daily life. The sewing
machine is placed on a table. The operators are seated in front of the table.
All required materials are within reach. Interactions with the sewing machine
include various actions in a variety of patterns, such as push, slide, rotate, seize,
and cut. Such actions are not easy for first-time users. Thus, such users require
guidance or usage learning.

To capture the operational behaviors of users during a task, we use a head-
mounted RGB-d camera to take advantage of egocentric vision (first-person
vision). A fixed gaze tracker is set at the machine surface to capture opera-
tor gaze points. Features, such as head and hand motions, and hand–machine
interactions, are extracted from the data captured by the RGB-d camera and
the gaze tracker.

We examine quantitative and qualitative relationships among features, how
features change as learning progresses, and inter-person variability. We expect
that features that are primarily correlated to skill levels and operational diffi-
culties will be delineated as the amount of data captured is sufficient to reveal
inter- and intra-person differences.

4 Operational Behavior Detection

From the egocentric vision and gaze tracking data, we extract basic features,
such as hand motions, and higher order features, such as the relationship between
basic features.

4.1 Visual Features

A 2D global map of the sewing machine surface is prepared beforehand. Every
egocentric view is aligned on the global map and global locations of detected
visual features are obtained.

Hand and Hotspots. To detect a hand, we first segment the foreground from
RGB-d images by considering the common operation distance. Then, a skin-
color model is constructed for each user at the initial period of operation. Hand
locations are detected in every frame by filtering with this skin-color model
and depth. As crucial interaction areas on the machine surface, hotspots are
detected automatically by clustering the touches in spatio-temporal locations
between the hand and machine. After hotspots have been extracted, we mapped
them to the global map using SIFT features and homography transformation.
Detailed descriptions of the above processes can be found in the literature [21].

Gaze. A commercial gaze tracker was installed on the base of the machine
(Fig. 1). The gaze tracker continuously captures the user’s gaze during the task
process. We match the view field of the gaze tracker to the global map and align
gazing targets on the map.
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4.2 Behavioral Features

In object-related actions, eyes are often involved in identifying objects for future
use and planning operations to be performed on such objects [18]. Based on
this observation, we define a basic operational unit (OU) as the sequential of
“pure-gazing (saccade/fixation)”, “hand-approaching”, and “operating”.

The pure-gazing period is the period between the end of the previous physical
hand–machine contact and the moment the hand is within sight range. The hand-
approaching period is the period between the end of a pure-gazing period and
the time at which the hand operation begins. The operating period is the period
in which physical touches occur. Each record of an operational experience can
be divided into a sequence of such OUs. Detailed behaviors of each period may
vary, for example, in some OUs, pure gaze period is skipped, or two or more
staffs are gazed at sequentially. Our modeling of operational units deals with
those variations as that the duration is zero, and the duration is the sum of
gazing periods for two or more staffs, respectively.

We obtain the following behavioral features using the above visual sensing
and the above definition of basic units.

Temporal Duration. For each OU, the absolute duration of each period is mea-
sured as a behavioral feature.

Distance, Velocity, Frequency, and Variance. We consider the distances among
the hand, gaze target, and the hotspot are also essential features to characterize
behaviors. In the global 2D map, distances are calculated during each OU. In
addition, we use distance changing speed, its variance, and the frequency of
distance change speed. They are defined as:

V = D(d∗),

δ2 = E[(d∗ − d̄)2]
f = C[d]/T.

(1)

Here, D is the differential and E is the expectation. d∗ is the distance between
two regions and d̄ is its mean. C is the number of sign changes of the distance
in a period. The frequency is derived by dividing number of sign changes by the
period duration T .

Head Movement. Head motion is represented in angular velocity in each direc-
tion, where x is the horizontal direction and y is the vertical direction, which is
estimated using the global motion vector of the egocentric RGB-d camera [20]
as follows:

Vheadx
= arctan(Vglobalx/simg ∗ ssensor/f), (2)

where simg and ssensor are the size of image in pixels and the size of the camera
CMOS sensor in mm, respectively and f is the focal length in mm. Vheadx

and
Vglobalx represent the components for x direction.

We also calculate the correlation between gaze and head motion to investigate
their synergy.
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4.3 Correlation to Skill Level and Difficulty

The correlation between each of the above features and user skill level, and
the correlation between each feature and the difficulty of an operation step are
important clues for modeling a task and user behaviors.

However, estimating the skill level of a user at a certain trial in an experiment
is difficult. For this purpose, we assume that the skill level of each operator
improves monotonically through the experience accumulating process. Thus, we
rank the skill level as ordinal data aligned by task trial, e.g., the skill of a user
in trial 1 is considerably no better than the skill in trial 3.

Operational difficulty is obtained by subjective rating of task procedures
using a six-point scale. The difficulty score may change in different trials. For
example, in trial 1, a user could find rotating a dial very difficult; however, the
same procedure may feel easier in subsequent trials. The change in perceived
difficulty may be related to skill level improvement.

Thus, the correlation between feature values and skill levels is considered for
each trial whereas the correlation to difficulty is considered for each step of the
operation.

5 Experimental Results

5.1 Experimental Conditions

Sewing Tasks Recording. We recruited five participants and recorded six opera-
tional trials for each of two sewing tasks for each participant, i.e., a total of 60
trials. Note that none of the participants had experience using a sewing machine.
Task 1 is “sew a specific symbol” that consists of 11 standard operation steps
(procedures) in the official manual, and task 2 is “cut the thread and restore
the machine to initial state” that includes 5 standards steps. Each participant
performed the two tasks alternately and repeatedly. Each participant wore a
head-mounted RGB-d camera (Intel RealSense D415 [22], 30 fps), and egocen-
tric vision from the camera was recorded. Gaze points were recorded using a fixed
commercial gaze tracker (Tobii Eye Tracker 4C [23], 90 Hz). Prior to measuring,
we first calibrated the gaze tracker for each operator using calibration points on
a computer screen. Then, we applied the obtained alignment of the gaze tracker
to the machine surface. By this procedure, we can register the user’s gaze to the
machine surface.

Parameters. Each participant was asked to rate the difficulty of each operation
steps from 0 to 5 (easiest to most difficult) after each trial. To filter out noise
caused by detection errors, we ignored touches to hotspots for less than the
threshold duration (<0.3 s).

5.2 Behavior Changes Through Skill Improvements

For each operation step, we first detected the operating period based on touches
to a hotspot. Then, we detected the pre-operating periods using gaze and hand
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clues as mentioned above in Sect. 4. To simplify the notation in the following
sections, the pure-gazing, hand-approaching, and operating periods in the OU
are denoted G, A, and O, respectively.

We extracted the aforementioned features from all trial records. Then, we
compared the difference between them in the continuous skill improving experi-
ence records.

• Overall

(a) (b)

Fig. 2. (a) Overall trends of features among trials (sum of differences) and (b) inter-
and intra-person standard deviations of features (averaged for two tasks).

Figure 2 (a) shows the overall trends of features by accumulating differences
among trials. The sum of differences among trials of a feature for in participant
is calculated as follows:

D =
n∑

i=2

(fi − fi−1)/
1
n

n∑

j=1

fj . (3)

Here, f is the feature value, and i and j are the index of trial. Then, the dif-
ferences are averaged for all participants. From the first to the final trial, the
value difference of individual features ranged from 13% to 366%. Some features
show an obvious uptrend as experience increases (i.e., hand speed in approach-
ing hotspots), whereas some features show an obvious downtrend (e.g., duration,
gaze variance, and head movement). Other features do not show a clear trend
among trials.

The inter- and intra-person variations of different features are shown in
Fig. 2 (b). The inter- and intra-person variations are based on standard deviation.

δintra = Std(fu) and δinter = Std({f̄u}) (4)

Here, fu is the set of feature values of a user from all trials and f̄u is the mean
value. The standard deviation of individual features ranges from 6.8% to 70%
for inter-person variations and from 14% to 99% for intra-person variations,
respectively. Note that duration and gaze variance show large variability both
within and between participants.
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Fig. 3. Duration (top) and gaze variance (bottom) in G, O, and A periods for each
participant (averaged for all trials).

• Inter-person differences

After considering overall trends, we looked at detailed behavior differences
among participants. As can be seen in Fig. 2 (b), two groups of features show
the greatest inter-person variability, (i) duration (especially in G) and (ii) gaze
variance (all periods). Detailed feature values of each user for duration and gaze
variance are shown in Fig. 3. As can be seen, participant 1 had the longest G
and the longest O time. This indicates that the participant tended to search
or hesitate more before taking action and performed slowly during task execu-
tion. When providing guidance for this type of user, explicit instructions may be
appropriate. Participant 3 searches a lot in the pre-operation periods; however,
they concentrate when performing a specific operation. In contrast, participant 5
made decisions quickly prior to beginning the operation and checked the progress
or outcomes more during the operation. When providing guidance for this type
of user, timing is important, i.e., guidance should be offered at suitable period(s)
of the process, e.g., whether prior to begin or during the operation.

• Trends with skill improvement (Intra-person)

In our investigation of behavior changes with skill improvement, we primarily
focused on features that showed significant trends over all participants, that is,
(i) duration, (ii) gaze, and (iii) head movement, as shown in Fig. 2 (a). Figure 4
shows the detailed changes of multiple features from early to late trials (1–6).

(i) Duration. The overall execution time almost decreased monotonically for
the two tasks (Fig. 4 (a)). For task 1, overall execution time of all participants



User Behavior Analysis Toward Adaptive Guidance 297

Fig. 4. Detailed trends of features in trials (1–6) of different periods in OUs (averaged
over five participants) of two tasks.

decreased from an average of approximately 120 s to 50 s, and for task 2 overall
execution time decreased from approximately 50 s to 30 s. The duration com-
monly dropped within the first two trials, particularly in the G period.

The results show that for initial experiences, low-skilled users required more
time to complete the task. The process involves a significant amount of pure-
gazing (search or hover) and longer hand-approaching times prior to each oper-
ation step. Once the user got familiar with the task after a few trials, the time
reduction was small.

Note that operating time demonstrates a slight upward trend in some of the
later trials. Presumably, this is caused by the participants’ intention to further
improve of their performance. For example, one participant stated that he tried
to stitch the symbol better by adjusting the cloth more carefully than in previous
trials.

(ii) Gaze Movement. The average distance of gaze–hotspot (Fig. 4 (b)) and
the overall gaze variance (Fig. 4 (c)) decreased in both tasks as user experience
increased. At the initial trials, the gaze showed large distance and variance in
all G, A, and O periods, which indicated frequent searches or checks during the
tasks. This may occur because novices require more searches to retain relevant
information prior to the operation and more result checks during the operation.
As skill improved, users located their gaze closer to the interacting area from
the beginning of OU, and the gaze movement range is much narrower. However,
movement velocity did not decrease significantly (Fig. 4 (e)).
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We note that gaze–hotspot distance demonstrates a bowl shape for both tasks
in the G period, which indicates that users did a lot of searching search (large
distance with large variance) at the early trials before operation. In the middle
trials, users tend to shift their gaze directly to the future operation region (small
distance with small variance). When they became more familiar with the process,
they did not need to concentrate on the specific spot to locate hotspots and
direct their hands. This indicates user memory formulation of future operation
locations. Then, users relied on memory to guide operations in later trials.

(a) (b)

Fig. 5. (a) Correlation between gaze and head. Movement is shown in horizontal and
vertical directions respectively. (b) Change of correlation scores between gaze and head
with skill improvement (averaged for all participants).

(iii) Head Movement. The average head velocity and variance both decrease
monotonically from early to later trials for all users, as shown in Fig. 4 (f). This
shows that the stability, i.e., less motion, of the user’s head could indicate a high
skill level.

The overall correlation of gaze and head movement is shown in Fig. 5 (a).
Note that gaze and head movements are almost uncorrelated in the vertical
direction, and are weakly correlated in the horizontal direction compared to the
kitchen operation scenes in a previous study [20].

We then confirmed head–gaze movement correlation trends during skill
improvement, as shown in Fig. 5 (b). From the average score on the horizontal
axis, the correlation between gaze-head movement decreases as the skill level
increases. This is presumably because a skilled user well knows the location of
a target and tends to use eye movement. The mental and physical cost of eye
movement is much less than moving the head; thus, we tend not to move the
head unless it is essential.

We can conclude that, in our experimental environment, head movement is
a more reliable indicator of user skill level compared to gaze movement.



User Behavior Analysis Toward Adaptive Guidance 299

(a) (b)

Fig. 6. (a) Correlation of features to skills, (b) Correlation of features to operation
difficulties.

• Reliable clues to skill levels and operational difficulties

Correlations among behavioral features, skill improvements, and subjective
difficulty provide useful information for task modeling and guidance design, i.e.,
features with strong correlation can be good indexes for user skill levels and
operational difficulty.

The correlation coefficient of features to the ordinal scale of skill level was
calculated using Spearman’s rank correlation [24], and the correlation coeffi-
cient of features to operational difficulty scores was derived using the Pearson
correlation [25].

The correlation coefficients of all features to the subjective skill levels are
shown in Fig. 6 (a). The top three features with strong correlation to skills are
(i) duration, (ii) head variance and velocity, and (iii) gaze–hotspot distance and
variance. We can consider the design of user skill assessment approaches based
on these features.

Figure 6 (b) depicts the correlation coefficients of the features and the user-
rated difficulty scores over all the operation steps of both tasks. The result show
that (i) the gaze variance and velocity of the G period, and (ii) the gaze velocity
and frequency in the O period are strongly correlated to operational difficulty.
This implies that the more difficult an operation step is, the more frequently
the operator will search other regions prior to initiating operation. In addition,
faster gaze movement during the operation will occur, which is probably due
to result checking. The above analysis provides clues for designing a metric to
indicate operational difficulties for user guidance.

6 Discussion

When considering creation of user guidance content, e.g., to generate an exten-
sive task model from a variety of user records, we can consider top skill-correlated
features could be efficient indexes to select high-skilled records to generate the
baseline of the task model.
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When considering guidance offerings, user skill levels could be a vital clue to
what kind of guidance to provide. Moreover, inter-person behavior differences
could contribute to adaptive user guidance.

Furthermore, the difficulties of task steps could be a subsidiary hint for guid-
ance offerings. Fig. 7 shows the average user-rated difficulties of several main
operational steps with trial numbers. The rated difficult of some steps (e.g., steps
4 and 6) decreased sharply as the learning progressed. Once a user knew how to
perform a specific operation (e.g., push a button), it was no longer considered
difficult. We call refer to this type kind of difficulty as “know-how difficulty”.
In contrast, some other steps continued to be rated as difficult (e.g., step 3
and 7). We refer to this as “skill-required difficulty”. These types of operations
may require more comprehensive user guidance, such as showing the details of
a method or an alternative easier way.

Fig. 7. Average user ratings of operational difficulties for several steps with over
increasing experiences (averaged by all participant for 12 trial of the two sewing tasks).

7 Conclusion

In this paper, we introduced an approach for detecting the characteristics of skill
and behaviors in machine operation. Sixty instances of two sewing machine oper-
ation tasks performed by five participants with continuous skill improvements
were recorded. We measured the operational behaviors with features extracted
from user’s gaze, head movements, hand movements, and hotspots in both tem-
poral and spatial domains, and confirmed if such features are good indexes of
operator skill levels and operational difficulties. The experimental result shows
good potential for those features, particularly for task duration, head movement,
and gaze properties. In future, we need to design metrics based on these features
to consider inter-person differences and to design content for adaptive guidance
systems.
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Abstract. Nowadays, humans have become too dependent on their smartphone
devices for a broad range of tasks: shopping, bank interactions, socialization…etc.
Wide-speared dependence on smartphone devices raises numerous security and
privacy risks. To deal with these evolving threats, various authentication meth-
ods based on user behavioral biometrics have been proposed in recent research.
Behavioral biometrics are used to identify the smartphone user continuously with-
out seeking his/her cooperation which makes the task more convenient. In this
paper, we review the current behavioral biometrics authentication methods on
smartphones. We present an analytical study of several proposed mechanisms and
discuss the strengths and limitations of available approaches. A comparative eval-
uation of the various state of the art obtained results is discussed. Finally, a list of
open problems, challenges, and future directions are carried out for future studies
on this research area.

Keywords: Biometrics · Behavioral biometrics · Smartphone authentication

1 Introduction

Since today’s mobile devices have the ability to collect a massive amount of user data,
smartphone security becomes of a paramount importance. Any unauthorized access to
these sensitive data may lead to a privacy violation. To enhance the smartphone secu-
rity, several authentication methods have been proposed in the last decade including
traditional authentication methods such as passwords, personal identification number
(PIN) and physiological biometrics-based authentication solutions such as face (Fathy
et al. 2015) and fingerprints (Jo et al. 2016). However, these methods still suffer from
several drawbacks such as the necessity of additional hardware and susceptibility to
external factors. Behavioral biometrics such as gait (Gadaleta and Rossi 2018) and
keystroke dynamics (Antal and Szabo 2015) represent a robust alternative for the pre-
existing authentication mechanisms. Recent smartphone devices come with numerous
embedded sensors that continuously and passively monitor user behavior to identify
the smartphone owner. Therefore, it provides a high performance and security level for
smartphone users.

In this paper, we mainly survey the state of the art behavioral biometric methods for
smartphone authentication due to its promising reported state of art results. We discuss
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the existing mechanisms with respect to the type of traits and sensors used for behav-
ioral data acquisition, the proposed learning methodologies, and evaluate results with
regard to usability and security aspects. We specifically provide a detailed review of
behavioral traits in unimodal and multimodal biometric authentication systems, analyze
the strengths and weaknesses of each approach and finally outline the most challenging
problems in this research area. Several survey papers have been published on behavioral
biometric authentication systems, however, some reviews focus only on particular behav-
ioral traits (Teh et al. 2016;Wan et al. 2018), whereas others (Alzubaidi and Kalita 2016;
Meng et al. 2015) survey both physiological and behavioral biometrics methods. Unlike
the existing works, we delve deeper to review the existing works explicitly on behav-
ioral biometrics for smartphone authentication. Specifically, the main contributions of
our work can be summarized as:

– We intensely review the existing studies of behavioral biometrics authentication sys-
tems on smartphones by categorizing them into two groups: unimodal authentication
methods and multimodal authentication methods.

– We analyze the methodologies used in each category and investigate the applicability
of the proposed methods with regard to the usability and security aspects.

– We find out the challenges and open problems in this research area and provide future
research directions for future studies in this field.

The remainder of this review is organized as follows. Section 1 reviews various
state of art authentication methods. Section 2 discusses and compares the advantages
and limits of the aforementioned mechanisms. Section 3 reports the open problems and
challenges faced in this research area. Finally, we conclude this work in Sect. 4.

2 Behavioral Biometrics Authentication Solutions on Smartphones

Behavioral biometrics are based on user behavioral traits such as gait and touch interac-
tions. In this section, behavioral biometrics based smartphone authentication methods
were divided into two categories: Uni-modal authentication methods and Multi-modal
authentication methods. Figure 1 shows the taxonomy of the existing related works
adopted in this review.

2.1 Uni-Modal Behavioral Authentication Systems

Unimodal authentication system refers to a single biometric trait based authentication
system such as gait, keystroke dynamics, and handwaving.

Gait Based Authentication
Gait behavioral biometric aims to identify the smartphone user based on the way he/she
walks. Embedded sensors like accelerometer and gyroscope provide three-axis data (x,
y, and z) where features can be extracted from this data to build gait behavioral modal
of the smartphone user. Several studies have been published on gait based smartphone
authentication methods. Table 1 compares several studies on gait based smartphone
authentication approaches.
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Fig. 1. Taxonomy of the existing studies reviewed in this paper.

Table 1. Examples of Gait based smartphone authentication methods

Studies Dataset#of
users

Classifier/distance
metric

Sensor(s) Results

(Zhong et al. 2015) 51 GDI Nearest
Neighbor

Accelerometer EER 7.22%

(Muaaz and
Mayrhofer 2016)

35 Adapted Gaussian
Mixture Models

Accelerometer EER 3.031%

(Muaaz and
Mayrhofer 2017)

35 DTW Accelerometer EER 13%

(H. Li et al. 2019) 2 datasets:
-30
-11 (realistic
scenarios)

CNN for feature
extraction
Bayes, SVM, RT,
MLP

Accelerometer Acc 93.63%

(Kala et al. 2019) 30 SVM, RF Accelerometer Acc 0.9973

In (Sprager and Juric 2015), the authors proposed a novel efficient gait authenti-
cation approach by analyzing accelerometer signals using higher-order statistics. The
proposedmethodwas able to operate onmulti-channel andmulti-sensor data by combin-
ing feature-level and sensor-level fusion. The proposed approach was evaluated on two
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datasets OU-ISIR dataset and the dataset collected by McGill University with 744 and
20 subjects respectively. The obtained results have shown an average EER of 6% to 12%
respectively. In (Gadaleta and Rossi 2018), a user framework IDNet was proposed to
recognize the smartphone user based on the signals collected from the built-in accelerom-
eter and gyroscope sensors. Authors applied convolutional neural networks as universal
feature extractor and combined classification results from subsequent walking cycles
into a multi-stage decision making framework. Less than 0.15% misclassification rates
have been achieved in their experiments. (H. Li et al. 2019), proposed IWA (Intelligent
Walking Authentication), an intelligent, convenient, and identity-based authentication
method designed for mobile phone devices. The proposed method can perform real-time
identity authentication during walking, with low computational costs. The experimental
results on a 30 person walking dataset achieved a success rate of 93.63% whereas a
91.00% authentication success rate was achieved on a realistic-scenarios dataset of 11
people. (Kala et al. 2019) presented a simple automated gait authentication system using
accelerometer data, where both time and frequency domain features were extracted. A
different combinations of window sizes and overlap models were trained and tested on
a public dataset of 30 individuals, containing accelerometer data recorded by the smart-
phone’s sensor for the walking activity of participants with phone kept in their right
pocket. Promising experimental results were reported.

Keystroke Dynamics Based Authentication
Keystroke dynamics are widely used to continuously identify smartphone users based
on their typing patterns. With the variety of touchscreen smartphones, typing behavior
has changed to be easier to extract from smartphone virtual keyboards with discrimina-
tive features for user identity recognition. Table 2 shows several studies on keystroke
dynamics based smartphone authentication methods.

Table 2. Examples of keystroke dynamics based smartphone authentication methods

Studies Dataset#of users Features Classifier/distance
metric

Results

(Clarke and Furnell,
2007)

30 4 digit PIN
6 alphabets

Neural Network EER 8.5%
EER 15.2%

(Giuffrida et al.
2014)

20 8-9 characters kNN,Manhatta
weighted, Manhattan
scaled weighted

EER 8%

(Antal et al. 2015) 42 10 characters NB,RF,KNN,C4.5,
SVM,MLP

Acc 93.04%
EER 12.9%

(Alsultan et al.
2016)

– free-text DT,SVM EER 0.169%
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(Giuffrida et al. 2014) proposed sensor-enhanced keystroke dynamics to character-
ize the typing behavior of users via unique sensor features. By using standard machine
learning techniques to perform user authentication, the proposed approach achieved an
EER of 0.08%. (Darabseh and Namin 2015) investigated the performance of keystroke
features on a subset of most frequently used English words using four features key dura-
tion, flight time latency, digraph time latency, and word total time duration. Experiments
were conducted to measure the performance of each feature individually then the results
from the different combinations of these features. Results using 28 users data showed
that digraph time offers the best performance result among all four keystroke features,
followed by flight time with the FAR values slightly above 3% and 6% respectively and
reduces EER of the authentication process by 2.4%. (Alsultan et al. 2016) introduced a
user authentication approach based on free-text keystroke dynamics in Arabic language
text. The proposed approach involves the use of the keyboard’s key-layout. The method
extracts timing features from specific key-pairs in the typed text. SVMs and Decision
Trees (DT) were used to classify individuals based on the proposed timing features.
The Experimental results reported low false accept rates and false reject rates 0.512 and
0.169% using DT and SVM respectively.

Touch Dynamics Based Authentication
Touch dynamic biometrics aim tomeasure and assess users’ touch rhythmon smartphone
devices. Data is obtained when a user interacts with the touchscreen, without requiring
any specific task to be done. Table 3. shows several studies on touch dynamics based
smartphone authentication methods. (Yang et al. 2019) proposed BehaveSense, an accu-
rate and efficient continuous authentication method for security-sensitive mobile apps
using touch-based behavioral biometrics. Four different types of touch operations were
explored where the One-Class SVM (OCSVM) classifier was used to train the model.
A series of experiments were conducted to validate the effectiveness of the proposed
method. An approximately 95.85% of accuracy was achieved. (Ooi and Teoh 2019)
considered that the series of touch strokes continuously performed by the user can be
perceived as a temporal behavior characteristic of the person. The authors proposed the
use of a temporal regression forest to unearth this hidden but vital temporal information.
By incorporating this temporal information in the authentication process, the proposed
model was able to achieve average equal error rates of ∼ 4.0% and ∼ 2.5% respectively,
on two datasets. (Alghamdi and Elrefaei 2018) proposed a dynamic authentication of
smartphone users based on their gestures on touchscreen. Four types of gestures were
acquired tapping, scrolling, dragging and zooming for user authentication. Different
classifiers including medians vector proximity (MVP), k-nearest neighbor (k-NN) and
random forest (RF) were applied to classify features. The experimental results showed
that theMVP classifier achieved the best results when using single gestures and the k-NN
reported the best results when two gestures are combined. The k-NN classifier reaches
an equal error rate of 0% using only three gestures.

Voice Based Authentication
Voice behavior is used to identify smartphone users based on their way and pattern of
speaking. Each human has different voice signatures. Table 4. presents several studies
on voice based smartphone authentication methods.
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Table 3. Examples of touch dynamics based smartphone authentication methods

Studies Dataset#of users Classifier/distance metric Results

(Serwadda et al. 2013) 190 10 classifiers EER
10.5-42.0

(Antal et al. 2015) 71 k-NN, Random
forests and SVM
algorithms were used.

Acc 65% to 100%

(Alghamdi and Elrefaei,
2018)

20 medians vector proximity
(MVP), k-NN, RF

EER 0%

(Yang et al. 2019) 31 One-Class SVM (OCSVM Acc 95.85%

Table 4. Examples of voice based smartphone authentication methods

Studies Dataset#of users Classifier/distance metric Results

(Kunz et al. 2011) 14 HMMs EER 15%

(J. H. Liu et al. 2016) 181 speakers – EER 1.17%.

(Larcher et al. 2014) RSR2015 dataset Joint linear discriminant analysis
and probabilistic linear
discriminant analysis

EER of 0.10%.

(Wang et al. 2019) 18 two-class SVM classifier Acc 93.5%
EER 5.4%

(Larcher et al. 2014) presented novel approaches of extracting and using features
from deep learning models for text-dependent speaker verification. Four types of deep
models were investigated: deep Restricted Boltzmann Machines, speech-discriminant
Deep Neural Network (DNN), speaker-discriminant DNN, and multi-task joint-learned

DNN. Joint linear discriminant analysis and probabilistic linear discriminant anal-
ysis were used as classifiers for identity vector based deep features. Experiments on
the RSR2015 data corpus showed that deep feature based methods can obtain signifi-
cant performance improvements compared to the traditional baselines achieving an EER
of 0.10%. (J. H. Liu et al. 2016) developed an effective voiceprint based IAS (termed
as DREiSV-IAS) for Mandarin smartphone users. Authors built up a Mandarin corpus
MTDSR2015, which considered as the first public and free Mandarin database recorded
by smartphones for text-dependent speaker recognition research. The experiments val-
idated the effectiveness of their proposed DR-EiSV-IAS which achieves the best EER
value of 1.17%. (Wang et al. 2019) designed a robust software-only anti-spoofing sys-
tem on smartphones called VoicePop. Experiments using two-class SVM classifier on
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a dataset from 18 participants collected by three types of smartphones, showed that
VoicePop can achieve over 93.5% detection accuracy at around 5.4% equal error rate.

Behavior Profiling Based Authentication
Behavior profiling refers to verifying the identity of the smartphone user based on the
applications and services they use. Table 5. compares some studies on Behavior profiling
based smartphone authentication methods.

Table 5. Examples of behavior profiling based smartphone authentication methods

Studies Dataset#of users Classifier/distance metric Results

(F. Li et al. 2011) MIT Reality dataset – EER 2.2%

(F. Li et al. 2014) 76 RBFN,FF-MLP,
rule-based approach

EER 9.8%

(Datta&Manousakis, 2016) 34 two-class SVM Acc > 85%,

(Tiwari et al. 2019) 30 – Acc 85%

(Bassu et al. 2013) proposed an authentication approach to profile users’ behavior
based on mobile usage context (app usage, location, time, bandwidth usage and human
device interaction) where Naive Bayes model was used for authentication. (F. Li et al.
2014) studied the feasibility of behavior profiling technique based historical application
usage to continuously verify mobile users. An EER of 9.8% was achieved. Furthermore,
a novel behavior profiling framework was proposed in a modular way that would not
reject user’s access only after a number of consecutive abnormal application usages.
Experiments on the MIT Reality dataset achieved a FRR and FAR values of 11.45% and
4.17%, respectively. (Datta and Manousakis 2016) presented a smartphone user authen-
tication method based on usage statistics. Two public datasets were used to evaluate the
proposed approach. An accuracy rate of over 85% was achieved when using two-classs
SVM. (Tiwari et al. 2019) offered a different perspective of login, where users need only
to remember their recent activities on smartphones. Machine learning techniques were
used to learn the user’s behavior and create a continuously improving user profile. An
accuracy value of 85% was achieved on a dataset of 30 real-world users.

Handwaving Based Authentication
Hand-waving biometric refers to the waving pattern of a smartphone user while holding
his/her device. Humans wave in a different manner, leading to a behavior that can be
used to identify the smartphone owner in a unique way. Table 6. presents several studies
on handwaving based smartphone authentication methods.

(Lee et al. 2016) proposed a user authentication method based on users’ biometric
information. The proposed approach acquires the acceleration data and rotation angle
values when a user shakes his/her device. Experiments on 30 participants using six clas-
sification algorithms achieved an average value of accuracies over the six classification
algorithms of 97.87%. (Zhu et al. 2017) proposed ShakeIn, a handshake user authen-
tication scheme for secure unlocking smartphones. the authors demonstrated that their
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Table 6. Examples of handwaving based smartphone authentication methods

Studies Dataset#of users Classifier/distance metric Results

(Gesture et al. 2015) 8 One-class Support Vector Machine TP 92.83%
FP 3.67%.

(Lee et al.2016) 30 J48, Logistic Simple, Logistic, MLP,
SMO,RF

Acc 97.87%.

(Zhu et al. 2017) 20 SVM EER 1.2%

(Yan et al. 2018) 150 DTW-LSTM TPR:96.87%
FPR 0.1%

method can effectively capture the unique and reliable biometrical features of users
while shaking their devices. Real experiments on 20 volunteers dataset were conducted.
Results showed that ShakeIn can achieve an average equal error rate of 1.2% with only
a small number of shakes even in the presence of shoulder-surfing attacks. (Yan et al.
2018) proposed an efficient authentication method based on handshaking. The authors
suggested starting the training with few training samples then expanding dynamically by
adding sampleswhen users successfully are authenticated. ADTW-LSTMOnline Stack-
ing (DLOS) classifier was adopted to verify the effectiveness of the proposed method on
a dataset from 150 participants through a built-in accelerometer and gyrometer sensors.
Results showed that DLOS can achieve True Positive Rate (TPR) of 90.12% starting
with few training samples and TPR of 96.87% after several authentications with False
Positive Rate (FPR) of 0.1%.

Signature Based Authentication
The signature biometric is the behavioral patterns generated when an individual com-
poses a signature.Various features including the variations in timing, the pressure applied
to the pen and speed can be extracted to distinguish users. Table 7. resumes some studies
on signature based smartphone authentication methods.

(Krish et al. 2013) evaluated the performance of the dynamic signature verification
mechanism on a database consisting of 25 users acquired with Samsung Galaxy Note.

The verification algorithm used combines two approaches: feature-based (using
Mahalanobis distance) and function-based (using DTW). Experimental results showed
an EER value of 0.525%. (Sae-Bae and Memon 2014) studied online signature verifica-
tion on touch interface-based mobile devices. The authors proposed a simple and effec-
tive method for signature verification using the feature vector derived from attributes
of several histograms of the online signature. Two datasets were used for evaluation
MCYT-100 and SUSIG data sets. Moreover, a finger drawn signatures dataset on touch
devices was collected from an uncontrolled environment to approve the effectiveness of
the proposed algorithm in mobile settings. (Espinosa et al. 2016) developed a free-form
handwriting gesture user authentication for smartphones by means of seven static and
eleven dynamic handwriting features. The experiment was conducted with the partic-
ipation of 30 individuals. Neural Network classifier was used for user authentication
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Table 7. Examples of signature based smartphone authentication methods

Studies Dataset#of users Classifier/distance metric Results

(Blanco-Gonzalo et al.
2014)

43 DTW EER 0.19%

(Sae-Bae and Memon,
2014)

Two datasets
100 person
94 person

DTW, HMMs EER 0.35%

(Espinosa et al. 2016) 30 Neural Network classifier Acc 96.67%.

(Fischer and Plamondon,
2017)

SUSIGVisua
SUSIGBlind
MCYT-100
SG-NOTE

DTW, sigmalog normal
analysis

EER 1%

achieving a recognition rate of 96.67%. (Fischer & Plamondon 2017) presented a user-
centered system for signature verification by performing such a kinematic analysis to
verify the identity of the user. Several benchmark datasets were used to demonstrate the
effectiveness of the combined approaches DTW and sigmalog normal analysis, with an
EER value around 1% for RF(Random forgeries) and an EER value between 2% and
4% for SF(skilled forgeries).

2.2 Multimodal Behavioral Authentication Systems

Multimodal behavioral biometrics refer to the fusion of information from different
modalities for user authentication. The information fusion process can be done at differ-
ent levels including feature level, score level, and decision level fusion. Table 8. presents
different existing multimodal behavioral authentication methods.

Multi-Behavioral Biometrics
A Multi-behavioral biometrics authentication system combines different behavioral
traits such as keystroke dynamics and behavioral profiling for smartphone user authenti-
cation. (Kumar et al. 2016) studied the fusion of three biometric authentication modali-
ties, swiping gestures, typing patterns and the phone movement patterns acquired during
typing or swiping. Different features including features from windows of continuous
swipes, thirty features from windows of continuously typed letters, and nine features
from corresponding phone movement patterns while swiping/typing were used to build
the authentication system. The performance of the proposed approach evaluated on 28
users’ dataset has achieved an authentication accuracy of 93.33% using the feature-level
fusion method. (Lamiche et al. 2019) proposed a newmultimodal authentication method
to strengthen the smartphone authentication system. The proposed system acquires gait
patterns and keystroke dynamics simultaneously and continuously without user inter-
vention. A real multimodal dataset was collected under realistic scenarios including 20
subjects. The experimental results achieved an accuracy value of 99.11% when using
a multilayer classifier. (Anusas-Amornkul 2019) presented a biometric authentication
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Table 8. Different existing multimodal behavioral authentication methods

Studies Modalities Dataset#of
users

Fusion
level

Classifier/distance
metric

Performance

Multi-behavioral biometrics system

(Saevanee et al.
2014)

linguistic
analysis,
keystroke
dynamics and
behavioral
profiling.

30 Score
fusion

K-NN, the Radial
Basis function
(RBF), FF-MLP

EER 3.3%

(Sitova et al.
2016)

Hand Movement,
Orientation, and
Grasp

100 Score
fusion

Scaled Manhattan,
Scaled Euclidean,
SVM

EER 7.16%

(Kumar et al.
2016)

Swiping
gestures, typing
patterns and the
phone movement
patterns

28 Feature
fusion
Score
fusion

k-NN(k = ll),RF Acc 93.33%

(Lamiche et al.
2019)

Gait + keystroke 20 Feature
fusion

SVM, RF,RT
NB,MLP

Acc 99.11%
FAR
0.684%,
FRR 7%
EER 1%

(X. Liu et al.
2018)

Multi-source
user machine
usage

10 Decision
fusion

SVM one class. EER 5.5%.

Hybrid biometrics system

(Morris et al.
2006)

Speech, face and
handwritten
signature

60 Score
fusion

Gaussian mixture
models

EER 1%

(McCool et al.
2012)

Face and speaker 150 Score
fusion

– EER 11.9%

(KumarMohanta
& Mohapatra,
2014)

Ear and speech 50 Score level Euclidean
distanceBhattacharya
distance

Acc 93.5%

(Abate et al.
2017)

Ear biometrics
and gesture
analysis

100 score-level
weighted
decision
level

DWT, Euclidean
distance.

EER 0.1004

(Akhtar et al.
2018)

Touchstroke,
phone-movement
and face patterns

95 feature
level

MLP,RF EER 0.01%

based on smartphone sensors and keystroke dynamics to strengthen password authenti-
cation on smartphone devices.Multiple classification techniques includingNaïve Bayes,
k Nearest Neighbors (kNN) and Random Forest were used in their work. Experiments
showed that Random Forest can achieve high performance when all smartphone sensors
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data are combined with keystroke dynamics with accuracy and EER values of 97.90%
and 5.1% respectively.

Hybrid Biometrics
Hybrid biometrics authentication system refers to a multi-modal system that involves
various forms of biometrics such as face patterns, keystroke, gait …etc. (Abate et al.
2017) proposed a novel multi-modal method to authenticate smartphone users based
on ear biometrics and gesture analysis. The experiments conducted on a specifically
built multi-modal database including 100 subjects confirmed the effectiveness of the
proposed method on mobile environments. (Akhtar et al. 2018) presented an implicit
multimodal biometric system for smartphones, using touchstroke, phone-movement and
face patterns. A mobile multimodal dataset was collected from 95 subjects. Two clas-
sifiers were used to measure the performance of the proposed system under different
scenarios: sitting, standing and walking. (Zhang et al. 2018) proposed a multi-biometric
fusion authentication system based on Lip reading and speech biometrics for smart-
phones. Features were extracted separately from both modalities, then a feature fusion
method was applied to combine both biometric features. Authors adopted MFCC to
extract speech features, GMM to train specific user’s speech model, and LBP to extract
lip features.

3 Discussion

As discussed above, several studies have been proposed within the field of behavioral
biometrics based smartphone authentication. It is well known that behavioral biometrics
offer passive and continuous authentication solutions. Unimodal behavioral biometrics
systems can provide an acceptable performance however there are numerous challenges
related to the application of this type of biometrics. Biometric sensors are highly suscep-
tible to outside factors leading to poor data acquisition, such as noise in voice biometric
based authentication systems. Furthermore, the emotional or physical state of the user
is changeable over time and can be under various environmental conditions. More-
over, unimodal biometrics are vulnerable to malicious attacks such as spoof and robot
attacks. Multimodal biometric systems are mostly more reliable than unimodal systems
since it combines various biometrics, therefore a high-security level can be achieved.
Furthermore, the fusion of multiple modalities overcomes numerous challenges of the
unimodal systems including non-universality of some characteristics, intra-class distinc-
tions, Noisy signals, and high error rates. With the popularity of the novel innovative
smartphone devices, all the overmentioned biometrics systems become applicable on
mobile devices. However, numerous limits have to be considered while the choice and
implementation of authenticationmodalities such as computational costs, hardware limi-
tations, speed, the time necessary for the authentication process and energy consumption.
A balance between security and usability of behavioral biometrics-based authentication
systems should be seriously considered.
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4 Open Issues and Challenges

We carried out a literature review on behavioral biometrics based smartphone authenti-
cation systems. Based on our survey, we find out many challenges and open problems
to be explored by researchers in the future.

Variation of User’s Behavior: The behavioral characteristics of the smartphone user
may change by means of the user state. For example, in keystroke dynamics, based
authentication user’s typing featuresmay vary duringwalking or under different levels of
fatiguewhich increases the false rates.More adaptive solutions to user’s behavioral habits
change should be considered in the future behavioral biometrics based authentication
systems.

Balancing Security, Performance, and Usability: How to balance the security, per-
formance, and usability is one of the main goals to be addressed in behavioral biomet-
rics based authentication systems. Most state of the art studies focus on achieving a high
performance even it comes at the expense of usability and security. However, the high
performance alone cannot measure the success of an authentication system. Balancing
security, performance, and usability is a critical research topic to be considered.

Resource Consumption: Smartphones are resource-constrained compu-
tational devices, therefore, future authentication solutions should be more concerned
about the consumption of the computing resources of the smartphones including energy,
memory, CPU usage, and battery consumption.

Controlled Environments: Most of the studies were conducted in a controlled envi-
ronment under laboratory conditions which do not necessarily reflect real-life scenarios.
Smartphone users may use their devices under different environmental conditions or
positions. To enhance authentication, it is an important topic to explore how to conduct
a study under realistic conditions.

Small Databases: The majority of reviewed approaches were evaluated on small
datasets. More involved users may lead to distinct results, therefore, It is needed to
conduct experiments on a larger dataset to enhance the evaluation of the behavioral
biometrics authentication systems.

Vulnerability of Biometrics: Behavioral biometrics authentication systems are gener-
ally vulnerable to several potential attacks such as Shoulder-surfing attack. The user’s
behavior can be easily observed and imitated. Therefore, to provide a proper method
toward protecting user privacy is a challenging research topic worth to be considered.

5 Conclusion

The immerging usage of smartphone devices increases the amount of sensitive informa-
tion stored in such devices. Therefore, smartphone authentications mechanisms become
the main concern of researchers. In this paper, we reviewed various human behavior fin-
gerprints based smartphone authentication methods. We analyzed and discussed numer-
ous existing solutions by categorizing them into two groups based on either unimodal
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or multimodal behavioral biometrics. By comparing the existing works we find out that
multimodal behavioral biometrics present high-level security solutions on smartphone
devices. Finally, we came out with several open issues and future directions that should
be considered in future research studies.

Acknowledgement. This work was partially supported by the National Key R&D Program of
China (2019YFB1703901) and the National Natural Science Foundation of China (No. 61772428,
61725205, 61902320, 61972319).

References

Abate, A.F., Nappi, M., Ricciardi, S.: Smartphone enabled person authentication based on ear
biometrics and arm gesture. In: 2016 IEEE International Conference on Systems, Man, and
Cybernetics, SMC 2016 - Conference Proceedings (2017)

Akhtar, Z., Buriro, A., Crispo, B., Falk, T.H.: Multimodal smartphone user authentication using
touchstroke, phone-movement and face patterns. In: 2017 IEEE Global Conference on Signal
and Information Processing, GlobalSIP 2017 – Proceedings (2018)

Alghamdi, S.J., Elrefaei, L.A.: Dynamic authentication of smartphone users based on touchscreen
gestures. Arab. J. Sci. Eng. 43(2), 789–810 (2017). https://doi.org/10.1007/s13369-017-2758-x

Alsultan, A., Warwick, K., Wei, H.: Free-text keystroke dynamics authentication for Arabic
language. IET Biometrics 5(3), 164–169 (2016)

Alzubaidi, A., Kalita, J.: Authentication of smartphone users using behavioral biometrics. IEEE
Commun. Surv. Tutorials 18(3), 1998–2026 (2016)

Antal, M., Bokor, Z., Szabó, L.Z.: Information revealed from scrolling interactions on mobile
devices. Pattern Recogn. Lett. 56, 7–13 (2015a)

Antal, M., Szabo, L.Z.: An evaluation of one-class and two-class classification algorithms for
keystroke dynamics authentication onmobile devices. In: Proceedings - 2015 20th International
Conference on Control Systems and Computer Science, CSCS 2015 (2015)

Antal, M., Szabó, L.Z., László, I.: Keystroke dynamics on android platform. Procedia Technol.
19, 820–826 (2015b)

Anusas-Amornkul, T.: Strengthening password authentication using keystroke dynamics and
smartphone sensors. In: ACM International Conference Proceeding Series (2019)

Bassu, D., Cochinwala, M., Jain, A.: A new mobile biometric based upon usage context. In: 2013
IEEE International Conference on Technologies for Homeland Security, HST 2013 (2013)

Blanco-Gonzalo, R., Miguel-Hurtado, O., Liu-Jimenez, J.: Performance evaluation of handwritten
signature recognition in mobile environments. IET Biometrics 3(3), 139–146 (2014)

Clarke, N.L., Furnell, S.M.: Authenticating mobile phone users using keystroke analysis. Int. J.
Inf. Secur. 6(1), 1–14 (2007)

Darabseh, A., Namin, A.S.: Keystroke active authentications based onmost frequently usedwords.
In: IWSPA 2015 - Proceedings of the 2015 ACM International Workshop on Security and
Privacy Analytics, Co-Located with CODASPY 2015 (2015)

Datta, T., Manousakis, K.: Using SVM for user profiling for autonomous smartphone authen-
tication. In: 2015 IEEE MIT Undergraduate Research Technology Conference, URTC 2015
(2016)

Espinosa, F.A.T., Guerrero, G.G.E., Vea, L.A.: Modeling free-form handwriting gesture user
authentication for android smartphones. In: Proceedings - International Conference on Mobile
Software Engineering and Systems, MOBILESoft 2016 (2016)

https://doi.org/10.1007/s13369-017-2758-x


316 I. Lamiche et al.

Fathy, M.E., Patel, V.M., Chellappa, R.: Face-based active authentication on mobile devices.
In: ICASSP, IEEE International Conference on Acoustics, Speech and Signal Processing –
Proceedings (2015)

Fischer, A., Plamondon, R.: Signature verification based on the kinematic theory of rapid human
movements. IEEE Trans. Hum.-Mach. Syst. (2017)

Gadaleta, M., Rossi, M.: IDNet: smartphone-based gait recognition with convolutional neural
networks. Pattern Recogn. 74, 25–37 (2018)

Gesture,M.,Hong, F.,Wei,M.,You, S., Feng,Y.,Guo, Z.:Waving authentication: your smartphone
authenticate you on. In: Conference on Human Factors in Computing Systems – Proceedings
(2015)

Giuffrida, C., Majdanik, K., Conti, M., Bos, H.: I sensed it was you: authenticating mobile users
with sensor-enhanced keystroke dynamics. In: Dietrich, S. (ed.) DIMVA 2014. LNCS, vol.
8550, pp. 92–111. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-08509-8_6

Jo, Y.H., Jeon, S.Y., Im, J.H., Lee, M.K.: Security analysis and improvement of fingerprint
authentication for smartphones. Mob. Inf. Syst. (2016)

Kala, N., Bhatia, T., Aggarwal, N.: Person identification and characterization from gait using
smartphone. In: 2019 11th International Conference onCommunication Systems andNetworks,
COMSNETS 2019 (2019)

Krish, R.P., Fierrez, J., Galbally, J., Martinez-Diaz, M.: Dynamic signature verification on smart
phones. In: Corchado, J.M., et al. (eds.) PAAMS 2013. CCIS, vol. 365, pp. 213–222. Springer,
Heidelberg (2013). https://doi.org/10.1007/978-3-642-38061-7_21

Kumar, R., Phoha, V.V., Serwadda, A.: Continuous authentication of smartphone users by fusing
typing, swiping, and phone movement patterns. In: 2016 IEEE 8th International Conference on
Biometrics Theory, Applications and Systems, BTAS 2016 (2016)

KumarMohanta, T., Mohapatra, S.: Development of multimodal biometric framework for
smartphone authentication system. Int. J. Comput. Appl. (2014)

Kunz, M., Kasper, K., Reininger, H., Möbius, M., Ohms, J.: Continuous speaker verification in
realtime. Lecture Notes in Informatics (LNI), Proceedings - Series of the Gesellschaft Fur
Informatik (GI) (2011)

Lamiche, I., Bin, G., Jing, Y., Yu, Z., Hadid, A.: A continuous smartphone authentication method
based on gait patterns and keystroke dynamics. J. Ambient Intell. Humanized Comput. 10(11),
4417–4430 (2019)

Larcher, A., Lee, K.A., Ma, B., Li, H.: Text-dependent speaker verification: classifiers, databases
and RSR2015. Speech Commun. 60, 56–77 (2014)

Lee, T.K., Kim, T.G., Im, E.G.: User authentication method using shaking actions in mobile
devices. In: Proceedings of the 2016 Research in Adaptive and Convergent Systems, RACS
2016 (2016)

Li, F., Clarke, N., Papadaki, M., Dowland, P.: Behaviour profiling for transparent authentication
for mobile devices. In: 10th European Conference on Information Warfare and Security 2011,
ECIW 2011 (2011)

Li, F., Clarke, N., Papadaki, M., Dowland, P.: Active authentication for mobile devices utilising
behaviour profiling. Int. J. Inf. Secur. 13(3), 229–244 (2013). https://doi.org/10.1007/s10207-
013-0209-6

Li, H., Yu, J., Cao, Q.: Intelligent walk authentication: implicit authentication when you walk
with smartphone. In: Proceedings - 2018 IEEE International Conference on Bioinformatics
and Biomedicine, BIBM 2018 (2019)

Liu, J.H., Zou, Y.X., Huang, Y.C.: An effective voiceprint based identity authentication system for
Mandarin smartphone users. In: Proceedings - International Conference on Pattern Recognition
(2016)

https://doi.org/10.1007/978-3-319-08509-8_6
https://doi.org/10.1007/978-3-642-38061-7_21
https://doi.org/10.1007/s10207-013-0209-6


Behavior Fingerprints Based Smartphone User Authentication 317

Liu, X., Shen, C., Chen, Y.: Multi-source interactive behavior analysis for continuous user authen-
tication on smartphones. In: Zhou, J., et al. (eds.) CCBR 2018. LNCS, vol. 10996, pp. 669–677.
Springer, Cham (2018a). https://doi.org/10.1007/978-3-319-97909-0_71

McCool, C., et al.: Bi-modal person recognition on a mobile phone: using mobile phone data. In:
Proceedings of the 2012 IEEE International Conference on Multimedia and Expo Workshops,
ICMEW 2012 (2012)

Meng, W., Wong, D.S., Furnell, S., Zhou, J.: Surveying the development of biometric user
authentication on mobile phones. IEEE Commun. Surv. Tutorials (2015)

Morris, A.C., et al.: Multimodal person authentication on a smartphone under realistic conditions.
In: Mobile Multimedia/Image Processing for Military and Security Applications (2006)

Muaaz, M., Mayrhofer, R.: Accelerometer based gait recognition using adapted Gaussian mixture
models. In: ACM International Conference Proceeding Series (2016)

Muaaz, M., Mayrhofer, R.: Smartphone-based gait recognition: from authentication to imitation.
IEEE Trans. Mob. Comput. 16(11), 3209–3221 (2017)

Ooi, S.Y., Teoh, A.B.J.: Touch-stroke dynamics authentication using temporal regression forest.
IEEE Signal Process. Lett. 26(7), 1001 (2019)

Sae-Bae, N., Memon, N.: Online signature verification on mobile devices. IEEE Trans. Inf.
Forensics Secur. 26(7), 1001–1005 (2014)

Liu, X., Shen, C., Chen, Y.: Multi-source interactive behavior analysis for continuous user authen-
tication on smartphones. In: Zhou, J., et al. (eds.) CCBR 2018. LNCS, vol. 10996, pp. 669–677.
Springer, Cham (2018b). https://doi.org/10.1007/978-3-319-97909-0_71

Serwadda, A., Phoha, V.V., Wang, Z.: Which verifiers work?: a benchmark evaluation of touch-
based authentication algorithms. In: IEEE 6th International Conference on Biometrics: Theory,
Applications and Systems, BTAS 2013 (2013)

Sitova, Z., et al.: HMOG: new behavioral biometric features for continuous authentication of
smartphone users. IEEE Trans. Inf. Forensics Secur. (2016)

Sprager, S., Juric, M.B.: An efficient HOS-based gait authentication of accelerometer data. IEEE
Trans. Inf. Forensics Secur. 10(7), 1486–1498 (2015)

Teh, P.S., Zhang, N., Teoh, A.B.J., Chen, K.: A survey on touch dynamics authentication in mobile
devices. Comput. Secur. 59, 210–235 (2016)

Tiwari, P.K., Velayutham, T., Singh, G., Mitra, B.: Behaviour based authentication: a new login
strategy for smartphones. In: 2019 2nd International Conference on Advanced Computational
and Communication Paradigms, ICACCP 2019 (2019)

Wan, C., Wang, L., Phoha, V.V.: A survey on gait recognition. ACM Comput. Surv. 51(5), 1–35
(2018)

Wang, Q., et al.: VoicePop: a pop noise based anti-spoofing system for voice authentication on
smartphones. In: Proceedings - IEEE INFOCOM (2019)

Yan, J., Qi, Y., Rao, Q., Qi, S.: Towards a user-friendly and secure hand shaking authentication
for smartphones. In: Proceedings - 17th IEEE International Conference on Trust, Security and
Privacy in Computing and Communications and 12th IEEE International Conference on Big
Data Science and Engineering, Trustcom/BigDataSE 2018 (2018)

Yang, Y., Guo, B., Wang, Z., Li, M., Yu, Z., Zhou, X.: BehaveSense: continuous authentication
for security-sensitive mobile apps using behavioral biometrics. Ad Hoc Netw. 84, 9–18 (2019)

Zhang, X., Zhang, J., He, T., Chen, Y., Shen, Y., Xu, X.: A speech and lip authentication system
based on android smart phone. In: ACM International Conference Proceeding Series (2018)

Zhong, Y., Deng, Y., Meltzner, G.: Pace independent mobile gait biometrics. In: 2015 IEEE 7th
International Conference on Biometrics Theory, Applications and Systems, BTAS 2015 (2015)

Zhu, H., Hu, J., Chang, S., Lu, L.: ShakeIn: secure user authentication of smartphones with
single-handed shakes. IEEE Trans. Mob. Comput. 16(10), 2901–2912 (2017)

https://doi.org/10.1007/978-3-319-97909-0_71
https://doi.org/10.1007/978-3-319-97909-0_71


A System to Find the Change of One’s
Vision Implicitly

Xiaolin Fang1,2(B), Weiwei Wu1, Ran Bi3, Wei Bian4, and Zenghui Zhang4

1 School of Computer Science and Engineering, Southeast University, Nanjing, China
{xiaolin,weiweiwu}@seu.edu.cn

2 Key Laboratory of Embedded System and Service Computing (Tongji University),
Ministry of Education, Shanghai, China

3 School of Computer Science and Technology, Dalian University of Technology,
Dalian, China

biran@dlut.edu.cn
4 Tianjin Jinhang Institute of Computing Technologies, Tianjin, China

bianwei8427@163.com, ht8357@sina.com

Abstract. Myopia has become one of the most serious health problems
in the world as it grows rapidly in the young people. Efficient vision
monitoring methods are required to determine myopia in its early stages
so as to take it for further treatment. Current technologies for vision
examination are usually either expensive or time costly. This paper pro-
poses a nearsightedness monitoring system, which exploits the widely
used smartphones to detect the deterioration of nearsightedness by mon-
itoring and analyzing the distance between the eyes and the smartphone
screen. The detection process is implicit since the system is implemented
on the daily used phones and people do not have to be interrupted fre-
quently. The proposed system consists of two key components: activity
recognition component and the eye detecting component. The activity
recognition component is used to determine whether a person is watch-
ing the phone. Once a person is watching the phone, the eye detecting
component can be triggered to click a photograph of the person using the
front camera of the phone and localize the two eyes on the picture taken.
The distance between eyes and the screen is estimated by the ratio of
the two-eye distance in the picture and the width of the picture. This
paper uses the 3-axis acceleration sensor and the front camera which
are equipped on most of the smartphones for activity recognition and
eye detection respectively. A prototype for has been developed in order
to evaluate the effectiveness of the system under various environmental
conditions. From more than half year monitoring period which consisted
of about 20 volunteers, we were able to accurately detect the degradation
of nearsightedness in two volunteers.

1 Introduction

The number of people affected by myopic has grown rapidly in the last three
decades. According to a survey in 2015, over 25% of all adult Americans or 70
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million people have myopic problem, and almost 300 million people in India
suffer from myopia [1]. China, as the largest populated country in the world, has
almost half or 600 million myopic people [2]. Additionally, almost 90% of the
students in Chinese universities are nearsighted.

Eyeglasses is the primary option to treat the visual symptoms of those with
myopia [3–5]. However, glasses may have the potential to make myopia worse,
as they increase the necessity to focus by the eyes [6]. Efficient mechanism is
required for people with myopia to check whether their nearsightedness is becom-
ing worse, so as to remind them of their eye health, change eyeglasses or visit a
doctor for further treatments.

Current technologies for accurate vision examination is typically performed
by a specialized doctor, the ophthalmologist, or by an optometrist or orthopedist
[7–9]. Usually, an autorefractor or retinoscope are used to give an initial objective
assessment of the refractive status of each individual eye, then a phoropter is used
to subjectively refine the patient’s eyeglass prescription. Adults and children are
usually advised to have eye examinations regularly, as the eye sight varies swiftly.
However, the vision examination process is a time-consuming work and hence the
myopia patients are probably unwilling to undergo the vision examination as per
the doctor advise. Most of the myopia patients find that their nearsightedness
is becoming worse only when they have problems to see things clearly. By this
time, the nearsightedness would have already become worse, and the treatment
becomes much more difficult.

The eye chart examination is an inaccurate way to test ones’ vision. People
can test their vision every day using an eye chart. However, most people leave
the eye charts unused over a period of time. When they find some problem of
their vision, it would have already been too late. Additionally, this examination
can neither record the vision degradation process not it can remind the myopia
patients to perform an accurate vision examination.

This paper presents a system to monitor the status of nearsightedness. It will
automatically detect whether a person is watching a phone, and estimate the
distance between their eyes and the screen. Through a long time monitoring, the
system will be able to predict if one’s nearsightedness is getting worse.

This paper employs a 3-axis acceleration sensor and the front camera which
are equipped on the smartphones currently to perform the detection process.
The 3-axis acceleration sensor is used to determine whether a user is watching
a phone. It achieves activity recognition by analyzing the 3-axis acceleration
pattern in different environmental conditions. It then takes the picture of the
user’s head and send it to the cloud center. The cloud center detects the two
eyes through face detection algorithm and sends back the positions of them.
The eye-screen distance is then estimated by calculating the ratio of the two-eye
distance and the picture width. The activity recognition is implemented before
the eye-screen distance estimation so as to the reduce the number of pictures
sent to cloud center, thus reducing the transmission cost. The system provides an
oscillograph of the historical data from which the users can view the changing
process of their nearsightedness at any time. It will store the pictures on the
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cloud center and record eye-screen distance in case data is lost by the user. Once
the user’s nearsightedness is becoming worse, an alarm is triggered thus warning
the people from long time affects of myopia.

The contributions of this paper are as follows.

– To the best of our knowledge, this is the first work to study the nearsighted-
ness monitoring problem with the exploration of widely used smart phone.

– A system is provided to analyze the status of one’s nearsightedness without
the interruption of the users.

– The system provides an user friendly interface. People can also view the
changing process of one’s nearsightedness.

– When one’s nearsightedness is getting worse, the system will remind people
to visit a doctor for further treatment and also be able to remind people not
to read very closely for long intervals of time.

– Experiments are conducted under various environmental conditions on thir-
teen volunteers to evaluate the effectiveness of our system.

The rest of this paper is organized as follows. Section 2 reviews the related
works. Section 3 presents the overview of our system. The activity recognition
is performed in Sect. 4 and the eye-screen distance estimation is described in
Sect. 5. The performance evaluation results are presented in Sect. 6 and Sect. 7
discuss other factors needed to be considered in the system. Section 2 introduces
the related work and Sect. 8 concludes the paper.

2 Motivation and Challenges

2.1 Motivation

Myopia is one of the serious concerns around the globe that is often neglected
by the people. It has also become common among youngsters and can only be
found after a long term of near reading. By the time people find symptoms
of myopia, like seeing things unclear, it would have already been too late for
efficient treatment of the condition. Therefore, it is important for some efficient
method to detect whether the myopia in its early stages.

An ophthalmologist can accurately tell the status of a person’s eyes. How-
ever, it is costly and time consuming and hence people ignore regular visits to
their ophthalmologist. Most people think it as a trouble and are unwilling to see
a doctor. Usually, when a person’s degree of myopia becomes more serious, they
need to get closer to objects so as to see them clearer. Inspired by this obser-
vation, we try to detect whether a person is seeing things closer. Smartphones
in today’s world are equipped with many sensors, camera and has become an
indispensable equipment in daily life. Thus, they can be used to detect if a per-
son is watching his phone closer. Therefore, we have designed a system to detect
the status of myopia using smartphones.
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2.2 Challenges and Approach

The goal of our system is to detect the change in the eye-screen distances along
a long period of time. Therefore, the quality of the eye-screen distance measure-
ment is very critical. The eye-screen distance measurement is affected by the
following problems: when and how to estimate the eye-screen distance and how
to eliminate the fluctuation in the eye-screen distances over a period of time.

Because people use smartphone frequently, eye-screen distance varies rapidly.
For example, a person might turn his head around or move his hand suddenly
while watching his phone. Therefore, when to estimate the eye-screen distance
is crucial. The time to sample the eye-screen distance is dependent on whether
a person is watching his phone in a normal and stable mode. To address this
challenge, we have divided our proposed method into two components. The first
component, activity recognition component, will address the challenge of when
to capture the data.

Additionally, the smartphones are rarely equipped with telemeters and hence
accurate detection of the eye-screen distance is hard. But most of the smart-
phones are commonly equipped with sensors like accelerator, gyroscope, and
camera. Hence, it is a challenge to estimate the eye-screen distance with such
sensors. In order to estimate distance, we have incorporated a second compo-
nent in the proposed method, called Eye Localization. This component uses the
ratio of the distance between two-eyes that is captured on the picture taken
with the width of the picture to estimate the eye-screen distance. It is difficult
to accurately measure the eye-screen distance. However, in the process of mon-
itoring of the nearsightedness, we do not require the accurate distance between
eye and screen. Instead, our goal is to observe the changes in the eye-screen
distance. Therefore, we use a relative distance rather than an absolute distance
to illustrate the status of a person’s nearsightedness.

Fig. 1. System architecture

As mentioned earlier, the eye-screen distance varies in a short time. But, it
also varies over days. However, this fluctuation of the eye-screen distance does
not mean that the nearsightedness has changed, but it is rather a normal phe-
nomenon. Therefore, eliminating such fluctuation of the eye-screen distance is
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another challenge. To address this challenge, we use three steps in order to elim-
inate the fluctuation in the eye-screen distances. Initially, an outlier detection
method is employed to filter the outliers which are otherwise called as noise data.
Then, a representation method is used to select one eye-screen distance to aver-
age the distances calculated in a particular day. Finally, the least squares method
is adopted to find the tendency of degradation of a person’s nearsightedness.

3 System Overview

An overview of our system is shown in Fig. 1. As shown in the picture, the system
initializes activity recognition component as soon as the user turns on their cell
phone. At the right time, it will take the picture of the user and send to the
cloud center. The cloud center runs face recognition software which detects the
face and localizes the two eyes. The original picture and the position of the two
eyes are stored in the cloud center. An analysis process is performed periodically.
People can see the changing curve of the status of their eyes, and it can also alert
people to take a treatment when a deterioration of their nearsightedness occurs.
Because the system is implemented implicitly at the background, therefore, it
will not interrupt people’ daily use of the phones.

The activity recognition component is used to capture the stable state of the
activities of watching the smartphone screen. A temporary or sudden movement
of the head or body will have a strong impact on monitoring the result. Therefore,
the activity recognition is very important. In the entire monitoring processes,
a high quality of activity recognition can greatly reduce the transmission data
amount and improve the monitoring accuracy.

The key component of our system is the accurate localization of the two
eyes in a given picture. The eye-screen distance is estimated by the ratio of the
distance between the two eyes in the picture and the width of the picture. Other
metrics can also be used to estimate the eye-screen distance, such as the size
of the face, the size of the head, or the distance between two ears. However,
these measurement may be effected by the person’s hair in a picture. When
the hairstyle changes, these measurement might vary. Most people change their
hairstyles frequently and hence these metrics are not good choices to estimate
the eye-screen distance. We need a metric which does not vary over a time. The
distance between two eyes has such characteristic, and thus has been chosen for
the estimation the eye-screen distance (Fig. 2).

The quality of eye localization has a strong impact on the result. For more
accurate results, we need to localize the iris center. The distance between the
two iris centers of a person can indicate the absolute distance between two eyes.
However, the distance between the two iris centers of a person changes slightly
when the eyeball moves. For example, when a person looks far away, the distance
between his iris centers is larger. Contrarily, if a person looks at his nose tip,
then his eyes converge, and thus the distance between his iris centers is closer.
In this paper, the slight distance variation caused by looking far away or looking
at one’s nose tip. This is because our system alway takes picture when a person
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(a) Hold phone far
away

(b) Hold
phone near

Fig. 2. Moving range of one’s hand

is looking at the phone which is held by the hand, the length of one’s hand is
limited, thus, the moving range of one’s hand is limited, so the two-eye distance
variation is limited.

4 Activity Recognition

The goal of our activity recognition is to improve the performance of eye-screen
distance estimation and reduce the data transmission cost. Therefore, we need to
initially detect if the user is watching his phone. We use the 3-axis acceleration
sensors to detect the watching activity.

Through analysis of the characteristics of the 3-axis acceleration data, it is
easy to find that all the curves for 3-axis acceleration data in x-axis, y-axis
and z-axis vary in very small ranges. For example, the values of x-axis varies
within the range of [−0.5, 0], and the values of y-axis and z-axis have the same
characteristic. In a special case where a person places his phone on the table, the
varying ranges of the 3-axis acceleration data are smaller than that in watching
activities, the variance is also little. But other activities show great difference
from the watch activity, where the variance is greatly larger.

Hence, the degree of the varying range is a strong feature to classify whether
one is watching his phone. We use the features similar as that in [10]. The used
features include average acceleration for each axis, standard deviation for each
axis, and average of the square roots of the sum of the squared values of each axis√

x2 + y2 + z2. Finally, we used a decision tree method to detect the watching
activity. The activity recognition accuracy can achieve above 85%.

Note that, the activity recognition component may have errors, and it may
take the wrong picture, which may not include a person’s head. In this case, it
does not matter, because the face recognition and eye-screen distance estimation
process will avoid and filter these errors. For other errors, the outlier detection
method in the eye-screen distance estimation can filter some of the errors.

In order to reduce the energy consumption, we do not detect the watching
activity all the time. It is only detected at the first few minutes when the screen
is unlocked by the user. And once it captures the required number of pictures
for a day, then the system stops implementing the activity recognition and the
eye-screen distance estimation components.
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5 Eye-Screen Distance Estimation

5.1 Eye Localization

Our system needs to compute the distance between two eyes of a person on a pic-
ture taken so as to estimate the eye-screen distance. Therefore, the first problem
that needs to be addressed is to localize the two eyes on a picture. This paper
uses Face++ system for localizing two eyes on a given picture [11]. Face++ is a
cloud service platform. It provides service that developers can quickly integrate
facial recognition feature into their products. It focuses on the development
of the world’s best face detection, identification, analysis and reconstruction
techniques. Figure 3 shows an example of the eye localization in Face++ sys-
tem. Experiments suggested that the localization accuracy is quite high for our
system.

(a) (b) (c)

Fig. 3. Eye localization

5.2 Eye-Screen Distance

As shown in Fig. 3, when the face of person is far from the screen, then the two
eyes are closer to each other in the captured picture (Fig. 3(a)). In contrast,
when the face of person is closer to the screen, then the two-eye distance is far
from each other Fig. 3(c). Therefore, based on this observation, we can use the
distance between two eyes in the picture to estimate the eye-screen distance.

The eye-screen distance estimation is illustrated in Fig. 4. In Fig. 4, s is the
position of camera and 2α is the angle of the camera’s view. When the face of
the person is sd1 away from the camera, then the width of the camera’s field
view is AB, where e1 and e2 are the positions of the two eyes. When the face
of the person is sd2 away from the camera, then the width of the camera’s field
view is CD, where e′

1 and e′
2 are the positions of the two eyes.

AB

2 · sd1 =
CD

2 · sd2 = tan α (1)

The eye-screen distance is estimated by the ratio of the distance between two
eyes and the picture width. For the above mentioned scenario,

ratio1 =
e1e2
AB

(2)
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ratio2 =
e′
1e

′
2

CD
(3)

Also it should be noted that e1e2 = e′
1e

′
2. Therefore, from Eq. (1), (2)

and (3),
ratio1
ratio2

=
sd2
sd1

(4)

Equation 4 shows that the estimated distance has an inverse relation to the
real eye-screen distance based on the previously mentioned fact that the eyes are
closer if the person’s face is far away and eyes are distant if the face is near by.

Fig. 4. Eye-screen distance estimation

Let the distance between the centers of the two eyeballs be e, and the distance
between the face and the screen be d, then the distance between the two eyes
can be represented as ratio = e

2d tanα . Assume that the actual distance between
the centers of the two eyeballs be e and the angle of the camera’s view 2 ·α, then
we can get the absolute eye-screen distance d by Eq. (5).

d =
e

2 · ratio · tan α
(5)

This paper uses the ratio of the distance between the two eyes and the picture
width to estimate the eye-screen distance rather than measuring the accurate
eye-screen distance. Hence it is a relative distance and the user can use this
distance to find the status of a person’s eyes. If the ratio is larger, then the real
eye-screen distance is smaller, and vice-versa. Therefore, if the ratio is becoming
more and more bigger, it indicates the system that the nearsightedness may be
becoming worse.

5.3 Find Outliers

Figure 5 is an example of the raw data of the distances between the two eyes
collected from a user. The x-axis represents the days and the y-axis represents
the distance between two eyes. It is to be noted that in our paper, this distance
is relative. The points in a day are ploted vertically in Fig. 5, some points in day
may be far away from others, and these points are considered to be outliers. We
need to a mechanism to filter such outliers.
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Fig. 5. Raw data

In this paper, we have used the LOF (Local Outlier Factor) method [12] to
filter such outliers. Let, d(p, q) be the distance between p and q, the k–dis(p)
of a point p be the distance between p and its kth nearest neighbor, the
Nk(p) as all the neighbors whose distances to p are less than k–dis(p). and
reach–distk(p, o) = max{k–dis(o), d(p, o)}

lrdk(p) =
|Nk(p)|

∑

o∈Nk(p)

reach–distk(p, o)
(6)

Intuitively, the local reachability density of an object p is the inverse of the
average reachability distance based on the kth nearest neighbors of p. The local
outlier factor of an object p is defined as follows:

LOFk(p) =

∑

o∈Nk(p)

lrdk(o)
lrdk(p)

|Nk(p)| (7)

The local outlier factor of object p represents the degree to which we call
p as an outlier. We can observe that the lower p’s local reachability density is,
and the higher the local reachability densities of p’s k-nearest neighbors are, and
then the higher is the LOF value of p.

LOF values will be affected by the choice of k value. By experimentation, we
found that k = 6 can derive an acceptable effect. As shown in Fig. 6(a), k is set
to 3, and some of the outliers have been filtered out, but not all. As shown in
Fig. 6(b), when k is set to 6, most of the obvious outliers are filtered out from
the data. Note that, the outlier is defined in one day, that is, we filter those
points which are apparently different from other points for each day.

5.4 Median as Representation

Although the LOF method can filter many outliers in the raw data, there still
exists some uncertainty in the filtered result. The LOF will filter those points
which are obviously different from other points. However, for a given day, some
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(a) Filter outliers with LOF by setting
k = 3

(b) Filter outliers with LOF by setting
k = 6

Fig. 6. Different LOF settings

points that are not marked by LOF may still be different from others. We need
to eliminate the impact of such situations. Therefore, we have considered two
additional solutions, one is averaging the distance in each day, and the other is
to find the median distance in each day. By experimentation, we have confirmed
that using the median distance as the representation for each day is a better
solution. An example is shown in Fig. 7(a).

(a) Using the median distance for each
day

(b) Least squares

Fig. 7. Median and least squares

5.5 Least Squares

The method of least squares is a standard approach in regression analysis to
the approximate the solution of an over determined system for fitting a given
data set as shown in Fig. 7(b). Least squares iteratively minimizes the sum of
the squares of the errors between a model function and the given data set. The
objective of this approach is to adjust the parameters of a model function to best



328 X. Fang et al.

fit the data set. A simple data set consists of n points (xi, yi), i = 0, ..., n − 1,
where xi is an independent variable and yi is a dependent variable whose values
are found by observation. The model function has the form f(x, β), where β
consists of the adjustable parameters. The goal is to find the parameter values
in β for the model function that “best” fits the data. The least squares method
finds the optimum parameters when the sum of squared errors is minimum. The
sum of squared errors is defined as

S =
n−1∑

i=0

(f(x,β) − yi)2 (8)

Objective of our method is to detect the worsening of a person’s nearsight-
edness, we use a straight line in two dimensions to demonstrate the tendency of
the nearsightedness. A straight line model function can be given by

f(x,β) = β1x + β0 (9)

The least squares will calculate the optimum β1 and β0 for a given dataset.
The minimum S is found by setting the gradient to zero. Since the model

consists of 2 parameters, there are 2 gradient equations:

∂S

∂β0
= 2

n−1∑

i=0

(f(x,β) − yi)
∂f(x,β)

∂β0
= 0 (10)

∂S

∂β1
= 2

n−1∑

i=0

(f(x,β) − yi)
∂f(x,β)

∂β1
= 0 (11)

6 Implementation and Evaluation

In this section, we present the details of our system implementation. Client
program of our system will run on an Android smartphone, and is written in
Java. In the activity detection process, we study the characteristic of acceleration
data of a period of 4.5 s. The sampling rate is set to 10 Hz, therefore, the decision
window consists of 45 x, y, z-axis values. The system always uses the front camera
to take pictures when it detects the user is watching his phone. We use 640×480
frames and compress each frame into a JPEG image (quality level = 50) to reduce
the transmission cost.

6.1 Dataset

We have studied 20 volunteers (with or without myopia) in Southeast University
who uses Android smartphones as a part of data collection process. About 10
pictures of every volunteer will be captured every day. Actually more than 10
pictures would be Because of many reasons such as, no Internet access, data
collection for some volunteer’s on those days was not possible. We have ignored
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such cases based on the fact that the nearsightedness is unlikely to change in a
few days. The collected data includes the pictures taken by the volunteers every
day and the eye locations in the picture recognized by the Face++ system. We
have collected about 10000 pictures from 20 people for half year. Data of some
volunteers may missed for some days, for reasons like when they lost or broke
their smartphone, however, it does not matter since the changing trend can also
be found for a long time, and some the missed data would not influence the
detection result.

6.2 Detection Result

It is quite difficult to find the changing trend from the raw data. However,
after the application of out-lier filtering, the median representation, the least
squares process and simple threshold setting, it is clear to find whether one’s
vision is become worse or not. Figure 8 shows how the vision of 20 volunteers is
changing. It can be found that there are three people whose vision is becoming
worse. Among the three detected people, two are true positive, and one is false
positive. The left 17 people are all not found to have vision changing after the
eye test after half year.

Fig. 8. Changing rate of one’s vision

Among the collected data, the plots do not reveal appropriate information.
However, after the application of out-lier filtering, the median representation
and the least squares process, we were able to accurately detect two people
whose farsightedness is getting worse. The eye-screen distance changing curves
of these two people are shown in Fig. 9(b) and Fig. 9(a). The y-axis of these
figure represents the ratio of the distance between the two eyes in the picture
and the width of the picture. From Fig. 9(b), the changing tendency cannot be
observed by a naked eye. But the Least Squares method of our system detect
the tendency as shown in Fig. 9(b). The missed data in this figure is because of
some reason the system fails and the error is found after a long time. But it still
reveals the vision’s changing process. Once all the people undergoes their vision
examinations, our system predicted those two people whose eye-screen distances
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become closer. Myopia of both of these two people changes by −0.25 Diopters.
For the people in Fig. 9(b), both two eyes decrease by −0.25 Diopters. And for
the people in Fig. 9(a), only one eye decreases by −0.25 Diopters. In our system,
if the people are classified by checking whether the least square line increases or
not, then one false positive case is found and there is no true negative case.

(a) First people whose nearsightedness
is becoming worse

(b) Second people whose nearsighted-
ness is becoming worse

Fig. 9. Experiment illustration

7 Discussion

We were able to accurately detect the exact two people whose nearsightedness
is becoming worse for the experiment. This was possible as the eye localization
accuracy in our system is quite high. Based on our test, 0.5 cm difference in
actual eye-screen distance can be easily detected. If the system can take the right
picture, then it can certainly detect whether one’s vision is changing. Therefore,
taking the right pictures is very important in our system. Our activity recognition
module is a lightweight component which can filter many cases such as sudden
movement in the hand or head, walking, and so on. But it can not take the
right picture every time as the person using this system may watch his phone
at different distances. Hence, it is essential to capture images while the person
is watching his phone at the distance within a threshold.

Our system cannot accurately measure the distance between one’s eyes and
the phone while he is using the phone. It estimates the eye-screen distance by
the ratio of the distance between the two eyes in the picture and the width of
the picture. A more accurate approach can be used to measure the eye-screen
distance instead of estimation.

It does not include a module for identifying different persons using the same
phone. It assumes that a single person will be using the phone all the time.
This identification can be achieved by other components such as fingerprint
recognition, face recognition, behavior recognition and so on. Eye-screen distance
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pattern can also be mined to identify the owner of a phone and a stranger. This
branches a new research topic. In our future work, a hybrid of eye-screen distance
pattern mining and face recognition, fingerprint recognition or other technologies
will be used to achieve the identification of different people.

It also assumes that people do not change their smartphones frequently.
Different types of smartphones may be equipped with different types of cameras.
If they do change, the new smartphone might be equipped with a camera whose
focal length is different than the previous. Hence the picture size varies and so
does the calculation of eye-screen distance of our system. Our system does not
include the normalization of pictures taken by different types of cameras.

8 Conclusions

This paper proposes a nearsightedness monitoring system which utilizes the
widely used smartphones to detect the deterioration of nearsightedness by mon-
itoring and analyzing the distance between the eyes and the smartphone screen.
The system is implemented implicitly and will not interrupt the users frequently.
After the activity monitoring module, a picture will be taken to localize the two
eyes. The distance between eyes and the screen is estimated by the ratio of the
distance between the two eyes in the picture and the width of the picture. An
outlier filter is incorporated to filter out most of the noise, accompanied with
the Least Square method to detect the changing tendency of eye-screen distance.
From a half-year monitoring of about 20 volunteers, although it is impossible to
find the changing trend of one’s vision from the raw data, but after a series of
data filtering and processing, we were able to accurately detect the two volun-
teers whose nearsightedness is becoming worse.
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Abstract. The popularity of smart things constructs sensing networks
for the Internet of Things (IoT ), and promotes intelligent decision-
makings in industrial IoT applications, where multi-attribute query pro-
cessing is an essential ingredient. Considering the huge number of smart
things and large-scale of the network, traditional query processing mech-
anisms may not be applicable, since they mostly depend on a centralized
index tree structure. To address this issue, this paper proposes an energy-
aware M arginal multi-attribute Federated Query mechanism (MFQ) in
edge computing, where an energy-aware marginal query graph is estab-
lished to facilitate multi-attribute query for marginal smart things con-
tained in marginal edge networks. The experimental results show that
MFQ performs better compared with the rivals in reducing network traf-
fic and energy consumption for industrial IoT applications.

Keywords: Multi-attribute federated query · Energy-aware marginal
query graph · Edge computing · IoT networks

1 Introduction

With the prevalence of smart things being ubiquitously deployed, tremendous
data with multi-attributes are dynamically generated in the Internet of Things
(IoT ) networks. This development promotes spatial keyword queries with multi-
attribute, which takes into account the spatial location, text description, and
attributes of smart things [1,2]. Considering huge amounts of smart things
involved in the query processing, smart things are typically scarce in their com-
putational, communication, and energy resources [3]. In this setting, we argue
that it is an indispensable ingredient for decreasing energy consumption of net-
works by aggregating sensory data of certain smart things requires to reduce
the amount of data packets to be transmitted in IoT networks. Generally, sen-
sory data of smart things should be in-network gathered, and processed in a
localized fashion when possible, while only results should be aggregated and
routed to the centre for further exploration. Due to this concern, edge comput-
ing [4,5], as the complement of cloud computing, has been proposed in recent
years, which enables spatial multi-attribute queries to be handled in a distributed
and localized manner. Considering the functional diversity of smart things and
c© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 335–346, 2020.
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the complexity of potential events to be studied, developing a collaborative and
interactive mechanism is essential to support the marginal multi-attribute fed-
erated query in edge computing.

Recently, many query expansion methods have been proposed to improve the
results of spatial keyword attribute queries [6,7]. In [8], authors study continu-
ous range queries over multi-attribute trajectories for data acquisition of mobile
objects in edge computing, thereby supporting the query for moving object tra-
jectories. In [9], authors propose a spatial keyword query method that can sup-
port semantic approximate query, which makes it possible for users to obtain
semantically relevant objects. In addition, some researchers focus on improve
the efficiency of queries [10,11]. For graph queries, in most real scenarios, only
critical vertices on the shortest path are desirable and it is unnecessary to query
all vertices. In [12], authors propose a top-k C ritical V ertices query (kCV ) on the
shortest path, where the performance of kCV is verified on centralized and dis-
tributed platforms. In [13], authors consider that different sub-retrieval queries
(e.g., image retrieves text and text retrieves image) have unique characteristics.
Thus, authors propose a task-dependent and query-dependent subspace learn-
ing approach for cross-modal retrieval. Generally, these techniques have been
developed to enable querying smart things. However, considering the fact that
the network greenness requires reducing network traffic and energy consump-
tion [14], sensory data of smart things should be processed in a localized and
distributed manner as much as possible. Therefore, an energy-aware marginal
multi-attribute federated query is a promising challenge in edge networks.

To address this issue, we propose an energy-aware M arginal multi-attribute
Federated Query mechanism (MFQ) in edge computing, where an energy-
aware marginal query graph is established to facilitate multi-attribute query
for marginal smart things contained in marginal edge networks. In this paper,
major contributions are summarized as follows:

– We propose a novel MFQ mechanism for addressing the multi-attribute query
problem in IoT networks, which can be modeled and formulated as an opti-
mization problem.

– Extensive experiments have been conducted to evaluate the efficiency of MFQ.
The experimental results show that MFQ performs better compared with the
rivals in reducing network traffic and energy consumption.

The remainder of this paper is organized as follows. Section 2 introduces
energy model, which are used in this paper. Section 3 presents marginal multi-
Attribute federated query mechanism in marginal edge networks. Section 4 shows
the implementation and evaluates the approach developed in this paper. Section
5 reviews and discusses related techniques. Section 6 concludes this paper.

2 Energy Model

The first-order radio model [15] is applied in this paper. Parameters of this
energy model are presented in Table 1. The energy consumption for transmitting
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Table 1. Parameters are used in the energy model.

Name Description

b The number of bits in one packet

d The transmission distance

α The transmission attenuation index

Elct A constant of energy consumption for the transmit and receiver
electronics

εmpl A constant of energy consumption for the transmit amplifier

ETx(b, d) Energy consumption for transmitting a b bit packet with a distance d

ERx(b) Energy consumption for receiving a b bit packet

Eij(b) Energy consumption for transmitting a b bit packet from a smart thing
SmTi to another smart thing SmTj

a b bit data packet with a distance d are denoted as ETx(b, d), and the energy
consumption for receiving a b bit data packet are denoted as ERx(b), which can
be calculated as follows:

ETx(b, d) = Elct × b + εmpl × b × dα (1)

ERx(b) = Elct × b (2)

Note that Elct is the constant of energy consumption for transmission and
receiver electronics, and εmpl is the constant of transmission amplifier. α depends
on the surrounding environment. Generally, when smart things are barrier-free
for forwarding data packets, α is set to 2. Otherwise, α is set to a value between
3 to 5. Eij(b) indicates the energy consumption for transmitting a packet of b
bits from one thing to another, which is calculated as follows:

Eij(b) = ETx(b, d) + ERx(b) (3)

3 Marginal Multi-attribute Federated Query

Definition 1 Marginal Multi-attribute Federated Query. A marginal
multi-attribute federated query is defined as a tuple fq = (Rn, Kd, Ctn), where:

– Rn = (x, y, wt, ht) is a rectangle region of fq, where x and y are the top-left
coordinate, and wt and ht are the width and height of fq, respectively.

– Kd = {kd1, kd2, . . . , kdn} represents a set of queried attributes that are
interested by fq.

– Ctn is a set of constraints defined by fq.

Generally, fq.Rn is a two-dimensional network space, where smart things
are deployed. In addition, q.Rn may be covered by an edge network, or by
multiple contiguous edge networks, and fq is processed through the collaboration
of multiple edge nodes.
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3.1 Cost Calculation of Queried Packets Transmitting for Marginal
Edge Nodes

Given coordinates of SmTi (xi, yi) and SmTj (xj , yj), we define by:

dT =
√

(xi − xj)2 + (yi − yj)2 ÷ r (4)

where r represents communication radius of SmTi or SmTj , and dT repre-
sents the spatial scope of transmitted data. Accordingly, we define that ψ is a
baseline parameter to specify the spatial scope of smart things which require to
transmit queried packets. For example, if dT is not more than specified ψ, which
means that SmTi is within the scope of interactive data.

Algorithm 1 Cost Calculation of Queried Packets Transmitting
Require:

- ψ : a parameter of boundary distance percentage
- nmb : the number of edge nodes
- RS : collections of queried results of all edge networks

Ensure:
- mtxwgt : a weighted adjacency matrix

1: for i = 0; i < nmb; i ++ do
2: for j = 0; j < nmb; j ++ do
3: if i = j and gdi and gdj are marginal then
4: gdRS
5: while each RSj RS = NULL do
6: Temp get certain kind of attribute set from RSj

7: O
8: while Temp = NULL do
9: if dT ψ then
10: O O o}
11: end if
12: end while
13: gdRS gdRS O
14: end while
15: mtxgd[i][j] gdRS
16: b Obtain transmission data of gdRS
17: d Euclidean distance of gdi and gdj

18: mtxwgt[i][j] Eij(b)
19: end if
20: end for
21: end for

Cost calculation of queried packets transmitting for marginal edge nodes
is presented in Algorithm 1. Firstly, queried results of each edge network are
obtained (lines 6–7). Then, queried packets for marginal edge nodes are obtained
by ψ and dT (lines 9–11). Furthermore, Eij(b) of gdi and gdj is calculated by
Eq. 3 (lines 16–17), where d of gdi and gdj is defined as a 2-d Euclidean distance.
Finally, the result of transmitting cost for marginal edge nodes is stored in
mtxwgt[i][j] (line 18).
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3.2 Marginal Multi-attribute Federated Query Model

The transmitting of queried packets can be modeled as an optimization problem.
An energy-aware marginal query graph is established to facilitate multi-attribute
query, where the energy consumption is considered as the decision factor:

F = Σn
i=1Σ

n
j=1wij × kij (5)

where:

kij =

{
1, (wji �= 0 and wij ≤ wji)
0, (otherwise);

(6)

where wij (wij �= 0) represents the energy consumption of transmitting
queried packets from gdi to gdj , and kij is determined by the comparison of the
energy values between gdi and gdj . By F, we can achieve a minimum of energy
consumption for data communication within a reasonably acceptable range.

4 Implementation and Evaluation

The prototype assessment has been taken in a Java program, and experiments
have been conducted on a desktop with an Intel i5-6500 CPU at 3.20 GHz, 16-GB
of memory and 64-bit Windows 10 system.

4.1 Baseline Methods

MFQ is benchmarked with two baseline methods of energy consumption for
packet routing for queries, namely Query-Greedy (Q-G) and Query-Random
(Q-R):

– Q-G : Each edge node routes packets to a certain edge node which has the
most residual energy, and is within the communication range.

– Q-R: Each node routes packets to a random edge node as long as that edge
node has enough residual energy and is within the communication range.

In this paper, we evaluate three approaches, namely MFQ, Q-R and Q-G,
using the metrics of energy consumption of transmitted queried packets, the
lower the better. In addition, we vary one parameter and keep others fixed to
observe the impact of each parameter on methods in the evaluation metric. To
reduce the randomness caused by the environmental configuration, experiments
with a certain parameter setting is conducted twenty times, and an average value
is presented as the experimental results.
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Table 2. Parameters settings of experiments.

Parameters name Value

Network query region 300m × 300m

Number of smart things (smt) 80 to 140

Skewness degree of IoT networks (sd) 0.1 to 0.6

Number of queried attributes (qt) 2 to 8

Percentage of boundary distance (ψ) 0.1 to 0.8

Energy consumption for transmitting and receiver electronics (Elct) 100 nJ/bit

Energy consumption for transmitting amplifier (εmpl) 0.1 nJ/(bit×m2)

Number of bits in one packet (b) 2

Attenuation transmission index (α) 2

4.2 Experiment Settings

Synthetic Datasets: In order to evaluate MFQ, synthetic datasets are gen-
erated by simulating a network deployed in a relatively skewness distribution.
Specific parameters in experiments are presented in Table 2. Without loss of
generality, a query is assumed to be relevant with 2 to 8 kinds of attributes,
since queries are typically not very complex for the majority of domain applica-
tions. Besides, when kinds of attributes that queries interest are large in number,
queries should hardly be clearly explained and easily understood. The number of
smart things ranges from 80 to 140 with an increment of 20, and a smart thing
is randomly assigned with a sensing attribute. Due to the fact that smart things
may be distributed unevenly in the network, a skewness degree (denoted sd) is
adopted to quantify this character and ranges from 0.1 to 0.6. Generally, sd is
calculated as (dn – sn) ÷ N, where (i) dn and sn refer to the number of smart
things deployed in dense and sparse sub-regions, respectively, and (ii) N is the
sum of dn and sn [16].

Experimenting Parameters: In this experiments, we vary three setting
parameters that may have an impact on MFQ :

– Number of Smart Things (smt): Energy consumption for numbers of
smart things are deployed in IoT networks.

– Varying of Skewness Degrees (sd): Energy consumption for various skew-
ness degrees when smart things are distributed in IoT networks.

– Varying of Boundary distance (ψ): Energy consumption for various per-
centages of boundary distance.

– Kinds of Queried Attributes (qt): Energy consumption for kinds of
queried attributes specified by fq.

4.3 Evaluation Results

Impact of Smart Things for Energy Consumption. Figure 1 depicts the
comparison of the energy consumption for MFQ, Q-G, and Q-R with the number
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Fig. 1. Energy consumption of MFQ, Q-G, and Q-R with the number of smart things.

of smart things ranging from 80 to 140. Besides, the skewness degree is set to 0.6,
percentage of boundary distance is set to 0.8, the number of attributes is set to 4
in a query specification. Figure 1 shows that our proposed method MFQ has the
minimum energy consumption compared with the other methods. In fact, Q-G,
and Q-R route all sensory data of smart things whose attributes is associated
with specified query specifications to the centre. However, MFQ in our work
gathers sensory data of smart things in edge networks, processes these data in
a localized fashion, and only routes the result of certain edge networks to the
centre. This result indicates that MFQ can perform better than Q-G, and Q-R
in decreasing energy consumption when the network is relatively large in the
number of smart things. In addition, with the increase of the number of smart
things, energy consumption for MFQ, Q-G, and Q-R is increases accordingly.
This is reasonable that when smart things are relatively larger in number, the
amount of sensory data generated by smart things are processed in networks
may be larger. Thus, more energy should be consumed.

Impact of Skewness Degrees for Energy Consumption. Figure 2 shows
the comparison of the energy consumption for MFQ, Q-G, and Q-R, when the
skewness degree is set from 0.1 to 0.6. The number of smart things is set to 140,
and other parameters are set to the same values as those in Fig. 1. Figure 2
shows that Q-G, and Q-R methods consume much more energy than our MFQ.
Besides, when the skewness degree is larger, energy consumption of MFQ is
relatively smaller. Most of gathering and routing packets of sensory data should
be carried out in dense sub-regions when the skewness is large, which indicates
that transmission distance of most packets may be shorter. However, when smart
things in networks are deployed with relatively small skewness degree, which
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Fig. 2. Energy consumption of MFQ, Q-G, and Q-R with various skewness degrees.

means that smart things are distributed relatively evenly, thereby the average
transmission distance of sensory data packets may be longer. In general, when
smart things are distributed in a skewed fashion, Fig. 2 shows MFQ is more
efficient in terms of network energy consumption.

Impact of Boundary Distance for Energy Consumption. Figure 3 shows
the comparison of energy consumption for MFQ, Q-G, and Q-R, with skewness
degree ranging from 0.1 to 0.8. Other parameters are the same setting as those
in Fig. 1. Figure 3 depicts energy consumption of MFQ is lower than the com-
petitive methods. In addition, Fig. 3 also indicates that the increase of energy
consumption of Q-G, and Q-R is almost linear with the increase of the percent-
age of boundary distance. Since in our experiments, energy is mainly consumed
in collecting and aggregating sensory data packets along a marginal query graph
developed in this paper. Specially, the construction of that is mainly affected
by the percentage of boundary distance. However, both Q-G, and Q-R methods
adopt the strategy that edge nodes route packets to (i) a certain edge node which
have the most residual energy, and (ii) a random edge node as long as that edge
node has enough residual energy. Thus, Q-G, and Q-R are not bound by the
percentage of boundary distance, and energy consumption of those is stable.

Impact of Queried Attributes for Energy Consumption. Figure 4 shows
the comparison of the energy consumption for MFQ, Q-G, and Q-R, as the
number of attributes rangs from 2 to 8. The skewness degree is set to 0.6, and
other parameters are set to the same values as those in Fig. 1. It is intuitive
that the energy consumption of our proposed MFQ is less than that of Q-G, and
Q-R. Figure 4 also shows that the energy consumption is gradually decreased
with respect to the increasing of the number of queried attributes. This result
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Fig. 3. Energy consumption of MFQ, Q-G, and Q-R with various percentages of bound-
ary distance.
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Fig. 4. Energy consumption of MFQ, Q-G, and Q-R with kinds of queried attributes.

is reasonable since the majority of query processing tasks is conducted locally
in edge networks, only processing results of edge networks are routed to the
centre. Figure 4 depicts MFQ should decrease the network traffic and energy
consumption significantly, when the number of queried attributes is more.
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5 Related Works and Comparison

In recent years, several studies strive to design the energy-aware processing meth-
ods for multi-attribute queries in edge computing. Here we elaborate on the
relevant techniques and give comparisons with our proposed MFQ method.

5.1 Energy-Aware Routing Query

Routing-based queries are increasingly important in the recent two decades. In
most real scenarios, only critical vertices on the shortest path are desirable and it
is unnecessary to query all vertices. Therefore, authors propose a top-k critical
vertices query on the shortest path [12]. The performance of that is verified
on centralized and distributed platforms for large-scale real-world networks, and
experimental results show this method is high efficiency and accuracy. To further
improve the query efficiency, authors develop a query framework [17], where a
series of optimization techniques are designed. Extensive experiments on large
datasets have verified the performance of the developed query framework. In
[18], authors further optimize query results and propose top-k collective spatial
keyword queries, which aims at retrieving a set including k spatial objects. In
general, these techniques provide a reference for the construction of the energy-
aware marginal query graph in our work. Different sub-retrieval queries (e.g.,
image retrieves text and text retrieves image) have unique characteristics, in
[13], authors propose a task-dependent and query-dependent subspace learning
approach for cross-modal retrieval. Specifically, authors train an efficient linear
classifier to learn mapping relationships between cross-modal objects and their
categories. Then, this built mapping table, is used to guide cross-modal retrieval
of objects in IoT networks. Generally, this technique motivates us to develop
marginal multi-attribute federated query in IoT networks.

5.2 Spatial Keyword Query

In [19], authors propose a flood-based probabilistic query algorithm for query-
ing IoT devices in a distributed environment. Via selecting the optimal path,
this proposed algorithm discovers automatically queried IoT devices. Besides,
this algorithm, attribute-based discovery architecture, is protocol-independent,
so that it can be deployed and implemented on top of on any network layer pro-
tocol. This attribute-based discovery architecture provides guidance for querying
smart things with multi-attribute in marginal edge networks in our work. Most
of existing spatial keyword query techniques only focus on queries of location
proximity and strict text matching. These make semantically related objects
can not be provided to users and even may lead to empty answer problem. Fur-
thermore, the current index structures (e.g., IR-tree) may be inappropriate for
handling numeric attributes which are usually contained in the descriptive infor-
mation related to spatial objects. In [9], authors propose a spatial keyword query
method and construct a hybrid index tree for supporting text semantic matching
queries. Specially, authors leverage a conditional generative adversarial network
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technology to generate a series of queried keywords associated with semantics
of the user’s original query. Generally, this technique supports both strict and
approximate text semantic matching queries of spatial keywords, which can bet-
ter satisfy user’s preferences. Meanwhile, this technique also provides a technical
reference for our multi-attribute query in our work. The greenness of edge com-
puting requires reducing network traffic and energy consumption at the network
edge. Therefore, sensory data of smart things should be processed in a localized
and distributed manner as much as possible. In [20], authors devise an attribute-
based multi-keyword search scheme in resource-constrained IoT networks. This
technique can drastically decrease both computational and storage costs.

To summarize, the above mentioned related techniques have been developed
to enable querying smart things, which have inspired us for developing our tech-
nique. However, they may not be efficient when the network is large in scale,
in terms of the communication cost and energy consumption. In this paper, we
mainly considers smart things deployed in skewness distribution IoT networks
to process the marginal multi-attribute query.

6 Conclusion

This paper proposes an energy-aware M arginal multi-attribute Federated Query
mechanism (MFQ) in edge computing, where an energy-aware marginal query
graph is established to facilitate multi-attribute query for marginal smart things
contained in marginal edge networks. Extensive experiments have been con-
ducted to evaluate the efficiency of MFQ proposed in this paper. The experimen-
tal results show that MFQ performs better compared with the rivals in reducing
network traffic and energy consumption for industrial IoT applications.
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Abstract. In wireless rechargeable sensor networks, one of the most
important issues is how and when to recharge the sensor nodes. Existing
studies show that not all of the sensors can be properly recharged in time
due to the limitation of solar or wind-based charging technologies. As a
result, some sensors will be interrupted and cannot function well due
to exhaustion of their energy. A recent promising technology is the use
of wireless energy transfer technology together with UAV-based wireless
charger, which has the opportunity of powering sensors with manageable
yet perpetual energy. In this paper, considering not only the remaining
energy of the sensors but also the coverage rate of the scenario, we pro-
pose a complete coverage and energy knowledge partial charging scheme
(Co-EPaCS) to find and plan a charging schedule for the UAV charger in
order to minimize the total network coverage breach. Simulation results
show that the proposed scheme significantly outperform other methods
in terms of coverage rate, energy consumption of all nodes and network
lifetime.

Keywords: Wireless rechargeable sensor networks · Wireless energy
transfer · Uav-based wireless charger · Coverage

1 Introduction

Wireless sensor networks (WSNs) have been widely deployed to support diverse
applications, such as environment monitoring, military surveillance [2,11,23].
Traditional sensor networks usually assume to deploy numerous small nodes each
powered by an on-board battery with limited capacity. With such configurations,
how to maximize network lifetime yet guaranteeing application requirements,
like coverage quality and data transmission rate, has become a critical issue
in sensor networks, as well as sensor activity scheduling and energy efficient
routing [4,12,20].
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Recently, some have proposed to use rechargeable nodes each equipped with
a chargeable battery to sustain a very long, or even perpetual operational time
for sensor networks [3]. Many energy replenishment techniques can be used to
charge a node by harvesting energy from environmental sources, like sun, wind,
etc. [10,14]. However, the cost of equipping each node with such an energy har-
vesting unit, e.g., a solar panel or windmill, may be too prohibitive. Also energy
harvesting may be too dependent on unpredictable environmental conditions,
which may degrade single node battery performance. In addition, in order to
avoid disasters like collapsed bridges in different countries [19] and bush fires in
Australia [18], wireless sensor nodes should be deployed on the bridge to monitor
the health of the bridge and to detect early fire in forest. These nodes may have
little or no access to the ambient source, which may cause constant interruption
of power supply.

Another approach for charging rechargeable nodes is to use the wireless power
transfer (WPT) technology [24], where a charger with sufficient energy to get
close enough to each individual node and transfer power wirelessly. The wireless
power transfer method makes the charging process easy since no complicated
mechanical mechanism is required to operate the sensor node. In the litera-
ture, many have studied how to use a wheeled mobile charger to charge nodes.
Although the mobile charger is assumed to have large energy capacity, its move-
ment also consumes energy. Hence, a key research issue is how to plan a charging
route to efficiently charge as many as possible the mostly needed nodes in each
single charging tour.

Several charging schemes have been proposed to design efficient charging
tours [6,9,13,17,21,22]. For example, He et al. [6] proposed a greedy charging
scheme, named Nearest-Job Next with preemption (NJNP), which always selects
the nearest requesting node to be charged by the mobile charger first. Analytical
results on the number of charging requests served and the charging latency of
each sensor node are provided. However, their solution cannot be guaranteed that
all of the to-be charged sensors could be charged prior to their energy depletion
time. Wang et al. [17] considered a practical model where mobile chargers have
limited capacity and their movements consume energy. Their aim is to maximize
the recharge profit, the recharged energy less the traveling cost. In addition,
the authors also considered the sensor’s alive time to avoid node failure before
the mobile charger can recharge it. Two algorithms are proposed suitable to
the context of the problem. Considering both the traveling time of the mobile
charger and the charging time for a node, Ren et al. [13] designed a novel charging
scheme. The authors assumed that when charging a node, the node should be
fully recharged to its battery capacity. Efficient sensor charging algorithms are
proposed so as to charge as many nodes as possible in a given time span. Shih
and Yang [22] combined the charging issue with the network coverage quality.
Besides using the residual energy for node selection, they also took into account
network coverage to prioritize those coverage-critical nodes for the next charging
tour. In these schemes, they assume that when charging a node, the node should
be fully recharged to its battery capacity. Wu et al. [21] argued that it may not
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be necessary to fully charge a node each time. Instead, they proposed a partial
charging scheme to minimize the depletion of each node by charging a single
node with an amount of energy to its some energy level.

Since Unmanned Aerial Vehicle (UAV) can move with required speed to
cover sensors distributed in a large-scale area that is even inaccessible to human,
some have proposed to use UAV instead of wheeled mobile charger to charge
nodes [1,9]. The UAV-based wireless power transfer is able to maintain the
wireless sensor network as a long-term monitoring system by regularly charge
these sensor nodes. UAV charger has better performance and competence due to
its fast-moving speed to charge sensor nodes, but similar to the wheeled mobile
charger, the key issue of designing a UAV charging tour is to select which nodes
to be charged and how to charge them. Johnson et al. [9] studied the use of a
UAV as a WPT charger and proposed a single node should be charged to its full
battery capacity in each flight. The UAV also needs to recharge its own energy.
Previous works redirect the UAV back to the base station which is connected to
the power grid [1]. However, such infrastructure could be unavailable in ad-hoc
applications such as pollution, forest, bridge monitoring. To this end, a solar
energy harvesting base station is required so it can charge the UAV when its
energy is depleted. As a result, the network will no longer rely on electricity
from the power grid.

In our work, we also study the UAV charging problem. Compared with the
previous studies, we consider a scenario where in a remote harsh environment. A
base station that uses a large solar panel to harvest energy for charging the UAV
which is then responsible for charging sensor nodes is builded. This is motivated
from the fact that many sensor networks are deployed in desolated areas without
accessing power grids. Although theoretically a rechargeable sensor node will
never die as long as it can be recharged in time, it would temporarily loss its
functionality if it has depleted its energy while not yet been recharged. As such,
network operational quality such as area coverage could be much degraded due
to those temporary powered-off nodes.

Some past research only considered the residual energy of the sensor nodes
as the only clue to recharge sensors. However, it is obvious that only considering
the residual energy of sensors is not enough to avoid the occurrences of coverage
holes in the network. In this paper, considering both the residual energy and
coverage degree of sensors, we design a complete coverage and energy knowledge
partial charging scheme (Co-EPaCS) to find and plan a charging schedule for
the UAV so as to minimize network coverage breach. In our work, the network
coverage breach is avoided by deploying more nodes equipped with rechargeable
batteries. The coverage breach is temporary and it can be self-recovered after
the nodes are recharged. We assume that all nodes can work continuously, then
a discrete time model is adopt in which the continuous timeline is divided into
consecutive slots each with equal length. For each slot, all sensors are in active
state and at the beginning of each slot we choose active sensors with remaining
energy less than a given threshold to become a candidate. A charging tour plan
is then given according to the candidate’s priority.
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The rest of the paper is organized as follows. Section 2 outlines the problem
description to help understand the approach of this paper. Section 3 introduces
the proposed charging scheme. Section 4 evaluates the performance of the pro-
posed algorithms and shows the simulation results and Sect. 5 concludes the
paper.

2 Problem Description

2.1 Network Model and Assumptions

We consider a sensor network consists of rechargeable nodes that are all randomly
deployed in a 2D rectangular field. The set of rechargeable sensors are assumed
to be static and homogenous and is denoted by Vs = {si}, i = 1, 2, 3, ...n. Here
si means a sensor node. Moreover, we consider that each sensor si is equipped
with Global Positioning System (GPS) and each sensor can communicate with
other sensors if the distance between these two sensors is less than a sensor’s
communication range Rc. A binary coverage model is assumed where the region
covered by a sensor node is a disk with radius Rs. Here Rs is the sensing radius
of si. In other words, each grid point can be considered as covered by si with
a probability 1 if it is within the sensing radius of si and with a probability 0
(uncovered) when it is beyond si’s sensing range [7,16].

Under such assumptions, the location and energy level of each sensor si can
be known before the UAV starts its charging task from the base station vbs.
Figure 1 illustrates a sample of this work’s network model.

Fig. 1. Network model of the work.
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In Fig. 1, we can see that the sensors are randomly deployed in a rectangular
field located in a remote area, a single UAV charger UAVc is employed to perform
the charging task to the sensor nodes. The UAV’s power source is from a solar
powered base station located in the field. The arrow depicts the charging path
of the UAV, which starts from the base station vbs and must return back to
vbs. The sensors’ energy level are differentiated in three colors. The green color
represents full battery, the yellow color represents not full battery and the red
color represents a sensor node’s battery is less than or equal to a pre-defined
energy threshold. It means these nodes need to be charged immediately before
they exhaust their energy. When performing a charging tour task, the UAV will
start flying from vbs and must return back to vbs after finishing its charging tour
task to recharge itself or rest for the next charging tour. Each sensor node si
is powered by a rechargeable battery of limited energy, and it consumes energy
when performing sensing, data processing, data transmissions and receptions.
The UAVc flies at a constant speed v within the deployment field and replenishes
the energy supply to a sensor si with a fixed charging rate r. The UAVc energy
consumption while flying is ef , while hovering is eh and while transferring energy
to a sensor si is et during a charging tour. The total energy consumption of the
UAVc for traveling and charging should not exceed its battery capacity EUAV,
as shown in (1), where tcharging is the charging time.

(t × ef ) + (t × eh) + ((r × et) × tcharging) < EUAV (1)

We adopt an approximate one-day energy charging model for the base sta-
tion [8], which uses a quadratic curve to model the solar energy harvested in the
daytime, while in the night, the harvested energy is zero.

2.2 Partial Recharging Model

Let Bi denote the total battery capacity of a sensor si and Ei denotes the
amount of energy of a sensor si before charging, to partially charge si, we use
a unit charging strategy. We use �i to denote an amount of energy needed to
be replenished to si at each charging tour. Thus, the amount of energy needed
to charge to a sensor si to its full capacity is �i = Bi − Ei. In our work, we
assume that the energy charge to si at each time is a value in {�i

2 , �i

3 ..., �i

k }
where k is an integer. The minimum amount of energy charged per charging
tour is �min = min{�i}. We also assume that the UAV can charge each sensor
node with a fixed number of charging times no more than K per tour, where
K is the number of possible charging to a sensor si per tour and it is a given
non-negative constant integer. Since the UAV has limited energy capacity, it is
hard to cover too much sensor nodes in a single flight tour. As a result, a sensor
can only be charged once in a charging tour. Therefore, we set K = 1. Moreover,
we adopt a discrete time model where the total time of each tour T , is divided
into consecutive slots τq, q = 1, 2, ... each with equal length.
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2.3 Problem Definition

To define the problem clearly, we us an undirected metric graph G = (V, E)
to represent the rechargeable sensor network. Here vertex set V = {si, vbs}.
Elements in V are connected through edges in E , which are possible UAV flight
paths. The UAV is able to travel along edges and stop at some nodes to charge
them. Given a set of to-be-charged sensors Vc, we let TOUR Δ= P ((vbs, 0) →
(s1, e1) → (s2, e2) → ... → (sj , ej)... → (vbs, 0)) be the charging tour for the
UAV charger UAVc. Here sj ∈ Vc, ej is the amount of energy charged to sensor
sj . The total energy consumed by UAVc cannot exceed its energy capacity EUAV,
in addition, the total amount of energy being charged to a node si by UAVc

per tour should not be greater than its energy demand Bi − Ei. Let Zj = 1
if a target TAGj in the region can be covered by at least one sensor, Zj = 0
otherwise, the total time coverage breach occurs during a slot τq can be defined
as

∑
j tj(1 − Zj). Here tj is the duration TAGj can not be covered by at least

one sensor.
The problem is to find a charging tour TOUR for UAVc to charge the nodes

in Vc from the network G so that the network coverage breach is minimized.
Since the value of the total coverage breach is related to the total time, we can
use breach rate instead as the coverage performance criteria. The problem can
be formulated as follows.

G ⇒ {Vc,TOUR}
∣
∣
∣
∣arg min

∑
q

∑
j tj(1−Zj)

τq

(2)

3 Complete Coverage and Energy Knowledge Partial
Charging Scheme (Co-EPaCS)

In this section, we will explain how the complete coverage and energy knowledge
partial charging scheme (Co-EPaCS) works. There are two steps in our scheme,
the first one is to find a subset of sensors to charge and to decide when to start
a charging tour, the second one is to plan a charging tour for the UAV and
recharging of sensors.

3.1 Finding a Subset of Sensors to Charge and Deciding When
to Start a Charging Tour

The first stage of Co-EPaCS is to find a subset of sensors Vc to charge and to
decide when to launch a charging tour for the UAV. In our work, once Vc is
found, the base station vbs will not receive any charging requests from other
sensors in Vs before the UAV finishes its current charging task. Choosing an
appropriate time to begin the charging tour depicts a design challenge that can
significantly affects the solution performance in terms of energy consumption,
thus we designed a pre-defined energy threshold, denoted by ethresh that triggers
the launching time of a charging tour. The pseudo-codes for the first step of
Co-EPaCS are given in Algorithm 1. In line 1, the weights, denoted by wi which
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combines both remaining energy Ei and coverage sets CSi for each sensor si,
aiming to avoid or delay existence of a coverage hole, is calculated. The design
of the weights wi is shown in (3). TCS

i denotes the total number of cover sets for
a sensor si. It means when a sensor si is about to exhaust its energy, its sensing
range can be covered by TCS

i sets of sensors. Apparently, the larger TCS
i is, the

less possibility coverage breach occurs.

Algorithm 1 Finding a subset of sensors to charge and deciding when to start a
charging tour
Require:

Sensor nodes Vs, cover sets CSi, sensor residual energy Ei, sensor battery capacity
Bi, charging rate r, sensor energy consumption rate θ.

Ensure:
Subset of sensors to charge Vc and energy threshold ethresh

1: wi

⌊
(Bi−Ei)+(r×et)

Bi

⌋
× 1

TCS
i +1

2: lw wi

3: lu ∅
4: for i 1 to length (lw) − 1 do

5: ethresh
⌊

(Bi−θ)+(r×et)
Bi

⌋
× 1

�AV GC�
6: if lw ≥ ethresh then
7: lu si + ith node in lw
8: UAV start to charge all the sensor nodes in lu
9: else
10: lu ∅
11: UAV start to charge all the sensor nodes in lw
12: end if
13: end for
14: return Vc

15: return ethresh

wi =
⌊

(Bi − Ei) + (r × et)
Bi

⌋

× 1
TCS
i + 1

(3)

In line 2, the calculated weights wi in (3) are sorted in a list denoted by
lw accordingly. An empty list of urgent nodes denoted by lu is shown in line
3. Here, the urgent nodes are defined as the nodes that exceeds the energy
threshold ethresh and its energy battery will exhaust very soon. In line 5, the
energy threshold ethresh is calculated according to (4) which is derived from (3).
Here θ is the energy consumption of a sensor si.

ethresh =
⌊

(Bi − θ) + (r × et)
Bi

⌋

× 1
�AVGC� (4)

We use �AVGC� as the average number of cover sets for all the sensors. When
a senor si’s total number of cover sets TCS

i is smaller than �AVGC�, this sensor
is likely to be considered have a coverage hole. As shown in line 6 to 13, if a
sensor si’s weight wi in the weights list lw is greater than the pre-defined energy
threshold ethresh, si will be added to the urgent nodes list lu, the UAV will begin
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its charging tour and start to charge all the sensors Vc in lu immediately, else it
will start to charge all the sensors Vs in lw.

3.2 Planning UAV Charging Tour and Charging the Sensors

The second step of Co-EPaCS is planning a charging tour for the UAV and
charging the sensors, as shown in Algorithm 2. Here we use a for loop to compute
which sensors should be charged, how much energy UAVc needs to fly to the
sensors, recharge them and fly back to the base station vbs without exceeding
its battery capacity EUAV. Assuming a subset of sensors Vc in the urgent list lu
is computed according to Algorithm 1, if UAVc’s current energy level �EUAV

is greater than a pre-defined minimum energy level �EUAVmin, UAVc will first
calculate how much energy it will consume to fly to the sensors in Vc to recharge
them and then fly back to the base station vbs before starting the charging tour.
For each sensor si in Vc, the distance between UAVc and si is computed, denoted
as disti. For the most urgent sensor sd that needs charging, if distd is less than the
distance UAVc’s remaining energy can take, which denoted as dist�EUAV , UAVc

will immediately fly to sd and perform the charging task. If distd ≥ dist�EUAV ,
we need to find another sensor from Vc where UAVc’s remaining energy can
reach, then UAVc will fly to this sensor to recharge it. Note that once UAVc

flies to a new destination sensor, its coordinate will be updated. However, if
there is no sensor where UAVc’s remaining energy can reach, UAVc will fly back
to vbs to recharge itself. As shown in line 25 to 34, if the current weight wi

of a sensor to be charged in the urgent list lu is greater than the pre-defined
energy threshold ethresh, that sensor will exhaust its energy soon and needs to
be charged immediately. The amount of energy ej to be charged to those sensors
is

⌊
Bi−Ei

2

⌋
. The UAV will start its tour from sensor si with the highest weights

wi in the urgent nodes list lu then flies to the sensor si with the second highest
weight, and so forth else if the urgent list lu is empty, the UAVc charges the
sensors in the weights list lw in the same order else it flies back to the base
station. Although this path planning is not the most energy-efficient, it ensures
that the sensor who will exhaust its energy soon will be charged first to avoid
coverage hole and prolongs the lifetime of the sensor network.

4 Performance Evaluation

4.1 Parameter Settings

We consider a sensor network consisting of 240 sensor nodes randomly deployed
within a 1, 000 m ×1, 000m2 area. The sensing range Rs of a node is 121 m. The
UAV and the base station are both co-located in the center of the field. The base
station’s solar energy maximum charging rate Cmax is set to 0.1 − 0.6. The energy
capacity of the UAV is EUAV = 300 kJ. The battery (NiMH battery 1.2 V/2.5 Ah)
capacity of each sensor si ∈ Vs is Bi = 10.8 kJ [15]. The residual energy of each
sensors are generated in the range of 20%–60% of 10.8 kJ. The UAVc travels
at a constant speed of v = 7.33 m/s. The energy consumption rate for flying is



A Novel UAV Charging Scheme 355

ef = 121.9 W, for hovering is eh = 92.28 W and for energy transferring is et =
20 W. The charging rate r is 0.2. The energy consumption rate θ of each sensor si is
1.625 mW. A node is Urgent when its energy level reaches threshold ethresh = 0.1.
The energy charging efficient rate of the UAV to a sensor is 4 J/s.

Algorithm 2 Planning UAV Charging Tour and Charging of Sensors
Require:

UAV charger UAVc, base station vbs, UAV total battery capacity EUAV, UAV
current energy �EUAV, distance the UAV can take distGoBack, destination distance
distd, UAV velocity v, UAV Traveling Time t.

Ensure:
A charging tour TOUR for the UAVc so that in every charging tour an amount
of energy ej is charged to the sensors and the traveling length of the UAVc is not
greater than its total battery capacity EUAV.

1: Vc lu
2: for i 1 to length |Vc| do
3: distGoBack

√
(vbs(Y ) − UAVc(Y ))2 + (vbs(X) − UAVc(X))2

4: �EUAV EUAV − (distGoBack/v × ef ) + (t × eh) + (r × et)
5: distd

√
(sd(Y ) − UAVc(Y ))2 + (sd(X) − UAVc(X))2

6: if �EUAV > �EUAVmin then
7: if distd < distUAV then
8: choose sd as destination
9: UAVc(X) sd(X), UAVc(Y ) sd(Y )
10: �EUAV �EUAV − distd/v × ef

11: UAV charges the sensor
12: else
13: if ∃sd

′ ∈ Vc, distd′ < distUAV then
14: choose sd

′ as destination
15: UAVc(X) sd

′ (X), UAVc(Y ) sd
′ (Y )

16: �EUAV �EUAV − distd′ /v × ef

17: UAV charges the sensor
18: else
19: UAV flies back to the vbs
20: end if
21: end if
22: else
23: UAV destination vbs
24: end if
25: if wi ≥ ethresh then
26: lu si + ith node in lw
27: UAV charges all the sensor nodes in lu, ej=

⌊
Bi−Ei

2

⌋
28: if lu ∅ then
29: candidate nodes to be charged lw
30: UAV start to charge sensors in lw
31: else
32: UAV flies back to vbs
33: end if
34: end if
35: end for
36: return TOUR
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To evaluate the performance of our proposed complete coverage energy
knowledge partial charging scheme (Co-EPaCS), we compare Co-EPaCS with
three existing algorithms, namely, TSP [5], NJNP [6] and PERS [22]. In algo-
rithm Traveling Salesman Problem (TSP), an approximation of the shortest
closed tour is calculated without considering the to-be-charged sensors energy
expiration time. For Nearest Job Next with Preemption (NJNP), it acts greed-
ily by prioritizing the requesting nodes located at the nearest position from the
mobile charger. The mobile charger is forced to preempt its motion towards the
next scheduled node if a new request from a closer node is received meanwhile.
For Priority-based Energy Replenishment Scheme (PERS), sensors are sorted by
the time they exhaust their energy in a round and the UAV charger will visit
the sorted sensors one by one. Full charging model is adopted for all these three
algorithms.

4.2 Results and Discussions

Firstly, we compared the ratio of total coverage area and energy consumption
of all nodes for the four algorithms against the simulation of time in days, as
shown in Fig. 2. The results in Fig. 2(a) show that our proposed Co-EPaCS can
still cover 87.24% of the target region after simulating 100 days, whereas PERS
covers 73.71%, TSP covers 65.02% and NJNP only covers 30.37%.

(a) (b)

Fig. 2. (a) Total coverage ratio vs time. (b) Energy consumption of all nodes vs time.

Figure 2(b) illustrates the total remaining energy percentage of all nodes
after running a simulation of 100 days. The remaining percentage energy of all
nodes for the Co-EPaCS algorithm is 38.72%, PERS is 34.36%, TSP is 20.02%,
and NJNP is 18.17%. It can be seen that for NJNP and TSP algorithms their
total initial energy of all nodes at the beginning of the simulation is about 96%
then it significantly decreases at the end of the simulation. For Co-EPaCS and
PERS, their total remaining energy at the beginning of the simulation is about
70% then it decreases at the end of the simulation, however, not significantly



A Novel UAV Charging Scheme 357

compared to TSP and NJNP algorithms. The rationale behind this, TSP and
NJNP algorithms sends request message to the UAV when their energy level is
low. The UAV receives the message it immediately flies out to the field to start
the charging process. As a result, the UAV will consume more energy by moving
inefficiently and redundantly. In contrast to TSP and NJNP, our proposed Co-
EPaCS and PERS both use an energy threshold ethresh to determine when the
UAV should start the charging task, avoiding redundant movement of the UAV.
Despite this, our Co-EPaCS algorithm still outperforms PERS because the UAV
partially charges the sensors, whereas PERS, TSP and NJNP all adopts the full
charging strategy.

Secondly, we investigate the performance of the four algorithms on the impact
of energy charging strategy, by decreasing the energy charging unit Ω from �i

to �i

5 . As shown in Fig. 3, full charging strategy is adopted when Ω = �i, while
partial charging strategy is adopted when Ω is �i

2 , �i

3 , �i

4 or �i

5 . Figure 3(a)
shows that our CO-EPaCS algorithm outperforms PERS, TSP and NJNP in
terms of shortening the sensors energy expiration time in full charging strategy
and partial charging strategy. The average failure time per sensor of Co-EPaCS
is stable from 5.04 days to 5.20 days, PERS is from 10.06 days to 10.96 days,
TSP is from 17.35 days to 13.80 days and NJNP is from 17.31 days to 18.17
days.

On the other hand, Fig. 3(b) implies the network lifetime, which is defined
as the duration from the start of the simulation till the time the first coverage
hole occurs. The network lifetime for Co-EPaCS keeps increasing from 19.2% to
28.25% when Ω decreases. The network lifetime for PERS increases when the
value of Ω decreases from �i to �i

2 , then it drops down to 8.4% when Ω = �i

3

and when Ω decreases from �i

3 to �i

5 it significantly increases to 25.25%. The
Network lifetime for TSP is stable all throughout from 8.25 days to 8.4 days.
The Network lifetime for NJNP is also stable from 0.33 days to 0.25 days, before
it significantly increases to 15.66 days when the value of Ω is from �i

3 to �i

5 . In
summary, we can see from Fig. 3 the performances of our proposed Co-EPaCS
algorithm achieves the finest trade-off between minimizing the failure time per
sensor and prolonging the network lifetime. It can be noted that both Co-EPaCS
and PERS provide greater results, since they both consider residual energy and
coverage of sensors whereas TSP and NJNP only take into account the residual
energy of the sensors.

Thirdly, we investigate the impact of varying the UAV energy capacity by
increasing EUAV = 10000 J to EUAV = 350000 J. We compare the breach rate
for the four algorithms against the UAV energy capacity, respectively.

In Fig. 4(a), it is not unexpected that the breach rate decreases as the EUAV

increases. Co-EPaCS outperforms PERS, TSP and NJNP by achieving the small-
est and stable breach rate from 45% to 40%, PERS is from 47% to 42%, TSP
is from 57% to 48% and NJNP is from 58% to 44%. We can see Co-EPaCS still
outperforms other three algorithms. The reason for this is because PERS, TSP
and NJNP all adopt the full charging model which increases the rate of coverage
breach whereas our novel partial charging model can minimize the breach rate
and provide a better result.
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(a)

(b)

Fig. 3. (a) Average failure time per sensor vs time. (b) Network lifetime vs energy
charging unit.

At last, we compared the changes of the four algorithms’ cumulative distri-
bution functions (CDFs) with the increase of burst value. A burst breach slot
is defined as a coverage breach slot with two or more consecutive breach slots.
The number of breach slots in each burst breach is defined here as burst value.
As we can see in Fig. 4(b), the convergence speed for the proposed Co-EPaCS is
faster than PERS, TSP and NJNP. Co-EPaCS outperforms the other three in
terms of both the number of breach slot and burst breach. For example, when
burst value is equal to 5, the cumulative probability for Co-EPaCS is 98.34%,
for PERS is 91.60%, for TSP is 78.51% and for NJNP is 61.59%. This is because
Co-EPaCS considers both the remaining energy and coverage degree of sensors.
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(a) (b)

Fig. 4. (a) Breach rate vs energy capacity. (b) Cumulative distribution functions vs
burst value.

Only the sensors who reaches ethresh can be recharged in Co-EPaCS. In addition,
the partial charging model can makes more sensors be recharged.

5 Conclusion

For past studies, the strategy widely used to recharge sensors is considering only
the remaining energy of the sensors. However, in order to prevent the occurrence
of coverage hole, it is insufficient taking into account only one factor. In this
paper we consider both the remaining energy and coverage degree of sensors in
terms of cover sets, propose Co-EPaCS, a complete coverage energy knowledge
partial charging scheme that replenishes the energy of sensors in an efficient
way to maintain the coverage of network and prolong the network lifetime. To
validate the effectiveness of the proposed method, the total coverage ratio, energy
consumption, network lifetime and Breach rate by Co-EPaCS are compared with
PERS, TSP and NJNP in a wild scenario. Experimental results demonstrate
that Co-EPaCS performs better than the compared approaches. In our future
work, multiple UAV chargers will be considered. How to arrange multiple UAVs
working together and recharging hundreds of sensor nodes effectively will be a
challenge.
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Abstract. In edge computing, in order to obtain low latency and effi-
cient service, users usually offload tasks from their devices to the nearby
edge cloud for processing. How to schedule these tasks to the edge cloud
efficiently and reliably is of particular interest to edge computing. In
this paper, we design an online parallel tasks scheduling algorithm based
on the theory of reinforcement learning, which not only saves the cost
of edge server processing tasks, but also makes further optimization in
ensuring the timeliness of task completion and shortening the response
time. Finally, we conduct simulation experiments based on real data sets,
compare our algorithm with existing algorithms in many aspects, and our
algorithm is shown to be efficient and reliable.

Keywords: Task scheduling · Edge computing · Markov decision
process · Reinforcement learning

1 Introduction

With the rapid development of the Internet of Things and the popularization
of 5G wireless networks, the era of the Internet of Everything has arrived, and
the number of edge devices on the network has increased rapidly, making the
data generated by such devices reach the ZB level[1]. In the era of centralized
big data processing with computing models as its core, its key technologies have
been unable to efficiently process data generated by edge devices. For this rea-
son, edge-based big data processing with massive data calculations generated by
network edge devices with edge computing models as the core emerged at the
historic moment[2,3], which combined with the existing centralized big data pro-
cessing with cloud computing models as the core can solve the tricky problems
encountered in big data processing in the era of the Internet of Everything, such
as communication delay, energy cost [4–6]. Although edge computing breaks the
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new ground to solve the above problems, a new issue arises subsequently, that
is, how to formulate an effective scheduling strategy for tasks offloading to edge
servers, owing to the edge servers’ own resources are limited compared with the
remote cloud, the processing speed and total resources between edge servers are
often not exactly even, what’s more, competition between tasks would further
aggravate the situation [7]. If within a certain period, there are many tasks
unloading to edge nodes has not been handled properly, inevitably affecting the
user experience. Therefore, how to formulate an effective scheduling strategy is
becoming a key in edge computing [8].

The scheduling problem on edge servers is essentially an NP-hard problem
to determine the placement order of N tasks on M servers. Due to the most
prominent feature of edge computing is its low latency [9], using the traditional
heuristic algorithm to solve the NP-hard scheduling problem on edge servers
inevitably has the disadvantage of too long-running time, which means it can-
not be used in large-scale scenarios. Online scheduling algorithm is the most
promising solution to the scheduling problem of continuous arrival of such tasks.
Reinforcement learning, an online learning technique that treats learning as a
process of exploration–evaluation, is just a good way to solve this continuous
decision problem. Our contributions can be summarized as follows.

1. In this paper, we design an online algorithm based on parallel-batch process-
ing machines (P-BPM) transaction processing mode, called Online Parallel-
batch Q-learning Algorithm (OnPQ-learning), to improve the concurrency of
edge servers, Meanwhile, the tasks to be processed by our method do not
need to be generated according to a specific mathematical distribution.

2. We take more evaluation indicator into account, including the time and energy
consumption generated by edge servers in processing tasks, the amount of
timeout tasks, and the average waiting processing time of tasks as the algo-
rithm optimization goal. In addition, we make some personal insights on how
to deal with the time and energy consumption of edge servers.

The remainder of the paper is organized as follows: in Sect. 2, we introduce
some related work on task scheduling in edge computing. In Sect. 3, we would for-
malize the problems we posed. In Sect. 4, we would introduce algorithm overview,
how to build the batch and use Q-learning to get the optimal strategy. Simulation
results are shown in Sect. 5, followed by conclusions in Sect. 6.

2 Related Work

In this section, we first introduce the recent research on edge computing, and
then introduce the application of reinforcement learning in scheduling problems.
Finally, we discuss the shortcomings of these methods.

2.1 Research on Edge Computing

How to offload and schedule tasks is of particular interest to edge com-
puting. Recently, considerable progress has been made in about this work.
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Urgaonkar [10] transformed the workload scheduling problem into a Markov deci-
sion process and solved the problem through Lyapunov optimization strategy.
Li et al. [11] proposed a task offloading strategy between edge devices in ad-hoc
structure based on the idea of game theory. M Alicherry et al. [12] proposed
an intelligent virtual machine layout to shorten the time of data transmission
for scheduling strategies aiming at shortening the response time of tasks. As for
the scheduling strategy aiming at reducing the operating energy consumption of
the server, Zhang et al. [13] used LARAC algorithm to solve the energy saving
cost of collaborative operation of the task on the mobile device and cloud in
the mobile cloud environment. Zhu et al. [14] proposed a task-oriented energy
saving algorithm EARH in the virtual cloud environment. For the scheduling
strategy with balancing the number of tasks loaded on each server as the target,
Wang et al. [15] used JLGA algorithm to not only shorten the completion time of
each server’s processing tasks, but also improve the resource utilization of each
server. Based on the min-min algorithm, Chen et al. [16] proposed the LBIMM
algorithm, which also optimized the completion time and resource utilization of
the server. Tan et al. [17] proposed the first online approximate algorithm, called
OnDisc to dispatching and scheduling tasks in edge-cloud systems.

2.2 Applications of Reinforcement Learning in Scheduling Problems

In research field of reinforcement learning, some scholars put forward their meth-
ods to solve scheduling problems. Peng et al. [18] proposed a fine-grained cloud
computing system model and a new task scheduling scheme based on reinforce-
ment learning and queuing theory to optimize task scheduling under resource
constraints. Sharma et al. [19] believed that in the Internet of things (IoT) envi-
ronment, guaranteeing quality of service (QoS) is the most important for real-
time application of transmission latency sensitivity, and this paper proposes a
scheduling scheme based on dynamic Markov chains to ensure QoS of delay-
sensitive traffic in the Internet of things.

However, these methods also have some shortcomings in solving scheduling
problems in edge computing. The most obvious disadvantage is that most of
the processing of tasks adopts serial processing strategy, that is, the comput-
ing resources of an edge server can only process one single task simultaneously.
Moreover, while selecting the optimization objective of the algorithm, it is often
only considered optimizing a single time overhead or energy consumption, with-
out taking into account the priority of task processing. Different from the above
method, we make the tasks executed in parallel on the server to improve the
concurrency, and take more evaluation indicator into account, including timeli-
ness of task completion and the number of timeout task. Last but not least, the
tasks to be processed by our method can be in arbitrary order and times.

3 Problem Definition

Definition of jobs: jobs are defined as J = {j1, j2, . . . , jn}, and each job j is
represented by a quad (rj , resj , bj , dj), in which rj is the release time of the job
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j, resj is the amount of computing resources needed for the job j, bj is the data
size of the job j, and dj is the deadline of the job j. If the completion time of
task j exceeds dj , the task j would be regarded as timeout. There will be some
transmission delay from one device to the edge server. We define tj = bj/transv

to indicate this delay and transv to indicate the data transfer rate. The time
that task j actually reaches the edge server is r′

j = rj + tj .

Definition of edge servers: edge servers are defined as S = {s1, s2, . . . , sn},
and each s is represented by a quad (ps, cs, vs, ss), where ps represents the pro-
cessing rate of the server s, cs is the total amount of resources of the server s,
vs is the energy consumption factor per unit time when processing tasks, ws is
the energy consumption burden per unit time when the edge server s store tasks
waiting for processing.

Definition of batchs: to take full advantage of concurrent processing on multi-
core cpus, we propose a method of assigning multiple tasks to one batch for
parallel processing. All tasks in the one batch will be processed at the same
time Batch is defined as Bks = {Rbks, P bks, Sbks}, Rbks, Pbks, Sbks denote the
generation time, processing time and total computation resource of all jobs in
batch Bks on the edge server s respectively, where Rbks = max{r′

j |j ∈ Bks},
Pbks = max{pj |j ∈ Bks},Sbks =

∑
j∈Bks

resj . The start time and completion
time of the batch Bks on each server are recorded as STks = max{Rki, CT(k−1)i}
and CTks = STks +PTks respectively, where CT(k−1)i refers to the previous one
completion time before Bks on the server s.

Energy Consume and Time Consume: the energy consume of a single job
j on server s is ej = resj ∗ vs. The total energy consume for processing job set
of the system is defined as follows:

E =
n∑

s=1

n∑

j=1

ej . (1)

The total time consume is depend on the completion time of all jobs:

Cmax = max{CTks}. (2)

Definition of fail jobs: each task j has its own latest response time dj , and if
the task’s completion time exceeds dj , the processing of j is defined as timeout.
We define a collection F to collect these failed tasks, defined as follows:

F = {Jj |ctj > rs + dj , j ∈ J}. (3)

Average waiting delay: the interval from generation to starting to execute of
one task is defined as the waiting delay Wj , so the average waiting latency of
the task is defined as:

W =
∑

j∈Bks

(STks)/|J |. (4)
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There are three optimization objectives of our algorithm: reducing the energy
consumption and time consumption caused by processing tasks of edge servers,
the number of timeout tasks, and the average waiting delay.

Minimize Z = Cmax + E. (5)

Minimize |F |, F = {Jj |cgj > rj + dj , Jj ∈ J}. (6)

Minimize W. (7)

4 Our Method

In this section, we start with the overall algorithm flow, then introduce how to
set up batches and how to use Q-learning to get optimal strategy in detail.

4.1 Algorithm Overview

In order to design an efficient online task scheduling algorithm, we divide the
time period of processing tasks into multiple decision cycles of equal length on
average T = {1, 2, . . . , t}. The task scheduling in each decision cycle, is essentially
a sequential decision problem, and it satisfies the markov characteristic, so it can
be modeled as the Markov decision process. For the MDP problem in each deci-
sion cycle t, we use a quad Mt = (S(t), A(t), Psa(t), R(s, a)) to denote it, where
S(t) = 0, 1, 2, 3, . . . , n represents the amount of unprocessed tasks in the cur-
rent decision cycle, A(t) = {1, 2, 3, . . . ,m} represents the number of edge servers
selected to process tasks in different states. We define R(s, a) = aTks + bEks

as the reward when choosing action a in state s, where Tks and Eks represent
time and energy consume of batch Bks respectively, a and b are corresponding
parameters. We will discuss the reward function in detail in Sect. 4.3. The key
of MDP problem is to get an optimal strategy, and we usually use the value
function to evaluate and update policies. Considering the actual situation, we
define the strategy that can get the minimum value function as the best strategy
and the optimal value function and optimal strategy are defined as follows:

V ∗(s) = R(s) + min
a∈A

λ
∑

s′∈S

Psa(s′)V ∗(s′), (8)

π∗(s0) = arg min V π∗
(s0). (9)

Next, we will use Q-learning to get the optimal strategy in Sect. 4.3.

4.2 Establishment of Batch

As mentioned above, we divide the time period into multiple decision cycles
with equal lengths. At the beginning point of decision cycle T (t), as the limited
computing resources of the edge server itself, it is often impossible to assign all
unprocessed tasks to the edge server at once. Moreover, taking full advantage
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of concurrent processing on multi-core cpus is also essential. So it is necessary
to set up an empty batch Bks to collect the tasks assigned to the edge server
s. In order to reduce the number of overtime tasks, we need to put the task
with the highest priority into and initialize the empty batch. For the purpose of
working out the priority of each task, we need define the latest start processing
time stmax

j and the latest completion time ctmax
j for each task as ctmax

j = rj +dj ,
stmax

j = ctmax
j − resj/ps, respectively. Then the definition of priority of tasks

are as follows:
gj =

1
stmax

j − T (t)
, (10)

where T (t) is beginning point of each decision cycle. From the above definition,
we can see that the nearer the latest starting point of a task is to the current
time point, the higher the priority to be processed.

Besides, we establish a task candidate set CL to improve the search efficiency
of tasks when putting in the appropriate remaining tasks. These candidate tasks
need to satisfy two conditions: 1) the resource requirements of these tasks can not
exceed the current remaining resources; 2) these tasks will not cause the existing
tasks to process out of time. In order to distinguish whether the subsequent
added tasks cause the processing time of previously added tasks to time out, we
define the latest start processing time STmax

ks of Bks as follows:

STmax
ks = min

j∈Bks

{stmax
j }. (11)

The task candidate set CL is defined as:

CL = {j|resj ≤ cs − Sbks

∧
r′
j ≤ stmax

ks }. (12)

After the task candidate set is established, the tasks are sorted in descending
order according to the priority, and the tasks are selected and put into the batch
according to the following mentioned Q-learning method under the precondition
of Sbks <= cs.

4.3 Q-learning Method

In Sect. 4.1, we convert the online task scheduling problem into an MDP problem.
In fact, it is a very complex and time-consuming job to establish a complete
MDP state transition process. So we need to use Q-learning method to solve
the established MDP problem and get the optimal strategy. In Q-learning, for
each Q value, the agent continuously selects corresponding behavior in different
states with a certain strategy, and updates according to the newly arrived state
and the obtained reward value until reaching the state of termination. The way
to update the Q value is defined as follows:

Q(s, a) = Q(s, a) + α[R(s, a) + λ min
a′

Q(s′, a′) − Q(s, a)]. (13)

In Eq. (13), α represents the learning rate, and λ represents the discount factor.
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Next we would introduce how to calculate the reward and adopt Polman
strategy to select actions in the learning process. At last, we give the pseudo-
code of the algorithm in Algorithm 1.

The Computation of Reward. In this paper, we consider the reward as an
overhead incurred by the scheduler choosing an edge server to process the task
set. Reward’s computation includes two parts: time cost T and energy cost E of
tasks during transmission, waiting and processing. Time cost for a single task is
defined as follows:

Tj = bj/transv + rj − stks + resj/ps, (14)

the computation of Tj consists of three parts: bj/transv represents the trans-
mission time of the job j from the user equipment to the edge server, rj − stj
represents the waiting time from the production of the job j to the start of pro-
cessing of the batch Bks and resj/ps represents the time required for the job j
to be processed on the edge server s.

The energy consumption of a single task is defined as follows:

Ej = bj/transv × transe + (rj − stj) × ws + resj × vs, (15)

the calculation of Es consists of three parts: bj/transv×transe denotes the trans-
mission energy consumption from the task j generated by the client to the edge
server, and transe represents the energy consumption per unit time produced
by the edge server to maintain communication with user devices, (rj − stj)×ws

represents the energy consumption of job j created by waiting for processing on
edge server s, resj × vs is the energy consumed of job j by processing tasks on
edge server ss.

Based on the above analysis, we define the calculation method of time and
energy consumption of the batch Bks as follows:

Tks =
∑

j∈Bks

Tj , (16)

Eks =
∑

j∈Bks

Ej . (17)

At last, we define the reward function as follows:

R = aTks + bEks. (18)

In order to calculate the energy and time consumption generated by batch
in one equation, we need a way to unify the two different costs of energy con-
sumption and time delay, so as to calculate the reward value. In some existing
papers, however, most scholars do not use appropriate methods to deal with the
relationship between time delay and energy consumption, but simply add two
parts together as the total cost of edge servers processing tasks. This method is
obviously inappropriate, since time delay and energy consumption are two differ-
ent types of values, and simple addition is not in line with the actual situation,
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such as shown in [20,21]. In fact, if users offload their tasks to edge servers for
processing, they will pay a corresponding fee according to the time spent on edge
servers. On the other hand, users also need to pay for the energy consumption
produced by edge server for processing their task, so the time and energy con-
sumption produced by the edge server could be unified as the cost that the user
needs to pay, which can be calculated as the result of reward value. As shown in
Eq. (18), parameters a and b are used to calculate the unit cost of edge servers’
occupancy time and energy consumption in processing respectively. Parameters
a and b are usually related to the pricing strategy of edge servers operators.

Polman Strategy. During scheduling, the following situation may occur: in
state s, R(s, a1) < R(s, a2). While R(s, a1) is small, it’s likely that the selected
edge server handle fewer tasks, and R(s, a2) is large enough to allocate resources
to more tasks. If you choose behavior based only on the values in the Q table,
you are likely to fall into local optimization. In order to remedy this defect, we
follow Polman strategy in our method to generate training samples:

π(s, ai) =
exp(Q(s,ai)

τ )
∑|A|

j=1 exp(Q(s,aj)
τ )

, (19)

where |A| is the size of actions, τ is the adjusting factor, the smaller τ is, the closer
this strategy is to the greedy strategy, the greater the proportion of exploitation,
the less exploration.

Algorithm 1 The OnPQ-learning Algorithm.
1: Initialize T (t), Q table and other parameters, unscheduled job list J =

{1, 2, 3, . . . , n}.
2: while T (t) ≤ Tmax do
3: get start state Ss

t and end state Se
t , count the numbers of jobs which have been

released and calculate the gj for them, and then initialize the batch Bks.
4: for iteration from 1 to Imax do
5: For each action on the current state Si

t , calculate Q(s, a), choose a∗ according
to Polman strategy.

6: Execution a∗, determine the next state Si
t+1, update Q table.

7: if Si
t+1 �= Se

t then
8: Si

t = Si
t+1 repeat (5).

9: end if
10: end for
11: T (t) = T (t+ 1)
12: end while

The Pseudo-code of the Algorithm. The pseudo-code is shown in Algorithm
1. With the continuous generation of tasks, at the time point of the beginning
of each decision-making cycle, the number of the tasks that have been generated
in the edge network are counted. At the same time, tasks come to the system
during the decision cycle will be included in next decision cycle. The scheduling
priority of the pending tasks is calculated according to its urgency (line 3).
Subsequently, Q-learning method is used to find the scheduling strategy through
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multiple iterations for these unprocessed tasks (line 4–line 10). In each iteration,
if all tasks in batchs are processed, the final state Se

t is reached and meanwhile
the iteration would be terminated. Select the appropriate action on the state
reached at each stage, calculate the Q value, and update the Q table (line 5–line
6). After the training, the optimal scheduling strategy in the current decision-
making period can be obtained according to the Q table.

5 Experiment

In this section, we will start with the experimental setup and the parameter
settings, and then evaluate the performance of our algorithm in many aspects
by conducting sufficient experiments in real dataset.

5.1 Experiment Settings

We implement our algorithm with Python 3.5. To make the experimental results
more convincing, we use the Google cluster trace dataset as our experimental
data sets. The three main indicators release time, CPU request, and memory
request are selected to build one task sample. These tasks within a release time
interval of 60 s are randomly selected to generate five experimental data sets of
100, 200, 300, 400, and 500. Four sets of edge servers were set up to simulate
task processing. The parameters of each group of edge servers are (40, 100, 4,
1), (45, 100, 5, 1), (50, 100, 6, 1), (55, 100, 7, 1), transv= 50, transe=1. In
addition, in order to better simulate the situation of edge cloud and remote
cloud cooperation processing tasks, we additionally set up a server to simulate
the remote cloud, the parameters are set to (100, 100, 20, 20), transv= 20,
transe= 2. Other parameters involved in the experiments are shown in Table 1.

Table 1. Model parameter settings

Factors Values

Polman strategy adjusting factor τ 0.4

Learning rate α 0.5

Discount factor γ 0.5

Decision cycle length Timeslot 2 s

Unit cost of occupancy time and energy consumption (a, b) (0.8, 0.2)

Max decision cycle Imax 100

Max iteration Tmax 60

The algorithm we choose to compare is OnDisc. The OnDisc is a preemptive
task scheduling algorithm in the edge computing environment in where a new
task is processed according to its own weighted waiting time WRT to select edge
server for handling itself. In the meantime, the edge servers schedule the tasks to
be processed according to the rules of Highest Residual Density First (HRDF).
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(a) (b)

Fig. 1. The performance over time and energy cost.

5.2 Effectiveness Evaluation

Algorithm Performance Comparison. First, we will compare our algorithm
with OnDisc algorithm on system performance cost, amount of timeout tasks and
average waiting time in the environment without remote cloud participation.

System Overhead. Minimizing the running overhead of the entire edge server
processing task is the primary optimization objective. We make statistics about
the time and energy consumption of tasks completion, and show them in Fig. 1.
In Fig. 1(a), it can be seen that OnPQ-learning algorithm completes tasks earlier
than OnDisc algorithm. For OnDisc algorithm, although it reduces the WRT of
the whole system, it adopts preemptive scheduling strategy according to HRDF
rules while scheduling tasks, leading to inefficiency of edge servers in processing
tasks and affecting the completion of tasks. Worse still, with the arrival of new
tasks, switching tasks handled by edge servers and hanging up unfinished tasks
will result in additional energy consumption overhead for edge servers, which can
be seen from Fig. 1(b) that as the size of tasks increases, the energy consumption
overhead for edge servers to store unfinished tasks will also increase.

Number of Timeout Tasks and Average Waiting Time. For the scheduling algo-
rithm in the edge computing, ensuring the timely completion of the tasks and
reducing the user waiting time for task completion are also two important eval-
uation criteria. Next, we will compare our algorithm with the OnDisc algorithm
with the quantity of timeout tasks and the average task waiting delay. The com-
parison results are shown in Fig. 2. In Fig. 2(a), with the increase of tasks, the
number of timeout tasks of both algorithms is increasing gradually. Compared
with our algorithm, the amount of timeout tasks of OnDisc increases faster
because: 1) The OnDisc algorithm adopts a preemptive scheduling strategy, and
the efficiency of processing tasks is relatively low. When numerous tasks arrive,
more tasks cannot be processed in time, which makes the magnitude of time-
out tasks increase faster; 2) On the other hand, the HRDF scheduling mode
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(a) (b)

Fig. 2. The performance over quantity of overtime tasks and average waiting time.

adopted by OnDisc is mainly affected by the remaining processing time of tasks.
Figure 2(b), can also attribute to two reasons mentioned before.

(a) (b)

Fig. 3. The impact of using remote cloud over quantity of overtime tasks and average
waiting time

The Influence of Remote Cloud on Experimental Results. In practical
edge computing scenarios, it is not enough to deal with tasks only by limited edge
cloud node resources. Usually, these tasks need to be handled in collaboration
with remote cloud servers to meet the needs of computing resources for users
tasks. In this section, we will mainly discuss the impact of the presence or absence
of remote cloud on the edge cloud system, and the impact on the average waiting
time of the task and the number of timeout tasks after adding the remote cloud.

The Impact of The Presence of Remote Cloud. The results of the two compar-
isons are shown in Fig. 3. From Fig. 3(a), we can see that there is no obvious
difference between adding and not adding remote cloud processing tasks to the
edge cloud system if the magnitude of tasks to be processed is small. The reason
may be that the resources on the edge cloud are sufficient to handle the tasks in
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(a) (b)

Fig. 4. The impact of latency to over quantity of overtime tasks and average waiting
time.

instance of the total number of tasks is small. As the amount of tasks continues
to increase, only using edge clouds to handle tasks could be no longer sufficient
for task processing, compared to joining the remote cloud at this time, there are
more overtime tasks without joining the remote cloud, owing to the computing
resources on the edge cloud are less than those of the remote cloud, the same
is true for processing speed. Similarly, as shown in Fig. 3(b), there is a longer
average task waiting time if no remote cloud assisted edge cloud processing task,
which is also caused by the edge server processing less resources and slower pro-
cessing speed. Although the task transfer to the remote cloud will result in more
transmission delay, which may make the task response time increase, it is still a
good idea to undertake partial processing pressure by the remote cloud in order
to ensure the user experience when edge cloud can’t cope with more tasks.

The Impact of Communication Latency on Remote Cloud. Figure 4 shows the
impact of communication delay variation between user and remote cloud com-
puting center on the results of the two algorithms. We set up two remote cloud
servers to assist the edge computing center to process tasks, and set the trans-
mission speed between user and remote cloud to 80%, 70%, 60% of the user-edge
cloud transmission speed respectively. By simulating the operation of our algo-
rithm in the above environment, we observe the effect of the user-remote cloud
transmission delay on the amount of timeout tasks and the average waiting time
of these tasks. Based on the experimental results, we can find that as the trans-
mission rate between users and remote clouds slows down, the amount of timeout
tasks and average waiting time both increases. The reason for this phenomenon
may be: some tasks must be transferred to the remote cloud for processing in
order to ensure the timely completion of most tasks when the edge cloud receives
too many tasks and exceeds its processing capacity, but in the process of decreas-
ing transmission rate, more delay will be generated, which would not only result
in more task latency but also more task timeouts.
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6 Conclusion

In this paper, we use the idea of reinforcement learning to propose a parallel
online tasks scheduling algorithm to solve this problem, and the tasks to be
processed do not need to be generated according to a specific mathematical
distribution. Furthermore, our algorithm optimizes the time and energy con-
sumption of edge servers, ensures the timeliness of task processing, and shortens
the waiting time of tasks. Finally, our algorithm is show to perform better in
plenty of experiments in real data sets.

In the future work, we will try other reinforcement learning techniques such
as DQN to improve the efficiency of algorithm and the utilization value of the
algorithm in real scene.
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Abstract. With the increasing demand for indoor navigation applica-
tions, indoor navigation has become a research hotspot in many technical
fields. High-precision sensors are expensive, and they are often used in
industrial and aerospace applications. Low-cost sensors can cause severe
drift and noise. This paper uses a simple, low-cost Inertial measurement
unit (IMU) and effectively evaluates the precise position of pedestri-
ans. This paper designs a pedestrian position estimation based on low-
cost inertial sensors. To solve the problem of inertial sensing noise and
accumulated errors during the movement, based on the EKF algorithm,
a multi-condition threshold detection method is proposed, and then a
zero-speed update, an angular speed update, and a yaw angle update
are designed. In the measurement state, the proposed measurement error
vector effectively eliminates the cumulative error during walking. Finally,
using this algorithm to perform straight and rectangular walking routes,
corresponding experiments were performed on the effectiveness of the
method used. The proposed method for estimating the inertial naviga-
tion of pedestrians has an error within 3.8%. This basic research is of
great significance in rehabilitation training and somatosensory play.

Keywords: IMU · Multi-condition threshold detection · ZUPT · EKF

1 Introduction

In the past decades, people’s demand for location-based services (LBS) is grow-
ing exponentially. Sensor hardware such as accelerometers, magnetometers, gyro-
scopes, barometers, Bluetooth, WiFi, and GPS makes precise positioning pos-
sible. Global Navigation Satellite System (GNSS) has been widely applied to
electronic products, especially smartphones. The demand for LBS services in
robotics, logistics, healthcare, travel, and entertainment is expected to grow in
the coming years [7]. Owing to the developments of technology, the GPS receiver
can be tracked outdoors within a 5-m margin of error [12]. Although GPS posi-
tioning is very successful out of doors, it is difficult to decode GPS indoors

c© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 379–390, 2020.
https://doi.org/10.1007/978-3-030-64243-3_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64243-3_28&domain=pdf
https://doi.org/10.1007/978-3-030-64243-3_28


380 J. Zuo et al.

due to the additional 10–30 dB signal loss caused by buildings and walls [13].
At present, there are several kinds of indoor location technologies, including
fingerprint-based WLAN (WiFi) and magnetic fingerprint location, which are
based on a hypothesis that each location has a specific signal feature. In the
first stage, the signal features are extracted and stored and the radio map is
created. In the second stage, the fingerprint is compared to the database for
locating [3,18,19]. WiFi technology can cover the entire indoor location area to
an increased extent with less equipment, and the equipment cost is low, the signal
transmission is fast and easy to deploy, but a) data collection is labor-intensive
and time-consuming. The surveyor needs to collect enough signal samples at
each reference point to establish the fingerprint database. b) Database mainte-
nance is difficult because signal patterns change over time and are susceptible
to environmental changes. Impulse radio ultra-wideband (IR-UWB) is also an
indoor location solution. Although the location solution based on UWB can
achieve higher tracking accuracy (<1 m), it is usually used in industrial appli-
cations, because the transmitter consumes a large amount of electricity. If there
is no additional modify smartphone hardware, it is impossible to implement it
on a smartphone. As a result, UWB based solutions are not suitable for pri-
vate users. For the visualization based solution, the integrated camera of the
smartphone is used to create images and compare them with the database [4].
An ultrasonic positioning system is a relatively simple indoor positioning solu-
tion. Ultrasound is greatly affected by the multipath effect and no line of sight
propagation, and ultrasonic frequency is affected by the Doppler effect and tem-
perature. At the same time, a large number of basic hardware facilities are also
required, with high cost [9]. Radiofrequency identification (RFID) is a low-cost
indoor positioning solution. Also known as an electronic label, it can be used
for fast read-write and long-term tracking management by using non-contact
pattern recognition technology. However, its positioning accuracy is not high,
the system stability is poor, and it is easy to miss [6,11]. At present, the inertial
measurement unit has been widely used in robot positioning, human motion cap-
ture and other fields in recent years. However, due to the drift of the sensor itself
and the interference of the external complex environment to the magnetometer,
the IMU can not provide stable and accurate positioning service for a long time.
Therefore, using inertial sensors to provide long-term and accurate indoor and
outdoor positioning has become a very challenging topic [15]. In the existing
research, pedestrian track estimation (PDR) has stability and reliability. The
dead reckoning device works by starting from the known position of the tracking
device and then measuring the change of inertia on the device, which is achieved
using an inertial measurement device (IMU) [6]. According to the data obtained
by the sensor, the number of steps, step length, and direction of walkers were
measured and counted in the periodic motion, and the walking trajectory and
displacement of walkers were calculated [2]. Because PDR is autonomous and
free from external interference, it can be operated in various complex situations.
In recent years, many scholars focus on autonomous indoor navigation systems.
Because of its low cost, small size, strong autonomy, and good environmental



Localization Research Based on Low Cost Sensor 381

adaptability, MEMS inertial equipment have become the best choice for indoor
positioning [1], especially for the unknown environment.

PDR is based on the characteristics of the pedestrian’s periodic gait motion,
using the accelerometer to measure the walking steps and estimate the step
length, and combining the direction of the gyroscope to calculate the posi-
tion, walking distance, speed, direction and other information, so the algorithm
includes the step frequency detection, step length estimation, course estimation
and position estimation. The Micro-electromechanical Systems MEMS consists
of a triaxial accelerometer, a triaxial gyroscope, and a triaxial magnetometer
that can calculate position by measuring step size and heading. However, only
the PDR algorithm has a large error, and the sensor will cumulate error with the
increase of time. Due to the inertia of motion, the sensor can not immediately
return to zero when the foot is stationary. If PDR is used for drifting data, large
errors will be generated and accumulated. A common algorithm to minimize
positioning error is zero-speed update algorithm (ZUPT), which can effectively
improve the accuracy of inertial navigation system by means of ZUPT’s detec-
tion of the foot state and zeroing the foot speed in the static state. In addition,
we also used the Extended Kalman Filter (EKF), which adopts the sequential
steps as prediction - measurement - correction. According to the obtained sys-
tem measurement value, the result with the greatest possibility is estimated
from the system with errors, effectively reducing the error growth of the sensor
itself [8,10,14,17].

2 System Overview

In indoor positioning systems, pedestrian navigation is widely used. In many
scholars’ studies, inertial nodes are often placed on the feet [5,16] to measure the
position and direction of people walking. This article uses a low-cost MPU9250
inertial sensor bound to the instep. The direction of the sensor is the left side of
the human body on the x axis, the y axis points behind the human body, and
the z axis points above the human body, as shown in the Fig. 1. The sensors
mainly include accelerometers, gyroscopes and magnetometers. The stability of
acceleration and angular velocity is 0.01 g and 0.05◦/s, respectively, and the
ranges are 16 g and 2000◦/s. The output frequency of the data 100 Hz. The
MPU9250 is connected to the pc via wifi, and can output acceleration, angular
velocity, and magnetometer raw data. In the next chapter we describe the design
of the entire human position algorithm.

3 Agorithm Design

3.1 Flow Chart

In indoor navigation, the most basic way to calculate displacement is to directly
perform double integration through acceleration. However, this process often
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Fig. 1. Sensor attached to the instep

brings large cumulative errors, and effective error correction seems more neces-
sary. The sensor is installed on the instep of the foot. According to the walking
characteristics, there is a zero-speed time interval during walking. In theory, the
speed of this interval should be zero, and the speed can be corrected. The idea of
a zero-velocity update proposes a method based on inertial navigation to calcu-
late pedestrian position information. The algorithm flow is as follows. As shown
in the Fig. 2.

1) Perform mean filtering on the original signal acceleration and angular velocity.
2) Use a strapdown inertial navigation algorithm to solve speed and position.
3) Detect when pedestrians are in their stance phase.
4) When the speed is zero, the angular velocity and the speed error are used as

the input of EKF.
5) Detect whether the pedestrian is walking straight. If it is walking straight,

the yaw angle will not change. The yaw angle error will also be used as the
input of the EKF. The final EKF output will obtain the speed and position
information.

3.2 Walking State Detection

In the inertial navigation algorithm, due to the periodic movement of the human
gait, the cumulative error will become larger and larger. Considering the charac-
teristics of the periodic movement of the human walking gait, it can be divided
into a stance phase and a swing phase as shown in Fig. 3. In the stationary state,
the heel touches the ground first, and the foot part touches the ground, and then
the foot completely touches the ground. At this stage, we think that the foot is
stationary, that is, the speed is zero, then the heel is off the ground, and the toe
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Fig. 2. Algorithm flowchart

is off the ground. Human gait periodic process. In order to accurately detect the
movement state of pedestrians, a state detection algorithm must be proposed. In
this paper, a multi-condition threshold is used to detect the stationary state. To
detect the stationary state, the average acceleration and angular velocity data
from the footstep sensor are first filtered. When the stationary state is used,
the acceleration and angular velocity are both stable. When in the stationary
state, the acceleration and angular velocity values change. Are relatively large,
as shown in Fig. 4 and Fig. 5. According to the way of wearing in the experiment,
when the human body walks periodically, the acceleration changes significantly
with respect to the x-axis and the y-axis, and the z-axis does not change much
during the walking of the human body. Similarly, the angular velocity is about
the changes in the x-axis and y-axis obvious. The way to use energy, product
and sum for acceleration signals is defined as the following formulas:

Eacc =
√

(ax)2 + (ay)2

Pacc = (ax) ∗ (ay)
Sacc = (ax) + (ay)

(1)

Energy represents the square root of the sum of the square of the x-axis acceler-
ation and the square of the y-axis acceleration. The product is the multiplication
of the x-axis acceleration and the y-axis acceleration. The sum is the sum of the
x-axis acceleration and the y-axis acceleration. The angle difference is defined
by the following formula

Egro =
√

(wx)2 + (wy)2 (2)
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According to the definitions of acceleration and angular velocity, the window
variances are obtained separately. When all the conditions are met, it is moving,
otherwise, it is a stationary state, as shown in the following formula.

condition1 =

⎧
⎪⎨
⎪⎩

1
var(E acc(i − window), ...,
E acc(i + window)) < threshold E

0 others
(3)

condition2 =

⎧⎪⎨
⎪⎩

1
var(P acc(i − window), ...,
P acc(i + window)) < threshold P

0 others
(4)

condition3 =

⎧⎪⎨
⎪⎩

1
var(S acc(i − window), ...,
S acc(i + window)) < threshold S

0 others
(5)

condition4 =

⎧⎪⎨
⎪⎩

1
var(E gro(i − window), ...,
E gro(i + window)) < threshold Ew

0 others
(6)

condition5 =

{
1 w(i) < threshold A
0 others

(7)

isStance =

⎧
⎪⎨
⎪⎩

1
condition1&&condition2&&condition3
&&condition4&&condition5

0 others
(8)

When all
the conditions are met, it is marked as 1 and it is the starting phase, other-
wise, it is the swing phase. In this article, the parameters set threshold E = 1,
threshold P = 15, threshold S = 1, threshold Ew = 1000, window = 12.

Fig. 3. Walking gait cycle

The following Fig. 6 shows the state detection effect diagram when a pedes-
trian is walking.
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Fig. 4. Raw acceleration data Fig. 5. Raw gyroscope data

Fig. 6. Stance phase detection
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3.3 Extended Kalman Filter Algorithm

This paper uses an inertial navigation system to calculate the speed, displace-
ment, and direction of inertial sensors on the feet. Due to the problems of bias
and drift and misalignment of the installation position, such as accelerometers
and gyroscopes, it will cause attitude errors, speed errors and displacement errors
of the inertial navigation system. Through the above detection algorithm, when
it is detected that a person is walking in a stationary state, the speed at this
time is 0, so the attitude, speed, and position can be used as errors. Accelera-
tion and angular velocity errors also affect attitude, velocity, and displacement
errors. Therefore, EKF is used to correct the corresponding errors. Therefore, a
15-dimensional error state vector is established, which is defined as the following
formula:

δx = {δΨ δw δp δv δa} (9)

δΨ is a 3 ∗ 1 vector. In turn, it represents the pitch angle error, the roll angle
error, and the yaw angle error in the navigation coordinate system. δp represents
the position error in the navigation coordinate system. δv represents the velocity
error in the navigation coordinate system. δa represents the accelerometer bias.
This vector is used as the state vector of the EKF. This article designs EKF as
follows:

δxk = Fδxk−1 + wk−1 (10)

Where term δxk is error state, δxk−1 is the last filter error state. wk−1 is the
process noise. The transition matrix F is defined as follows:

F =

⎡
⎢⎢⎢⎢⎣

I3∗3 Cn
b dt O3∗3 O3∗3 O3∗3

O3∗3 I3∗3 O3∗3 O3∗3 O3∗3
O3∗3 O3∗3 I3∗3 I3∗3dt O3∗3
−Sdt O3∗3 O3∗3 I3∗3 Cn

b dt
O3∗3 O3∗3 O3∗3 O3∗3 I3∗3

⎤
⎥⎥⎥⎥⎦

(11)

S is a skew symmetric matrix. dt is the time interval. The specific form is the
following formula (13). Cn

b is a rotation matrix from the body coordinate system
to the navigation coordinate system

S =

⎡
⎢⎢⎢⎢⎣

I3∗3 Cn
b dt O3∗3 O3∗3 O3∗3

O3∗3 I3∗3 O3∗3 O3∗3 O3∗3
O3∗3 O3∗3 I3∗3 I3∗3dt O3∗3
−Sdt O3∗3 O3∗3 I3∗3 Cn

b dt
O3∗3 O3∗3 O3∗3 O3∗3 I3∗3

⎤
⎥⎥⎥⎥⎦

(12)

S =

⎡
⎣

0 −az ay

az 0 −ax

−ay ay 0

⎤
⎦ (13)

According to the zero speed more speed algorithm, when the pedestrian is
stance phase, the velocity and angular velocity are theoretically 0, and the actual
state is not 0, and an EKF filtering update is performed on this. Based on the
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idea that the yaw angle is constant during the process of straight walking, this
paper adds the yaw angle to estimate the yaw angle error in the case of straight
travel while adding the yaw angle to the straight line. This paper proposes that
the measurement vector of EKF is defined as (14). The transition matrix of the
EKF observation equation is defined as (15).

M =
[
yawerror gyroerror verror

]
(14)

H =

⎡
⎣

[001] O1∗3 O1∗3 O1∗3 O1∗3
O1∗3 I1∗3 O1∗3 O1∗3 O1∗3
O1∗3 O1∗3 O1∗3 I1∗3 O1∗3

⎤
⎦ (15)

yawerror is an update of the yaw angle. When a pedestrian walks straight,
it can be observed that the yaw angle has not changed. We define the following
formula 16 to detect the error of yaw angle when walking straight.

yawerror =

⎧⎪⎨
⎪⎩

0
yawt − yawt−1

<thresholdyaw
yawt − yawt−1+yawt−2+yawt−3

3 others
(16)

where thresholdyaw is set to 3 and yawt−1 is yaw at k time.
The filter error state is available after the measurement is obtained at time

k. The EKF update equation is as follows:

δxk|k = δxk|k−1 + K ∗ (M − H ∗ δxk|k−1) (17)

K is Kalman gain and M is error measurement, as in formula 14. δxk|k−1 is the
predicted error state. Kalman gain is calculated as Eq. 18

K =
(P ∗ (H)′)

((H) ∗ P ∗ (H)′ + R)
(18)

P is the estimation error covarance matrix, which is a 15 ∗ 15 matrix R is the
covariance matrix of the measurement state.

In the condition of multi-condition detection, when the footstep is in the
stance phase, the EKF algorithm estimates the speed, angular velocity, and yaw
angle as the measurement state estimation of the EKF to achieve the accurate
estimation of the final displacement.

4 Experimental Results and Analysis

This experiment uses MPU9250 equipment, which is bound to the instep and
worn as shown in Fig. 1. In order to verify the effectiveness of the algorithm,
a straight path and a rectangular path are walked. In the course of straight
walking, we separately verify the contrast effects of the ZUPT algorithm and yaw
error correction. In the course of rectangular walking, this experiment verifies
the effectiveness and accuracy of the algorithm through closed routes.
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Experiment 1 The walking path of this experiment is a straight path. The
actual distance is 21 * 0.6 m = 12.6 m. Figure 7 is an inertial navigation algo-
rithm, without using any algorithm to correct the roadmap. It can be seen that
the double integration using acceleration directly will result in serious route devi-
ation. Figure 8 shows the effect of the route after the ZUPT algorithm which
obviously corrects the actual path, and Fig. 9 shows the result of the yaw angle
correction which has correction effect on the yaw angle deviation of straight
line walking. From the experimental results, the uncorrected inertial navigation
is divergent, which is far from the actual situation. After the ZUPT algorithm
observes that the path matches the actual path, but there is a certain yaw angle
difference, and finally the yaw correction method can be used to correct the final
result.

Fig. 7. Course with-
out any correction

Fig. 8. Course with
zupt correction

Fig. 9. Course with zupt
and yaw correction

In experiment two, this experiment took a rectangular path. The actual walk-
ing rectangle is 30 * 0.6 m = 18 m in length and 18 * 0.6 m = 10.8 m in width.
According to the proposed algorithm, the experimental simulation is performed,
as shown in Fig. 10. This path is a closed matrix. The difference between the
start position and the end position is used to calculate the error. The true error
in this experiment is 3.8%.

Fig. 10. Rectangular route
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5 Conclusion

Positioning based on inertial sensing has become a hotspot in current research. In
pedestrian navigation, high-precision sensor devices are often not suitable. This
paper uses low-cost sensors based on the ZUPT method, adds angular velocity
error measurement and yaw angle measurement, and finally uses Kalman filtering
to estimate the position. The effectiveness of ZUPT and yaw angle correction is
effectively verified through experiments. The rectangle calculates the accuracy of
the algorithm with a final error of 3.8%. In this paper, high-precision pedestrian
path navigation is finally achieved through low-cost sensors.

In the future. We will continue to study pedestrian gait patterns and will
study multi-node fusion technology to more accurately explore pedestrian navi-
gation issues. Subsequent in-depth research is urgently needed for the develop-
ment of its related fields.
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Abstract. Relative floor estimation plays an important role in
infrastructure-free indoor co-navigation applications. Instead of locating
exact floors for two users, we study the problem of estimating their floor
relation from a machine learning approach to facilitate co-navigation. In
this paper, we regard the floor relation estimation as a classification prob-
lem where a relation classifier is pre-trained to output the floor relation
for two new samples. We extract various signals from smartphone inter-
nal sensors and then engineer relative features for training a relation
classifier. We experiment those typical classification models with field
measurements from two buildings and analyze the impacting factors on
classification accuracy. Results show that the random forest model single
out from other classifiers and can achieve 88.35% classification accuracy
for training and testing in the same building and 61.67% for training and
testing in different buildings.

Keywords: Relative floor estimation · Relative feature · Classification
models · Random forest

1 Introduction

The growing demand for location-based services (LBS) has facilitated the rapid
development of indoor and outdoor localization technologies. In the outdoor
environment, global positioning system (GPS) works well in most daily situations.
However, the performance of GPS could greatly degrade in indoor environments
due to wall blocking and multi-path effects. Fortunately, positioning methods
based on mobile network (MN) [1] or wireless local area networks (WLAN) [2,3]
compensate for the limitations of GPS to some extent in indoor environments.
Recently, many positioning and navigation schemes based on WLAN have been
proposed [4,5]. However, most of them require pre-trained databases or detailed
indoor layout, which is either expensive or cumbersome.

Recently, Li et al. [6] have designed and implemented an interesting co-
navigation APP, called Let’s Meet, to guide two indoor users to find each other
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without estimating their exact locations. Although the co-navigation application
is infrastructure-fee and localization-free, it cannot well address the relative floor
problem. That is, the co-navigation should first prompt whether two users are
on the same floor level; And if not, it should prompt at least which user is at
a higher floor. We notice that such relative floor estimation is a key component
for such co-navigation applications.

We further illustrate a scenario of using relative floor estimation in the ini-
tialization of a co-navigation process, as shown in Fig. 1. Alice and Bob want to
find each other via the guidance of the co-navigation APP. At the start, both
have no knowledge about their locations and layout information of this building.
Obviously, the first step should be guiding two users to the same floor, if they
are not; And then navigate them to each other on that floor using the methods
like that proposed in Let’s Meet. However, it is not an easy task to locate the
absolute layer of a user without infrastructure based information, like fingerprint
databases and indoor layouts. Yet barely based on GPS is with too large errors.
As presented in Fig. 1, the vertical localization error of GPS may up to several
layers of the building.

In the last decade, some solutions have been proposed for floor localization,
yet all requiring indoor layouts, fingerprint databases or sensor calibrations,
which are usually unavailable or time-consuming in practice. These methods can
be generally divided into three categories: wireless signal-based methods [7,9,12],
sensor signal-based methods [13,14] and fusion model-based methods [8,11]. The
wireless signal approaches exploit the radio signal fingerprint to localize the user
floor; The sensor approaches mainly use barometers to estimate location height
and then the floor level from building information; While fusion models try to
fuse different signal sources to improve the accuracy of floor estimation.

For wireless signal based methods, SkyLoc [12] first applied the global sys-
tem for mobile (GSM) network to the floor localization by fingerprinting and
achieve 73% accuracy within one floor error. However, such a method requires
an offline burdensome fingerprint map construction process. Lohan [9] proposed
to fit the signals propagation model for the indoor localization of multi-floor
buildings; While [7] uses the RSS of AP to decide the floor of users, but the AP
deployment information should be known as a prior for both [9] and [7], which
are not always available in practice. As for sensor signal based methods, the
accelerometer and barometer in smartphone have been exploited in [14] and [13]
to detect the user’s behavior of upstairs or downstairs, respectively. However,
such sensor based methods require the calibration operation before localization,
and some smartphone may not support specific sensors like barometer. Based
on the above schemes, researcher in [11] and [8] proposed that fusing different
source data to improve the estimation performance, yet burdensome calibration
work or expensive hardware costs are still needed.

Per above discussions, we argue that relative floor estimation is important
to infrastructure-free co-navigation, yet none of existing methods can meet the
requirements. In this paper, we address the relative floor estimation from a
machine learning approach and convert the task into a classification problem,
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where the objective is to estimate whether two users are on the same floor;
And if not, which user is in the higher floor, so as to further facilitate their co-
navigation. To train a relation classifier, we first propose to extract commonly
available signals from GPS, mobile networks and wireless local access networks
(WiFi); and then propose to engineer relative features from these signals. Fur-
thermore, we experiment different classification models from field measurements
in two different buildings and analyze the impacting factors on classification
accuracy. Results show that the random forest model performs the best among
other classifiers and can achieve 88.35% classification accuracy for training and
testing in the same building and 61.69% for training and testing in different
buildings.

The rest of this paper is organized as follows. Section 2 gives a detailed
description and analysis of the research problem. The relative floor estimation is
presented in Sect. 3 and experimented in Sect. 4. Section 5 concludes the paper
and outlines future works.

Fig. 1. An example of indoor navigation scenario without offline fingerprinting map
or additional equipment in the building. Alice and Bob cannot know the floor and
location of the other one but want to meet each other.

2 Problem Description

We study how to get the relative floor relationship between two users in a mul-
tistory building, where pre-trained databases and extra beacon deployments are
unavailable. In this section, we first clarify what information can be used, then
a detailed analysis of the problem is presented. Since most people carry their
mobile phones in a daily indoor scenario, we choose GSM, Wi-Fi and GPS sig-
nals, the most common and available signals in the mobile device, as our raw
data.
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Fig. 2. The proposed system diagram Fig. 3. The RSS distribution of GSM in
the corridor area of NY building. Each
point represents a sample, and the color
indicates the RSS.

We denote each raw signal sample i as a tuple {Ci,Wi, Gi} whose components
represent GSM Cell, Wi-Fi and GPS signals, respectively. More specifically, the
Ci contains scanned base station series Bi and corresponding received signal
strength (RSS) series Ri; The Wi-Fi component Wi consists of scanned access
point series Ai and corresponding RSS series Si, while the GPS component
is expressed as a 4-element tuple (xi, yi, αi, ni). Table 1 presents the detailed
description for the raw data.

Recall the co-navigation scenario in Sect. 1. The target of the first step is to
guide two users to the same floor. Let’s denote the layers of user Alice and user
Bob as fa and fb, respectively. It is obvious that there is no need to determine
the value of fa and fb, as long as the relative relationship is known (for example,
fa > fb), the following action will be clear (Alice going downstairs or Bob
climbing upstairs). In general, there are three possible relative floor relations
between two users in a building, that is, Alice is above Bob, Alice is below
Bob and Alice and Bob are on the same floor, which could be regarded as a
classification problem with 3 classes: fa > fb, fa = fb and fa < fb.

Although these raw data can be directly inputted into a classification model,
it is unwise to do so, as raw data are dependent on the particular building
and location. A relation classifier trained via such data with absolute values
could not be well adapted to other buildings. Furthermore, the dimensions of
the input vectors are also different in different buildings. To deal with such
issues, we propose to engineer some relative features for training classification
models. Figure 2 presents the proposed system diagram.
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Table 1. Detailed description of the acquired signal information.

Element Description

Bi = (b1i , b2i , ..., b
Mi
i ) GSM BS series. bmi denote identity of the m-th BS of sample i

Ri = (r1i , r2i , ..., r
Mi
i ) GSM RSS series. rmi denote RSS from BS bmi

Ai = (a1
i , a2

i , ..., a
Ni
i ) Wi-Fi AP series. an

i denote identity of the n-th AP of sample i

Si = (s1i , s2i , ..., s
Ni
i ) Wi-Fi RSS series. sni denote RSS from AP an

i

xi, yi Longitude and latitude obtained by GPS of sample i

αi GPS positioning accuracy of sample i

ni Number of available satellites of sample i

3 Relative Floor Classification

3.1 Relative Feature

As discussed in Sect. 2, using raw data as features cannot train a classifier adapt-
able to different buildings. On the other hand, we argue that relative features
extracted from raw data with absolute values can not only reveal relative floor
information but also help training adaptive classifiers. We next take GSM signal
as an example to illustrate the effectiveness of the relative features. The factors
affecting the user RSS mainly include the two-dimensional position l, the floor
height f and the number of walls w that block the signal:

R = F (l, f, w). (1)

Assume that the RSSs of Alice and Bob are Ra = F (la, fa, wa) and Rb =
F (lb, fb, wb), respectively. If |la − lb| < δ, Eq. 1 can be further derived as Eq. 2
for wa � wb when users are close to each other.

Ra − Rb = F1(fa − fb) (2)

As illustrated in Fig. 3, the wall structures of different floors are similar in
many buildings. So when users are close to each other in the horizontal direction,
the RSS difference is mainly related to the difference in floor height. In other
words, we can exploit the relative GSM RSS between Alice and Bob to predict
their floor relation.

In this paper, some relative features are only related to the difference between
the signals of two users but not their absolute values. Specifically, we studied
different signal distributions in a typical building and design in a total of 15
relative features. For ease of expression, we use a and b to denote two different
raw samples in the remainder of this subsection.



396 C. Zhou et al.

The Horizontal Distance by GPS: Denote li = (xi, yi) the GPS positioning
result of sample i, then the horizontal distance by GPS between a and b is

HDG = ||la − lb||2 (3)

The Difference of GPS Positioning Accuracy: Denote αi the positioning
accuracy of sample i, and the difference of GPS positioning accuracy between a
and b can be represented as

DGPA =
αa − αb

αa + αb
(4)

The Difference of GPS Available Satellites: Denote ni the number of
available satellites for sample i, and the difference of GPS available satelites
between a and b is

DGAS =
na − nb

na + nb
(5)

The Difference of Cell Average RSS: Denote Ri the GSM RSS series and
Mi is the non-zero numbers of Ri. The difference of Cell (GSM) average RSS
between a and b can be showed by

DCAR =
∑

Ra

Ma
−

∑
Rb

Mb
(6)

The oOverlap Ratio of BS Series: Denote Bi the GSM BS series. We define
the overlap ratio of Ba and Bb as

ORSB =
len(Ba ∩ Bb)
len(Ba ∪ Bb)

(7)

The Union Distance of Cell RSS Series: Let Ra = {rka}Ma

k=1 and Rb =
{rkb }Mb

k=1 denote the RSS series of a and b, respectively. Note that rki is the RSS
value of BS k in sample i. Let Ba and Bb denote the BS series of a and b,
respectively. We compute Bu = Ba ∪ Bb as their union set. The union distance
of GSM RSS series is

UDCR =
√ ∑

k∈Bu

(
rka − rkb

)2 (8)

The Intersection Distance of Cell RSS Series: Be similar to UDCR, we
compute Bi = Ba ∩ Bb as their intersection set. The intersection distance of Cell
(GSM) RSS series is computed by

IDCR =
√ ∑

k∈Bi

(
rka − rkb

)2 (9)
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TheVectorCosineSimilarityofCell:After extendingRa andRb to their union
format R

′
a and R

′
b, the vector cosine similarity of them can be calculated as

CSC =
R

′
a · R

′
b

‖R′
a‖ × ‖R

′
b‖

(10)

The Difference of Wi-Fi Average RSS: Let Si denote the Wi-Fi RSS series
of sample i and Ni represent the non-zero numbers of Si. The difference of Wi-Fi
average RSS can be represented by

DWAR =
∑

Sa

Na
−

∑
Rb

Nb
(11)

The Overlap Ratio of AP Series: Denote Ai the Wi-Fi AP series, and we
define the overlap ratio of Aa and Ab as

ORA =
len(Aa ∩ Ab)
len(Aa ∪ Ab)

(12)

The Union Distance of Wi-Fi RSS Series: Let Sa = {ska}Na

k=1 and Sb =
{skb}Nb

k=1 denote the Wi-Fi RSS series of a and b. ski is the RSS value of AP k
in sample i. Let Aa and Ab denote the AP series of a and b, respectively. We
compute Au = Aa ∪ Ab as their intersection set. The union distance of Wi-Fi
RSS series is

UDWR =
√ ∑

k∈Au

(
ska − skb

)2 (13)

The Intersection Distance of Wi-Fi RSS Series: Be similar to the union
distance, the intersection distance of Sa and Sb can be showed by

IDWR =
√ ∑

k∈Ai

(
ska − skb

)2 (14)

where Ai = Aa ∩ Ab is computed as their intersection set.

The Difference from the Maximum Wi-Fi RSS of A to B: We define the
difference between the maximum RSS of a and its corresponding AP RSS of b as

DMAB = sja − sjb, j = arg min
i

sia (15)

The Difference from the Maximum Wi-Fi RSS of B to A: We define the
difference between the maximum RSS of b and its corresponding AP RSS of a as

DMBA = sjb − sja, j = arg min
i

sib (16)

The Vector Cosine Similarity of Wi-Fi: After extending Sa and Sb to their
union format S

′
a and S

′
b, the vector cosine similarity of them can be calculated as

CSW =
S

′
a · S

′
b

‖S′
a‖ × ‖S

′
b‖

(17)
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3.2 Relation Classifier

As mentioned earlier, the 15 relative features above will be used as the input of
a classfication model. For the low input dimension, we mainly consider choos-
ing the classification model from classical machine learning methods. Specifically,
k-nearest-neighbor (KNN), multi-layer perception (MLP), naive bayes (NB), sup-
port vector machine (SVM), decision tree (DT), random forest (RF) [10] are
studied and compared in this paper. The output of the classifier is the prediction
of one of the relative floor relations, that is, fa > fb (Alice above Bob), fa < fb
(Alice below Bob) or fa = fb (Alice and Bob on the same floor). We define the
classification accuracy as

Acc =
∑M

i=0 (Ti = Pi)
M

(18)

where Ti and Pi are the ground truth and the predicted result, respectively. M
the number of the input samples.

(a) (b)

Fig. 4. (a) The layout of field NY. (b) The layout of field SJC.

4 Experiments

4.1 Experiment Settings

We conducted field measurements in a seven-story office building (called NY) and
a five-story business building (called GW). Figure 4(a) and Fig. 4(b) present the
layout of NY and GW, respectively. Students hold Mi6 and Mi8 Lite smartphones
to collect raw data as listed in Table 1 on each floor. Specifically, each device
collected 549 samples with a step of 3 m distance interval along the corridors in
NY and 288 samples in total in GW with random intervals.

Each pair of two samples from different devices will be combined to generate
the input sample tuples in a building. For example, let xi

1 and xj
2 denote the

sample collected in NY by Mi6 and Mi8 Lite, respectively. Then we generate
301401 input sample tuples in the form of (xi

1, x
j
2) i, j = 1, ..., 549 in NY building.

Similarly, 81796 input sample tuples can be obtained in GW. Based on these
tuples, three data sets are constructed for our experiments:
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– DS1: All the tuples are from NY building, among which 80% of the tuples in
NY building are chosen as training data and the rest 20% served as testing
data ;

– DS2: All the tuples are from GW building, among which 80% of the tuples in
GW building are chosen as training data and the rest 20% served as testing
data;

– DS3: Tuples are from different buildings in this data set. Specifically, all the
tuples from NY building are chosen as training data; While all the tuples from
GW serve as the testing data.

4.2 Comparison of Different Classifiers

We first compare the classification performance of different classification models.
In our experiments, all the classification models are implemented using the scikit-
learn library in python. Specifically, we set the closest neighbor factor K to 3 in
the KNN classifier, the number of trees N to 100 in the random forest classifier
(RF) and set the hidden layer to 4 in multilayer perceptron (MLP) neural model,
each with 50 nodes. The rest parameters are all default values.

Table 2 presents the prediction accuracy of different classifiers with different
data sets. It can be observed that KNN achieved the best accuracy of 88.46% on
DS1, but has worse performance than MLP, SVM and RF on DS3. Notice that
the training and testing samples in DS3 come from different buildings and some
features extracted in one building may be invalid in another building. Unfor-
tunately, KNN exploits these features indiscriminately, which leads to worse
accuracy on DS3 compared with other models. From the perspective of mean
accuracy among different data sets, RF has the best performance among all the
other classifiers, which may be due to its capability of detecting the importance
and interrelatedness of different features.

Considering their mean performance among different data sets, only the top-3
models, KNN, MLP and RF, were further researched in the subsequent exper-
iments. Besides, as sample tuples in DS3 are selected from different buildings,
which can better evaluate the function of our extracted features and the general-
ization ability of a trained classifier, we conduct further experiments only based
on DS3.

Table 2. Accuracy of different classifier.

KNN MLP NB SVM DT RF

DS1 88.46% 84.22% 61.14% 73.92% 79.59% 88.35%

DS2 74.46% 65.36% 56.66% 61.30% 66.05% 77.54%

DS3 46.88% 55.89% 54.96% 57.13% 45.56% 56.74%

Mean 69.93% 68.49% 57.58% 64.12% 67.73% 74.21%
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Table 3. Accuracy with the limited data by GPS horizontal distance.

20m 30m 40m 50m 60m 70m 80m 90m 100m Without limit

KNN 56.38% 56.70% 54.15% 52.82% 51.78% 50.49% 49.57% 49.22% 48.59% 46.88%

MLP 62.67% 62.41% 64.34% 63.35% 62.57% 61.94% 60.75% 61.88% 60.56% 55.89%

RF 63.84% 64.35% 63.63% 61.67% 62.43% 61.97% 60.44% 61.23% 60.49% 56.74%

4.3 The Impact of Horizontal Distance by GPS

We next investigate the impacts of the horizontal distance between Alice and
Bob obtained by GPS. As discussed in Sect. 3, the RSS difference can reflect
the difference on their floor relation on the condition that |la − lb| < δ. In this
subsection, we study how the value of δ affects the accuracy of classification.
Specifically, we set the value of δ from 20 m to 100 m and select the tuples whose
observed horizontal distance by GPS is within δ for experiments. As presented
in Table 3, the trends of different models are similar: the greater the value of
δ, the lower the classification accuracy. A smaller value of δ means a smaller
distance between two users. Therefore, RSS difference is mainly affected by the
floor height when users are close to each other. From this insight, we set δ to
50 m in our subsequent experiments and do not make decisions for the tuples
whose relative horizontal distances calculated from GPS are greater than 50 m.
This actually enforces a simple rule of reject-to-classification, which, however, is
only acceptable to some extent in practical co-navigation applications.

Fig. 5. Relation prediction accuracy of different classifiers against the number of train
samples.

4.4 The Impact of Training Samples

We also investigate the impact of the number of training samples on different
classification models. As reported by Fig. 5, the accuracy of the three classifi-
cation models (i.e. RF, MLP and KNN) increases and gradually stabilizes as
the number of training samples increases. Besides, the KNN algorithm requires
the fewest samples to achieve stable accuracy, but its stable accuracy is also the
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worst; Although MLP can reach the same accuracy as that of RF, it requires
more training samples. As for RF, it can make the decision about the depth and
width when generating the random forest, which makes it more adaptable to the
size of available samples. The result again validates the superiority of the RF
model in terms of accuracy and adaptability.

Table 4. The impact of different signal sources.

GSM Wi-Fi GPS GSM & WIFI GPS & GSM GPS & WIFI All

KNN 51.81% 45.23% 48.73% 53.13% 44.71% 48.03% 52.82%

MLP 58.81% 42.26% 42.20% 62.28% 58.72% 42.60% 63.35%

RF 57.53% 45.99% 52.00% 61.59% 57.50% 55.84% 61.67%

4.5 The Impact of Different Signal Sources

We finally study the impact of different signal sources. Different source data
combinations are tested in our experiments. As reported by Table 4, models
trained by using all the data sources achieve the best accuracy for the three
classifiers, compared with other signal combination situations. Furthermore, we
can also observe that models trained by using GSM and WiFi signals have similar
accuracy to that using all the data sources, which may due to the weak influence
of GPS in indoor environments.

5 Conclusion

In this paper, we have studied the relative floor estimation from a machine
approach for co-navigation applications. We have proposed to engineer relative
features for training relation classifiers. Field experiments have been conducted
to examine the performance of different classifiers and the impact factors for
classification accuracy. Results indicate that the random forest classifier can
achieve the best performance among all the tested classifiers, and its relation
classification accuracy can achieve 88.35% when all the samples are selected
from the same building. In our further work, we shall exploit other available
signal sources for relation classification and further examine the adaptivity of
more classifiers.
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Abstract. With the continuous development of artificial intelligence, great
progress has been made in the field of object detection. Defect detection is a
branch of the field of object detection, as long as the purpose is to locate and
classify defects on the surface of objects to help people further analyze product
quality. In large-scalemanufacturing, the demand for product surface defect detec-
tion has always been strong, and companies hope to reduce costs, while improving
detection accuracy. This paper mainly proposes a method that is biased towards
the detection of surface defects on smooth products, solving the problems includ-
ing difficulty on detecting small scratches and imbalance between positive and
negative samples. Finally, we achieve good results through the detector.

Keywords: Object detection · Defect detection · Deep learning

1 Introduction

In recent years, the development of object detection has reached a new height. Earlier,
Ross Girshick et al. Proposed R-CNN [1], the first application of convolutional neural
networks to object detection, which has further promoted the development of object
detection. Subsequently, Ross Girshick proposed Fast R-CNN [2], which improved the
speed of network training. Later, Kaiming He, Ross Girshick et al. Proposed Faster R-
CNN [3] to improve Fast R-CNN, and used RPN (Region Proposal Networks) network
to generate candidate frames, replacing the search selective process in Fast R-CNN.
Since then, more and more CNN-based object detection models have appeared one after
another.

However, although these networkmodels have performed quite well on datasets such
asCOCOandPascalVOC, they are still not idealwhen detecting defects on the surface of
industrial products (such as refrigerators). The reason is mainly different from common
objects in life. Defects on the product surface have different shapes, large differences in
size, large differences in materials, and sometimes difficult to distinguish. Among them,
on some specific metal defect detection dataset, Yu He and K. Song proposed a multi-
level feature fusion network (MFN) [4], which combines multiple hierarchical features

© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 405–412, 2020.
https://doi.org/10.1007/978-3-030-64243-3_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64243-3_30&domain=pdf
http://orcid.org/0000-0003-0108-1618
https://doi.org/10.1007/978-3-030-64243-3_30


406 Y. Sun et al.

into one feature, which can contain more Details of defect location. Tao, X., Dapeng
Zhang et al. Designed a novel cascaded autoencoder (CASAE) architecture [5] for seg-
menting and locating defects. The cascade network converts the input defect image into
a pixel-level prediction mask based on semantic segmentation. The defect regions of
the segmentation result are divided into specific categories by a compact convolutional
neural network (CNN). Heying Wang et al. Proposed a strip surface defect detection
algorithm based on a simple guide template [20]. Hongwen Dong et al. Proposed a pyra-
mid feature fusion and global context attention network [6] for surface defect detection
of pixel defects. This paper mainly proposes a method that is biased towards the detec-
tion of surface defects on smooth products, solving the problems including difficulty
on detecting small scratches and imbalance between positive and negative samples. The
data set used in this paper is from data collected by a large domestic manufacturing
enterprise.

2 Related Work

At present, the methods applied to product surface defect detection can be divided into
traditional methods and defect detection methods.

Traditional Methods. Win et al. [7] proposed two new thresholding methods for auto-
mated defect detection system for titanium-coated aluminum surfaces. Quintana et al.
[8] proposed a computer vision system whose aim is to detect and classify cracks on
road surfaces. Then, Bai et al. [9] proposed a new method that a collection of multiple
test images are used as the input image for processing simultaneously in our method
with two steps.

Deep Learning Methods. Multi-Scale Pyramidal PoolingNetwork is applied on detec-
tion classification [10]. Chen et al. [11] proposed a NB-CNN which is based on a con-
volutional neural network (CNN) and a Na¨ıve Bayes data fusion scheme to analyze
individual video frames for crack detection. A generic approach that requires small
training data for ASIis proposed by Ren et al. [12]. This approach involves two tasks: 1)
image classification and 2) defect segmentation. In contrast to these methods, which do
not address the needs of large manufacturing companies, we propose a model that favors
smooth surface defect detection to help quickly detect and locate defect locations.

3 Implement Details

3.1 Dataset

We use a product surface defect dataset provided by a large domestic manufacturing
company. This dataset contains 1500 training pictures, of which 752 are pictures with
defects and 748 are pictures without defects. For defective pictures, the location of the
defect is indicated by a bounding box. For pictures without defects, this information is
not available, as shown in Fig. 1.
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Fig. 1. Normal data (left) has nothing on it and defect data (right) has bounding boxes and label
NG.

3.2 Data Augmentation

In view of the fact that our training data set contains fewer pictures, which may cause
under-fitting or over-fitting during the training process, we take a data augmentation
method to further expand our dataset. In our dataset, there are pictures with defects and
pictures without defects. In order to be able to flexibly use these pictures without defects,
we use mix-up [13] to randomly select normal pictures and pictures with defects, then
combine them to generate new pictures. The effect is shown in Fig. 2.

Fig. 2. Defect image (top-left) and normal image (bottom-left) are mixed into new image (right).

Other methods, such as translation, rotation, and flip are also commonly used, but
according to the characteristics of our data defects, these do not change significantly
after translation and flip.

3.3 Backbone

In the choice of the backbone model, we considered ResNet50, ResNet101 [14], and
ResNext101 [15], and finally chose ResNet50 as the backbone. See the experimental
section of Sect. 4 for specific effect comparison.
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3.4 Detector

At present, in general object detection algorithms, one-stage detectors are suitable for
systems that require high detection speed, such as some real-time systems, while two-
stage detectors are suitable for systems that require high detection accuracy, so a two-
stage Cascade R-CNN [16] was used as the base detector. This model can solve the IoU
threshold selection problem in the detection problem, and better solve the following two
problems: 1) overfitting due to sample reduction, 2) using different thresholds in train
and inference can easily cause mismatch.

3.5 Extra Module

From experience, we all know that ordinary convolution kernels are square, which is not
conducive to detecting irregular objects, such as defects in our data set, so we consider
adding a Deformable Convolution Network [17] to the detection. As shown in Fig. 3, for
defect features, DCN can focus the convolution process on defects as much as possible.
The blue points in Fig. 3 on the left indicate the range of the receptive field after the
shift. It can be seen that the receptive field can fit the defect shape well, so various scales
of scratches can be detected.

Fig. 3. DCN (left) and traditional Conv.

DCN can help us deal with scale changes, but in the data picture, the context of
the defect is also very important for the detector. Considering feature fusion to enhance
feature presentation, we apply the idea of FPN [18] on our model.

3.6 Transfer Learning

Since our training data is small, there are a total of 1500 defective images and normal
images. To prevent overfitting in training, we use the Fine-tuning method in transfer
learning. Here we use a fabric surface defect dataset. The defect features in this dataset
are similar to the defect features in our dataset, and there are 8000 pictures in this dataset,
which is good for training a good detector. Example of pictures is as in Fig. 4 shown.
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Fig. 4. Fabric defect sample.

4 Experiment

4.1 Experiment Setup

In our experiments, we reduced the original picture to half (1333, 800), the batch size
was set to 4, and 2 pictures were placed on each GPU (GTX1080Ti). Use the model
pre-trained on fabric surface defect dataset to initialize the entire network parameters, set
the epoch to 120, use SGD as the optimizer, momentum is 0.9, weight decay is 0.0001,
and the learning rate is 1e-3 for first 30 epochs, then we decrease it by a factor of 10 at 80
epochs and100epochs respectively. In order to solve theproblemof imbalanceof positive
and negative samples at the RPN layer, we use Focal Loss [19] as the classification loss
function of the RPN.

4.2 Multi-scale Anchors

In the experiment, we found that the size of the defects on the data picture varies greatly,
and the bounding box changes accordingly. In order to adapt to multi-scale changes, we
use K-Means clustering to obtain the appropriate size. we finally use a cluster number
of 5 (as the Fig. 5 shows). Therefore, when RPN generates Anchor, five different aspect
ratios are taken, which are 0.4, 0.5, 1, 2. 2.5.

4.3 Comparison

First, we use ResNet50, ResNet101, and ResNext101 as the backbones to train Faster R-
CNN and Cascade R-CNN, respectively. Then we add DCN and FPN to the abovemodel
in turn, and the results are shown in Table 1. As can be seen from the table, compared to
deeper networks such as ResNet101 and ResNeXt101, the results of ResNet50 are more
impressive, which shows that without pre-training, the deepening of the network cannot
bring better detection to our dataset.

Secondly, we choose YOLO and SSD as the comparison model for this experiment
and further explore the differences between the two types of models. The results are
shown in Table 2. From the perspective of accuracy, the structure of ResNet50 + Cas-
cade R-CNN is obviously better than SSD300 (more than 7.5%) and YOLO (more than
4.1%), which fully shows that choosing a two-stage model is more conducive to improv-
ing detection accuracy. In terms of speed, the speed of ResNet50 + Cascade R-CNN
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Fig. 5. K-Means result.

Table 1. Model results. The * means this model is pre-trained on fabric dataset.

Model Accuracy AUC

ResNet50 + FPN + Faster R-CNN 94.6% 0.8936

ResNet101 + FPN + Faster R-CNN 95.4% 0.9084

ResNeXt101 + FPN + Faster R-CNN 95% 0.9007

ResNet50 + FPN + Cascade R-CNN 97.6% 0.9534

ResNet101 + FPN + Cascade R-CNN 97.2% 0.945

ResNeXt101 + FPN + Cascade R-CNN 96.8% 0.9366

ReNet50 + DCN + FPN + Cascade R-CNN 97.4% 0.9492

ResNet101 + DCN + FPN + Cascade R-CNN 97.2% 0.9447

ResNet50 + DCN + FPN + Cascade R-CNN* 98% 0.9605

Table 2. Comparison between two-stage and one-stage detectors.

Model Accuracy FPS

SSD300 78.9% 44

YOLO 82.3% 21

ResNet50 + Cascade R-CNN 86.4% 16

is obviously the lowest. Compared with that, SSD300 has obvious speed advantage.
Considering the accuracy and speed, and the task of the current research is to accurately
identify defects, we still choose the two-stage detector.
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4.4 Analysis

In this experiment, our data is a binary classification problem, so the main consideration
is to use the accuracy and the AUC area under the ROC curve as the main measurement
criteria.

As can be seen from Table 1, the effect of Cascade R-CNN is significantly better
than Faster R-CNN, which relies on the cascade structure of Cascade R-CNN, which
provides the accuracy of the detector’s prediction of the bounding box position. It can
be seen from Cascade R-CNN that the more complicated the backbone is, the better
the performance of the detector does not mean. The model in the last row of the table
uses the model trained on the fabric defect detection data set as a pre-trained model, and
then tests on our dataset. It can be seen from the results that it is optimal. We think this
is because of two distributions of the datasets are close, and the size and shape of the
defects are similar, which is conducive to our detection of defects.

5 Conclusion

Aiming at the specific defect detection data set provided by the enterprise, this paper
proposes a scheme that is biased towards the smooth surface defect detection of the
product. First, we enhanced the data set with specific data, and expanded the diversity
of the data set. Second, we modified the size of the default box, and used DCN and FPN
in the detection process to solve the problem of scales. Finally, we further enhanced the
generalization ability of the model by pre-training on another public dataset. It turns out
that our model is suitable for the target dataset and can achieve good detection results.

Acknowledgements. This research was supported by Defense Industrial Technology Develop-
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Abstract. Automatically retrieving 3D human shapes from a single 2D image is a
challenging problem. The 2D nature of one image makes it difficult to infer depth,
pose and style. We propose a novel method for 3D human shape retrieval based
on a single image. We present a single-network approach for keypoints detection,
which entails simultaneous localization of internal region keypoints and the outer
contour keypoints. The network is trained by using multi-task learning, which can
handle scale differences between body/foot and face/hand keypoints through an
improved architecture. Based on the keypoints,we can estimate the 3Dpose,which
is used for 3D pose retrieval. From the outer contour keypoints, the 2D closed
boundary curve can be automatically generated. We formulate the 2D curve to 3D
human shapes similarity calculation as an energy minimization problem for more
sophisticated retrieval. Experimental results show that our method can achieve
satisfactory retrieval performance on the two benchmark datasets.

Keywords: 3D human shapes retrieval · Internal region keypoints · Closed
boundary curve · Single-Network

1 Introduction

Retrieving 3D shapes based on 2D images is extremely useful for 3D scene understand-
ing, augmented reality and tasks like shape grasping or shape tracking. Recently, the
emergence of large databases of 3D shapes such as ShapeNet [1, 2] initiated substantial
interest in this topic and motivated research for matching 2D images of shapes against
3D shapes. However, there is no straight forward approach to compare 2D images and
3D shapes, since they have considerably different representations and characteristics.
Retrieving 3D non-rigid shapes from a single 2D image has varied applications in areas
such as Numerous works on content-based shape retrieval [3–5]. Typically, the query 3D
shape and the shapes in datasets are represented as descriptor vectors aggregating some
local geometric features. And retrieval is done efficiently by comparing such vectors
[6]. However, the need for the query to be a 3D shape significantly limits the practical
usefulness of such search engines: non-expert human users are typically not very skilled
with 3D modeling, and thus providing a good query example can be challenging. As
an alternative to 3D-to-3D shape retrieval, sever-al recent works proposed 2D-to-3D or
sketch-based shape retrieval, where the query is a 2D image representing the projection
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or the silhouette of a 3D shape as seen from some viewpoint [7–11]. This setting is more
natural to human users who in most cases are capable of sketching a 2D drawing of the
query shape; however, the underlying problem of multi-modal similarity between a 3D
shape and its 2D representation is a very challenging one, especially if one desires to
deal with non-rigid shapes such as 3D human shapes.

In this paper, we propose a novel method for 3D human shape retrieval based on a
single image. Our method is based on the two-phase 2D-to-3D retrieval procedure. One
phase is for 3D pose retrieval, which is based on the process of 3D pose estimation.
The other phase is to use the 2D boundary curve to retrieval 3D human shape. The
two-phase typically produces a good retrieval procedure. In order to estimate the 3D
human pose, we need to predict the spatial coordinates of human keypoints in a given
image. There are two main challenges for keypoints detection, one is that the inherent
scale difference between body/foot and face/hand key points, the other is that we have to
extract boundary keypoints for retrieval 3D shapes accurately. To solve these problems,
we proposed the SinglePoseNet to complete the task of the extraction of keypoints
and person detection. The keypoints include the internal keypoints in the image region
and the outer contour keypoints. The internal keypoints can make the location of outer
contour keypointsmore accurately.Meanwhile, the accuracy ofwhole keypoints location
can be improved by using the topological relation between the inner nodes and the
outer nodes. Taking advantage of the outer contour key-points, the closed boundary
curve can be automatically generated rather than the manual drawing of edges [9]. We
formulate the 2D-to-3D similarity calculation as an energy minimization problem and
its discretization and optimization. The input of our algorithm is a 2D image and the
output is the most similar 3D shapes. The rest of this paper is organized as follows. In
Sect. 2, we described our approach. In Sect. 3, we showed experimental results. Finally,
in Sect. 4, we concluded the paper.

2 Method

This paper proposes a novel method for 3D human shape retrieval based on an image.
The system takes, as input, a color image of size (Fig. 1a) and produces the location of the
human, then generates 2D locations of anatomical key-points for the person in the image
(Fig. 1c) and the boundary of a 2D human region. Figure 1 illustrates the input image,
human detection, human keypoints and the boundary curve. The extracted keypoints not
only contain information from the face, torso, arms, hands, legs, and feet but also contain
information from the boundary of a 2D region. Based on the prior knowledge of human
topological structure, we make the boundary of a 2D region to be a closed planar curve.
we present an automatic algorithm for recovering 3D body pose from 2D landmarks in
a single image. Based on the 2D location of keypoints on an image, we estimate the 3D
human pose. To achieve this, we develop a statistical model of human pose variability
that can describe a wide variety of actions while enforcing anthropometric regularity.
In this paper, the process of 3D pose estimation is at the service of 3D pose retrieval,
which is the first phase retrieval. Then we use the 2D boundary curve to retrieval 3D
human shape, which is the second phase retrieval. The two-phase typically produces a
good 2D-to-3D retrieval procedure.
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(a) (b) (c) (d)

Fig. 1. (a) An input image. (b) human detection. (c) human keypoints detection. (d) the boundary
curve.

2.1 The Spatial Coordinates of Human in the Image

In this paper, we focus on 3D human retrieval based on one person detected in the 2D
image. In order to estimate the human pose, firstly we need to predict the spatial coordi-
nates of human keypoints in a given image. The extracted keypoints contain information
from the face, torso, arms, hands, legs, and feet. Integration of various CNN (Convo-
lutional Neural Networks) architectures are designed for both detection and regression.
Motivated by recent developments in pose estimation [12], we modified the backbone of
MultiPoseNet to make it more suitable for single pose. In contrast to MultiPoseNet we
call it SinglePoseNet. Based on the human keypoints, we first extract the human’s closed
boundary curve using a method [13]. The human’s closed boundary curve is shown in
Fig. 1 (d). Figure 2 shows the architecture of the keypoint subnet.

Loss

8X
4X

2X

X

up sampling

Feature
Maps

strided

Fig. 2. The architecture of the keypoint subnet. It takes hierarchical CNN features as input and
outputs keypoint.

Part Detection Subnetwork. To solve the inherent scale difference between body/foot
and face/hand key points, we use the multi-resolution subnetworks. The subnetworks
are built by connecting high-to low resolution stages, where each stage is composed of a
sequence of convolutions. And there is a down-sample layer across adjacent subnetworks
to halve the resolution. We start from a high-resolution subnetwork as the first stage.
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We add high-to-low resolution subnetworks one by one to form new stages, and connect
the multi-resolution subnetworks in parallel. We instantiate the network for keypoint
heatmap [14] estimation by following the design rule of ResNet [12]. The SinglePoseNet
contains four stageswith four parallel subnetworks. The resolution is gradually decreased
to a half and accordingly the width is increased to the double.

Regression Subnetwork. For the residual regression subnetwork, we used a (slightly)
modified hourglass network [14], which is a recently proposed state-of-the- art architec-
ture for bottom-up, top-down inference. The network is shown in Fig. 2. The network
builds on top of the concepts described in [12], improving a few fundamental aspects.
The first one is that extends within residual learning. The second one is that instead
of passing the lower level futures through a convolution layer with the same number
of channels as the final scoring layer, the network passes the features through a set of
3 convolutional blocks that allow the network to reanalyse and learn how to combine
features extracted at different resolutions. See [12] for more details. Our modification
was in the introduction of deconvolution layers for recovering the lost spatial resolution
(as opposed to nearest neighbour upsampling).

Training. We train the CNN model based on two data sets [14]: the COCO 2016 key-
points challenge dataset and the MPII human multi-person dataset. In terms of human
detection processing, we extend the human detection box to a fixed aspect ratio, and then
crop the box from the image. The cropped bounding box is resized to a fixed size (256×
256), which becomes the input image of the CNN. The human datasets mainly contain
images with multiple people and low face and hand resolution. And the face datasets
focus on images with a single person or cropped face. To solve the overfitting problem
in training, the probability ratio of picking a batch from one of the face and lab-recorded
datasets must be additionally reduced.

2.2 3D Pose Estimation from 2D Human Pose

We describe our method for estimating 3D human pose given a single RGB image. We
make use of a probabilistic formulation over variables including the image. We first
estimate the 3D pose of an object from an image window roughly centered on the object.
In this work, we assume the input image windows are known as in [14] or given by a 2D
object detector. It is a useful prior for both pose estimation and model retrieval. Based
on the training, we learning a pictorial structure model (PSM) to predict 2D poses from
images. We estimate the pose by minimizing the projection error under the constraint
that the solution is close to the retrieved poses. In order to predict the 3D pose from
an image, we first have to establish relations between 2D poses and 3D poses. This is
achieved by using an estimated 2D pose as query for 3D pose retrieval.

In order to obtain the 3D pose, we have to estimate the unknown projection from the
normalized pose space to the image and infer which joint set explains the image data
best. To this end, we minimize the energy:

E(X ,M , s) = ωpEp(X ,M , s) + ωrEr(X , s) + ωaEa(X , s) (1)
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There are three weighted terms on the right side of the equation. The first term
measures the projection error of the 3D pose X and the projection M . The second term
penalizes already deviations from the retrieved poses and therefore enforces implicitly
anthropometric constraints. The third term is to add an additional term that enforces
anthropometric constraints on the limbs. The approach can be iterated by using the
refined 2D pose as query for 3D pose retrieval.

2.3 Similarity Computation for 3D Model Retrieval

Based on the keypoints and the topology prior information, we can generate closed
boundary contour of the human efficiently and accurately. As an additional feature we
use corresponding regions on the 2D query and the 3D shape. We are able to automat-
ically extract compatible regions on the two shapes by consensus segmentation [15],
a deformation-invariant region detection technique which directly operates with the
Laplace-Beltrami eigenfunctions of a given shape. The region detection step on the
two shapes is performed independently; we then obtain the 2D-to-3D region mapping
by solving a simple linear assignment problem via the Hungarian algorithm [16]. The
final feature maps are obtained by simple concatenation, namely Heat Kernel Signature
(HKS). Figure 3 shows the illustrations of heat kernel signature (HKS). In this paper we
advocate the adoption of spectral quantities to define compatible features between 2D
and 3D shapes. Note that differently from existing methods for 2D-to-3D matching, we
compute local features independently for each given pair of shapes.

In order to compare the feature maps on 2D curve and 3D shapes, we define the
distance function as:

dist(f2D(x), f3D(y)) =
∥
∥
∥f HKS2D (x) − f HKS3D (y)

∥
∥
∥
1

(2)

The similarity is the inverse of distance.

Fig. 3. Illustrations of heat kernel signature (HKS). There are four different human poses and the
corresponding HKS features.

3 Experiments

Our image-based 3D human model retrieval algorithm is evaluated on two benchmark
databases. The first dataset is the SHREC14 dataset and the second dataset is the
FAUST dataset [7]. Comparison of our method against other methods: A 3D Model
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Retrieval Method Using 2D Freehand Sketches [8], Efficient Globally Optimal 2D-to-
3D Deformable Shape Matching [9], and Skeleton-based canonical forms for non-rigid
3D shape retrieval [10] on the two benchmarks in terms of precision-recall diagram.

To evaluate the retrieval performance of the proposed method on both the two
datasets, the results are compared to the following three methods:

• A 3D Model Retrieval Method Using 2D Freehand Sketches [8], we abbreviate the
method [8] as MRMUFS.

• Efficient Globally Optimal 2D-to-3D Deformable Shape Matching [9], we abbreviate
the method [9] as EGODSM.

• Skeleton-based canonical forms for non-rigid 3D shape retrieval [10], we abbreviate
the method [10] as SCFSR.

The retrieval performance was evaluated in terms of “precision” and “recall” (as
shown in Fig. 4). We collect a dataset containing 100 images as the query input, and
each image include a single human with different poses and background. Each image
is input as the query for 3D retrieval. We draw precision-recall curve to visualize the
retrieval performance of our proposed method and the state-of-the-art methods.

(a) (b)
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Fig. 4. Comparison of our method against other methods: MRMUFS [8], EGODSM [9], and the
SCFSR method [10] on the two benchmarks in terms of precision-recall diagram. (a) Comparison
for 3D human shapes retrieval on the SHREC14 dataset. (b) Comparison for 3D human shapes
retrieval on the FAUST dataset.

From Fig. 4, we can see that our method gets better retrieval performance than other
three methods on both the two shape benchmarks. Table 1 illustrate the partial retrieval
results (two poses: “weightlifting” and “boxing”) produced by using our method on the
SHREC14 dataset.

All the four methods follow the retrieval task: Given a 2D image, return a list of 3D
shapes, ordered by decreasing shape similarity to the query.
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Table 1. Partial results using our method on SHREC14 dataset

Query Best match 2nd match 3rd match 4th match

Table 2 illustrate the partial retrieval results produced by using our method on
the FAUST dataset. Experiments are implemented for this benchmark on two poses:
“akimbo” and “tiptoe”.

Table 2. Partial results using our method on the FAUST dataset

Query Best match 2nd match 3rd match 4th match

In Table 1 and 2, the query shapes are depicted in the first column. The first four
retrieval 3D shapes are listed in the subsequent columns in accordancewith the similarity.
From the retrieval performance, we can see that our method is effective on both of the
two benchmarks.

4 Conclusion

In this paper, we have presented an image-based 3D human shapes retrieval algorithm,
which contained two phases: 3D pose retrieval and 3D shape retrieval. To retrieval the
3D pose, we estimated the 3D pose based on keypoints (internal region keypoints and
the outer contour keypoints). To retrieval the 3D shape, we used the 2D closed boundary
curve, which is automatically generated from the outer contour keypoints. We show
that estimating the 2D human pose is a useful prior for 3D shape retrieval. For human
pose estimation, we proposed the SinglePoseNet, which is a multi-task learning single-
network. As a result, our method can achieve satisfactory retrieval performance on both
the two benchmark datasets.
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Abstract. The development of mobile devices, such as smartphones,
drones and augmented-reality headsets, have greatly promoted process-
ing the convolutional neural network (CNN) model on them. One popular
research topic is designing CNN models for image classification task on
mobile terminals because these equipments would produce many videos
or images data everyday generally. However, these pre-trained models
usually possess complex structure and plenty of parameters so that they
are difficult to be implemented on resource-limited mobile terminals for
their serious time delay and energy consumption. A common solution is
compressing neural networks to make them adapt to limited computa-
tion and memory resource in mobile devices, but it is not the best idea
for pruned models always sacrificing accuracy. In this paper, We propose
MobiVision, a novel neural network framework that conclude two main
stages, which is defined as partitioning solution space and judging class
for an image input. The former, utilizing deep learning-based clustering
method, focuses on distinguishing which small solution space an image
belongs to, while the latter calls a light-weight neural network associ-
ated to that solution space to recognize certain class of input. Series of
experiments have proved that MobiVision achieves better performance
than most of existing models serving for mobile devices because energy
MobiVision consumed is little as well as accuracy of the model is equiv-
alent to others meanwhile.

Keywords: Mobile devices · Convolutional neural network · Solution
space · Image classification

1 Introduction

Mobile devices with high definition video cameras such as smart phones, drones,
wearable cameras and autonomous vehicles have greatly revolutionized our liv-
ing style. By processing streaming video data, mobile computing can provide
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various service for users. For example, drones can monitor the traffic volumes,
identify road signs in a certain area to enable mobile traffic surveillance. Com-
pared with stable cameras, drones can provide more efficient performance. For
another scene, an autonomous vehicle can recognize the objects, pedestrian,
other vehicles and traffic lights by analyzing the streaming videos transmitted
from in-vehicle cameras then response according to video processing result. More-
over, a user can interact with real world by wearing augmented-reality headsets.
All these intelligent service all are supported by continuous video information
analysis and computation generally. In the past few years, deep learning-based
methods have shown impressively high accuracies in variety of computer vision
tasks. It benefits from that convolutional neural networks (CNN) can extract
high-level representation of images or frames of streaming video data.

Because of the high performance convolutional neural networks performing, a
popular topic is to implement deep learning models on mobile terminals. Nowa-
days, The emergence of AI chipset, such as Apple A11 bionic neural engine, Intel
Movidius VPU and Qualcomm XR1 VR chip efficiently enables the on-device
deep learning on mobile vision systems. Contrast to the cloud, there are natural
advantages in processing deep learning on mobile devices. One is that this work
flow does not involve uploading data to cloud so it can still perform well even
though without support of internet. Indeed, it will result in privacy risk once
data uploading to cloud that mobile videos would record daily lives of users
generally.

Though deep learning models have improved performance in a great deal,
most of deep learning models are challenging to be implemented on mobile
devices for limited computation and memory resource on terminals. Indeed, con-
volutional layer in CNN, a computing intensive layer in deep learning model,
involves convolution computation which could consume much of computation
and energy resource, giving a serious challenge in on-device deep learning. For
example, AlexNet [17], VGG [22], GoogleNet [24] and ResNet [11] all are excel-
lent works in ILSVRC. As the champion of ILSVRC, top5 error rate of AlexNet
is 16.4%, but it possess 60 million parameters. If we store these parameters with
float32, it will consume 228 MB memory in mobiles. Meanwhile, FLOPs of con-
volutional layers in AlexNet is 663M, about 92% of whole model FlOPs. It is
obviously that AlexNet is not fit to resource-limited mobile devices. VGG, also
a classic classification model, achieves 7.3% top5 error rate, which has a larger
improvement on accuracy. However, VGG, a neural network model with 19 lay-
ers, possesses three times more parameters than AlexNet. It imposes a more
serious challenge to implement the model on mobiles whether it is considered
from the amount of computation or memory overhead. Though GoogleNet and
ResNet are superior works too, they are inevitable to face the problem.

To solve this problem, a popular technique used by researchers is compress-
ing pre-trained deep learning models to reduce their resource demand. Deep
compression [10] proposed a compression method which utilizes model pruning,
weight sharing and Huffman encoding to reduce model into a light weight model
so that the pre-trained model can be performed on some mobile equipments.
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AutoML [12], investigated an auto neural network compression method utilizing
AI to prune model. These prune strategies can efficiently prune neural network
models in a great deal but take a modest loss of accuracy meanwhile so that
sometimes these pruned models can not achieve the demand of accuracy.

To analyze as many as images, a naive solution is expanding the data set.
However, objects in real world is numberless, resulting in a serious problem neu-
ral network design. Different from existing models, we divide classification task
into two stages. The first stage is defined as coarse-grained clustering process,
and the most important function of this stage is to reduce the solution space
(number of classes included in a data set that neural network model need to
recognize). After this we can cluster the data into several small data sets irrel-
evant with each other but the images in same cluster have stronger similarity
than those in different clusters. The second stage is classification process. In this
stage, we design several customized lightweight classifiers separately recognize
the specific class of an image.

To accomplish this work, we will face two main challenges. One is that we
need to obtain a coarse-grained cluster pattern which could be straightly utilized
to partition solution space of data set. Existing clustering models all aim to
cluster images making them closed to their label as much as possible because
their targets is to train a model inferring certain class-level image information.
We solve this problem by proposing a coarse-grained clustering method which
could roughly cluster the feature of images to distribute images into different
clusters. The other is that we demand a criterion to consider if a model could be
implemented on mobiles because computation cost and energy consumption is
limited in mobile device. We solve the second challenge by proposing an energy
prediction model, which could predict the energy a model will consume.

The main advantages of MobiVision and contributions of our work are as
follows.

1. Note that our work is the first one to accomplish classification task by
utilizing clustering and classification simultaneously. We use several light-
weight neural networks replacing a single ‘bulky’ model to make it consume
less mobile resource during every inference.
2. We propose an energy prediction method, which considers the relation
of energy and amount of computation to obtain a conversion factor. We can
predict the energy model will consume according to this factor and complexity
of the model.
3. By partitioning solution space, our model could utilize light-weight neural
networks in both two stages, achieving equivalent accuracy and taking less
energy and time to infer.

2 Related Work

In this section, we introduce related works from two aspect, data clustering and
classification.
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Data Clustering. There are much of works related to data clustering. Most
of existing clustering methods [9,25,26] are utilizing or improving traditional
machine learning techniques to cluster data. Such as the K-means [20,25], and
agglomerative clustering [8], find the correlation between images according the
distance measurement of them. Density-based clustering methods [6] accomplish
target by designing an appropriate density function. These machine learning
clustering methods show poor accuracy on various data sets such as CIFAR-100
[16], ILSVRC2012 1K [7] because they are relying on feature extraction algo-
rithm SIFT [19], SURF [1] resulting in the representation of images could not
be improved. Recently, a popular topic is focusing deep learning-based cluster
method such as [2,4,5], which utilize deep neural network to gradually extract
more efficient feature representation. Deep Clustering [4] achieves preferable
accuracy by utilizing K-means to cluster feature of data and then using cluster
labels as pseudo labels to train Convnet. DAC [5] clusters data by transforming
the image clustering task into a binary pairwise-classification problem to analyze
whether pair of images belong to the same cluster. These deep learning-based
cluster method improve cluster accuracy partly because of gradually improved
feature, but the performance is still unsatisfied. Though these cluster methods
are not superior, they provide valuable design method for our coarse-grained
clustering. Our aim in clustering step is to partition solution space of target
data set. To this end, we cluster data into several small data sets to make clas-
sifiers focusing on each cluster lightweight.

Data Classification. Image classification is a popular topic in computer vision
and there are much of outstanding works [11,17,22,24]. These leading works pro-
vide many superb ideas for later researches such as [3]. However, a nonnegligible
problem is that these models are much bulky making them difficult to be imple-
mented on variety of mobiles. Thus, much of efforts [10,15,18,23] are devoted
to compress a vanilla models into a appropriate one. [15] proposed a compres-
sion method that using linear combination of f * 1 and 1 * f filters substitute
for f * f filter to accomplish low rank approximation. [18] processes filter-level
pruning based on statistics of filter itself. These frameworks certainly reduce the
size of models and even make them run on mobiles, but most of them pruning
a model by sacrificing its accuracy. In contrast to these works, some neural net-
work design methods [13,14,21,27] straightly design lightweight models rather
compressing pre-trained models. SqueezeNet [14] proposes fire module which
contains squeeze layer and expand layer to decrease the parameters of model.
MobileNetV1 [13] applying depth-wise separable convolution to reduce quantity
of parameters and speed up computing. ShuffleNet [27] utilize two operation,
group convolution and channel shuffle, to reduce parameters. It is undeniable
that these prevalent methods provide many superb ideas for Convnet. Neverthe-
less, as we mentioned in Sect. 3.1, these models are focusing on certain data set.
As a result, while we gradually add samples into data set expanding solution
space, Convnet must be more challenging to redesign and hard to be imple-
mented on mobiles. Therefore, we provide MobiVision, an energy-efficient deep
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learning framework considering solution space and energy consumption, to make
Convnet-based models performed on resource-aware mobile devices.

3 Method

In this section, we will introduce the details of our model. First of all, we clarify
the necessity of coarse-grained clustering in our work. Indeed, we detail our
cluster method. In the final, we propose a customized neural network framework
to classify the data of each cluster produced by partitioning solution space.

3.1 Solution Space

We define solution space as the certain number of classes need to recognize of a
whole data set, e.g. solution space being 1,000 for a data set with 1,000 classes of
pictures. Naturally, when volume of sample data get increasing, solution space
of a data set gets larger as well. Obviously, there are many outstanding works on
images or video frames classification because they can analyze images with good
accuracy. However, these neural network-based models usually bring plenty of
parameters and extremely complex structure so that they are not fit to mobiles.
Though compressed model can reduce consumption of model on computation
and memory, it is still an nonnegligible problem for resource-limited mobile
devices. Moreover, compressed model can not achieve same performance as origi-
nal model generally because compression methods may prune some import filters
which could generate good feature. Considering solution space, if we need to rec-
ognize an image input whose class does not exist in a specific data set, then we
must redesign the model to retain the performance. Nevertheless, objects in real
world is incalculable so single data set can not represent real world data and data
distribution. That is to say, when we continuously add new images into original
data set making solution space gets more bigger, traditional single neural net-
work design methods could make models more complex and cumbersome, even
difficult to design. For this situation, we propose a novel classification model
which divides classification task into a two-step process, which are defined as
large-scale solution space partitioning and customized neural network frame-
work design.

3.2 Large-Scale Solution Space Partitioning

We insist that large-scale data sets make solution space increasing naturally,
resulting in single models bulky very much so that models bring serious con-
sumption for mobiles. Therefore, in our first step, we will partition a large whole
data set into several small data sets to decrease solution space scale, making
following neural network design for classification easier. These small data sets
are distinguished from each other but an sample has strong relevance with other
data in a same data set. Because of solution space decreasing, the classification
models following this step can be more lightweight. This process is shown as
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Fig. 1. Partition solution space.

Fig. 1. To partition data sets, a naive method is distributing images in a whole
data set into K (K < N, N is the number of classes in a data set) small data sets
randomly. This method is simple and can be processed quickly but the output
generated from this process is unbeneficial to learn for neural networks because
the data distribution are disorderly. Ideally, we would like to make small data
sets have weak relevance even irrelevant with each other but data in each small
data sets have strong relevance. Based on this idea, cluster is a reasonable way to
achieve this target because cluster analysis techniques are usually utilized to find
latent relation of data and distribute data into different clusters. Nevertheless,
traditional machine learning techniques are not adapted to present requirements
because of their low accuracy. Even though feature engineering makes this situ-
ation improved in a certain exact, compared with deep learning-based method,
traditional machine learning methods still perform worse than the former. An
important reason is that CNNs can gradually extract more effective features
in training process to improve performance, but feature generated from feature
engineering is fixed which could not be further improved. Thus, we take advan-
tage of CNN-based model partitioning data sets to decrease solution space and
we define this cluster model as coarse-grained clustering model for it just aim to
find latent relationship of data. The architecture of our coarse-grained cluster-
ing model is shown as Table 1. As we all known, the computation and memory
resource in mobiles are sensitive to CNNs because convolution operations are
computational intensively so it will consume much of limited running resource
and this situation results in that CNN models are more challenging to be imple-
mented on mobile equipments. However, our proposed clustering model aims to
find latent relevance of data and then partition a complete data set into several
descendant data sets. Therefore, we just need to achieve the target that uti-
lize clustering technique to find a rough clustering pattern. This starting point
makes clustering problem get simple and clustering model lightweight for the
reason that the number of clusters we need to recognize are less contrast to tra-
ditional CNNs based clustering models which aim to cluster data into concrete
clusters. Although clustering problem gets simple, we take some techniques to
improve model performance and make model easy to be implemented on mobiles
meanwhile. In the following of this section, we will detail our CNN-based coarse-
grained clustering method.
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Table 1. The network architecture of coarse-grained clustering.

Layer Size in Size out Kernel

conv1 32 × 32 × 3 32 × 32 × 16 3 × 3, 1

conv2 32 × 32 × 16 32 × 32 × 32 3 × 3, 1

conv3 32 × 32 × 32 32 × 32 × 64 3 × 3, 1

pool1 32 × 32 × 64 16 × 16 × 64 2 × 2, 1

lrn1 16 × 16 × 64 16 × 16 × 64

conv4 16 × 16 × 64 16 × 16 × 128 3 × 3, 1

conv5 16 × 16 × 128 16 × 16 × 256 3 × 3, 1

pool2 16 × 16 × 256 8 × 8 × 256 2 × 2, 1

lrn2 8 × 8 × 256 8 × 8 × 256

Drop 8 × 8 × 256 8 × 8 × 256

fc1 8 × 8 × 256 1024

fc2 1024 K

Restrict K K

Convolutional Layer. Convolutional layer is the computation intensive layer
in Convnet because it involves plenty of convolution computation. Therefore,
choosing appropriate filter for Convnet is pretty significant. During neural net-
work design for coarse-grained clustering, we just utilize kernels with size of 3 * 3
for the reason that contrasted to 1 * 1 kernels, 3 * 3 kernels possess larger recep-
tive field. Receptive field decides the learning ability of filters partly because
filters with large receptive field could get more information from previous layer
output. However, we do not use 5 * 5 or 7 * 7 filters in our neural network design
because we expect to reduce parameters and achieve equivalent performance. It
is worth mentioning that two sequential 3 * 3 filters can analyze 25 pixels’ infor-
mation of a feature map which is equivalent to one 5 * 5 filter and this makes
neural network possess comparable even superior learning capacity than others
implementing 5 * 5 filters. Indeed, two 3 * 3 filters just bring 18 parameters,
which is one third less than 5 * 5 filters with 25 parameters.

Restrict Layer. In our method, we expect to mainly utilize output of neural
network to accomplish coarse-grained clustering. For obtaining better represen-
tation of feature and avoiding trivial solution, e.g. ln0 existed in loss function,
we restrict the output generated from Convnet making it retain in a certain
interval which could be beneficial for training Convnet. Specifically, we imple-
ment restrict layer after the last layer of neural network model to restrict every
elements into (0, 1). This process is formulated as:

Lout = expL
in
i −max(Lin

i ), i = 1, 2, · · · ,K (1)

Lout
i =

Lout
i

‖Lout‖2
, i = 1, 2, · · · ,K (2)
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s.t.0 < Lout
i < 1, i = 1, 2, · · · ,K (3)

k∑

i=1

Lout
i = 1 (4)

Where Lin, Lout are the input and output of restrict layer respectively. They
both have dimension of K, which is a hyperparameter representing the number of
clusters after coarse-grained clustering. We restrict all the elements of the neural
network output by utilizing Eq. (1) and Eq. (2) is used to limit the output into a
unit vector. This process just performs linear transformation for output of neural
network making it more learnt more efficiently. Indeed, restrict process give us
an interesting property that if Lout, k-dimensional label feature, is the optimal
representation of an image, we can cluster the image according to its maximum
of feature vector. We detail this process in Sect. 3.2. After implementing restrict
layer, we cluster the output generated from restrict layer and take the clustering
labels as pseudo labels to train model in classification manner.

Clustering Step. Inspired by Deep Clustering [4], we insist that choosing what
method to cluster feature output is unimportant because performance of various
clustering methods are equivalent by and large and we just demand a cluster
patter which could give us a criteria for clusters images belong to. Therefore, in
this work, we choose K-means clustering method to accomplish this step. When
we obtain the cluster label, we change the clustering labels to one-hot vectors
making every image xi ∈ xn in data set is correlative to a one-hot label yi in
{0, 1}k so that we can make the output of restrict and cluster labels possess
identical dimension, where k is same as which in restrict layer representing the
clustering numbers as well.

Ideally, if high-level representation generated from model can represent
images very well, we will insist images with same response are both in a certain
cluster. For instance, two k-dimensional feature, are probably in same cluster if
the index of maximum are same. In reality, the images with same one-hot label
are probably in the same cluster because we can not get superb feature by uti-
lizing deep learning models to extract feature. After this process, we make the
high-level feature and pseudo label have same dimension so that we can utilize
both of them to compute loss.

Loss Function. In this part, we make distribution p(x), q(x) represent pseudo
labels of sample images and output of neural network model respectively and x in
both of them is feature information. We use Kullback-Leibler (KL) divergence to
measure difference between feature representation and pseudo labels. Note that
KL divergence is a measurement of asymmetric for two different distribution
p(x) and q(x). The smaller the KL divergence, the higher the similarity of p(x)
and q(x). According to Eq. (4), we find that the previous item on the right side
is entropy of p(x), which is a constant during optimization. Thus, we just focus
on the latter item, which is defined as cross entropy, propagating loss to update
weights of neural network. Finally we compute loss by solving the following
problem:



MobiVision: A Novel Energy-Efficient Mobile Deep Learning Framework 429

DKL(p||q) =
n∑

i=1

p(xi)log(
p(xi)
q(xi)

) (5)

=
n∑

i=1

p(xi)logp(xi) −
n∑

i=1

p(xi)logp(xi)q(xi) (6)

= −H(p(x)) + [−
n∑

i=1

p(xi)logp(xi)q(xi)] (7)

Coarse-Grained Clustering Label Inference. For an image, it must belong
to a certain cluster. Ideally, feature of the image could be a form of standard one-
hot vector and the index of value 1 is the cluster the image belongs to. Based on
this viewpoint, we analyze the output of neural network model to cluster images.
After training, the Convnet-based cluster model would extract efficient feature
from images so that analyzing output of neural network to classify the data is
advisable and this process can be formulated as follows.

li := f(xi;w) (8)
ci := argmaxh(lih) (9)

Where li, a K-dimensional tensor, is the output of convolutional neural net-
work of image i; f(*) is the mapping function and w is the weights of the model;
ci is the cluster label of image i, which is generated by the max value of ten-
sor. Ideally, li, feature of an image, is a one-hot vector where 1 represents that
image belongs to this cluster and 0 represents the image does not belong to
this cluster. However, in reality, it is hard to get the global optima by training
model. Thus, we take the largest response of high-level representation generated
by convolutional neural network.

3.3 Customized Neural Network Framework Designing

In this section, we detail the design of customized neural network framework.
Note that we will design K classifiers to classify the K data sets generated by
coarse-grained clustering process respectively. We will obtain a meaningful anal-
ysis from cluster step which is the size of clusters must be different. Designing a
same neural network for different clusters is naive because it is unnecessary to
recognize a cluster of data using complex network structure. Thus, we proposed
a customized neural network design strategy to make the model could efficiently
perform on target device. In the following, we introduce the energy prediction
model and other details in neural network design.

Energy Prediction Model. The most important problem for implementing
deep learning models on mobiles is that energy consumption and computation.
Energy produced by model performing inference once a time determines how
long mobiles work. For a deep learning model, the energy consumption mainly
generated from two aspects: one is the CPU resource it occupies and the other is
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data exchange between RAM and ROM. These two aspects are both be affected
by the computation which produced by model processing images. More specif-
ically, for CPU, size of computation straightly determines the required CPU
resources. For data exchange, when size of memory is fixed, computation affects
the rate of data exchange to a great extent. More specifically, For forward propa-
gation, CPU performing inference will produce a certain amount of computation
and energy consumption. For example, computation of using 3 * 3 filters to ana-
lyze images which have 32 * 32 pixels is different from the 128 * 128 pixels.
Computation of the latter is 147,456, 16 times more than the former and this
situation must lead to more energy consumption. In summary, the computation
is positively correlated to energy consumption.

To make sure that our model could be performed on mobile devices efficiently,
we propose an energy prediction model that could predict energy consumption
according to computation generated from neural network process images. The
method to predict energy consumption can be formulated as follows.

O = 2 ∗ Cin ∗ hj−1 ∗ wj−1 ∗ K2 ∗ Cout (10)
O = α ∗ Ri (11)

Where O represents the computation of neural network; Cin, Cout are the
input channels and output channels of a jth convolutional layer respectively;
hj−1, wj−1 are the size of input feature map; K is the size of kernel; Ri represents
the energy consumption related to a certain computation; α is the conversion
factor of computation and energy consumption and there are K α which asso-
ciates to each of classifiers. Note that we just measure the energy consumption
produced by convolution because we point the model inferring takes more than
90% of computation in Sect. 1.

To calculate the precise value of α, we design sufficiently small convolutional
neural network models. In these small models, we just change the channels but
keep size of kernels fixed (3 * 3). Specifically, We can calculate the computation
of model by utilizing Eq. (10), then calculate the α according to the energy
consumption and computation.

Other Details. Due to the solution space decreasing, we can utilize light weight-
neural network to recognize images. Therefore, in the classifiers design, We
broadly adopt the same neural network design strategy as the clustering method.
To be exact, we just use 3 * 3 filters in convolutional layer to analyze information
of images. We put in lrn (Local Response Normalization) after the final convolu-
tional layer to make the feature distribution becoming stable. Note that we add
the softmax layer following the final fully connected layer and loss function we
utilized is the cross entropy. We take mini-batch gradient descent optimization
function, which could solve the problem of loss unstable in stochastic gradient
descent.
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4 Model Performance

In this section, we apply the proposed MobiVision model to classify images and
evaluate the performance on three popular data sets.

4.1 DataSets and Data Preprocessing

We perform our proposed model on three popular data sets, including CIFAR-10,
CIFAR-100, ILSVRC2012 1K.

Data Sets. The two CIFAR data sets contain 50,000 training and 10,000 test
RGB images of 32×32 pixels. CIFAR-10 comprises 10 classes, while CIFAR-100
includes 100 fine grained, which is further distributed to 20 coarse grained classes.
ILSVRC2012 1k dataset possesses 1,000 classes, with a total of 1.2 million train-
ing data and 50,000 validation images of 96 × 96 pixels (we resize the images of
ILSVRC2012 for processing conveniently). For we divide the images into several
different clusters, the images of each clusters used to train correlative neural
network get lessening. Therefore, we apply some data-augmentation techniques
to expand datasets: images are zero-padded with 4 pixels, and then we randomly
crop them to generate images with size of 32 × 32; We artificially create some
noises into images; Z-score normalization are utilized to increasing the quality
of raw data, in this step pixel data of an image are subtracted by channel means
and then divided by standard deviations. This process is formulated as Eq. (12).
These popular data-augmentation techniques are expanding the original datasets
and strengthen the generation capability of neural networks.

x∗ =
xi − min(x)

std(x)
, 0 � i < n (12)

Coarse-Grained Label. In the first stage of our model, we cluster images into
several clusters. Though we do not need to utilize labels to train our model, we
obviously demand labels to experiment performance of the model presumably.
Thus, we apply a simple method to annotate the coarse-grained labels for images.
Note that CIFAR-100 dataset naturally contains coarse-grained labels for every
image to represent the superclass of an it, e.g. clocks, televisions, keyboards all
are household appliances, so we do nothing for CIFAR-100 in this process. Before
we train our proposed model MobiVision, firstly we collect coarse-grained labels
to original datasets by analyzing the latent relationship of images artificially
from 100 volunteers, and then we add the coarse-grained list for the dataset.

4.2 Coarse-Grained Clustering

In a preliminary of cluster performance assessment, we introduce the NMI to
measure the information shared between two different assignment X, Y. NMI is
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formulated as Eq. (13). Note that we just utilize this way to analyze the update
of the models in adjacent epochs.

NMI(X;Y ) =
I(X;Y )√
H(X)H(Y )

(13)

Where I(*) denotes the mutual information of X and Y; H(*) represents the
entropy. Specifically, if value of NMI ∈ [0, 1] gets smaller, the correlation of two
assignments are more independent.

Association Between Clusters and Coarse-Grained Labels. After neural
network training, we show the dynamic association between clusters and arti-
ficial or natural coarse-grained labels by reporting the evolution of NMI. The
target of this measurement is to measure the performance of the model to predict
coarse-grained cluster level information of images. Naturally, when we process
training a neural network model, the model will gradually update weight making
inference more effectively. In Fig. 2, we show the trend of clusters and coarse-
grained labels during training on CIFAR-10, CIFAR-100 and ILSVRC2012 1K
datasets respectively. We can find that all the three curves sustain rising, i.e. the
dependence between the coarse-grained clusters and labels continuously increas-
ing, which denotes that our model could gradually produce effective feature
information to improve the clustering performance.

Fig. 2. Coarse-grained clustering infer-
ence quality on three datasets.

Fig. 3. Coarse-grained cluster stability
on three datasets.

Association Between Clusters in Adjacent Training Epochs. In this part,
we briefly analyze the stability of cluster model in training step. During training,
the model distribute the images into different clusters according to the images
feature information. However, we do not know the change situation of images
assignment so that we can not assert the clusters getting stable. Therefore, we
analyze the clusters distribution in adjacent epochs (t − 1 and t). In Fig. 3, we
report the NMI of adjacent training epochs to represent internal change of our
model. The figure shows that NMI continuously increasing, i.e. the number of
reassigned images become less during training, and this measurement represents
our model could effectively cluster images making images distribution stable.
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Table 2. The clustering performance of various clustering methods on three datasets.
Note that MobiVision∗ is the extended model making our model could fairly compare
with other clustering methods, while MobiVision is the coarse-grained clustering.

Dataset method CIFAR-10 CIFAR-100 ILSVRC

NMI ACC NMI ACC NMI ACC

K-means 0.081 0.229 0.084 0.028 – –

SC 0.103 0.247 0.090 0.136 – –

DAC 0.396 0.522 0.185 0.238 – –

DC – – – – 0.481 0.546

MobiVision∗ 0.298 0.397 0.138 0.184 0.107 0.146

MobiVision 0.621 0.763 0.583 0.628 0.549 0.597

Coarse-Grained Clusters Performance. To our knowledge, our work is the
first one exploring coarse-grained cluster to partition solution space for original
dataset so we do not compare cluster performance with other works which aim
to predict certain classes level information. Thus, to compare our model with
other existing work, we extend our model making it predict the certain class
level information of images. For the reason that we do not utilize clustering
method to predict the certain classes of images, performance of our model could
not be highly efficient with other methods. We show the model performance in
two aspects, NMI and accuracy, in Table 2. Firstly, We find that performance of
the deep leaning-based methods (e.g. DAC) are superior to traditional machine
learning methods (e.g. K-means). We can assert that feature information is more
important than cluster method because DAC does not utilize machine learning
cluster methods in its model. Secondly, compared with other works, our extended
model shows modest performance for the reason that we just design a simple
deep learning-based method to partition solution space of datasets. Because of
this, our proposed coarse-grained clustering method shows the best performance
among these cluster methods.

4.3 Classifiers

In the evaluation of image classification, we expect to show the performance
of MobiVision from two aspects accuracy and energy consumption. The for-
mer validates effectiveness of model inference, while the latter guarantees that
the model will perform well on target equipments. In this part, we apply the
energy prediction method mentioned in Sect. 3.3 utilizing Eq. (10) to obtain an
approximate energy consumption. Then the result is used to assess whether the
model could work on a mobile by analyzing the predicted energy and the energy
storage. Note that energy conversion factor is obtained by many experiments
and then take the mean of tested values. In Fig. 4, we show the performance of
MobiVision and other popular models on three datasets (data are taken from
other papers). These MobiVision achieves equivalent accuracy with other mod-
els serving for mobiles, which represents our model achieving better response
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Fig. 4. Performance on two datasets: CIFAR-10 and ILSVRC 2012 1k.

to make the model satisfy requirement of users. However, our proposed model
shows worse performance than models performing on desktop. This is caused by
we design the model to serve on mobiles, so we do not utilize more complex neural
network to accomplish design. After assessing the accuracy of MobiV ision, we
utilize the energy prediction model to calculate energy consumption and assess
whether the model could effectively perform on mobiles. In Table 3, we show
the energy consumption and some other characters for several model trained
by ILSVRC 2012 1k. Because we do not reproduce these relevant works, we do
not show energy of these works. However, amount of computation and weight
parameters, which put tremendous pressure to memory and CPU or GPU so
the computation and parameters could represent the energy consumption to a
certain extent. Compared with other models, we can find that our model pos-
sesses more parameters than other existing popular models which is straightly
to design lightweight neural networks. This is because we implement K (the
same number as clusters) classifiers in our classification stage. Nevertheless, we
just call a certain classifier in during classifying. As a result of this, computa-
tion of our model is less than other models. Meanwhile, our model processing
inference once time just consumes 264 mA on drone. For much of existing

Table 3. Several models’ characters on ILSVRC 2012 1k dataset. P is the number of
parameters; C is the amount of computation, E is the energy consumption we predict.

Model P(m) C(m) E(mA)

AlexNet 60 720 –

VGG-16 138.0 15300.0 –

MobileNetV1 4.2 56.9 –

GoogleNet 6.8 69.8 –

MobiVision 7.3 46.7 264
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advanced mobile equipments, this value will produce little change. Therefore,
our model is satisfied with majority of mobile devices nowadays.

5 Conclusion

We present MobiVision, a novel neural network to classify data by introducing
two stages defined as partitioning solution space and classify data. The former,
utilizing a coarse-grained cluster method, allows us distributing data into several
clusters. The latter, a series of classifiers with the same number of clusters gen-
erated from last step, aims to precisely classify every cluster respectively. The
advantage of this process is that we can relieve pressure of neural network model
in both two steps, e.g. in cluster step we just need to find a roughly clustering
pattern making neural network not bulky and in inference step we only call a
lightweight model into memory, which may be a tiny fraction of size the occupied
by a single model. The result of this process make our model consume much less
energy which is beneficial for us to implement the model on various mobiles. In
contrast to existing single neural network design methods, MobiVision is equiv-
alently stable when solution space of a certain dataset changed because in the
first stage partitioning solution space, our model will distribute the data into
a one of the clusters, e.g. utilizing several datasets replacing original dataset
to relieve the pressure of neural network produce by solution space increasing.
Plenty of experiments show that our model performs well on datasets of CIFAR-
10, CIFAR-100 and ILSVRC2012 1K, as well as consume less energy so that the
model would efficiently be processed on mobiles.
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Abstract. Mobile Crowdsensing (MCS) is often accompanied by various adverse
objectives when performing data collection, which makes it difficult to collect
accurate data of the entire target area with low cost. Therefore, how to collect a
small part of the data to accurately infer the other data of the entire target area
is a crucial issue. People’s daily trajectories usually follow a certain pattern, for
example, students go to school, company employees go to work. This pattern
allows us to find participants who often pass through fixed areas within a certain
time span, leading their collected partial data are near optimal for the entire data
collection task. This paper models the problem and develops multiple methods
to improve the participant selection and the data recovery. Particularly, we use
a random method, reinforcement learning, and greedy algorithm to handle this
problem and compare the differences among these methods by experiments.

Keywords: Crowdsensing · Participant selection · Reinforcement learning

1 Introduction

Once we collected city-scale data, such as vehicle flow data, air quality data and climate
data, themethodusedwas often to install dedicated sensors infixed locations to collection
data around the clock. However, this method has a lot of limitations. Various external
factors will affect the accuracy of the data we collect, and even sometimes the sensor
may be severely damaged and malfunction. Many times, the sensors we deploy cannot
collect complete and accurate real data as we expect. Therefore, how to collect accurate
and high-quality small parts of data to infer the data in the entire target area is a crucial
issue.

With the continuous development of smart phones and mobile portable devices,
more and more mobile devices are equipped with a variety of small sensors, which can
easily detect temperature, air pressure, air quality and other data around users. These
small sensors allows us to rely on MCS for data collection. Although MCS intelligence
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has greatly facilitated our work, in the process of using MCS to assign tasks for data
collection, we will inevitably encounter various problems. The most important issue
is the low enthusiasm of the participants. It is difficult for us to find participants who
are willing to take the initiative to complete the task for us. If we too deliberately ask
the participants of the task to do something troublesome, then our task of finding the
participants of the MCS task will be more difficult.

Considering the above issues, the data collection task we set up looks at the problem
from the perspective of the participants, and selects the task participants we need from
the appropriate candidates. In daily life, people’s daily trajectories usually follow a
certain pattern. Most people follow the same trajectory at the same time almost every
day. For example, students go to school and company employees always have a fixed
time and route to and from work. This pattern allows us to find participants who often
pass through fixed areas within a certain time span, leading their collected partial data
are near optimal for the entire data collection task. Participants can easily complete our
data collection tasks with mobile devices with small sensors.

Specifically, our participant selection task is aMCS task based on the daily trajectory
of person. When we need to monitor air quality data in a target city area, we will set
a certain number of monitoring locations in different areas of the target city. And the
locations of these monitoring sites are fixed throughout the mission. We need to collect
data from some monitoring locations at each hour, so that the accuracy of the error
obtained from the data of all locations is as small as possible. To this end, we need to
combine the daily trajectory information of each candidate, select the participants of
this task from them, and collect air quality data for us when they pass the monitoring
location.

To construct the MCS task of this participant selection mechanism, we face the
following problems. First, how do we infer the complete data from the collected data?
The data we collect through the task is only a small part of the overall data, and our
ultimate goal is to get a high approximation of the overall target area data. Another
question is how to determine the participants in the next state of the task. Different
participants will directly lead to huge differences in the data we collect, which will have
a huge impact on our infer complete data. Therefore, among many task participants,
selecting the most suitable participant for the next stage is a crucial issue. It is difficult
to determine the participants of the next task without knowing the data collected by the
participants selected in the next stage.

In this paper, we use Compressive Sensing to infer the air quality of unknown
measurement locations. And this problem is modeled, random participants, reinforce-
ment learning and greedy algorithms are used to select participants in this task. Finally,
we compared the accuracy of data recovery after selecting participants under different
methods.

2 Relative Work

Air quality has a profound impact on people’s lives and health. Therefore, collecting
and monitoring air quality has always been a matter of our close attention. Traditional
methods of air quality collection are to install wireless sensors at fixed locations, and
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consist of wireless sensor networks and GPRS networks Air quality monitoring system
realizes remote real-time data collection [1–4], but this is a coarse-grained and more
expensive method.With the widespread application ofMCS [6], we have more abundant
data collection methods. Hasenfratz D et al. have designed a small portable air quality
measurement system and calibrated the errors based on sensor readings from nearby
monitoring stations to provide users with measurement recommendations [10]. Srinivas
et al. Deployed sensors on public transport to monitor air quality in real time [5]. Wang
et al. proposed a method of sparse MCS [7] which divided the target area into cells of
equal size, and inferred the air quality data of the entire target area by collecting data
from only a small number of cells [9]. Liu et al. added a reinforcement learning method
on this basis to make the unit selection more accurate and effective [8]. In this paper,
we study the participant selection strategy. How to select the appropriate number of
participants to complete the air quality data collection task is our concern.

3 Problem Formulation

3.1 Definition

Before explaining our problem, we need to define the following:

Definition 1. Human trajectory: Tw,i,t indicates that thewth participant passed the loca-
tion i at time t and represented by a three-dimensional matrix. The first dimension of
the matrix represents the participants’ numbers, the second dimension corresponds to
time and space, and the third dimension represents the time and space information of
the participants for data collection.

Definition 2. Real Environment Data: Em∗n represents the real environmental data in
the air quality collection tasks atmmonitoring locations at n times. Among them,E

[
i, j

]

represents the real air quality data at the jth moment of the ith monitoring location.

Definition 3. Selection Matrix: Sm∗n simply represents the location and time informa-
tion of the data we collected. For the trajectory Tw,i,t of the task participant we selected,
if he passed through location i at time t and collected data at location i, then set the ith
row and t column to 1 and the rest to 0.

Definition 4. Collecting Environmental Data: The matrix Cm∗n is the result of multi-
plying the corresponding elements of the Selection Matrix and Real Environment Data,
and represents the data collected by the task participants this time.

Definition 5. Reconstruction of Environmental Data: During the air quality collection
task, we will use the air quality data collected on that day to infer the remaining uncol-
lected data. We will use the matrix Em∗n to represent all collected data and estimated
data. In MCS tasks, Compressive sensing is a commonly used data inference algorithm
[11–13]. Therefore, in this paper we also use compressive sensing for this data inference
work.

Definition 6. Participant Matrix: MW∗1 is a w-dimensional vector. If participant w is
selected to participate in the task, the nth position is 1 and the rest are 0.
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Definition 7. Task Evaluation Index: We use Mean Absolute Percentage Error(MAPE)

as an evaluation indicator for the final task. Predicted is the value in the reconstructed
environmental data matrix E′, and observed is the corresponding value in the real envi-
ronment data E. It is worth noting that we only take into account the uncollected data
when calculating MAPE. For the data we have collected, the data in matrix C is not
included in the calculation of MAPE.

MAPE =
∑n

t=1

∣∣∣
∣
observedt − predictedt

observedt

∣∣∣
∣ × 100

n
(1)

3.2 Assumptions

In this paper we need to make the following assumptions.
Assumption 1. Measurement Without Error: The data collected by all participants

is not affected by instrument errors, and the measured data can be accurately returned.
Some existing MCS work is addressing these issues, which is not the focus of this paper.

Assumption 2. Trajectory Certainty: In this paper, we consider that our candidate’s
trajectory is the same every day. Although the trajectory of human daily activities has a
certain regularity, there are still some uncertainties. The work of this paper considers that
the candidate’s trajectory is the same every day. In fact, even if an individual candidate
deviates from our preset after being selected as a task participant, the participant can still
collect data from other monitoring locations and make predictions for us with enough
task participants.

Assumption 3.Data SameDistribution: For the same area, the air quality data of this
area has the same distribution law in different time periods. That is, we believe that the
air quality data in January and the air quality data in February have the same distribution
pattern.

3.3 Problem Formulation

Based on the premise of 3.1 and 3.2, we express the participant selection problem as
follows: Given m monitoring locations and n time data inference tasks, ensure that the
error of reconstructed data is minimized when the number of participants is less than or
equal to q :

Min MAPE
(
E,E′)

S.t. |{k|M [k] = 1, 1 < k < w}| ≤ q (2)

Where q is the upper limit of the predetermined number of participants, and w is the
total number of candidates.

We will illustrate how our participants’ selection tasks work specifically. First, we
assume that the upper limit of the number of participants in the monitoring site is 1. It
cause us just need select one participant at a time for data collection tasks. It is worth
noting that each task we release is in units of days. If a participant is selected on that
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day, the participant will collect air quality data from that monitoring location when he
passes the monitoring location we set on that day. We only record the air quality data of
the monitoring location at the hour, and the air quality data of the site is recorded at the
monitoring station that the participant passed at the hour. If the participant does not pass
through the location at the hour, it is deemed that the participant has not collected data
at that moment. Next, we will infer the air quality data of other monitoring locations
based on the air quality data collected by our selected participants.

4 Method

In this section we describe in detail the methods we use in the participant selection prob-
lem. First, we use compressed sensing to make inferences about missing data. Then, the
random selection method, greedy algorithm, and Q-learning for reinforcement learning
were used to select participants, and various methods were compared.

4.1 Data Speculation

As we all know, compressed sensing [16] has a wide range of applications in recovering
sparse spatiotemporal data. We have two parts that need to use compressive sensing for
data inference:The first part is when calculating the reward in reinforcement learning and
the setting and calculation of reward will be described in detail in the next section;The
other part is that after the participants have collected the data, we need to use compressed
sensing to infer complete air quality data. Below we will briefly introduce the principle
of compressive sensing.

Anymatrix can be decomposed into the formof Formula 3 by SingularValueDecom-
position (SVD), We can create an r-rank approximation X by using only the r maximum
singular values and discarding other values [17], like Formula 4.

∑min(n,t)

i=1
σiuiv

T
i (3)

∑r

i=1
σiuiv

T
i = X ′ (4)

To find r, we can solve this problem:

min rank
(
X ′) s.t. X ′ ◦ S = C (5)

Where X ′ = LRT , So the problem can be transformed into:

min ‖L‖2F + ‖R‖2F

s.t. X ′ ◦ S = C (6)

Furthermore, the formula can be reduced to

min λ
(
‖L‖2F + ‖R‖2F

)
+

∥∥∥LRT ◦ S − C
∥∥∥
2

F
(7)

The final recovery matrix is the product of L and R.
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4.2 Participant Selection

4.2.1 Reinforcement Learning

We use Q-learning algorithm [14] to solve the problem of participant selection. As we
all know, the reinforcement learning model is mainly composed of (S, A, T , R, π, γ )
six parts. Where S is the set of states; A is the action set; T describes the transition
probability of taking action at state St to the next state St + 1; R represents the reward
obtained immediately after taking action in a particular state and moving to the next
state;π is a strategy that describes the possibility of taking an action in a particular state;
γ is a time discount parameter. In order to apply reinforcement learning to our problem,
we should first model the problem state, reward, and action:

1) Action is all possible choices we have when choosing participants. In the participant
selection question, we set the action to the participant number we selected. Suppose
that our candidates have a total of n and we select only one participant at a time for
data collection, Then the action collection A = {1, 2, 3, ……, n}. Similarly, if we
need to select two participants at a time for data collection tasks, Then the action
collection A′ = {(1,2), (1,3), ……, (1, n), (2,3), (2,4), ……, (n−1, n)}, There are C2

n
element. It can be seen that when the number of participants we need is larger, the
action space is larger. Whenever we need to make a decision to choose a participant,
we choose one that we think is the best from the action set according to certain rules,
and the selected action corresponds to the participant of the next air quality data
collection task.

2) State indicates the situations of data collection. Data collection before this is a factor
that we must consider when we are making a decision on the next participant choice.
It’s worth noting that we don’t take all situation of data collection into consideration.
If we only consider today’s data collection, Then decide the action of the next day
according to the collection of today, then the state can be simply expressed as S =
{1,2,3, ……, n}. where n is the total number of candidate participants mentioned
above. In the participant selection problem, since the trajectories of the participants
are known and each participant passes a certain location at a certain time, it is fixed.
Therefore, we can abstract the situation of data collection as the participant number
and express it as states. In this paper, we consider the states to be multi-day. Suppose
we determine to use K-day data collection to determine the participants for the next
day, Then the state set S ′ is a set composed of Ak

n ordered sequences, and each
element sequence has K participant numbers. The representation of the state set is
similar to the action set, except that the elements in the state set are ordered and the
elements in the action set are unordered.

3) Reward is used to indicate the quality of the action we choose. In reinforcement
learning, we have several selectable actions in each state, each action will lead
to different results and change the current state. Obviously, we definitely want to
choose the action that can get the best results every time. This requires an indicator
to evaluate our actions. In this paper, since our goal is to make the MAPE value
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of the speculative data as small as possible, the reward is expressed by the MAPE
value. Specifically, if we use the data collection of the previous k days to determine
the participants of the next day, then we use k + 1 days of data to make an inference
when calculating reward. The data collection in the first k days is the states, and the
states of the participants who performed the data collection task on the k + 1 day is
the action. The MAPE on the k + 1 day after the data recovery is completed is the
reward. This completes the one-to-one correspondence of state, action, and reward.

When we described the action, we mentioned that whenever we need to make a
decision to choose a participant, we need to choose an optimal action from the action
set according to certain rules. How to choose the optimal action is the problem we need
to pay attention to. We use the Q-learning algorithm to train a Q table with one-to-one
correspondence of states and actions. Table 1 is a part of the Q target of the training
completed in the experiment. As shown in the figure, the value in the Q table is the Q
value, which is used to measure how much a certain action can be rewarded in a certain
state.

Table 1. The form of Q-Table.

Action 1 Action 2 Action 3 Action 4

State 1 24.20816507 23.94933957 23.79517444 23.01661363

State 2 52.01841281 42.21577166 44.01785144 39.07037176

State 3
State 4

66.94119158
23.80511464

56.87677433
22.99262492

57.37979283
23.54165504

43.80384588
22.30216311

The Q value in the Q table is updated according to Formula 8, and it represents the
total expected return that can be obtained after taking this action in this state. In the
formula, α is the learning rate and maxa′Q

(
s′, a′) is the Q value of the optimal action

in the next state. The Q table considers all states and the Q value of the corresponding
action. In a specific state, we query the Q table to find the action with the highest Q
value, and we consider this action to be the optimal action in this state. In the participant
selection problem, the states is the situation of previous data collection and the action is
the participant of the next day. After training the Q table [15], we can make the decision
of the participant selection based on the Q table.

Q(s, a) = Q(s, a) + α
[
r + γmaxa′Q

(
s′, a′) − Q(s, a)

]
(8)

The specific Q-learning algorithm is shown in Algorithm 1. Through this algorithm
we iteratively train the Q table until the table converges. Finally we make a decision
through this Q table.
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4.2.2 Greedy Algorithm

Reinforcement learning’s Q-learning algorithm takes into account the possibility of all
states in the future and predicts the quality of the data recovery results for each state.
However, when we consider each step, we will inevitably have errors. When the errors
have accumulated to a certain degree, it is not a good thing to considermore steps instead.
So we also use a greedy algorithm for the task of participant selection.

The greedy algorithm settings are mostly the same as Q-learning, except that the
Q-learning algorithm trains the Q table until the Q table converges. However, the greedy
algorithm does not train the Q table. In fact, the table of the greedy algorithm is the
initial Q table, and the values in it are simply predictions of the MAPE of the next
state. The difference between the greedy algorithm and the Q-learning algorithm is that
the greedy algorithm only considers the next state when making decisions, and the Q-
learning algorithm considers the situation of multiple states. In short, when we use the
greedy algorithm, whenever we have to make a decision, we only consider the next best
solution.

5 Experiment

To evaluate the effectiveness of the participants’ choice of tasks, we used Beijing’s July
and August 2014 AQI data. Data from 4 locations were selected in the dataset for this
experiment. In this experiment, we use July data for training and August data for testing.

5.1 Data Preprocessing

Due to the serious lack of AQI data in the data set, we chose to use linear interpolation to
complete the data set. Linear interpolation uses a straight line passing through two known
points to approximate the original function, so we can calculate the missing function
value. Let (xi, yi), (xi+1, yi+1) be two adjacent points, and x is between the two points,
then y(x) can be calculated by the following formula. The speculation of data is not the
focus we need to pay attention to. And both the completion of data preprocessing and
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the compressed sensing in the experiment are only a relative comparison, so we will not
make too detailed instructions.

y(x) = yi + yi+1 − yi
xi+1 − xi

(x − xi) (9)

In the experiment, we used July data for training and August data for testing. We
finally selected 4 adjacent locations from the multiple locations data in the dataset for
this experiment. The final data form is shown in the Table 2, this is the E matrix in
Definition 2.

Table 2. The form of Real Environment Data.

1 o’clock 2 o’clock 3 o’clock 4 o’clock

location 1 63.0 64.0 62.0 60.0

location 2 61.0 60.0 55.0 52.0

location 3
location 4

61.0
60.0

62.0
64.0

56.0
63.0

53.0
54.0

After determining the air quality data for the monitoring location, we also need
the trajectory data of the candidate participants. We simulated a fixed trajectory of 6
candidates and assumed that each participant could collect air quality data 8 times a
day. The representation of the trajectory is a 6 * 2 * 8 three-dimensional matrix. The
first dimension of the matrix corresponds to the number of 6 candidate participants;
the second dimension of the matrix represents time and space; the third dimension of
the matrix corresponds to the time and space information of the participants passing
through the monitoring site. In other words, the matrix records the monitoring locations
passed by each candidates and the time passed by the corresponding monitoring sites.
For example, the second station that participant 1 passes through every day is station
3, and the time passing this station is 7 am, then our trajectory matrix is [1, 1, 2] = 7,
[1, 2, 2] = 3.

5.2 State Setting Experiment

Our states is indicated by the data collection of the previous few days, but the specific
number of days to collect the data will determine the participants of the next day. There-
fore, in order to figure out how many days to predict the participants of the next day is
valid, we did a data recovery experiment. In the experiment, we will use compressed
sensing to recover the data of the whole month of the training set. Every day, we ran-
domly select a participant for the data collection task, and then use the data collected
by the participant to recover the complete data, and then calculate MAPE by comparing
with the real data. First, we only use the data collected on the 31st to recover the data
on the 31st, and then we add the data collected on the previous day of the day, the 30th,
to recover the data on the 31st. Until the data of the 31st day is restored with the data of
the entire month. Figure 1 shows the results of this experiment.
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Fig. 1. Data recovery results

It can be seen that only one day for data recovery is the worst. And as the number of
days used for data recovery increases, the effect of data recovery is also better. Although
there are some slight improvements until last days, considering the capacity of the Q
table and the calculation time, we decided to use the data collection of the first two days
to determine the participants of the setting states.

5.3 Air Quality Data Experiment

Our experiments were performed based on 4 monitoring locations and 6 candidates. The
methods used are random selection, greedy algorithm, and reinforcement learning. The
random selection method is simply to randomly select n candidates from 6 candidates
each time as participants in this task. Greedy algorithms and reinforcement learning
methods have been introduced in detail in the previous section. We will elaborate on
the states setting and reward setting in more detail. In the Q table, we set the states to
the selection of participants in the previous two days, composed of ordered numbers.
Further, we also take the date factor into the state, compared with the Q table without
considering the date factor, after considering the date factor increased by 30 times.
We set the reward to MAPE after compressed sensing recovery. It is worth noting that
the smaller the MAPE, the better the choice, so in the experiment we need to choose
the action with a small MAPE. The following table is the experimental result of this
experiment. The experimental evaluation index was definition 7 MAPE.

Among them, Greedy (T) and Greedy are greedy algorithms. The difference is that
when Greedy (T) sets the state, we treat different dates as different states. In the Greedy
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algorithm, we do not consider the date factor, and only consider the participants who
collected the data before to determine the participants for the next day. In simple terms,
we do not consider what day the date is when choosing participants. In the Greedy
(T), we consider the date factor. For example, “Today is August 3, yesterday was the
data collected by Participant No. 1” and “Today is August 4, and the data collected by
Participant No. 1 yesterday” are two completely different states. Similarly, the difference
between Q-learning (T) and Q-learning is the same.

From the Table 3, we can see that among the five methods, the best method is the
Greedy algorithm, and the worst is Q-learning. The experimental results of Greedy (T)
and Q-learning (T) are similar. For greedy algorithms, it is better to not consider dates
than to consider dates. For reinforcement learning, considering the date is better than
not considering the date. This shows that the factor of adding dates is effective when we
consider multiple steps, but the greedy algorithm only considers one step so adding dates
is not so effective. All the methods have little difference in selecting 4 and 5 people.
This is because our candidate has only 6 people. Therefore, when the number of selected
people is close to the number of candidates, the choice of actions is limited, which leads
to a small gap.

Table 3. Air quality experiment results.

Greedy(T) Greedy Qlearning(T) Qlearning Random

Select 1 Candidate 76.763 72.320 79.424 92.486 84.963

Select 2 Candidates 67.153 61.704 64.046 82.640 67.576

Select 3 Candidates
Select 4 Candidates
Select 5 Candidates

55.199
49.917
48.218

53.129
48.215
46.788

56.280
50.416
47.354

59.411
54.840
53.931

55.289
49.871
48.721

6 Conclusion

This paper assumes the participant selection problem and models this problem. Then we
use a variety of different methods to conduct the participant selection problem and also
compares the experimental results of each method.

In the future work, we would like to improve these methods based on our task pro-
cess and reinforcement learning. Using more effective reinforcement learning models,
considering various other factors in the state and some other factors will be taken into
account by us. So that in the process of selecting participants, we can more accurately
select participants suitable for our perception tasks.

Acknowledgements. This work is supported by the National Natural Science Foundation of
China under grant No. 61772136.
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Abstract. Mobile crowdsensing takes advantage of mobile devices to
efficiently collect and process data in large scale sensing tasks. In this
paper, our study focuses on opportunistic crowdsensing in mobile relay
network constructed by user’s D2D communication. Users participating
in relaying a piece of data compose the corresponding detection sequence.
We design a reward policy to encourage users to join the network. More-
over, we consider a scenario incorporating a crucial metric called total
quality of information (TQoI), taking into account the different impor-
tance of the target locations. Obtaining data with high TQoI and lim-
ited cost in mobile relay networks is our primary goal. We investigate
how to identify the data with high value and pay rewards to those
users according to the corresponding detection sequences. We formu-
late the former problem as Relay-Encouraging Coverage Maximization
(RECM) and prove its NP-hardness. Then, we design two algorithms
to gain constant-factor approximation. One has low time complexity,
while the other achieves a better bound. We also extend our scheme into
penalty sensitive case where uncovered targets will bring various penal-
ties. Extensive simulations are carried out to demonstrate the advantages
of our approaches.

Keywords: Mobile crowdsensing · Opportunistic network · Incentive
mechanism

1 Introduction

With the development of embedded sensors in mobile devices, opportunistic
crowdsensing [9] has shown great potential in IoT system [16]. In a crowdsensing
campaign [4], all end-users work during the same period of time, possibly at
different places, cooperating for a specific task. It reflects great advantages [13]

c© Springer Nature Switzerland AG 2020
Z. Yu et al. (Eds.): GPC 2020, LNCS 12398, pp. 451–465, 2020.
https://doi.org/10.1007/978-3-030-64243-3_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-64243-3_34&domain=pdf
https://doi.org/10.1007/978-3-030-64243-3_34


452 A. Song et al.

over conventional sensing methods. The requester pays a reasonable price in
return for massive data. These data can be possessed in mobile devices after
they are collected, which further reduces the data load on the server side. The
requester gets benefits and users get some rewards, which is a win-win result
[1,2,15].

End-users are involved in opportunistic crowdsensing with their mobile
devices sensing the environment automatically. Compared to participatory
crowdsensing [5,6,19,21,25], opportunistic crowdsensing bid fewer rewards as
users are not required to go to a specific area [2]. Thus, more users can be
recruited to collect data. When users confront each other, data are shared and
propagated via device-to-device communications. And users would upload data
to the server while reaching a service point. So a mobile multi-hop relay network
is constructed. It would enhance the performance of opportunistic crowdsensing
as service point can access the data quickly through multi-hop transfers.

To accelerate the speed of data forwarding, incentive mechanisms [10,24]
are proposed to reward user for both sensing and relaying. However, they only
provided users with a fixed payment, which fails to arouse users’ enthusiasm. In
this paper, we attach value to each detection sequence, where the users who sense
or relay this piece of data is tracked. For each user listed in the accepted detection
sequences, our relay-encouraging policy will reward her for the contribution of
sensing or relaying the data no matter if she went to the service points herself.

Furthermore, we consider how to maintain the sensing quality and manage
the budget efficiently in mobile relay networks. We propose a crucial metric,
total quality of information (TQoI) considering the different importance of target
locations. Instead of simply treating targets without discrimination [10], we will
give priority to those with high importance to get a larger TQoI. We formalize
the problem of improving TQoI under limited budgets in mobile relay networks
as a Relay Encouraging Coverage Maximization (RECM) problem and prove
its NP-hardness. We first design our basic Relay-Encouraging Greedy algorithm
(Basic-REG) with an approximation ratio of 1

2 (1 − 1/e). Then we design our
enhanced Relay-Encouraging Greedy algorithm (Enhanced-REG), improving the
bound to 1 − 1/e, which assures the quality.

To be more generalized, we consider that besides TQoI, requester will often
be sensitive to some targets without which their follow-up data analysis will be
badly hindered or ruined. Under the circumstance, those targets not included in
the finally accepted data will cause some penalties to our crowdsensing campaign.
We admit that these penalties exist due to limited budgets, but we prefer those
algorithms that can help us decide which data to accept, simultaneously avoiding
high penalties. We extend the Enhanced-REG to adapt with the generalized sce-
nario where penalties exist. The introduction of penalties does not compromise
the performance of our algorithm; instead, it would inherit the approximation
ratio of 1 − 1/e. Theoretical analysis and experiments are performed to validate
the effectiveness of our algorithms.
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Our main contribution includes:

1. We bring device-to-device communication into opportunistic crowdsensing,
forming mobile relay networks. Then we design our relay-encouraging policy.

2. We introduce a new quality metric TQoI, formulate the Relay Encouraging
Coverage Maximization (RECM) problem and prove its NP-hardness. Then,
we design two approximation algorithms (Basic-REG, Enhanced-REG) to
solve RECM, with quality guarantee and compatibility with limited budgets.

3. We are the first to consider and account for penalties in our algorithm
design for crowdsensing. Penalty Sensitive case is solved by slightly modi-
fying Enhanced-REG.

4. We present in-depth theoretical analysis on the approximation ratio and time
complexity. We conduct several experiments to demonstrate the performance
of our scheme.

The remainder of the paper is organized as follow. Section 2 introduces some
related works in crowdsensing. Section 3 formulates the problem mathematically.
Two approximated algorithms are proposed in Sect. 4 while the extension to
penalty sensitive case is also discussed. Section 5 evaluates the performance of
our scheme. We conclude this paper in Sect. 6.

2 Related Works

Crowdsensing can be participatory [22] or opportunistic [9,18]. The former
requires end-users to go to a specific place at a specific time and then carry out
their tasks while the latter allows end-users to maintain their daily trajectories
and run the crowdsensing platform on the background of their mobile devices.
Opportunistic crowdsensing could decrease the workload of core network. For
example, Du et al. [3] proposed an grouping method of sharing and aggregating
the sensing data to reduce the energy consumption of communication.

When crowdsensing emerged in 2011, researchers mainly focused on time-
oriented tasks, such as [5,6,19–21,25]. However, they overlooked spatiality,
another important factor in crowdsensing. The mechanisms proposed in these
papers are often based on an assumption that end-users’ trajectories and tar-
gets’ spatial distribution will not affect the researchers’ analysis and final results.
However, these aspects should be taken into consideration in order to help to
maximize profits. In subsequent years, some literature began to exploit spa-
tiality. In [12,17], the distribution of targets are considered, but not consider
the sensing quality. Zhang et al. [24] mentioned users’ trajectories and analysed
on sensing qualities. He et al. [7] explicitly considered users’ trajectories but
they assumed the budget was always abundant. And they only considered the
single-user trajectories without interaction. Zhan et al. [23] proposed a routing
protocol based on Nash bargaining theory which would maximize the sensing
reward with time sensitivity. Jiang et al. [8] proposed a credit-based incentive
mechanism for relay where the receiver should pay virtual currency to the for-
warding service provider, where a trusted third party is needed. Karaliopoulos
et al. [10] attempted the relay strategy in opportunistic network. However, the
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payment is fixed for each user, which discouraged users from exchanging data
with others. And their goal is to cover all the targets with the same importance,
which is inefficient under the budget constraint.

3 Problem Formulation

3.1 System Overview

We consider opportunistic crowdsensing tasks which require data for distributed
objects O = {o1, o2, . . . , on}. Users U = {u1, u2, . . . , um} who join the tasks
will sense the data for the targets along their routes and keep records of the
labels of the targets. In our scheme, we define the process through which users
share data as “relay”. Along the relay process, their mobile devices also keep
records of each other. User’s record list is noted as a Detection Sequence List
(DSL). Each detection sequence represents a multi-hop notation for the data to
flow into service points. Users upload their DSL’s to the server when reaching
the service points, while the crowdsourcer’s server analyzes all DSL’s, accepting
a small portion of detection sequences with high total quality of information
(TQoI) under a limited budget L. Here, we incorporate a crucial metric TQoI
assessing the total value of crowdsensing task for one time. We then formulate
the relay process policies in our scheme.

Definition 1 (DSL). A Detection Sequence List (DSL) for a user is a set
of all their detection sequences. A detection sequence contains labels of sensed
objects and relevant users. A typical sequence would be Sk = {o(k)1 , o

(k)
2 , . . . , o

(k)
i :

u
(k)
1 , u

(k)
2 , . . . , u

(k)
j }. The relevant users refer to those who have ever owned the

data of these objects and have taken part in the relay process. Each detection
sequence will satisfy the following conditions: 1) The last user u

(k)
j owns the

detection sequence Sk; 2) The objects are detected by the first user u
(1)
j ; 3) The

data are shared and relayed through the nodes u(k)
1 , u

(k)
2 , . . . , u

(k)
j ; 4) The number

of objects in the sequence depends on how many objects u(1)
j sensed; 5) Duplicate

users or objects in a sequence are removed;

Definition 2 (TQoI). Given an object set O, there is associative weight set
W = {w1, w2, . . . , wn} implicating the objects’ importance. Total Quality of
Information (TQoI) is defined as the weighted sum of those objects in selected
detection sequences.

Definition 3 (Sharing Policy). When users meet each other, they share their
data and DSL’s as Fig. 1. They will append themselves to the detection sequences
in the received DSL’s. Specifically, if objects in two sequences Si and Sj are the
same and the user set in sequence Si is a subset of user set in Sj, this user’s
mobile phone will delete Sj to avoid redundancy.

Figure 1 gives an illustration of Detection Sequence List (DSL) and Sharing
Policy. Before relay, the DSL of u3 is composed of two detection sequences.
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Fig. 1. A example of detection sequence list and sharing policy

{o1, o3, o4, o11 : u3} is a detection sequence gained individually, meaning it senses
all of the objects in the sequence and she is the first user in the sequence.
{o5, o3 : u2, u3} is a detection sequence gained via relay because u3 is not the
first user and the sequence is shared with her by u2 before. After u3 meets u5,
they share data. u3 copies u5’s data and detection sequences, then appends itself
to the sequences and vice versa.

Finally, users arrive at service points where they can get access to the server
through special transmission. They upload DSLs and their bids for one sequence
to be selected. The bid set is denoted as B = {b1, b2, . . . , bm}. We define S =
{s1, s2, . . . , sq} to be the set of all detection sequences. Each time the server
selects a sequence, it should pay once to all users appearing in the sequence. We
propose our reward policy to encourage users to relay.

Definition 4 (Reward Policy). Users are paid based on how many times they
are involved in accepted detection sequences, i.e. the times that their contribu-
tions, such as sensing or sharing data, are admitted by the server. Let cntj
denote the times uj is involved in a selected sequence. If it is the cth time that
she is involved, she will get b(c)j . The first time a user uj is involved in a selected

sequence, she will be paid the amount of reward b
(1)
j = bj. To encourage users to

relay, b(c)j will be slightly more than b
(c−1)
j .

3.2 Relay Encouraging Coverage Maximization (RECM)

The server needs to maximize QoI while its total cost cannot exceed budget
L. We have indicating variables {x1, x2, . . . , xn}, in which xi = 1 if the object
oi is covered and xi = 0 otherwise. The server needs to select some detec-
tion sequences F and pay the users according to their appearance times in the
sequences. If a sequence Sk is accepted by the server, we have a new indicat-
ing variable zk = 1, otherwise zk = 0. For each sequence Sk, indicating vari-
ables {y(k)1 , y

(k)
2 , . . . , y

(k)
m } denote whether associative users {u1, u2, . . . , um} are

involved in the sequence. y(k)j = 1 if user uj is involved and y
(k)
j = 0 otherwise.
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Thus the problem can be formulated as Relay Encouraging Coverage
Maximization (RECM):

max
∑

oi∈O
wixi

s.t.
q∑

k=1

y
(k)
j = cntj , ∀j = 1, . . . ,m

m∑

j=1

cntj∑

c=1

b
(c)
j ≤ L

∑

k:oi∈Sk

zk ≥ xi ∀i = 1, . . . , n

∏

j:uj∈Sk

y
(k)
j ≥ zk ∀k = 1, . . . , q

xi, y
(k)
j , zk ∈ {0, 1} ∀i ∈ [1, n], j ∈ [1,m], k ∈ [1, q]

(1)

In our relay network, we say an object location is covered if it is included
in our selected detection sequences. We aims to maximize QoI, which can be
also regarded as the weighted sum of covered objects by F . The constraints
include: 1) Appearances of uj in all selected sequences is counted for cntj times.
2) Total expense cannot be greater than the budget L. The expense is the total
reward given to all users according to their appearances. Each time the server
will pay her a price b(c)j . 3) For each covered object, we have at least one accepted
sequence from DSL’s that covers the object. 4) If a sequence Sk is selected and
accepted from DSL’s, all users in this sequence should be rewarded.

Theorem 1. The RECM problem is NP-hard.

Proof. The budgeted maximum weighted coverage problem (BMWC) is NP-
hard [11]: Given a collection S with associated costs defined over a domain of
weighted elements, and a budget L, find a subset of S ′ ⊆ S such that the total
cost of sets in S ′ does not exceed L, and the total weight of elements covered by
S ′ is maximized.

Now we have a reduction whose input is an instance of BMWC. Its output is
a special instance of our problem (RECM). We let the weighted elements be our
weighted object locations and let the collection of sets over a domain of weighted
elements be the detection sequence set covering objects. The associated cost of
each set can be regarded as the costs for all users in such a sequence. In this
way, BMWC can be reduced into a special instance of RECM, that is, when
each sequence is disjoint of users. To put in another way, each user only appears
once and there cannot be a duplicate user in any two sequences. Since BMWC
is NP-hard, RECM is apparently NP-hard. ��
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4 Mechanism Design

4.1 Basic-REG

Since Relay Encouraging Coverage maximization (RECM) is NP-hard, we design
a basic version of Relay-Encouraging Greedy algorithm (basic-REG) to get a
near-optimal solution. The entire process of basic-REG is illustrated in Algo-
rithm 1. We define W (F ) as the total importance of the objects covered by
sequences in F , and B(F ) as the total cost of the sequences in F . The total
cost for one sequence is the sum of costs for all users in the sequence. Let Wi

denote the total importance of the objects covered by Si. Let W ′
i denote the

total weight of the objects that are covered by sequence Si but not covered by
any sequence in F . In the ith round, we repeatedly select a sequence maximiz-
ing the ratio of W ′

i over the costs that have to paid to all users involved in
the sequence (denoted by Bi). On the one hand, if the additional cost Bi does
not cause the over-spending, we accept Si and union the sequence Si with our
selected sequence set F . After that, the times cnt of users appearing on selected
sequence should be updated. On the other hand, if the additional cost actually
causes the over-spending, We do nothing. For both two cases, we have to remove
sequence Si from the sequence set S0. We repeat this process until the remaining
sequence set becomes empty.

Algorithm 1: Basic-REG
1 F ← ∅; S0 ← S; cnt ← {0} × m;
2 repeat
3 select Si ∈ S0 which maximizes W ′

i/Bi;
4 if W ′

i = 0 then break
5 if B(F ) + Bi ≤ L then
6 F ← F ∪ {Si};
7 for uj ∈ Si do

8 b
cntj+1

j ← b
cntj
j ;

9 cntj ← cntj + 1;

10 S0 ← S0\{Si};

11 until S0 = ∅;
12 Select a set St over S such that B(St) ≤ L and Wt is maximized;
13 if W (F ) ≥ Wt then return F
14 else return St

Note that without extra processing, only the greedy selection (Line 1–11)
will lead to infinitesimal approximation ratio for worst cases. To avoid it, in Line
12–14 we try to find the sequence St with the most importance Wt in S. Then
comes the pivot. We compare the new Wt with W (F ). We choose the sequence
set with larger QoI.
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4.2 Approximation Analysis

In this part, we give an in-depth analysis on basic-REG algorithm and show
its approximation ratio. We notice that sequences picked out may not belong
to optimum sequences set F ∗. Conversely, some sequences in F ∗ may not be
selected. Repeat the pick-up process (Line 2) until the first sequence in F ∗ is not
added to F for its addition would violate the budget L. Let r denote the number
of executed loops and correspondingly let l denote the times that B(F )+Bi ≤ L
(Line 5) is true. Without loss of generality, we renumber the sequences so that
Si is the ith sequence added to F . Then Sl+1 is the first sequence which belongs
to F ∗ but is not selected due to the budget limit.

Lemma 1. ∀i ∈ (0, l+1], we have L
Bi

(W (Fi)−W (Fi−1)) ≥ W (F ∗)−W (Fi−1).

Proof. By set theory, we have W (F ∗)−W (Fi−1) ≤ W (F ∗\Fi−1). Then because
of greedy selection, in the ith time we pick up the sequence Si with a largest ratio
W ′

i/Bi. As the number of iterations increases, the cost for a unselected sequence
will not decrease but increase or remain unchanged because users’ count may
increase. That is because the users in it accumulate more appearances on selected
sequences and need to get higher reward. Furthermore, the weights of the objects
for a unselected sequence will not increase but decrease or remain unchanged.
Because objects in it may be covered by prior sequences. Hence W ′

i/(Bi − P
′
i )

will decrease or remain unchanged.
Therefore when we get W ′

i/Bi in the ith iteration, we multiple it with the
budget L. The result will be greater than the remaining weight of the opti-
mum after removing the first i − 1 terms, i.e. W (F ∗\Fi−1). Thus we have
W (F ∗\Fi−1) ≤ LW ′

i/Bi, where W ′
i = W (Fi) − W (Fi−1). Combining two

inequalities, the lemma is proved. ��

Lemma 2. ∀i ∈ (0, l + 1], we have W (Fi) ≥
(

1 −
i∏

k=1

(1 − Bk

L )
)
W (F ∗).

Proof. Mathematical Induction is utilized to prove the lemma. The base case
i = 1 can be proved easily proved. For the inductive step, we suppose that the

case for i−1 holds, i.e. W (Fi−1) ≥
(

1 −
i−1∏
k=1

(1 − Bk

L )
)
W (F ∗). By reformulating

Lemma 1, we have W (Fi) ≥ Bi

L W (F ∗) + (1 − Bi

L )W (Fi−1). Combining two
inequalities, we find that the case for i holds. So the statement holds for all
i ∈ (0, l + 1]. ��
Lemma 3. We have W (Fl+1)/W (F ∗) ≥ 1 − 1/e.

Proof. Since exp(−x) ≥ 1 − x, from Lemma 2, we have

W (Fl+1)/W (F ∗) ≥ 1 − exp

(
−

l+1∑

k=1

Bk

L

)
.

And by Algorithm 1, Sl+1 is the first sequence which belongs to F ∗ but not

selected and we have
l+1∑
k=1

Bk > L. So the lemma is proved. ��
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Theorem 2. The approximation ratio of the basic REG algorithm is 1
2 (1−1/e)

and its time complexity is O(nq), where n is the number of objects and q is the
number of sequences.

Proof. By Lemma 3, we have W (Fl) + W ′
l+1 ≥ (1 − 1/e)W (F ∗). Noticing

that Wi ≥ W ′
i , so we have W (Fl) + Wt ≥ (1 − 1/e)W (F ∗) where Wt is

maximized. Algorithm 1 would choose max(W (Fl),Wt) which is larger than
1
2 (1 − 1/e)W (F ∗). So the approximation ratio is 1

2 (1 − 1/e).
The subroutine at the repeat loop cost O(q) time, where q is the number of

detection sequences. Each loop we choose a sequence that at least covers one
object, so we have O(n) loops where n is the number of objects. So the time
complexity is O(nq). ��

4.3 Enhanced-REG

The enhanced version of Relay Encouraging Coverage maximization (RECM)
greedy algorithm is shown in Algorithm 2. It can achieve an approximation ratio
of 1 − 1

e . We first give an intuitive explanation here and then provide detailed
derivation.

We use a method called k enumeration technique. We assume the length of
the optimum sequence set (F ∗) is larger than 3, or we can easily find F ∗ by
Brute Force. We order the sequences in F ∗ by selecting the sequence in F ∗ that
covers uncovered elements with maximum total weight at each step. Let Y be
the first k sequences in this order. The for each loop (Line 4) makes sure that we
can always find the k-permutation Y with maximum weights by enumerating all
k-permutations of n. When we get Y , we simultaneously update B(F ) and the
corresponding counting times. the cost B(F ) should be less than or equal to the
budget L. Then we use the greedy method on the remaining part, i.e. add the
sequence with largest W ′

i

Bi
one by one until the budget is exceeded. We denote

Y ′ as the set of these sequences selected by greedy method. In this way, the
output is composed of two parts F = Y + Y ′ and we can calculate the ultimate
approximation ratio using local ratio method.

Last but not least, we should not neglect the sequence set whose cardinality
is smaller than k. This output H1 will cover objects in less than k sequences with
maximum weights. We should note that the high ratio of weight over cost does
not mean it can be picked up because of the limited budget. Sometimes you will
see the weights itself may play a crucial role in problem solving. Thus on Line 1
we first select the sequence set F in which the cardinality is smaller than k and
the QoI are biggest. F will be used to be compared with H2. Detailed analysis
procedure is as follows. On the one hand, similar to the analysis in basic-REG
before, due to the greedy process, we have W (Y ′)+W ′

l+1 ≥ (1− 1/e)W (F ∗\Y ).
On the other hand, We sort sequences in F ∗ by finding the sequence that covers
maximum weighted sum of uncovered elements at each step. Then Y represents
the first k sequences and we have W ′

l+1 ≤ k−1w(Y ).
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Theorem 3. If k ≥ 3, the approximation ratio of the enhanced-REG algorithm
can achieve 1 − 1/e. Its time complexity is O(nqk+1), where n is the number of
object locations and q is the number of sequences.

Proof. By decomposing F into Y and Y ′, we have

W (F ) = W (Y ) + W (Y ′)
≥ W (Y ) − W ′

l+1 + (1 − 1/e)W (F ∗\Y )
≥ (1 − 1/k)W (Y ) + (1 − 1/e)W (F ∗\Y )
≥ (1 − 1/e)W (F ∗) + (1/e − 1/k)W (Y ).

So while k ≥ 3, W (F ) ≥ (1 − 1/e)W (F ∗).
From Theorem 2, the repeat loop cost O(nq) time. And the foreach loop will

execute O(Ck
q ) = O(qk) times. Hence the total time complexity is O(nqk+1). ��

Algorithm 2: Enhanced-REG
1 H1 ← arg max{w(F )|F ⊂ S, |F | < k,B(F ) ≤ L};H2 ← ∅;
2 for F ⊂ S, |F | = k,B(F ) ≤ L do
3 S0 ← S\F ; cnt ← {0} × m;
4 repeat
5 select Si ∈ S0 which maximizes W ′

i/Bi;
6 if W ′

i = 0 then break
7 if B(F ) + Bi ≤ L then
8 F ← F ∪ {Si};
9 for uj ∈ Si do

10 b
cntj+1

j ← b
cntj
j ;

11 cntj ← cntj + 1;

12 S0 ← S0\{Si};

13 until S0 = ∅;
14 if W (F ) > W (H2) then H2 ← F

15 if W (H1) > W (H2) then return H1

16 else return H2

4.4 Penalty Sensitive Scenario

Under the budget constraint, the server is much likely to fail to choose detection
sequences covering all objects. On most occasions, those uncovered objects will
cause a penalty P = {p1, p2, . . . , pn} to the server. Consequently, we need to
withdraw some money from the budget to cover the penalty. This scenario can be
adapted into our previous model with a few modifications. We note the method
as PA-REG. Intuitively, the sum of payment to users and penalty for uncovered
objects should not exceed the budget. So the budget constraint in Problem (1)
would be changed into

m∑

j=1

cntj∑

c=1

bcj +
∑

i:xi=0

pi ≤ L.
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The modified variables in penalty sensitive scenario are compared with the
original version in Table 1. We introduce notation P (F ) to represent the total
penalty of the uncovered objects of F , and P ′

i to represent the total penalty of
the objects involved in sequence Si but not involved in any sequence in F . For
each DSL Si adding into F , its cost would become Bi − P ′

i by subtracting all
penalties of related objects in Si to declare the coverage. It is worth noting that
we consider only the items not involved in the current sequences of F each time.

The upper bound of total cost would be L −
n∑

i=1

pi to accommodate with the

budget constraint. It is an instance of Enhanced-REG. Thus, the approximation
ratio of 1 − 1/e is inherited.

Table 1. Modification in penalty sensitive scenario

Enhanced-REG L Bi B(F )

PA-REG L −
n∑

i=1

pi Bi − P ′
i B(F ) − P (F )

5 Performance Evaluation

To evaluate the performance of our schemes, we simulate the random walk sce-
nario and implement our algorithms. Moreover, we implement the algorithm
in [24] as comparison, denoted by MCQBC. We also implement randomized
algorithm with different numbers of attempts.

5.1 Simulation Setup

We first simulate a scenario that 20 people walk randomly on a field with the
size of 10 × 10. The users are initially at random position in this field. We ran-
domly place 50 objects on this field. The importance of each object is randomly
distributed on the interval [4,7]. Then users walks 0.1 unit at each step. Each
user has four directions: up, down, left, right. We set the probability of turning
to other directions to be 0.2, which enable a user to go across a long distance
rather than wandering in its neighborhood. Figure 2 demonstrates the users’ tra-
jectories in a random walk example. The sensing radius is set as 0.3 unit while
the communication radius is set as 0.1 unit. The sensing and relaying process
would be automatically triggered within the corresponding radius. The limited
time is 500 steps of time. If a user does not reach terminal points uploading her
data, then the server will not get the data. Fortunately, relay strategy helps the
server to gain more detection sequences and data. A user’s bid for one sequence
containing her label is distributed randomly in [1,6]. The server has a budget L,
and then decides how to choose sequences. If a user appears on more than one



462 A. Song et al.

selected sequence, for each selected sequence the server will pay her the asso-
ciative bid bj and extra reward 0.1(cntj − 1), depending on the counts of their
appearance on selected sequences. For each selected sequence, the server will pay
all users appearing in it according to the rules above.

Fig. 2. Random Walk of 20 users Fig. 3. Weight under different budget

5.2 Evaluation of RECM

In Fig. 3, we vary the budget L and see the QoI outputed by our two algorithms
and MCQBC algorithm. Enhanced-REG and Basic-REG perform better than
MCQBC. To better assess the algorithms, we introduce randomized algorithm
(RA) [14] as a criteria. It would randomly pick up a sequence continually until
the budget is exceeded. Running RA once can hardly get high QoI. Then we run
RA for multiple times and output the biggest weighted sum among them. We
find out that Basic-REG performs as well as 1024 attempts of RA and Enhanced-
REG performs better while MCQBC’s performance is worse than 128 attempts
of RA.

We evaluate the impact of different object number, which is shown in Fig. 4.
We can see as the object number increases, the server will get a better QoI using
both Basic-REG and Enhanced-REG. Next we consider the dropout rate in real
scenario. Dropout rate means the percentage of people who have not arrived at
terminal points in a limited time. In opportunistic crowdsensing people will not
detect objects intentionally and they cannot guarantee they can upload their
DSLs and data at the terminal points timely. Although they cannot reach the
terminal points, they may have detected objects and relayed the data to other
users. Thus more objects can be accessible to the server and users will still get
reward it they have the contribution of relay. We fix the budget and vary the
dropout rate from 0.1 to 0.85. The result in Fig. 5. shows that when dropout
rate is high, MCQBC algorithm apparently has a bad performance and the gap
between MCQBC and Enhanced-REG is big. When the dropout rate is low
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Fig. 4. Weight under different #objects Fig. 5. %Weight with different %Dropout

Basic-REG may not get larger weights than MCQBC, but Enhanced-REG is
always better than MCQBC.

5.3 Evaluation of Penalty Sensitive Scenario

We set the penalty for each object randomly on the interval [0.1, 1]. When budget
L is 30, we compare the performance of Enhanced-REG and PA-REG in Fig. 6
and 7. They both have their own advantages. Enhanced-REG performs well on
output weights while PA-REG can reduce the penalty. It shows that PA-REG
is a better way to balance the penalty and quality under a limited budget. Thus
the two algorithms are suitable for different situations.

Fig. 6. Weight under different #objects Fig. 7. Penalty under different #objects

6 Conclusion

In this paper, we focus on improving the quality of information (QoI) under
budget constraint. In opportunistic crowdsensing, sharing data between users
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can provide much data for the server in a limited time. We adopt this relay
strategy and design our reward policy to encourage users to relay. We formulate
the problem into Relay Encouraging Coverage Maximization (RECM) and prove
that it is NP-hard. Then, we design two approximation algorithms to solve it.
Basic-REG is relatively fast and achieve an approximation ratio of 1

2 (1 − 1/e).
Enhanced-REG uses k-enumeration technique to improve the ratio to 1 − 1/e.
We have a thorough analysis on our algorithms. Then we extend Enhanced-
REG into the penalty sensitive case. We conduct extensive simulations and the
simulation results have demonstrated the effectiveness of our approaches.
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Abstract. Cloud computing is widely adopted in real-world data cen-
ters. Most companies choose to build a private cloud service with the
consideration of privacy. In these circumstances, they provide the service
through Infrastructure as a Service (IaaS). However, with the scale of
the data center, the possibility of cloud failure is increasing and become
urgent in cloud computing. Current methods mainly use the proactive
approach that monitors the failure and process it afterward. These meth-
ods are inefficient, and may always cause the service to break down. In
this paper, we propose a new approach HFP (Hierarchical Failure Pre-
diction) that can effectively monitor and predict the failure in advance.
We firstly design and implement a new monitor structure that can effec-
tively collect data. Then, a failure prediction method is proposed to pre-
dict the failure in advance. We implement this system with OpenStack,
the synthetic result on the collected dataset shows that our method can
achieve 98.3% accuracy in the prediction of cloud failure.

Keywords: Cloud computing · Failure prediction · Machine learning

1 Introduction

Cloud computing is a shared computing method which relies on Internet tech-
nology, allocating software and hardware resources dynamically and stably for
users according to their demands [5,22,27]. In recent years, cloud computing is
in a state of rapid development and has been praised as the future of enterprise
technology. By taking cloud facilities as the foundation, further building the sys-
tem on the cloud platform and making dynamic use of available resources, the
operation cost of enterprises can be greatly reduced [18,23]. Among different
cloud computing paradigm, private cloud has become a hot field in cloud com-
puting technology due to its features of data security, convenient update and
maintenance, low cost, convenient deployment, and strong customization, etc.,
which have been widely applied in enterprise practice [5,17].

Although the cloud computing industry is maturing, it will face many chal-
lenges in its development. The occurrence of cloud failures is not so frequent,
c© Springer Nature Switzerland AG 2020
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but enterprises are very vulnerable to the risk of downtime, which will seriously
affect the reliability and availability of cloud computing platforms and even cause
untold losses to enterprises and users. In order to ensure the high availability
and continuity of daily services of the cloud platform, it is necessary to ensure
the timely recovery of discontinuities or faults during the application of cloud
services. In 2010, several virtual machines of Amazon went down and all the
running instances on them failed, which indirectly led to heavy losses for com-
panies using corresponding instances. The key reason lies in the lack of real-time
monitoring of the cloud platform, or even the accurate detection of upcoming
failures. Since the cloud infrastructure is large in scale, it is not enough to rely
solely on the cloud system administrator to manage a large number of devices
and prevent system failures. Therefore, the infrastructure that can automati-
cally monitor and even predict failures to ensure the stable operation of the
cloud platform cannot be ignored in the cloud platform management.

Private cloud systems often employ fault solutions for passively managing
failures, monitoring physical machines and setting alarm thresholds for each
observed resource, where there is usually no time to trigger an alarm and poten-
tial loss is hard to avoid. We propose a cloud failure prediction algorithm to
implement virtual machine failure prediction in the cloud environment, that is,
to monitor each virtual machine in the cloud platform, analyzing its historical
data and failure scenarios, and then predict its state of next moment, detect
the possibility of the fault before it occurs and causes serious consequences. To
improve stability and intelligent level of the system, we analyze potential hot
spots and ensure reliable operations, which will help cloud platform to take the
initiative to adjust resource usage, and make corresponding treatment in time,
the experimental results show that the forecasting method we used to forecast
can achieve the accuracy close to 98.3% of failure.

To summarize, we make the following contributions,

– We propose a new approach to deal with cloud failure problem, that uses
prediction to actively deal with failure.

– We design and implement a new monitoring and prediction system based on
OpenStack.

– We propose a new prediction algorithm that can deal with cloud failures fast
and accurately.

– We conduct extensive experiments, the results show that our approach can
improve the stability of the cloud data center.

2 Related Work

The research in the field of fault prediction for the virtual machine is quite rare.
At present, many researchers focused on just how to detect a virtual machine
failure [2,6,7], but does not take into account how to predict these failures pur-
posefully and warn the users accurately [1,4,13,24]. There are many different
approaches can be used to predict the failure. The regression prediction method
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is often used to predict the virtual machine fault [20]. The method of regres-
sion analysis and prediction is to analyze the correlation between independent
variables and dependent variables, then establish the corresponding regression
prediction equation. Based on the obtained regression equation, the values of all
independent variables are substituted into the regression equation to obtain the
values of dependent variables, so as to achieve the purpose of predicting some
future data [14,21].

Some works use bayesian method [8,11]. E.g., Guan proposed a mechanism
which combines Bayesian algorithm and Decision Tree algorithm to dynamically
predict faults in cloud computing systems [11]. Bayesian model is used as a way
of unsupervised learning and it processes the unlabelled data set. Tan developed
a predictive fail-prevention system to prevent virtual machine failures automat-
ically [11]. The system is mainly composed of four modules includes the virtual
machine monitoring module, the fault prediction module, the fault reasoning
module and the fault prevention module [10,12,15].

Wu T. proposes a virtual machine anomaly detection strategy based on detec-
tion domain division [25]. Virtual machines in the cloud platform are divided
into detection domains based on similarity, and k-medoids clustering method is
adopted to classify virtual machines based on the similarity of running environ-
ment, which can avoid the influence of noise data and achieve better clustering
effect. Zhang proposed a dynamic adaptive monitoring network building mech-
anism based on local neighbor optimization division [19].

The scale of cloud platform is expanding continuously, and the number of
applications deployed on it is increasing day by day. Users’ requests for service
of cloud platform resources are highly dynamic and instantaneous, which puts
forward higher requirements for cloud computing system to be able to reflect the
actual running state of a large number of virtual machines dynamically in real
time. Monitoring intervals need to be more granular and virtual machine data
needs to capture anticipate failures that may occur at a future time accurately
and make adjustments in time to provide higher quality service. Besides, there
are some researches focus on disk failure prediction [3,9,16,26], which is different
from the topic we discuss in this paper.

3 System Architecture

In this section, we introduce the system architecture as shown in Fig. 1. It con-
tains the following modules.

3.1 Data Collection Module

The data acquisition module is mainly responsible for data acquisition, provid-
ing data support for subsequent fault warning. The cloud platform transmits
the performance indicator data of each virtual machine to the data center every
5 min. The data center classifies the collected data and sends the collected per-
formance indicator data to the upper data processing module. The services of
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Fig. 1. System architecture.

Compute (nova compute), Volume (swift), Network (neutron), Image (glance),
Object storage (cinder) and other modules will actively send some data to the
Notification Bus. The Notification Agent will obtain the data through the Noti-
fication Listener and transfer it to the Sample Pipeline for the next processing.

3.2 Data Storage Module

The data storage module, Gnocchi handles the data, splitting it into two parts,
one through storage driver and one through index driver. When retrieving data,
the resource is found through index, and then the corresponding metric is found,
and then the measure of metric is obtained, which greatly reduces the complexity
of information. Gnocchi takes a unique approach to time series storage: instead
of storing raw data points, it aggregates them for pre-defined policies before
storing them, saving only the processed data. So Gnocchi is very fast at reading
this data, because it only needs to read the pre-aggregated results.

3.3 VM Fault Monitoring Module

We use a monitor-based predictive mechanism, where the monitoring component
periodically collects and checks key system values to prevent resource exhaustion
from interrupting work. With the help of this, we can find the abnormal system
measures in advance to summarize the situation for the fault management mod-
ule, so as to respond to the possible faults actively. When the abnormal state is
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predicted or detected, the alarm information is reported to the fault diagnosis
module for further analysis. The virtual machine fault detection module mainly
treats the virtual machine fault warning. The performance data of the virtual
machine to be tested are mainly processed in the lower layer, and the fault warn-
ing model is built through machine learning. Finally, the built warning model is
used to predict the state of the detected virtual machine at the next moment.

3.4 Processing Behavior Management

The virtual machine fault diagnosis module mainly uses the results of the virtual
machine fault detection module to predict and judge whether the running virtual
machine has the possibility of failure. If a fault is likely to occur, it will send an
email to the administrator immediately and inform the virtual machine ID, so
that the administrator can take corresponding measures according to the node
information obtained by the module, and help the user to make decisions such
as whether the fault is acceptable or whether it must be repaired immediately.

Fig. 2. The Procedure of the HFD algorithm.

4 Proposed Method

In this section, we introduce the method we proposed to predict cloud failure.
Recall that our goal is to improve the availability of cloud platform services
through failure prediction, that is, to start processing when nodes in the cloud
service system have a tendency to fail. Machine learning technology is used to
learn the characteristics of historical fault data, and a fault prediction model
is established to predict the failure of nodes in the future. By predicting the
failure nodes, the cloud service system can adjust the running virtual machines
and assign tasks to healthier nodes, which can greatly reduce the number of
failures and the virtual machine downtime caused by the continuous failure of
nodes. In addition, if the node is predicted to fail, the cloud service system can
perform active migration from the failed virtual machine node to the node in
good working condition without disconnecting the service.
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The prediction algorithm is designed to meet the requirements of the predic-
tion accuracy and the time. The overall structure is shown in Fig. 2. It contains
the following components.

4.1 Data Cleaning

We firstly clean the data to Gaussian distribution with zero mean and unit vari-
ance. Since many algorithms might behave badly if the individual features do not
more or less look like standard normally distributed data. The standardization
is done by,

z =
x − μ

σ
(1)

where μ is the mean of the data in a time period, and σ is the standard deviation.

4.2 Fast Filtering

In real-world settings, the prediction algorithm must be fast to complete most
requests, in this step we propose to use fast algorithms to determine the possibil-
ity of the server is in danger. The fast algorithm can be chosen by the preference
of system operators. Here, we use the decision tree algorithm in our implemen-
tation. The decision tree algorithm uses certain rules to analyze and sort out the
data, generates the decision tree by induction, and carries out relevant classifi-
cation work. The decision tree algorithm can conduct in-depth analysis on all
the features of the samples to find the most significant features of the predicted
results. Through the analysis of the results, the features that can best determine
the predicted results will be taken as the root node of the whole decision tree,
and then continue to analyze the determinacy of other features to establish a
decision tree. We use the information gain as the splitting criterion, it can be
calculate as,

Gain(S,A) = Entropy (S) −
∑

v∈ Values (A)

|Sv|
|S| . Entropy (Sv) (2)

where the entropy is calculated as,

Entropy =
n∑

i=0

p (xi) l (xi) = −
n∑

i=0

p (xi) log2 p (xi) (3)

4.3 Confidence Judgment

After the filtering of the algorithm, we use an experience-driven threshold-based
approach to determine the need for more analysis. The threshold can be calcu-
lated based on the frequency of the appearance of the failure event. It can be
calculated as,

t = α log
t=slot∑

t=0

errt (4)

where errt is the number of failure event in time t, and α is the weight parameter.
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Algorithm 1. HFP Algorithm
1: while system running do
2: Collect and storing data as described in Section 3.
3: Clean data using equation 1.
4: Update statistics in knowledge base.
5: Extract features and perform fast filtering as described in Section 4.2.
6: if confidence above threshold then
7: Release judgment.
8: else
9: Perform complex decision as described in Section 4.4

10: Release judgment.
11: end if
12: end while

4.4 Complex Model

In the previous steps find that is a high risk of failure, it will call a complex
model that trained with more data. Similarly, the choice of this model is also
user-specific. Here we choose the random forest algorithm in our implementation.
The random forest algorithm is an ensemble algorithm that combines the decision
of multiple decision trees by,

H(x) =
1
T

T∑

i=1

hi(x) (5)

The algorithm works as follows: for each tree in the forest, we select a boot-
strap sample from S where S(i) denotes the ith bootstrap. We then learn a
decision-tree using a modified decision-tree learning algorithm. The algorithm is
modified as follows: at each node of the tree, instead of examining all possible
feature-splits, we randomly select some subset of the features f ⊆ F . where F
is the set of features. The node then splits on the best feature in f rather than
F . In practice f is much, much smaller than F . Deciding on which feature to
split is oftentimes the most computationally expensive aspect of decision tree
learning. By narrowing the set of features, we drastically speed up the learning
of the tree.

4.5 The HFP Algorithm

Based on the previous components, we derive the following HFP algorithm.
The procedure of the algorithm is describe in Fig. 2. The pseudo code is show
in algorithm 1, it works as following,

– Store and clean the data for training the model. (line 2–4)
– Extract features and train a fast model. (line 5)
– Judge if the prediction is confident enough. (line 6)
– Release the judgment to the system and perform alerts if needed. (line 7)
– If confidence not enough it will perform the complex model and release the

judgment. (line 9–10)
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Fig. 3. Accuracy of different algorithms.

Fig. 4. Precision of different algorithms.

Fig. 5. Recall of different algorithms.
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Fig. 6. F1 of different algorithms.

5 Result Analysis

5.1 Experiments Setup

The FTA (Failure Trace Archive) is a centralized, public data archive, which
is collected, managed and maintained by Western Sydney University, Australia.
The purpose of this data archive is to provide a standard dataset for the design,
validation, and comparison of fault-tolerant models and algorithms. The EGEE
data set in the FTA file contains the status information of each node of a grid
system within a month, and each status information contains 15 performance
indicators flags, and fault markers. The EGEE data set can be used to mine the
unknown patterns hidden in multiple performance indicators that cause grid sys-
tem failure. In this paper, we use the data of virtual machines monitored on the
cloud platform in real time and EGEE data set in FTA archive for experimental
analysis. And finally we selected 5871 virtual machine parameter samples. In a
ratio of 3:1, 4403 groups were randomly selected as training samples and the
remaining 1468 groups were taken as test samples.

We compare the algorithm with Logistic Regression, Decision Tree and Sup-
port Vector Classifier. In order to compare the prediction performance, we use
four metrics, namely, accuracy, precision, recall and F1 score.

5.2 Performance Analysis

We plot the performance in Figs. 3, 4, 5 and 6. As we can see in Fig. 3, the HFP
algorithm achieves the highest accuracy in the training set and the testing set,
it also achieves the highest accuracy in the testing set. The other algorithms are
worse, and it seems the SVC it not suitable for this problem.

And as we can see in Fig. 4, Fig. 5 and Fig. 6, HFP we proposed achieves
better performance, and it seems the simper algorithm logistic regression and
decision tree can achieve better recall but they are much worse in precision which
results in that the algorithms is much worse in F1 score.
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Fig. 7. Feature importance analysis.

5.3 Feature Analysis

After running the experiments, we also analyze the importance of different fea-
tures as shown in Fig. 7. As we can, see different features have different impor-
tance. The features including lossless forwarding rate (sL), the maximum number
of total jobs (MTJ), the maximum number of concurrent running jobs (MRJ)
are the most important in our problem. We think this is reasonable and in line
with our assumptions. To be specific,

– The higher lossless forwarding rate is, the better the performance is because it
indicates network of the virtual machine is in normal operation and maintains
little loss.

– The maximum number of total jobs and the maximum number of concurrent
running jobs on the non-fault node are relatively more than that on the failure
node because normal nodes have a higher system throughput and failure
significantly leads to the decrease of performance on the cloud platform.

6 Conclusions

In many cases, the abnormal situation of some key indicators will lead to perfor-
mance problems of the virtual machine, which will cause downtime and greatly
reduce the use efficiency of the cloud platform. In this paper, we take virtual
machines in the cloud platform as an object of fault prediction. We design and
implement HFP in the Openstack platform. Meanwhile, the open data set of
fault research is used to conduct extensive experiments and analysis on the
algorithms which involved in feature extraction, feature selection and fault pre-
diction. Through the analysis of the monitoring data, we can estimate the states
of the virtual machine in the next moment and predict whether there is a pos-
sibility of failure, which can improve the stability and availability of the cloud
platform.
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Abstract. With the rapid development of digital technology, from the application
of traditional databases and scientific computing to the emerging cloud computing
services, the analysis and processing of massive data has become the focus of
society. Providing low-cost, scalable, and configurable shared cloud services to
users on cloud service platforms is a new hotspot for the development of major
cloud service providers. Job scheduling plays an important role in improving the
overall system performance of cloud service capabilities. Simple job scheduling
strategies (such as Fair and FIFO scheduling) do not consider job size and may
degrade performance when jobs of different sizes arrive. This paper proposes
the MQWAG (Multi-queue Load-Sensitive Greedy Scheduling Algorithm) job
scheduling algorithm to reorder multi-queue jobs so that short jobs are executed
preferentially in multiple queues. In our experiments, our algorithm shortened the
average job completion time by about 26% compared with other algorithms.

Keywords: Cloud computing · Job scheduling · Reordering

1 Introduction

With the vigorous development of information technology, from the traditional database
and the application of scientific computing, the analysis, and processing of massive
data has become the focus of society. Providing low-cost, scalable, and configurable
shared cloud services on the cloud service platform is a new hotspot for major cloud
service providers. Companies such as world-renowned IT companies such as Microsoft
and Google have joined in the development of cloud computing, and have developed a
number of cloud service products, such as Microsoft’s OneDrive and Google’s Google
App Engine. China has also conducted a lot of explorations and attempts in many fields
such as the academic field and technology application field of cloud computing and
has achieved remarkable results. For example, the distributed data warehouse based on
the MapReduce (MR) computing framework developed by Tencent; the real-time data
processing platform developed by JD.com can efficiently deal with real-time access,
real-time analysis, real-time transmission, real-time calculation and real-time query of
large amounts of data.
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2 Related Work

Generally, cloud service providers focus on resource utilization and service revenue of
big data platforms, while users care about job completion time and rental costs. How-
ever, the jobs submitted by users are usually multi-type, such as compute-intensive,
data-intensive, and I/O-intensive. Especially when running data-intensive jobs, it will
generate a huge workload on the cluster computing system, such as web search, Con-
sumer behavior, and consumer intelligence and business intelligence services. In such an
application environment, when a cloud service provider submits jobs to multiple users,
the cloud service provider considers multiple SLA (Service-Level Agreement) con-
straints based on different users, the size, characteristics, and benefits of the submitted
job aspect.

Job scheduling in cloud service platforms is critical to platform performance opti-
mization. Optimizing job scheduling algorithms is very important for cloud service
platforms. At present, many scholars have done extensive research on task scheduling
under the constraints of resource availability. References [1, 4, 5] flexibly schedule users’
jobs based on the available resources of the platform to optimize the performance indi-
cators of various platforms and provide guidance for the research of resource scheduling
in this paper. Reference [2] aimed at the different real-time requirements of jobs and
divided the jobs into high and low dual priorities. The two-level preemption strategy
ensures that high-priority jobs can be completed quickly without sacrificing the com-
pletion time of low-priority jobs. The job scheduling method can improve the utilization
of resources, which has great inspiration for this article. Reference [3] proposed a new
cloud job scheduling mechanism. For each tenant, the deadline for the job is specified.
The scheduling mechanism is based on the principle of maximizing global revenue. It
allocates network bandwidth resources for each user job. In addition, the tuning mecha-
nism also focuses on the review. Optimize the execution time of each job to reduce the
overall job execution time. Reference [6] proposed a job-aware priority scheduling algo-
rithm by real-time monitoring of the application layer. This algorithm not only achieves
network load balancing but also reduces the delay between jobs of the same priority,
improves job execution efficiency and reduces jobs Complete time.

Many experts and scholars have conducted in-depth research on the optimization of
job scheduling algorithms in cloud service platforms, thereby improving the efficiency
of job execution and resource utilization in cloud service platforms. in [7–9], in order
to improve job execution efficiency and reduce data transmission time, data placement
strategies and job scheduling algorithms based on minimum data transmission time are
proposed. The issue of platform job execution time is not considered. Although the three
methods proposed in [10–12] optimize the performance of the platform, they do not take
into account the issue of job execution time. The Reference [13–17] mainly optimized
the performance of the platform through reasonable job scheduling, but they did not
consider both the short job runtime and cost issues at the same time.

In summary, the current popular cloud computing job scheduling mechanism has
many deficiencies and faces great challenges when facing the above problems:
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(1). Lackof standardizedmeasurementmodels for assignments. There is noquantitative
description of the job based on the characteristics of the job itself and the SLA
constraints of the job;

(2). Most of the existing scheduling strategies take into account the problem ofmultiple
job scheduling in the same queue, and there is no research on the job scheduling
mechanism of multiple jobs in multiple queues.

In order to dealwith themulti-tenant service problembasedon theHadoop cluster and
allow the platformprovider to obtain themaximumcostmodel, under the SLAconstraint,
This paper proposes MQWAGS (Multi-Queue Load-Aware Greedy Scheduling) job
scheduling algorithm. The main contributions of this paper are as follows:

(1) A model for obtaining the maximum benefit execution cost is proposed. The model
considers various parameters that affect the completion time of Hadoop jobs, such
as the running time of map tasks and reduce tasks, and the size of map and reduce
input data.

(2) Provide users withMQWAGSmulti-queue load-sensing greedy scheduling strategy
based on SLA constraints. This scheduling strategy takes the user’s deadline as part
of the input and determines the schedule ability of the job based on the job execution
cost model. It depends on the type of job in. Ability to complete user-submitted
jobs under specified SLA constraints. The above two methods aim to improve the
average response time of the job and the average completion time of the job, and
on this basis, improve the utilization of resources.

The organizational structure of this paper is as follows: Sect. 2 introduces related
research; Sect. 3 describes the model for estimating job execution costs; Sect. 4 intro-
duces the multi-queue job scheduling model and algorithm implementation; Sect. 5 is
the experimental part; Sect. 6 gives a brief summary.

3 Evaluation Model

The size of the job is an important indicator that affects the performance of the job
scheduling algorithm, and in most cases, this information is known or accurately esti-
mated in advance. In our system, the job scheduling strategy evaluates multiple job
costs at the time of job arrival and departure, and after the job cost assessment, the job
is reasonably scheduled using MQWAGS job scheduling strategy.

3.1 Problem Definition

Based on the characteristics of the job (the computational complexity of the job, the
size of the job data size, etc.), according to the configuration of the Hadoop platform
cluster, we establish a job execution cost assessment model to estimate the minimum
job execution time and the cost of completing the job.

We assume that there are N nodes in the cluster under the Hadoop 2.0 platform,
each node has m containers, given a MapReduce job J, and the data of size σ must be
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completed within the deadline D under the user SLA constraint. The query q is executed
in the MapReduce framework, and q has corresponding map tasks and reduce tasks
for job J. After submitting the job, the scheduler first determines whether the user can
complete the job within the established SLA constraint period. We do not determine
the schedulability based on all the jobs running in the system. We assume that all tasks
can get system resources, and do not consider the problem of repeated scheduling of
tasks. After it is determined that the operation is completed within the prescribed SLA
constraint period, we can enter the scheduling link. In order to ensure the deadline of
the task, we have developed some strategies including:

All map and reduce tasks are allocated: if the number of tasks is less than the number
of containers, all tasks are allocated. Otherwise, assign tasks to the available containers
in the cluster. Although this will cause the jobs submitted later to not have enough
containers to run, the system has reached a saturation state at this time, and the tasks can
only wait afterwards.

3.2 Deadline Estimation Model

We design the initial estimation model based on a series of assumptions:

1) Suppose our cluster is in a homogeneous environment. Therefore, the unit cost of
each node processing tasks is equal; (2) all jobs start to reduce tasks after the map
task is completed; (3) input data is available under HDFS.

In order to find the expressions for the minimum number of map tasks nmin
m and the

minimum number of reduce tasks nmin
r , we introduce a series of symbols as follows:

➀ J is a collection of all jobs running on the cloud service platform.

J = (j1, j2, j3 · · · jn)
T = (m1

j1 ,m
2
j1 · · ·mi

j1 , r
1
j1 , r

2
j1 · · · rkj1 ,m1

j2 ,m
2
j2 · · ·mi

j2 , r
1
j2 , r

2
j2 · · · rkj2,m1

jn ,m
2
jn · · ·mi

jn , r
1
jn , r

2
jn · · · rkjn )

➁ T is a collection of all tasks running on the cloud service platform.
Among them, mi

j1
and rkj1 represent the i-th map task in the j-th job and the k-th

reduce task in the j-th job, respectively. Where1≤ i≤ u, 1≤ j≤ v, (u is the total number
of map tasks for job J, and v is the total number of reduce tasks).

➂ q means run the query. We use a three-tuple q = (R, σ,D) representation, where
R is the arrival time (job submission time), σ is the input job size, and D is the relative
deadline time under the SLA constraint.

➃ f is the filtering ratio. The output of the map process is used as input to the reduce
process. Generally, the number of map tasks is greater than the number of reduce tasks,
and the filtering ratio is 0 ≤ f≤1.

➄ C is the total number of containers that can be allocated to job J in the Hadoop
cluster.

➅ fσ is reduce input (map output), fσ = f × map output.
➆Data processing cost DC. DCm is the processing cost of map task unit data. DCr

is the cost of data processing for reduce task units.
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➇The data transmission cost DCTd represents the communication cost for transmit-
ting unit data from the map task to the reduce task.

➈ f mjn is the start time of the first map task of job jn.
➉ f rjn is the start time of the first map task of job jn.
©11Job arrival time R and deadline D.
In order to estimate the duration of the job, we need to consider factors such as map

completion time, reduce task completion time and R phase data transmission time, and
the total cost of job processing.

The job execution time expression is:

JFT = DC

C
+ f σ × DTCd (1)

Total cost of job processing:

DC = σ × DCm + fσ × DCr (2)

Completion time of the job:

FT (JFTi) = f mjn + JFTi (3)

where, f mjn + JFT ≤ R + D
Therefore, the maximum value of the starting execution time of the reduce task of

job Jn:

f max
rkjn

= R + D − fσ × DCr

C
− fσ × DTCd (4)

where f mjn + fσ ×DCm
C ≤ f max

rkjn
, so

nminm =
⎡
⎢⎢⎢

σ × DCm

f max
rkjn

− f mjn

⎤
⎥⎥⎥

(5)

Similar to it:

nminr =
⌈

fσ × DCm

R + D − fσ × DTCd − f mjn

⌉
(6)

nminj = nminm + nminr (7)

Our job scheduling strategy introduced in the following sections is based on this
criterion to constrain scheduling.

4 (MQWAGS) Job Scheduling Algorithm

In this chapter, the design goals of the deadline estimation model are proposed in
Sect. 4.1. Section 4.2 uses examples to illustrate the differences between MQWAGS
job scheduling and traditional FIFO, Capacity, and Fair job scheduling. Section 4.3
describes the specific implementation of job scheduling.
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4.1 Deadline Estimation Model Design Goals

In Hadoop, users can design job schedulers according to their actual application require-
ments. We use the minimum task scheduling algorithm to implement constrained
scheduling.

Deadline estimation models are able to complete job within a given deadline. Our
estimationmodel calculates theminimumnumber ofmap tasks and theminimumnumber
of reduce tasks for the user, and determines whether the job can be completed within the
deadline of the user’s SLA constraint by detecting the number of remaining containers
in the system. Otherwise, the user can choose to resubmit and modify the deadline for
the job. When the job is submitted, we perform a schedulable test. First calculate the
minimum map task. If the system cannot meet the minimum map task for submitting a
job, the job will be rejected, and the job needs to be submitted again after the system is
idle. Then, we calculate f maxr (the maximum start time of the reduce task) based on the
reduce task specified by the job.

Calculate the final completion time of the job according to f mjn + JFT ,and infer to
f m(jn) + JFT ≤ R + D from the above formula.

➁Maximize the number of jobs that can run in the cluster while satisfying the com-
pletion of all jobs. Because in the cloud service cluster system, our user types are diverse.
Therefore, according to the user’s deadline estimation model and job scheduling strat-
egy MQWAGS, the job execution efficiency can be further optimized, so that the cloud
computing cluster can maximize the benefits while meeting the user’s SLA constraints.

4.2 Examples of Job Scheduling Strategies

In a cloud computing cluster, it is important to run an excellent job scheduling strategy
due to the different job types and job sizes. In order to explain the differences in various
job scheduling strategies. We use a simple example to illustrate. Table 1 describes the
arrival order of the three jobs A, B, and C; Fig. 1 provides the scheduling results of
various scheduling technologies involved in this paper. In this example, three jobs A, B,
and C arrive in sequence, each job is different in size, and the final completion time of
the job is also different. Assume that the three jobs run in three different queues.

Table 1. The job collection, arrival order and task assignment

Job ID Task arrival
order

Number of tasks
in queue 1

Number of tasks
in queue 2

Number of tasks
in queue 3

Total tasks

JobA 1 6 5 3 14

JobB 2 3 7 3 13

JobC 3 5 4 6 15
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Fig. 1. Job submission order, completion time, and average job completion time in different
scheduling algorithms

Let’s calculate the average job completion time of n jobs, where n = {1, 2, 3 · · · n},
then the average completion time of n jobs can be expressed as:

1

n
×

n∑
i=1

JFT (8)

We can reduce the average job completion time by reducing the job completion time.
In order to illustrate the completion time of jobs A, B, and C in different scheduling

strategies in the three queues, we assume that the number of tasks assigned to the three
queues is different. The completion time of a job depends on the time when the last
task of the job is completed Ti,d (i represents the job number, and d represents the task
number), the completion time of the subtask is a monotonic indicator for measuring the
completion time of the job and the completion time Ti,d ≤ R + D of the subtask. Task
scheduling sequence and execution time are shown in Fig. 1.

Figure 1 (a) uses the FIFO job scheduling algorithm. The completion time of the
three jobs is A→ B→C, and the average job completion time is 27.3; Fig. 1 (b) uses the
Capacity Scheduler job scheduling algorithm. The completion order of the three jobs is
B → A→C, and the average job completion time is 14. Figure 1 (c) uses Fair Scheduler
job scheduling algorithm. The completion order of the three jobs is B → A→C, and the
average job completion time is 14.

4.3 Multi-queue Load-Aware Greedy Scheduling (MQWAGS)

The completion time of a job is composed of waiting time and service time. Traditional
FIFO scheduling strategy jobs can only be executed sequentially. Capacity Scheduler
users can only submit tasks to their own queues, and cannot modify or access tasks
in other queues. The Fair Scheduler divides the entire Yarn’s available resources into
multiple resource pools. Each resource pool can be configured with the minimum and
maximum available resources. When there are no tasks in the queue, the minimum
resources can be snatched by other queues; when new tasks come in At this time, if the
cluster has resources, it will obtain resources, if not, it will grab resources from other
low-priority queues and execute tasks. Preemption will reduce the execution efficiency
of the cluster, because terminated containers need to be re-executed.
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(1) MQWAGS design principle: In order to reduce the total waiting time and response
time, jobs that can be completed quickly should be arranged before other jobs.
But in the multi-task-multi-queue scheduler, the principle of short job priority is
generally supported. In fact, in multiple queues, because sometimes a short job
cannot be guaranteed to complete quickly, because there may be other tasks running
in the queue before the short job enters the job queue, we should consider Under
the premise of affecting user SLA constraints, prioritize those jobs that can be
completed in advance, so that job execution time can be shortened, that is, average
job execution time can be reduced. Here we need to reorder the jobs according to the
different finish times in different queues. Get the optimal job scheduling sequence.
We use an example to illustrate MQWAGS. As shown in Fig. 2, there are two
scheduling strategies, Capacity and MQWAGS, in which three jobs are A, B, and
C. A task has 13 tasks, B task has 14 tasks, and C task has 15 subtasks; they are
respectively distributed in three different queues. But we find that the B task has
the fewest tasks, so we can prioritize the tasks of the B task, and then execute the
A and C tasks. Next we introduce MQWAGS job scheduling algorithm.
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Fig. 2. Capaciyt and MQWAGS job average completion time comparison

(2) MQWAGS job scheduling algorithm. In the MQWAGS job scheduling algorithm,
we first propose reordering. Our reordering is based on the task already in a certain
queue and shortens the overall job in the cluster without delaying the user’s SLA
constraint final completion time, Based on average completion time.

The reordering mechanism is as follows. In a given job scheduling algorithm and
job queue, in each iteration we identify the queue with the most tasks and reorder them.
Find the target task with the largest number of tasks in the queue under the same job,
and place this job task in queue L, and then operate in a loop to calculate a new queue
L in reverse order by reordering.

In general, we useCapacity scheduler and Fair Schedulermulti-queue job scheduling
algorithms to perform job scheduling under the cloud service platform. The MQWAGS
multi-queue job scheduling algorithm proposed in this paper uses reordering to perform
queue internal scheduling. Next we will prove the superiority of using the reordering
algorithm. In addition, our reordering scheduling algorithm can be used in arbitrary
multi-queue job scheduling.
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In the reordering algorithm, we use the job completion time to approximate the
job end time. The job completion time is exactly the job completion time: (1) uniform
task service time, that is, all tasks have the same continuous service time; (2) the same
Efficiency services. All servers in the cluster system run tasks with the same efficiency.

(3) Each node has the same number of containers.Based on the appeal assumption,
reordering does not lead to a reduction in completion time. The specific proof is as
follows:

Theorem: Reordering provides non-decreasing performance improvement for our
proposed MQWAGS job scheduling algorithm.

Let the position of fj be the completion time of job J in queue q; that is,
fj = { ij,q|(q ∈ Q)} . Let O be the job scheduling algorithm and the result of the entire
job completion time; C FO = 1

t

∑
j∈J

fj C (t represents the total number of tasks of job j)

Let R represent the reordering algorithm, FO,R indicates that algorithm O and algorithm
R are executed in sequence. Need to prove FO,R ≤ FO.

Proof: We use mathematical induction to prove. When n = 1, the theorem obviously
holds. Assuming n = k, the theorem holds. We define F (k) as k at the last completion
time for job J in all queues. So, FO,R(k) ≤ FO(k), when n= k + 1, suppose we prefer to
select processing job a, which is the one with the most tasks selected from all the queues.
After processing, the completion time f

′
a is the same as fa, and FO,R(k) ≤ FO(k), So

FO,R(k + 1) = k × FO,R(k) + f
′
a

k + 1
≤ k × FO,R(k) + fa

k + 1
= Fo(k + 1) (9)
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The proof of the above theorem shows that the reordering algorithm has improved
the job scheduling, or that there is no harm. It is assumed that the completion time of
the job can be estimated, and the reordering improves the average job completion time,
and the result also reduces the average job response time of the job.

MQWAGS job scheduling strategy is an improvement on Capacity job scheduling
strategy. Capacity job scheduling can configure a certain amount of resources for each
queue, and each queue uses FIFO scheduling strategy, and our MQWAGS uses a greedy
algorithm inside the queue. Our main idea is to calculate the job with the least number
of tasks, and The job with the least number of tasks within each queue is shown in
Fig. 2 (b). We prioritize the task of job B in all queues. In our algorithm, the order of
job completion is B → A → C. The average job completion time is about 11.7.
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5 Experiment

In this section, we will introduce the experimental and simulation results of MQWAGS
job scheduling. Our lab is based on a big data platform based on the MapReduce
computing framework.

5.1 Experimental and Simulation Setup

Experimental platform: Our experimental test platform consists of 21 workstations,
including a master node and 20 slave nodes with the same configuration information.
The configuration information of each node is Intel Xeon CPU E7-4809 v4@ 2.10 GHz
10cores, memory 8 GB, hard disk 1 TB, Red Hat Enterprise Linux 6.2 System, and
Hadoop version 2.8.4. We use the number of Containers to represent the number of
computing resources. Each Container has a size of 1 core and 2G memory. In this way,
there are 4 Containers on each node and there are 80 Containers in the entire platform.
In HDFS, the block size is 128 M and the replication factor is set to 2.

Workload and Input: Our workload contains 200 jobs, and each job input is ran-
domly selected from WordCount, TeraSort, SelfJoin, SequenceCount, Classification,
HistogramMovies, HistogramRatings. Job arrivals follow a Poisson distribution. We
will use different time intervals in the job input.

WordCount is a dataset consisting of Random Words generated by RandomTex-
tWriter provided by Hadoop. TeraSort sorts the dataset in a logical order. For SelfJoin,
we use synthetic data. For Classification, HistogramMovies, HistogramRatings, we use
the movie dataset. Divide the workload into 3 BINS based on the size of the input.
Related workloads used in the experiments in Table 2.

Table 2. Workload in the experiment

Bin Job name Data size Map quantity Reduce quantity Job quantity

1 TeraSort 2 GB 200 20 4

1 SelfJoin 2 GB 204 20 20

2 WordCount 200 GB 1442 160 20

3 Classification 20 GB 204 40 15

3 HistograMovies 20 GB 204 40 10

3 HistograRatings 20 GB 204 40 6

5.2 Experimental Results and Analysis and Simulation Setup

Our evaluation index is based on the average job response time, average job completion
time, and platform resource utilization. The target calculation formula is as follows:

Platform resource utilization = number of resources used for job execution/ total
number of platform resources.
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Average job completion time = execution time of all jobs/ number of jobs.
Average job response time = entry time of all jobs + job waiting time/ number of

jobs.

(1) Average job response time: In Fig. 3 (a), the average interval between job arrivals
is set to 80 s. We divide the input workload size into 3 BINs according to the
different job input scales. From Fig. 3 (a), we can see that the performance of
different scheduling algorithms in the same BIN is different. In Fig. 3 (a), except
for Bin3’s FIFO, our scheduling algorithm performs better than Capacity, Fair, and
FIFO. In all BINs, our scheduling algorithm reduced the average response time of
jobs by nearly 40% and the average response time of FIFO jobs by nearly 46%.
Our experimental results show that, first, we can see it in Bin 1-3. Our solution can
effectively find and give higher priority to short jobs. Secondly, only some FIFO
jobs perform better than ours. This is because most of the video files are long jobs
and their jobs are executed byThe sequence is related to the time of joining the team.
As far as we are concerned, our job scheduling algorithmwill give priority to newly
arrived short jobs and execute long jobs only after the short jobs have been executed.
Therefore, in our scheduling policy, long jobs will free up resources for smaller jobs
and wait longer to get more resources. Third, the average job response time of the
FIFO job scheduling algorithm is similar across all BINs, because it is performed
sequentially, regardless of the amount. Finally, the performance of Capacity and
Fair job scheduling is basically close. They excel in short assignments, but at the
same time are facing resource sharing for a lot of assignments.

 (a) Performance of workload with an average  (b) Performance of workload with an job 
arrival interval of 80 seconds                        average job arrival interval of 40 seconds 

Fig. 3. (. a) Performance of workload with an average (b) Performance of workload with an job
arrival interval of 80 s average job arrival interval of 40 s

(2) Performance comparison under different workloads: Different workloads are the
key factors for measuring job scheduling performance. Therefore, we changed the
average arrival time interval of the workload from 80 s in Fig. 3 (a) to 50 s in Fig. 3
(b). In Fig. 3 (b), our job scheduling is more prominent than the previous 80 s. In
our solution, when the job arrival time is set to 80 s, about 90% of the jobs have
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an average job response time of less than 2000 s, while the response values of the
Capacity and Fair job schedulers are only about 70%. In Fig. 32 (b), our scheduling
algorithm reduces the average response time of the job by nearly 43% and reduces
the average response time of the FIFO job by nearly 62%.

(3) Platform resource utilization: In Fig. 4we show the impact of different data volumes
and different data types on resource utilization. From Fig. 4 we can see that with the
continuous increase in data volume, our job scheduling The algorithm continues
to improve in resource utilization, while the resource utilization of the Capacity
and Fair job scheduling algorithms remains basically unchanged. Because Fair job
scheduling algorithm users have independent resource pools, and resource pools
have restrictions, as the amount of data continues As resources increase, resource
utilization decreases. When the amount of data increased from 2G to 20G, our
job scheduling algorithm increased by38%. When the amount of data increased
from 20G to 200G, our job scheduling algorithm increased by 14%. Looking at the
overall resource utilization of the FIFO job scheduling algorithm The rate is lower.

Fig. 4. Impact of data on resource utilization

(4) Workloads with different distributions: We compared the performance of workload
algorithms under heavy-tailed and light-tailed distributions. In Fig. 5 (a), we can
see that for heavy-tailed distribution, our algorithm performs best, followed by
Capacity and Fair scheduling. Compared with other algorithms, the average job
completion time is reduced by about 26%. FIFO is much worse than the other three
algorithms, mainly because small jobs can be severely delayed by large jobs. Since
our algorithm puts the tasks in short jobs into the head of each queue, the superiority
of the algorithm becomes better as the number of jobs increases. In the case of even
distribution, the performance of FIFO and MQWAGS is basically the same, while
Fair and Capacity are both half their average response time. Because in this case,
Fair scheduling and Capacity will share the processor.
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(a) Heavy-tailed distribution                 (b)Uniform distribution 

Fig. 5. (a) Heavy-tailed distribution (b) Uniform distribution

6 Conclusions

Provide services for multiple users on the cloud service platform at the same time.
When multiple users submit jobs, a reasonable job scheduler can not only meet the
user’s performance requirements, but also improve the overall performance of the plat-
form. Therefore, based on the MapReduce calculation framework, this paper proposes a
reordering multi-queue short job priority scheduling strategy for SLA-constrained jobs.
The algorithm calculates the job cutoff time by estimating the model based on the job
cutoff time as a constraint. In order to obtain the shortest job, then according to themulti-
queue job scheduling algorithm, the tasks that are queued are reordered, and the short job
tasks are prioritized. The experimental results show that the MQWAGS job scheduling
algorithm proposed in this paper can not only ensure that the job is completed before
the deadline, It also increased the average completion time of the job by 26%, increased
the platform’s resource rate, and improved the overall performance of the platform.
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Abstract. The rapid development of the Internet and cloud computing
are giving people high quality online services, which are usually deployed
in cloud data centers. While the clouds are not always failure-free, in case
of a power failure in a cloud data center, it is important to reduce the cost
of disaster recovery meanwhile ensuring cloud service performance. To
solve the service recovery problem of cloud data center under a power
outage, in this paper, we propose an online solution based on hybrid
cloud framework, which resolves the service workload management opti-
mization between private cloud and public one. By using Lyapunov opti-
mization technology, the long-term online optimization problem can be
transformed into a general one. Besides, we present a power-aware on-
line control algorithm (POCA) which achieves a trade-off between power
consumption and cost, and the simulation results show that the proposed
POCA algorithm can give a better and efficient performance.

Keywords: Cloud computing · Power outage · Cloud recovery ·
Lyapunov optimization

1 Introduction

With rapid development of the Internet and cloud computing, people can acquire
various and high quality services conveniently through visiting websites and
client applications provided by Internet enterprises. For instance, e-commerce
websites, which provide cheaper commodities and instant shopping every day,
are facing a mass of user requests due to an increasing number of consumers.
To satisfy the ever-growing user demands, many large websites usually choose
establishing their own private cloud. However, in reality the cloud may unavoid-
ably suffer outage issues for technical or nontechnical reasons, which will result
in a continually disturbance on business continuity and service availability. One
of the most common but serious issues is power outage [1,2]. To cope with the
accident disaster, almost all data centers should possess emergency power, which
contains limited energy storing and is generally not enough before the disaster
recovers. One existing research direction is to process user requests as many as
c© Springer Nature Switzerland AG 2020
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possible by making full use of the limited energy, and in this situation, part of
user requests couldn’t be effective processed inevitably, which could result in
the dissatisfaction of users. A better and user-friendly solution should be one
that makes users feel as if power outage doesn’t occur ever during visiting the
websites. In this paper, we propose a viable solution by introducing the hybrid
clouds framework, which can solve power outage issues by outsourcing the exces-
sive user requests from private cloud to the public one.

As we know, the public cloud is able to dynamically provision scalable com-
puting resources according to the workload from the cloud consumer. In the
scene of e-commence service, for instance, communication will running among
the private and public cloud, over a non-trusted and latency-inconsistent net-
work. While a dedicated tunnel, such as, AWS Direct Connect which provide
private connectivity over the Internet [3], can easily scale the connection in time
to meet different transmission rate needs and pay corresponding fee at the same
time, and it is also essential for outsourcing users’ requests into the public cloud.

Based on such recognition, we specifically study the dynamically distribution
problem of real time workloads, to optimize the whole cost spent on the public
cloud and the tunnel, constrained by the QoS guarantee of workloads and the
limited energy in the private cloud. First, we use the M/M/1 queuing model
in Queuing Theory to estimate the delay of workloads, and propose a widely
acknowledged energy consumption model to trace real time energy consump-
tion. To solve the proposed optimization problem, we present a power-aware
online control algorithm(POCA) using Lyapunov optimization technique, which
implements a trade-off between the power expenditure and the outsourcing cost.
The simulation result shows that POCA implements better performance than
greedy private cloud priority scheduling strategy.

The remainder of the paper is organized as follows. In Sect. 2 we make
an introduction on the system model and formulate the cloud service recovery
problem. In Sect. 3 develops a power-aware online algorithm using Lyapunov
optimization technique with unknown future workloads. Numerical experiment
details as well as simulation results are represented in Sect. 4. In the end, we
conclude the paper in Sect. 5.

2 Model and Problem Formulation

We establish the system model by analyzing the real flow of requests. In most
popular way, requests from users arrive at web servers and are transferring to
the private cloud data center to be processed. By introducing the public cloud,
partial requests are redirected to the public cloud data center which provides
the same processing service.

Suppose the power supply outside the private cloud data center is interrupted
at time 0 due to a disaster and is expected to restored at time T . In order to
keep the service continuity, the private cloud data center has to process some
requests within limited energy and redirects additional requests to the public
cloud data center via a dedicated tunnel for the sake of security until time T .
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To address the limited energy in the private cloud, we discuss the power
consumption model. It has been widely acknowledged that, the amount of power
consumed by a server running at speed μ can be denoted as follow [4]:

E = α0μ
v + β0 (1)

where α0 is a positive factor, β0 is the power consumption in idle state, and
the exponent parameter v is empirically determined as v ≥ 1. In this paper, we
utilize the previous power consumption of model with a reasonable value v = 1.

In order to provide reliable service quality, we have to estimate the average
delay of serving requests, i.e., the average response time which include waiting
delay and service time in a formal way. We take the M/M/1 queuing model
to establish related functions according to queuing theory [5]. To make it work
effectively, we assume that the requests arrive at the website as a Poisson pro-
cess. The time interval between two requests that are served is assumed to be
exponentially distributed. Then the average response time d can be computed
using Little’s law [6] as

d =
1

μ − λ
, λ < μ. (2)

where parameter λ is the average arrival rate according to a Poisson process and
parameter μ is the average service rate. The model is considered stable only if
λ < μ.

Based on the model and assumption mentioned in the previous work, we can
take up formulating the cloud recovery problem.

The average response time of requests is the essential factor which we have to
consider in our problem. We typically require that the average response time is
enforced at an acceptable limit. In this paper, we enforce the following constraint

D(t) ≤ d, ∀1 ≤ t < T. (3)

where D(t) is the average response time of requests at time slot t. The constant
limit d reflects the maximum time delay which users can tolerate.

Due to the limited energy under power outage scenario in the private cloud,
we have to formulate the power usage constraint. In this paper, we impose a
long-term time-averaged power provision budget e for the private cloud during
power outage period. For each time slot t, the power consumption includes the
processing consumption and the transferred consumption. Based on the power
consumption model (1) in the previous work, the processing consumption can be
written as NV (t)(α0

x(t)
NV (t)

+β0). The transferring consumption is etλ
R(t), where

et is the energy consumption of unit request using to transfer to the public cloud.
Therefore, the constraint on the time-averaged power usage in the private cloud
can be enforced as follows

lim
T→∞

1
T

T−1∑

t=0

{
NV (t)

(
α0

x(t)
NV (t)

+ β0

)
+ etλ

R(t)
}

≤ e. (4)
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From the perspective of expenditure, we hope that the cost spent on the
public cloud is as less as possible. In our practical model, the cost include the
cost of renting the tunnel and EC2 instances. The cost of renting the tunnel
during the tth time slot, i.e., the fee of renting the l-level tunnel which has
defined before, can be displayed as follows

F (t) =
L∑

l=0

flxl(t). (5)

And the cost of renting EC2 instances during the tth time slot can be denoted
as

C(t) = ANU (t). (6)

where A is the price of renting one running EC2 instance.
To evaluate the negative impact of dropout, we add an extra penalty item

to the objective function. The penalty item is define as follow

J(t) = QλD(t) (7)

where λD(t) is the number of dropout requests at time slot t, Q represents the
penalty of unit dropout request.

Our objective is to minimize the total cost spent on the public cloud, com-
bined with the penalty cost due to dropout. The optimization problem can be
formulated as follows

min lim
T→∞

1
T

T−1∑

t=0

F (t) + C(t) + J(t)

s.t. constraints (4)

(8)

3 Online Algorithm

To address the challenge of the optimization problem (8), one solution is to
provide an online algorithm for choosing control actions over time in reaction
to the existing network state. We use Lyapunov optimization techniques [7] to
design power-aware online control algorithm, called POCA.

3.1 Problem Transformation Using Lyapunov Optimization

Firstly, we transform the constraint (4) into a queue stability problem by intro-
ducing a virtual queue Q(t). Initially, we define Q(0) = 0 and update the queue
per each time slot as follows

Q(t + 1) = max{Q(t) + a(t) − e, 0}. (9)

where a(t) = NV (t)
(
α0

x(t)
NV (t)

+ β0

)
+ etλ

R(t) is the power usage during the tth
time slot. But a large value of Q(T ) in the end is not plausible. One intuition is
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that we can reduce a(t) if the value of Q(t) is large. Therefore, the problem (8)
can be transformed as follows

min Q(t)(a(t) − e) + V (F (t) + C(t) + J(t)) (10)

where V is a non-negative control parameter chosen.

3.2 Power-Aware Online Algorithm

We observe some variables which exist in the (10) and attempt to figure out the
relationship among these variables and their effect on the objective function. To
minimize the objective function, we hope that those decision variables should
be as small as possible. We use the decision variable α(t) = λV (t)/λ(t) and
β(t) = λR(t)/λ(t) to represent the proportion of requests distributed to the
private cloud and to dropout, respectively. And we have

0 ≤ α(t), β(t) ≤ 1 (11)

Therefore, the optimization problem (10) can be expanded as follows

minimize

z(t) = Q(t)(α0x(t) + β0N
V (t) + et(1 − α(t) − β(t))λ(t) − e)

+ V

(
L∑

l=0

flxl(t) + ANU (t) + Qβ(t)λ(t)

) (12)

s.t.
1

x(t) − α(t)λ(t)
≤ d, (13)

1
μR(t) − (1 − α(t) − β(t))λ(t)

+
1

μUNU (t) − λU (t)
≤ d,

constraints (11). (14)

The optimal solution demands that the equality holds in the delay constraints
(13) and (14). Note that the variable NV (t) is only related to the variable x(t).
Therefore, for a given x(t) satisfying the constraints, we hope that NV (t) is as
small as possible. Then we can represent the variable x(t) as x(t) = μV NV (t),
where μV is the maximal service rate of each server in the private cloud. Based
on the analysis above, we propose our online algorithm.

Firstly, we enumerate the variable μR(t) with L kinds of tunnel bandwidth
levels. Secondly, both the variable x(t) and NU (t) can be represented by the
variable α(t) with the delay constraints (13) and (14), respectively. Finally, the
objective function can be represented by the variable α(t) and the variable β(t).
We first consider β(t) is a given constant. In this case, we can take the deriva-
tive of the variable α(t) and find a feasible value of α(t) to make the objective
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function globally minimum. Based on this, we further take β(t) into considera-
tion. Consider the complexity, our solution simply enumerates the variable β(t)
with the precision δ. Therefore, our algorithm can be displayed below. Our algo-
rithm has an O(L/δ) time complexity, where 1/δ is the enumeration times of
the variable β(t) with the precision δ.

Algorithm 1. Power-aware Online Algorithm
1: initiate zopt(t) = ∞, αopt(t) = 0, lopt(t) = 0, βopt(t) = 0
2: for each β(t) with precision δ do
3: calculate zmin(t), αmin(t), lmin(t) by algorithm 1
4: if zmin(t) < zopt(t) then
5: zopt(t) ← zmin(t)
6: αopt(t) ← αmin(t)
7: lopt(t) ← lmin(t)
8: βopt(t) ← β(t)
9: end if

10: end for

4 Performance Evaluation

In this section, we conduct trace-driven simulations to evaluate the performance
of our power-aware online control algorithm (POCA). We conduct the exper-
iments based on real data sets from Google to enhance the reliability of our
proposed algorithm.

In order to validate the performance, we compare POCA with a greedy pri-
vate cloud first (PCF) scheduling policy which dispatches requests to the private
cloud first and consequently make full use of the limited energy.

Furthermore, we propose a α-PCF scheduler for comparison, where α rep-
resents the proportion of arrival requests distributed to the private cloud while
the rest is distributed to the public cloud at each time slot.

In the simulation, we set some benchmark parameters as follows. We get each
time slot workloads at intervals of 100(s) and the corresponding values ranging
from 100 to 50000. And we set T = 5000. And we assume that the maximum
time delay which users can tolerate is d = 0.05(s). The parameters of the power
consumption function are set with α0 = 0.25, β0 = 100.0, and v = 1. We set the
time-averaged power budget e = 800.0 and the transferring energy consumption
of unit request et = 0.05. With respect to dropout, we set the dropout cost of
the unit request as Q = 20.0. We initiate the dropout precision δ = 0.01.

We have transformed the original Google data sets into the time slot work-
loads above and set corresponding benchmark parameters. The experimental
results of real data sets validate the performance of the proposed algorithm.

As a consequence, we simply display the corresponding experimental results
without redundancy.
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Fig. 1. Time-averaged service cost under
different scheduling policies using real
trace.

Fig. 2. Time-averaged service cost under
different time-averaged energy budget e
using real trace.

Fig. 3. Time-averaged service cost under
different balance factor. (V = 1/2/50/
100)

Fig. 4. Time-averaged service cost under
different balance factor. (V = 0.5/1/5/
10 ∗ 104)

Figure 1 shows the time-averaged service cost change by different scheduling
policies when the balance factor V varies form 1 to 1000, with a step size of
50. Figure 2, 3 and 4 show results of the impact of the balance factor V and
the energy budget e on the service cost in our problem. Figure 2 describes the
time-averaged service cost as V increases under three degrees of time-averaged
energy budget e (low, middle, and high). Figure 3 and 4 show the time-averaged
service cost consumed under obvious different values of balance factor V when
the energy budget e increases in the range of [200, 1400], with a step size of 100.
It is apparent from Fig. 3 that the overall time-averaged service cost decreases as
the balance factor V increases when V takes small values, while Fig. 4 illustrates
opposite trend when V is large enough. All these results validate the efficienary
of our propose algorithm.

5 Conclusion

In order to deal with the situation of limited power supply under power outages
in enterprise cloud data centers, we propose a hybrid cloud model to ensure
the continuous operation of services by outsourcing some users’ requests to the
public cloud. We study the specific energy consumption model and queuing
model to explicitly model the cloud service recovery problem. In order to deal
with the challenge of task scheduling and resource allocation in online scenario,
we design a power-aware online control algorithm, which transforms the long-
term online optimization problem into a general optimization problem at each
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time slot by using Lyapunov optimization technology. We introduce a balance
factor V to balance the tradeoff between energy consumption and outsourcing
cost, and it achieves a trade-off between power consumption and outsourcing
cost. Simulation results show that POCA has efficient performance for the cloud
recovery problem.

Acknowledgement. The work is supported in part by the national key research and
development program of China under grant No. 2019YFB2102200, National Natural
Science Foundation of China under Grant No. 61672154, 61672370, 61972086.
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Abstract. Container technology has gained great popularity in cloud
environment since containers provide near-native performance and are
lighter and less expensive than traditional virtual machines. However,
starting up a non-local container, whose image is unavailable locally, is
time-consuming. The reason is that pulling an image from a remote reg-
istry requires a long time. In this paper, we experimentally find that a lot
of redundant data exists among image layers when we pull images from
the registry. This redundant data causes additional pull time and makes
the startup of a non-local container slower. To minimize the amount
of pulled data while providing intact images, we propose a container
deployment framework, BED, based on block-level deduplication. To be
specific, BED stores an image layer as numerous data blocks and a fin-
gerprint list which is generated based on these data blocks. When BED
needs to pull an image, it pulls the fingerprint lists of the image, dedupli-
cates these fingerprint lists, and pulls the data blocks non-existing locally
from the registry. Based on the local and pulled blocks, BED reconstructs
the image layers for a container. Experiments show that compared with
original Docker, BED reduces the time of pulling images by 35% on
average and saves about 48% data transmission in the network.

Keywords: Container · Block-level deduplication · Pull time ·
Network traffic

1 Introduction

In recent years, cloud computing has been developing rapidly. Container technol-
ogy [1,10], an operating system-level virtualization, is more and more popular
due to its lightweight and convenience compared with traditional virtualiza-
tion [13,20]. Instead of providing a full kernel for each virtual machine (VM)
like traditional virtualization, container technology leverages Cgroups [5] and
Name-spaces [6] to provide isolated execution environments for processes on a
shared host kernel [13,14]. However, running a non-local container whose image
c© Springer Nature Switzerland AG 2020
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is unavailable locally takes a long time sometimes, because an image which con-
sists of application binary, shared libraries, and Linux distribution is usually
large and must be transmitted to the host from registry before starting up the
container. Taking widely used Docker [2] and Kubernetes [4] for example, pulling
an image takes up 76% of the entire time in deploying a non-local container on
average [13]. Moreover, huge network traffic is required, because the sizes of
images to be transmitted are getting bigger and bigger [9,25].

To speed up the process of pulling container images as well as save network
traffic, images with small sizes are required. There are two primary ways to
reduce the sizes of images. First, reducing useless data by building a simplified
image that only contains data required by starting up a container [13,25], instead
of a complete image. This method can significantly improve the startup time
of a container. However, a container may show a long response time when it
needs data that is not in the simplified image. Second, reducing redundant data
by file-level sharing among different native container images. File-level sharing
[15] can prevent the remote host from pulling redundant files that widely exist
among different image layers, while guaranteeing an intact image. However, file-
level sharing cannot reduce redundant data thoroughly. Furthermore, special
files within layers, such as special block devices and hard links, are difficult to
share and file-level sharing may cause security and privacy issues [16,22].

For the purpose of a minimal and intact image, we propose to conduct block-
level deduplication [17] during pulling an image. This enables us to only pull
the data blocks that cannot be found locally and provides an intact image by
combining the local and pulled data blocks. We are faced with three challenges
to achieve the above goal. First, block-level deduplication cannot be applied to
the existing container management framework, because an image is transmitted
in the form of compressed packages and block-level deduplication shows few
effects on them even if there are a lot of redundant data after uncompressing
the packages. Second, even if we realize block-level deduplication, reconstructing
intact images is hard based on pulled data blocks. Because the container manager
provides an image by organizing image layers, it cannot recognize data blocks.
Third, block-level deduplication brings additional overhead due to decompressing
blocks and reconstructing images.

Accordingly, we propose a container deployment framework, BED, based on
block-level deduplication. BED conducts block-level deduplication in two places.
In the registry, BED divides an image layer into blocks and generates a finger-
print list which contains the fingerprints [23] of all data blocks within the image
layer. These blocks are deduplicated and compressed to reduce data size. In
the pull phase, when local BED needs to pull an image layer, it deduplicates
the data blocks to be pulled based on the corresponding fingerprint list. Then
BED generates a deduplicated fingerprint list recording fingerprints that cannot
be found locally. BED only pulls blocks recorded by the deduplicated finger-
print list from the registry. On the native host, BED reconstructs an intact
image using pulled blocks, local blocks, and the corresponding fingerprint lists.
Data block decompression phase, pull phase, and layer reconstruction phase are
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overlapped to cover up additional overhead. In summary, the main contributions
are as follows:

1. We experimentally find that compared with original image, those intact
images constructed by block-level deduplication and block compression have
smaller size.

2. We propose BED, which can couple block-level deduplication with container
deployment process and reconstruct image layers based on deduplicated data
blocks, to accelerate container deployment and reduce network traffic at the
same time.

3. We testify BED on a Docker platform. Experiments show that compared with
original Docker, BED can accelerate the time of pulling images by 35% and
reduce network traffic by 48% when deploying non-local containers. Notably,
BED can be implemented on any container-based platform that supports
OCI [8].

The rest paper is organized as follows. Section 2 introduces the background,
benefits, and challenges of applying block-level deduplication in container deploy-
ment. Section 3 introduces the design of the block-level deduplication-based
container deployment framework. Section 4 introduces the experimental envi-
ronments and proves the benefits of BED. Section 5 discusses the related works.
And conclusions are in Sect. 6.

2 Background and Motivation

2.1 Deploying a Non-local Container

To deploy a non-local container, the local host needs to pull the corresponding
container image to the local host and starts the container based on the image.
Pulling an image from the registry is a time-consuming process. So, reducing the
size of an image during the pull phase is critical for a container manager (i.e.,
Kubernetes and Docker) to accelerate the deployment of non-local containers.
Currently, the container manager usually adopts two methods to reduce the
size of an image during the pull phase. First, layer-level sharing. An image of
a container is composed of several image layers, and each image layer contains
many files of the image. Images can share their base image layers. When a
client deploys a non-local container by docker run or docker pull, the container
manager uses the same image layers on the local host at first. If there is a non-
local image layer, the container manager begins to pull image layers from the
registry. Second, data compression. Image layers are compressed into packages
by the registry before they are sent to the local host.

2.2 Large Image Size Caused by Data Redundancy

Sharing and compressing image layers can reduce data size during the pull phase.
However, the size of compressed packages of image layers is still large during the
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Table 1. 20 types of frequently downloaded images

Categories Images

Linux Distro alpine, debian, centos, fedora

Database neo4j, mysql, cassandra, couchdb

Language python, php, java, openjdk

Web Component django, kibana, tomcat, rails

Application Platform wordpress, owncloud, xwiki, nextcloud

pull phase because of redundant data among image layers. On the one hand,
coarse-grained layer-level sharing provided by the container manager cannot
share identical files and blocks of different layers. On the other hand, compressing
an image layer cannot reduce data redundancy among image layers.

2.3 Deduplication for Container Image

Deduplication [28] is a possible way to reduce redundant data. Deduplication can
be classified into file-level deduplication and block-level deduplication based on
data granularity. File-level deduplication identifies duplicate files based on the
content hash of the entire file. Block-level deduplication achieves better dedu-
plication ratio by dividing the file into more fine-grained blocks and judging
whether the blocks are redundant. Block-level deduplication has two chunk-
ing approaches. One is Fixed-Size Chunking (FSC) and another is variable-Size
Chunking, referred to as Content-Defined Chunking (CDC) [21,27]. CDC solves
the boundary-shift problem, which is better than FSC.

To observe total data redundancy of normal images (i.e., images on the native
host) and compressed images (i.e., Gzip compressed packages during pull phase),
we select 20 types of images in the Docker Hub based on download times (i.e.,
the image has been downloaded more than 10M times) and category (i.e., Linux
Distro, Database, and so on). For every type of image, the latest five versions
are used. Table 1 shows the detail information of these images and Table 2
shows the size of images after using different methods to reduce redundant data.
D+C means deduplicating images first, and then compressing these deduplicated
images. C+D means compressing images first, and then deduplicating these com-
pressed images. The total size of all normal images (i.e., Raw) is 35.79GB and the
total size of all compressed images (i.e., Gzip) is 13.83 GB. Both file-level dedu-
plication for compressed images (i.e., File(C+D)) and block-level deduplication
for compressed images (i.e., Block(C+D)) show few effects even if there are a lot
of redundant data among the corresponding uncompressed image layers, because
the data structure has changed after compression [24]. While, by deduplicating
and compressing normal images in block-level (i.e., Block(D+C)) and file-level
(i.e., File(D+C)), data sizes are 7.46 GB and 8.51 GB, respectively. Deduplicat-
ing and compressing data in block-level (i.e., Block(D+C)) shows minimal data
size.
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Table 2. Images size under different methods

Dateset Method Size(GB, including metadata)

Normal images Raw 35.79

File(D) 15.76

File(D+C) 8.51

Block(D) 14.06

Block(D+C) 7.46

Compressed images Gzip 13.83

Block(C+D) 13.23

File(C+D) 13.83

However, effective block-level deduplication is inapplicable for the existing
container management framework. First, an image is transmitted in the form of
compressed packages. Block-level deduplication shows few effects on compressed
packages of image layers as mentioned above. Second, even if we can divide the
packages into data blocks and transmit the unique blocks to the native host, the
container manager cannot provide an intact image based on these blocks, because
the container manages the image in the granularity of files. Third, decompress-
ing blocks and reconstructing image layers with blocks introduce additional
overhead.

3 System Design

According to the previous discussion, we conclude that deduplication can speed
up container deployment by reducing data size during the pull phase. However,
existing architecture does not support block-level deduplication. In this section,
we introduce BED, a container deployment framework based on block-level
deduplication.

3.1 Overview

In face of the challenges we mentioned before, BED needs to achieve the following
goals:

1. Enabling effective block-level deduplication during pulling image layers.
Block-level deduplication does not work well on compressed image layers.
BED needs to divide the images into blocks and perform deduplication and
compression based on blocks to effectively reduce data size as mentioned in
Sect. 2.3.

2. Providing a complete image layer based on data blocks. Current container
manager cannot work with blocks. BED needs to organize data blocks to
reconstruct the complete image layer according to the orders of these blocks
in the original image layer.
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3. Decompression and reconstruction bring additional overhead to pull phase,
so BED needs to cover up this overhead in the time of downloading images.

Figure 1 shows the architecture of the BED. BED is implemented as a sepa-
rate component and does not impose any modifications to the container architec-
ture. So BED can be used easily in native host and registry (i.e., private registry
and public registry). In order to support block-level deduplication, BED first
stores image layers as numerous data blocks in the registry and local host, and
then deduplicates blocks in the registry and during pulling image layers. In the
registry, BED divides an image layer into blocks and deduplicates these blocks.
These blocks are compressed and stored in Block Store. At the same time, a fin-
gerprint list of the image layer, which contains fingerprints of all blocks within
the image layer, is generated and stored in Metadata Sotre.
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Fig. 1. Architecture of BED

When a local host pulls an image, BED in the registry 1© intercepts what
image layers are required and 2© sends fingerprint lists of these image layers
from Metadata Store to the local host. 3© Then, BED in the local host will
store these fingerprint lists into Metadata Store for image reconstruction as
well as deduplicate the fingerprint lists based on the local fingerprints stored in
Metadata Store and then get unique fingerprints. Based on these fingerprints,
4© BED only requests blocks that the local host does not have from Block Store
in the registry. Finally, 5© BED receives and decompresses the pulled blocks.
Meanwhile, BED reconstructs the image layers based on pulled blocks, local
blocks, and corresponding fingerprint lists. Besides, BED overlaps decompression
phase, pull phase, and reconstruction phase to cover up overhead caused by
decompression and reconstruction.

3.2 Enabling Block-Level Deduplication During Pulling an Image

Block-level deduplication does not work well on compressed layers under the
existing architecture, even if images show high redundancy. BED conducts block-
level deduplication on image layers and compresses the deduplicated blocks in
the registry. During the pull phase, BED only pulls blocks that the local host
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does not have according to a deduplicated fingerprint list which only has the
fingerprints of blocks the local does not have.

As we mentioned in Sect. 2.3, we can get minimum data size during image pull
by deduplicating and compressing the image layers in block-level [11,18]. How-
ever, compressed image layers in the registry cannot be deduplicated effectively
as shown in Table 2. Accordingly, we modify the data format in the registry. A
normal image layer is divided into blocks with corresponding 128-bit MD5 fin-
gerprints. A fingerprint list, which contains the fingerprints of all blocks within
an image layer, is generated by putting all fingerprints in a Python list orderly
at the same time. The blocks are deduplicated and compressed to reduce data
size. Fingerprint lists and all fingerprints of image layers are stored in the Meta-
data Store. Meanwhile compressed blocks are stored in the Block Store. Notably,
fingerprints in a fingerprint list are ordered based on the orders of blocks within
the corresponding image layer.

Figure 2 shows how BED pulls blocks of the corresponding image. 1© When
a local host pulls an image layer, BED in the registry intercepts what image
layer is required and returns the corresponding fingerprint list of this image
layer to the local host. An image layer can be distinguished using a url that
contains a SHA256 hash. This hash is unique because it is calculated based on
the content of the pulled layer. Then, 2© 3© BED in the local host deduplicates the
fingerprint list based on a fingerprint hash table which contains all fingerprints
of local blocks. The redundant fingerprints of the list correspond to blocks can
be found locally. BED can fetch these blocks from local Block Store directly
in the reconstruction phase. The unique fingerprints of the list correspond to
blocks that do not exist locally. So BED collects the unique fingerprints into a
deduplicated fingerprint list. 4© Based on the deduplicated fingerprint list, BED
requests the unique blocks from Block Store in the registry. The requested image
is transmitted in discrete compressed data blocks and the content of image is
opaque. So BED has good security. After pulling, all pulled blocks are stored
in the local Block Store and their corresponding fingerprints are stored in the
fingerprint hash table in local Metadata Store.

3.3 Reconstructing Image Layer with Blocks

The container manager cannot handle the blocks pulled from the registry,
because it manages images in the granularity of files. BED reconstructs an image
layer with pulled and local blocks using a fingerprint list which consists of all
fingerprints of an image layer.

Figure 2 shows how BED reconstructs an image layer based on unique blocks.
To reconstruct an image layer, BED needs to get corresponding fingerprint list
and blocks. The orders of fingerprints in the list are the same as the orders of the
corresponding blocks within the image layer. In order to bind a fingerprint list
to its corresponding image layer, BED maps the fingerprint list to the SHA256
of its corresponding image layer.

After pulling the fingerprint list and 5© blocks of an image layer, BED uses
this fingerprint list to read local blocks from the Block Store. Pulled blocks
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Fig. 2. Pulling blocks and reconstructing image layer

and local blocks are decompressed and arranged according to their orders in
fingerprint list to reconstruct an image layer. Although a block may be used
many times in some layers (for example, block5 in Fig. 2), BED does not pull
this block or read it from the local repeatedly, because pulling or reading a block
is time-consuming. BED solves this problem by traversing the fingerprint list,
recording all the positions of each block in the entire layer, and then fetching
the corresponding blocks only once and placing them where they should be.

Fig. 3. Overlapping decompression, pull, and reconstruction

3.4 Overlapping Decompression, Pull, and Reconstruction

Block-level deduplication divides the intact layer into compressed blocks. Unlike
pulling an intact layer, blocks decompression and layer reconstruction bring addi-
tional overhead compared to original Docker framework.
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To cover up decompression overhead, block pull and block decompression
phases are overlapped, as shown in Fig. 3(a). While pulling the current block,
the previous block can be decompressed at the same time. Then the overhead
of decompressing all blocks is mostly covered by the time of pulling the blocks.
Ideally, the overhead introduced by decompressing all blocks equals the time of
decompressing the last block.

The intact image is composed of pulled blocks and local blocks. If we begin to
reconstruct an image layer after all needed blocks have been pulled, the overhead
caused by reconstruction is obvious. To cover up reconstruction overhead, pull
phase and reconstruction phase are overlapped, as shown in Fig. 3(b). While
pulling blocks from the registry, the image layer is reconstructed using local
blocks and blocks pulled previously at the same time. Therefore, a part of the
overhead of image layer reconstruction can be covered up by pulling remote
blocks.

4 Evaluation

We integrate BED into Docker and compare performance in pulling images
against the original Docker framework. We measured the time of pull, data
size, and network traffic. In what follows, firstly, we introduce our experimental
setups. Secondly, we evaluate the total time, data size, and network traffic of
pulling 100 images. Thirdly, we evaluate the time of each type of images when
we pull 20 types of images (100 images in total) on one host. Fourthly, we testify
the benefit brought by overlapping decompression, pull, and reconstruction.

4.1 Experimental Setups

We use one machine with 2.30 GHz Xeon CPU (E5-2650), 128 GB RAM, 2TB
HDD disk to perform as a private registry and another machine with 2.10 GHz
Xeon CPU (E5-2620), 64 GB RAM, 500GB SSD disk to perform as a native
client host. The two machines are connected at a measured download band-
width of 930.23 Mbps and upload bandwidth of 820.08 Mbps. The registry stores
100 images (as shown in Table 1). We use traffic control [7] to control download
bandwidth and upload bandwidth. Block size is essential to block-level dedu-
plication. For CDC, we mainly use an average size to control the granularity
of deduplication. The minimum size is set to half of the average size, and the
maximum size is twice the average size. Smaller block can bring a higher dedu-
plication rate, but it is harmful to image reconstruction. So we implement BED
with different block sizes. The average size ranges from 4KB to 64KB. This is
because we consider that 4KB is the smallest unit that a filesystem can han-
dle. And many image layers are about 1MB in size, and 64KB is enough for
deduplication.
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4.2 Overall Performance When Pulling Images in Batch

We evaluate data size, network traffic, and total time against original Docker
when pulling 100 images sequentially. These images are top 20 of 5 different
kinds of images (ie, Linux distro, language, database, and so on). Results are
shown in Fig. 4 and Fig. 5.

Total Time of Pulling Images. As shown in Fig. 4(a), when bandwidth is
25 Mbps, deduplication in all granularities works better than the original Docker.
BED shows 30%, 36%, 38%, 37%, and 34% improvement in pull time for 4KB,
8KB, 16KB, 32KB, and 64KB block-level deduplication, respectively. Pull time
decreases when the average size of deduplication increases from 4KB to 16KB.
The reason is that the number of transmitted blocks decreases and BED needs
less time to reconstruct the image layer as shown in Fig. 4(b). The pull time
of 32KB and 64KB block-level deduplication goes up. The reason is that BED
needs to pull more data under larger block sizes due to the lower deduplication
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ratio. The increased time in network traffic is longer than the reduced time in
image layer reconstruction. Situations in 50 Mbps and 100 Mbps are the same
as 25 Mbps. 4KB block-level deduplication performs worse than the original pull
time for 50 Mbps. The reason is that pull time is short in high bandwidth situa-
tion, and the benefit brought by reduced data transmission is less than the cost
of reconstruction. So as 4KB and 8KB in 100 Mbps situations.

BED shows more improvement under low bandwidth. As Fig. 4(a) shows,
BED reduces 35% pull time on average under 25Mbps bandwidth. While, under
50Mbps bandwidth, BED reduces pull time by 18% on average. This is because
in a high bandwidth situation, the benefit of less data transmission caused by
block-level deduplication is weak, and the influence of reconstruction increases.

Storage Usage and Network Traffic. We choose 4KB, 8KB, 16KB, 32KB,
and 64KB block-level deduplication and 50Mbps bandwidth to evaluate storage
usage and network traffic. As shown in Fig. 5, BED uses 56%, 55%, 56%, 57%,
and 60% original storage space under BED-4K, BED-8K, BED-16K, BED-32K,
and BED-64K, respectively. Storage usage of BED-4K is larger than storage
usage in BED-8K because 4KB deduplication brings more blocks and more fin-
gerprints. BED uses 49%, 50%, 52%, 54%, and 57% original network traffic under
BED-4K, BED-8K, BED-16K, BED-32K, and BED-64K, respectively. The stor-
age space is larger than the network transmission in BED, because key-value
storage that BED uses to store blocks and fingerprints needs to store extra data
for itself. BED reduces 43% storage space and 48% data transmission in network
on average. In summary, BED can pull intact images using only about half of
the original storage space and network traffic.
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4.3 Pull Time of Each Type of Images

Based on the conclusion of Sect. 4.2, the experimental results show similar trends.
For the convenience of analysis in a common situation, we choose 32KB block-
level deduplication with 50Mbps bandwidth to evaluate the pull time of each
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type of images against the original Docker. We pull 20 types of images (each type
contains five latest versions) in a row. As shown in Fig. 6, the y-axis represents
the time of pulling all five images of a type. We can see that the pull time of
the first four types in BED are similar to Docker, because few blocks can be
deduplicated on local host, and BED needs to pull most of the data blocks from
the registry. As the number of local images increases, there are more and more
blocks can be found locally in general. So deploying a non-local container in
BED becomes faster and faster because of pulling image efficiently. BED shows
31% average improvement in pull time. We can also observe that BED shows
56% maximum improvement when pulling one type of images. In summary, only
when pulling a few images, BED can show its power to accelerate the pulling of
the images. The more images are pulled, the faster BED shows. Accordingly, we
can store some commonly used images locally at first, and BED will work more
efficiently.

4.4 Benefit of Overlapping

We still choose 32KB block-level deduplication with 50Mbps bandwidth to eval-
uate the benefit caused by overlapping decompression, pull, and reconstruction
when pulling 100 images in a row. As shown in Fig. 7, the y-axis represents the
pull time of each image. We can see that using overlap can significantly reduce
the time of pulling images. On the one hand, overlapping pull and decompression
can fully use the bandwidth, because BED does not need to wait until all blocks
are pulled. On the other hand, overlapping pull and reconstruction enables BED
to begin to reconstruct an image layer before getting all blocks of the layer. BED
with overlap shows 18% average improvement against BED without overlap and
29% average improvement against Docker. However, BED without overlap shows
3% average decrease against Docker. With overlap, BED performs better than
Docker after pulling a few images. But without overlap, BED performs better
than Docker until pulling enough images. In summary, we cover up the overhead
caused by blocks decompression and image layer reconstruction by overlapping
the execution of different phases.



516 S. Zhang et al.

5 Related Work

5.1 Fast Deployment of Container

There are many types of research on accelerating container deployment. Reduc-
ing image size can accelerate the deployment of container. One of the ways is the
simplified image. For example, Slacker [13] modifies the image format and marks
the essential set of data. By lazily downloading essential data, Slacker reduces the
deployment time for a container significantly. However, future data access may
become slower as they will be on-demand requested from the Internet. Cntr [25]
finds that there are a lot of redundant tools (i.e., shell) in the container image.
Accordingly, Cntr proposes to share these tools among containers. Cntr builds a
slim image that contains an application and a shared fat image that contains all
tools. The slim image cannot provide all services, so sometimes the performance
of Cntr is limited by the fat image. Another way to reduce image size is file-level
sharing. For example, Fastbuild [15] builds a file cache on a native host. When
generating a container, Fastbuild searches necessary files in the native cache first.
In this way, Fastbuild significantly reduces redundant data among native image
layers. However, the file-level share is not enough for container image, because
there are still many redundant data blocks among layers.

Besides, some methods are used to speed up pulling images by optimizing the
registry. First, Anwar [9] believes that more and more images are stored in the
registry, and pulling images from the registry becomes a performance bottleneck.
It optimizes the pull time by prefetching the base images that may be pulled
into memory. BED uses block-level deduplication in the registry to reduce the
size of the images, so more images can be put into memory. Therefore, BED is
orthogonal to the work of Anwar. Second, FID [26] and Dragonfly [3] think that
the registry will decrease the performance of pulling images as the number of
pull requests increases. They use P2P to share images among different clients
and make use of bandwidth among users. However, they cannot reduce data
sizes of images while transmitting. However, BED can not only reduce the size
of images but also cooperate with FID and Dragonfly.

5.2 Deduplication in Virtualized Environments

Data deduplication on virtual machines is widely studied. Nitro [12] proposes to
combine a network-aware p2p with deduplication to reduce the redundant data in
VMs as well as accelerate the transmission of VM images. HPDV [17] uses parallel
CDC deduplication for different VMs. Based on data locality, HPDV only holds a
very small fingerprint table in RAM to save RAM space and accelerate blocks find-
ing. Furthermore, HPDV dynamically controls the parallelism of deduplication to
prevent sensitive front-end from the interferences caused by heavy deduplication.
Dmdedup [19] finds that deduplicating unique data, such as metadata, is unneces-
sary, because it may hurt the performance of block-level deduplication. So Dmd-
edup adds a hinting interface to the operating system. Users can send hints to the
lower system using this interface for avoiding unnecessary deduplication.
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6 Conclusion

Data size during the pull phase is critical to the deployment time of a non-local
container. In this paper, we experimentally find that a lot of redundant data exists
among image layers even if compressed packages of the layers show few data redun-
dancy. Accordingly, we couple block-level deduplication with container deploy-
ment procedure by proposing BED. BED divides image layers into compressed
data blocks and only pulls data blocks that cannot be found locally. Based on
these blocks, BED reconstructs image layers for a container. Experiments show
that compared with original Docker, BED reduces the time of pulling images by
35% on average. BED also saves about 48% data transmission in the network.
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22. Puzio, P., Molva, R., Önen, M., Loureiro, S.: ClouDedup: secure deduplication
with encrypted data for cloud storage. In: Proceedings of CloudCom, pp. 363–370.
IEEE (2013)

23. Quinlan, S., Dorward, S.: Venti: a new approach to archival storage. In: Proceedings
of FAST, pp. 89–101. USENIX (2002)
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