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Preface

We are delighted to introduce the proceedings of the Third European Alliance for
Innovation (EAI) International Conference on B5G/6G for Future Wireless Networks
(6GN 2020). This conference has gathered research contributions that address the
major opportunities and challenges in the latest cellular network and 5G/B5G/6G
technologies, including novel air interfaces, cellular spectrum, networking architectures
and techniques, cellular-driven modern network systems, network measurement and
experiment, application and services, etc., with emphasis on both new analytical out-
comes and novel application scenarios.

The technical program of 6GN 2020 consisted of 54 full papers. The main con-
ference tracks were: Track 1 – Network Scheduling and Optimization; Track 2 –

Intelligent Resource Management; Track 3 – Future Wireless Communications; Track
4 – Intelligent Applications; Track 5 – Wireless System and Platform; Track 6 –

Network Performance Evaluation; and Track 7 – Cyber Security and Privacy. Aside
from the high-quality technical paper presentations, the technical program also featured
four keynote speeches and three technical workshops. The four keynote speakers were
Prof. Mohsen Guizani from Qatar University, Qatar; Prof. Dusit Niyato from Nanyang
Technological University, Singapore; Prof. Sherman Shen from the University of
Waterloo, Canada; and Prof. Tarik Taleb from Aalto University, Finland. The three
workshops organized were the Workshop on Intelligent Computing for Future Wireless
Network and Its Applications (ICFWNIA); the Workshop on Enabling Technologies
for Private 5G/6G (ETP5/6G); and the First International Workshop on 5G/B5G/6G for
Underground Coal Mine Safety and Communication (UCMSC 2020). The ICFWNIA
workshop aimed to bring together researchers, developers, and technical experts to
share their works and experiences of intelligent system, deep learning, supervised and
unsupervised learning, and emerging applications for future wireless networks. The
ETP5/6G workshop aimed to bring together researchers, developers, and technical
experts to share their works and experiences of enabling technologies for private 5G/
6G including network architecture, service/business models, and data analytics/AI. The
UCMSC aimed to bring together researchers, developers, and technical experts to share
their works and experiences of 5G/B5G/6G for Underground Coal Mine
Communication.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent organizing Committee team and we
thank them for their hard work in organizing and supporting the conference. In par-
ticular, the Technical Program Commitee (TPC), led by our TPC co-chairs, Prof.
Xiaofei Wang, Xu Chen, and Gongliang Liu, who completed the peer-review process
of technical papers and made a high-quality technical program. We are also grateful to
the conference manager, Angelika Klobusicka, for her support and all the authors who
submitted their papers to the 6GN 2020 conference and workshops.



We strongly believe that the 6GN conference provides a good forum for all
researcher, developers, and practitioners to discuss all science and technology aspects
that are relevant to 5G/B5G/6G. We also expect that future 6GN conferences will be as
successful and stimulating as indicated by the contributions presented in this volume.

October 2020 Xiaofei Wang
Victor C. M. Leung

Keqiu Li
Haijun Zhang

Xiping Hu
Qiang Liu

vi Preface
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Collaborative Mobile Edge Caching
Strategy Based on Deep Reinforcement

Learning

Jianji Ren, Tingting Hou, and Shuai Zheng(B)

HeNan Polytechnic University, Jiaozuo, Henan, China
zhengshuai@home.hpu.edu.cn

Abstract. Recently, with the advent of the 5th generation mobile net-
works (5G) era, the emergence of mobile edge devices has accelerated.
Nevertheless, the generation of massive edge data brought by massive
edge devices challenges the connectivity and cache computing capabilities
of the internet of things (IoT) devices. Therefore, mobile edge caching, as
the key to realize efficient prefetc.h and cache of edge data and improve
the performance of data access and storage, has attracted more and
more experts and scholars’ attention. However, the complexity and het-
erogeneity of the devices in the edge cache scenario make it unable to
meet the low latency requirements of 5G. In order to make the mobile
edge caching more intelligent, based on the widely deployed macro base
stations (ξBSs) and micro base stations (μBSs) in 5G scenarios, the ξBS
cooperation space and μBS cooperation space is conceived in this paper.
Besides, deep reinforcement learning (DRL) algorithms with perception
and decision-making capabilities are also used to implement collabora-
tive edge caching. DRL agents perform original and high-dimensional
observation training on high-dimensional edge cache scenes, which can
effectively solve the dimensionality problem. Then, we jointly deployed
federated learning (FL) locally to train DRL agents, which not only
solved the problem of resource imbalance, but also realized the localiza-
tion of training data. In addition, we formulate the energy consumption
problem in the collaborative cache as an optimization problem. The sim-
ulation results show that the solution greatly reduces the cost of caching
and improves the user’s online experience.

Keywords: Mobile edge caching · Deep reinforcement learning ·
Federated learning

1 Introduction

With the arrival of 5G and artificial intelligence (AI), we will enter the intelli-
gent age of the internet of everything (IoE). AI makes it convenient for people to
interact with everything, while 5G makes the IoT a reality. The three application
scenarios of 5G (eMBB, uRLLC and mMTC) have high requirements on band-
width, delay and connectivity of devices in IoT, which requires 5G network to be
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved
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more decentralized and intelligent. The traditional centralized storage method
cannot meet the low latency requirements required in the 5G scenario. There-
fore, it is necessary to deploy small or portable data centers on the edge of the
network and conduct intelligent local processing of terminal requests with the
help of AI technology to meet the ultra-low delay requirements of uRLLC and
mMTC. However, considering the high expenses of deploying a data center on
the edge of the network, the mobile edge caching is a promising solution.

As an extended concept of mobile edge computing [1], mobile edge caching
not only caches resources in edge nodes (ENs) closer to users, but also provides
real-time and reliable data storage and access for edge computing. It is regarded
as a data storage method to improve network efficiency and alleviate the high
demand for radio resources in the future network. Considering the localization
mode of edge caching, which is faster to access than cloud storage, and it can
be used offline even when the internet connection is interrupted, so local appli-
cations that rely on edge storage are more resilient to service interruptions.
However, a particular concern in edge caching is that when the local node can-
not satisfy the user’s request, the user’s internet experience will be reduced. The
above problems can be solved through the cooperation between ENs. Through
the cooperation among ENs, the geographically distributed ENs can cooperate
together to form a more intelligent distributed storage network, so as to address
the problem of resource imbalance and ensure quality of service (QoS) at the
same time.

To make the cooperation between ENs more intelligent, not only the per-
ception ability but also the decision-making ability is needed. As an AI method
closer to the way of human thinking, DRL combines the perception ability of
deep learning (DL) with the decision-making ability of RL. With complementary
advantages, it can directly learn control strategies from high-dimensional origi-
nal data. Therefore, in this paper, we conceived the ξBS cooperation space and
μBS cooperation space based on the commonly deployed ξBSs and μBSs in 5G
scenario and made the perception and decision in the cooperation of edge nodes
with the help of DRL. When the user equipment (UE) sent a cache request,
based on the perception of the DRL agent placed at the node, The DRL agent
learns the optimal strategy, and then designs an optimal resource allocation plan
between the cache requester and the cache provider. However, since the train-
ing of the DRL agent requires a large amount of multi-dimensional data, which
may involve cross-enterprise data transmission and cause excessive pressure on
the network in the process of training data uploading, distributed training DRL
agent is a promising choice. FL, as an implementable path and “data island”
solution for machine learning under privacy protection, allows the construction
of collection models from data distributed across data owners without getting
through the data to meet the requirements of joint modeling. Therefore, in the
process of training the DRL agent, this paper deploys FL local training the DRL
agent, which can not only share the model and solve the problem of resource
imbalance but also ensure the localization of training data and the security of
data.
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The main contributions of this paper are as follows:

• Based on the generally dense deployment of ξBSs and μBSs in 5G scenarios,
the ξBS cooperation space and μBS cooperation space is proposed, and devices
in the collaboration space are used for collaborative transmission and caching.

• Due to heterogeneous resources and the complexity of a large number of
devices in mobile edge nodes, mobile edge caching involves complex scheduling
problems. Therefore, when solving the problem of cooperative transmission of
content, we use the perception and decision-making ability of AI algorithm,
namely DRL algorithm, to place DRL agent in each node to decide the best
cooperative mode.

• To ensure the security and privacy of the data, when training the DRL agent
of each node, the FL uses local data to perform training and parameter update
of the DRL model without prior knowledge of the global data, to realize the
sharing of the model.

• Simulation results show that the DRL and FL based collaborative edge caching
strategy has better performance than the centralized edge caching strategy.

The rest of this paper is organized as follows. In the next section, we review
the related work. In Sect. 3, we present the system model of collaborative edge
caching and formulate the energy minimization problem. In Sect. 4 we introduce
the background and fundamentals of DRL and FL, then we describe the process of
training DRL agents with FL. Simulation results are discussed in Sect. 5. Finally,
Sect. 6 concludes the paper and look forward to the future research direction.

2 Related Work

The increase of massive intelligent devices brings a huge burden on the inter-
net, which poses a great challenge to the current internet infrastructure. This
also causes users to suffer severe network congestion and delays frequently, so
the emergence of cloud caching [2] has alleviated this situation. As a central-
ized storage model of long-distance data transmission, cloud caching requires
data to cross the geographical location limitation, and has a significant delay in
data transmission and the possibility of network fluctuation, which is difficult to
meet the real-time requirements of edge applications. Fortunately, edge caching
[3] distributes data across adjacent edge storage devices or data centers, dramat-
ically reducing the physical distance between data generation, data calculation,
and data storage, thereby overcoming the high latency, network dependency and
other issues caused by long-distance data transmission in cloud storage, provid-
ing high-speed, low-latency data access for edge computing.

Edge caching is not a new topic and has generally been extensively studied
by many communities. With aim to reduce the delay of data transmission by IoT
devices, [4] focused on the pre-caching of video to reduce the amount of repeated
data, a collaborative joint caching and processing strategy for on-demand video
streaming in mobile edge computing network was proposed to effectively select
the cache video and its version to solve the problem of code switching between
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different video. The author described the collaborative joint caching and pro-
cessing problem as an integer linear programming that minimizes backhaul net-
work costs when limited by cache storage and processing power. [5] proposed a
cooperative cache allocation and computational offloading scheme to cope with
the delay and backhaul pressure caused by a large number of data exchanges
in the 5G application scenario, and the cache and computing resources on the
MEC server are allocated according to their needs and payments. For service
requesters, mobile network developers allocate resources according to weighted
proportions to maximize resource utilization. Based on the size and popularity
of cached content, the authors in [6] introduced an objective function to assess
the popularity of content to ensure global cache hit ratios, and use 0–1 knap-
sack dynamic programming to maximize wireless The local cache hit ratio of
the access points (APs), thereby reducing the content acquisition delay in the
wireless network and improving the network throughput.

Inspired by the success of deep reinforcement learning in solving complex con-
trol problems the author in [7] proposed a DRL-based content cache strategy,
to improve the long-term cache hit ratio of base-station stored content with-
out knowing the popularity of content in advance. Considering the multi-level
structure of the network, [8] proposed a network cache setting that abstracts
the server into a parent node that is connected to multiple leaf nodes, using leaf
nodes closer to the characteristics of the end-user, through locally stored files.
Or get the file from the parent node to process the request. Besides, the author
proposes an efficient caching strategy using DRL, and proves that the strategy
can learn and adapt to the dynamic evolution of file requests and the caching
strategy of leaf nodes.

Also, as a data storage method that provides real-time and reliable data
storage and access for edge computing, mobile edge caching has been studied
by many scholars. The scholars in [9] have studied the edge buffer and com-
putational offload in the mobile edge system and proposed the “In-Edge AI”
architecture. With the cooperation between the device and the edge nodes,
the learning parameters are exchanged to better train and infer the model
for dynamic system-level optimization and application-level enhancement while
reducing unnecessary system communication load. Inspired by artificial intelli-
gence algorithm, the author in [10] considered the calculation unloading problem
in edge computing. The DRL was used to indicate the decision-making of IoT
devices and conducted distributed training on DRL agents. In [11], aiming at the
complexity of unloading drive caused by dynamic topological changes caused by
vehicle mobility in the internet of vehicles, considering the dynamic road condi-
tion information and with the help of mobile edge cache, the author proposed a
predictive mode transmission scheme for uploading task files, which reduced the
cost of task transmission and improved the efficiency.

The difference between this paper and related work is as follows: I) The
cooperative space of ξBS and μBS is conceived, which can realize the coopera-
tive caching of mobile edge scene. II) The problem of energy consumption in a
collaborative cache is formulated as an optimization problem. III) DRL and FL
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are combined to make decisions in the process of collaboration based on DRL
perception. To ensure the privacy and security of data, federated learning and
localization are adopted to train DRL agents, to share models.

3 System Architecture

Fig. 1. Collaborative mobile edge caching architecture

3.1 Scenario Analysis

In 5G scenarios, the following three factors need to be considered in order to
improve the network capacity: bandwidth, spectrum efficiency, and the number
of scenarios covered by the network. As is known to all, the frequency band in
5G scenario is higher than that in 4G, ranging from 3.5 GHz to 30 GHz, or
even higher. However, the problem existing at the same time is that the higher
the frequency band, the worse the penetration capability and the smaller the
coverage area. That also means that 5G network needs a huge number of μBSs,
so μBSs have become the key to solving network coverage and capacity in the
future. Therefore, in this paper, we focus on the cooperation of user nodes among
a large number of commonly deployed μBSs to improve the QoS.
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As shown in Fig. 1, the architecture of collaborative mobile edge cache
includes several ξBSs and several μBSs within the coverage of a specific ξBS,
which constitute a cellular network. There are three types of network connec-
tion: I) the UE creates communication and data transmission with EN through
the wireless channel assigned by the μBS within the coverage of the μBS. II)
The μBS and the ξBS are connected through a backhaul link. III) the backhaul
link connects the ξBS to the internet through the gateway. Each ξBS covers the
users in its coverage area and is equipped with local cache storage.

We assume that both the ξBS and the μBS are equipped with MEC servers
to realize collaborative caching of user devices in the collaboration space. Then
we define a two-level collaboration space:

• The first-level collaboration space between IoT devices covered by the same
μBS is called the μBS collaboration space, and the EN in this collaboration
space is called a direct EN helper.

• The secondary cooperative space formed by the μBS where UE is located is
counted in Lb hop and covered by the same ξBS, which is called the ξBS
cooperative space, and EN in this scope is called indirect EN helper.

Through the cooperation of nodes between the two levels of collaborative
space, the pressure of data center can be relieved and the QoS can be improved.

When the UE sends a request, the request is accepted and processed by BS
or sent to the remote cloud for processing, this process involves the BS and the
cloud, and the transmission between the UE and the cloud. We use a specific
UE to send a cache request as an example to illustrate the model. The UE first
sends the cache request to the direct EN helper, the DRL agent placed in the
direct EN helper observes the available computing and cache resources at the
edge of the network, and design a corresponding resource allocation plan based
on perception. If the requested content is available in the direct EN helper, the
cached content can be transmitted directly through wireless transmission. When
the method cannot meet the requirements of the UE, the ξBS covering the UE
needs to be used, searching for requested content at other indirect EN helper,
and if the content exists in a indirect EN buffer, then send the requested content
to the content requester. If the above steps do not meet the user’s needs, the
agent will send content requests to the cloud data center.

We give two examples from different areas to illustrate the scenarios, which
are strong proof of the advantages of collaborative caching in real scenarios: i)
Video stream collaboration cache scenario: video stream caching often occurs in
real life. With the help of direct EN helper and indirect EN helper, it can reduce
the download of duplicate data, alleviating the backhaul of the backbone network
and the pressure of the cloud. ii) Unmanned vehicle cooperation scenario: 5G
has high transmission speed and millisecond delay characteristics, with the help
of ξBS collaboration space and μBS collaboration space through the vehicle
networking will realize data sharing between cars, can take the initiative to
avoid obstacles, cooperative path planning, overspeed monitoring, etc., greatly
improve the response data and scene recognition accuracy.
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3.2 Dynamic System Architecture

Table 1. Notations used in experiment

Notation Definition

U The users equipment set

W A set of wireless channels in the same μBS

N A EN set in the same μBS coverage as UE

M A set of μBSs within the coverage of the same ξBS

L The maximum radio resources

p The transmit power of each UE in each assigned subchannel

qf User request for content f

Si Cooperative transmission mode indicator

di The amount of data requested for transmission

vi The total number of CPUs required to transfer the requested content

rni The maximum uplink rate can be achieved by the UE in the subchannel

gi The channel gain of UEi in each subchannel

tni The shortest transmission time of data in the μBS cooperative space

eni The energy consumption of data transmission in the μBS cooperative space

ec The energy consumed during resource transmission between μBS using
indirect EN helper

pai The transmitted power of the requested target content in the indirect
EN helper

pbi The transmitting power of the μBS where ue resides

rai The channel transmission rate corresponding to the indirect wireless EN
helper collaboration

rbi The channel transmission rate of the μBS to the UE where the UE is
located

ei The energy consumed to assist devicei in content transmission

In this paper, the system model of 5G IoT with ENs is adopted for analysis, as
shown in Fig. 1. The popularity of content cached at mobile nodes is described
by the Zipf distribution. We assume that the IoT devices in Fig. 1 all have
computing and caching resources and communication capabilities, and that the
wired communication capability between the μBSs within the coverage of the
same ξ station is very strong. Each BS has a mobile edge caching server, which
we consider to be a small data center with computing and storage capabilities
that can aggregate DRL agent model parameters. For the clarity of the following
discussion, the key notations are summarized in Table 1.

The DRL agent placed at EN determines whether the content requested by
UE is stored at EN by sensing user preferences, social relationships, and so
on. In our simulation, content requests from UE are generated by the Poisson
distribution and expressed by qf , where f represents the requested content. We
represent the set of user equipments as U = {1, 2, ..., U}, the EN set within the
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coverage of the same μBS as UE is N = {1, 2, ..., N}, and the wireless channel
in the same μBS is W = {1, 2, ...,W}. ∀U ∈ U can establish communication
with ∀N ∈ N and collaborate with the wireless bandwidth of WHz allocated
randomly.

The transmission mode indicator Si = {0, 1}, Si = 0 means that the request
sent by UEi is executed in the direct EN helper mode within the μBS collab-
oration space, Si = 1 means the cooperative transmission in the indirect EN
helper mode within the ξBS collaboration space. We represent the requested
content transfer of UEi as (di,vi), where di represents the data amount of the
requested content transfer, and vi represents the total CPUs required for the
content transfer.

Considering that the channel gain fading in a small range is average and
only the fading in a large range can affect it, we assume that the channel gain of
different subchannels in the μBS collaboration space is the same for UE and can
be different for different UE. Therefore, the power allocated to each subchannel
is equal. Then, the uplink rate of the UE in each subchannel is:

rn
i = W · log2[(1 + p · gi/(W · K)] (1)

Where p is the transmit power of each UE in each assigned subchannel, gi is the
channel gain of UEi in each subchannel. W is the subchannel bandwidth and K
is the noise power spectrum.

The shortest transmission time of the data in the μBS cooperation space is:

tni = di/rn
i (2)

Therefore the corresponding transmission energy consumption is:

en
i = pn

i /tni (3)

pn
i represents the transmission power of the UEi transmission content distribu-

tion.
When the resource transmission between μBSs is performed by means of the

indirect EN helper, the corresponding energy consumed is:

ec = ea
i + eb

i (4)

That is
ec = P a

i · di/ra
i + P b

i · di/rb
i (5)

Where P a
i is the transmitted power of the requested target from indirect EN

helper, and ra
i is the corresponding channel transmission rate in this cooperative

mode. Similarly, P b
i is the transmitting power of the μBS where UE resides, and

rb
i is the channel transmission rate from the content provider to UE. We ignored

the data transfer time and the energy transfer between the BSs, considering the
short distance of the wire transfer time is negligible.

To minimize the transmission consumption, combined with the above for-
mula, the energy consumed by the UEi to perform device transmission is for-
malized into the following form:
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L is the maximum radio resource, the optimization is:

ei = min
Siθ

U∑

i=1

Si(P a
i · di

ra
i

+ P b
i · di

rb
i

) + (1 − Si)(P a
i · di

ra
i
)

s.t.
Si ∈ {0, 1}
U∑

i=1

θi ≤ L

0 ≤ θi ≤ SiL

(6)

4 Deep Reinforcement Learning and Federated Learning

Fig. 2. DRL agent training process based on FL

Due to the complexity of edge caching and EN assistance, with the help of
AI to obtain efficient resource scheduling strategies in complex environments
with heterogeneous resources and a large number of devices, we introduce the
Double Deep Q Network (DDQN) algorithm to solve the search problem of
the requested content. As an end-to-end perception and control algorithm, the
learning process of DRL is as follows : i) at each moment, agents interact with the
environment to obtain a high-dimensional observation, and use DL method to
perceive the observation, so as to obtain an abstract and concrete representation
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of state features; ii) evaluate the value function of each action based on the
expected report, and map the current state into the corresponding action through
strategies; iii) react to the environment and actions and get the next observation.
Through the above steps, the optimal strategy is finally obtained. It is effective
for DRL technology to find the optimal strategy for a dynamic edge system, but
it also needs a lot of computing resources. Therefore, we should consider the
issue of DRL agent deployment (Fig. 2).

In a traditional DRL training process, a central server located at a BS can
access the entire training data set within its coverage. Therefore, the server can
divide the μBS covered by it into a subset that follows a similar distribution.
These subsets are then sent to the participating nodes for distributed training.
However, this centralized training method may face privacy and security risks,
and mass data uploading process will increase the pressure on the network,
which is contrary to the low latency attribute of 5G. Therefore, FL, which is
considered a “data island” solution, is used in this paper to deploy DRL agents.
The DRL agent and FL are jointly deployed at the EN, the DRL agent is trained
locally based on local data, and the agent parameters are uploaded, aggregated,
downloaded and updated with the help of FL, so as to realize user privacy
protection and solve the problem of resource imbalance.

FL has always been considered an AI technology that guarantees that par-
ticipants have the best models while protecting the data security and privacy of
all parties involved. It allows users to collaboratively train a shared model while
saving personal data on the device, thereby alleviating user privacy concerns.
Therefore, FL can be used as an enabling technique for machine learning model
training in mobile edge networks. In a FL system, the data owner acts as an FL
participant, collaborating to train the machine learning model required by the
aggregation server. A basic assumption is that the data owners are honest, which
means they use real private data for training and submit real local models to the
FL server. It allows us to build a collection model from data distributed across
data owners, making it our first choice for distributed training DRL agents.
Advantages of using FL training DRL agents: 1) Data isolation: Data can be
encrypted and decrypted in real time during transmission to meet user privacy
protection and security requirements. 2) Relieve network pressure: Locally train
the model and upload only the model parameters, which alleviates the pressure
on the network.

5 Simulation Test and Results

5.1 Experimental Setting

In the experiment, Zipf distribution was used as the content popularity. With
the help of the fitting value of real data captured in [2], we set the Zip parameter
∂ = 1.58. Requests from UE were expressed by using Poisson distribution. Once
the EN receives a request from UE, the DRL agents located in the indirect and
direct EN helpers will determine the location of the requested content. We set
the total bandwidth between UE and EN as W= 4.8 Hz, and divide it into
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Algorithm 1. DRL agent training and aggregation based on FL.
1: Initialization:
2: With respect to the global DRL agent in the EN:
3: Initialize the DRL agent with random weight λ0;
4: Initialize the gross training times T0 of all devices;
5: With respect to each user equipment U ∈ U :
6: Initialize the experience replay memory MU

0 ;
7: Initialize the local DRL model λU

0 ;
8: Download θ0 from the EN and let λU

0 = λ0 ;
9: Iteration:

10: For each round t = 1 to T do;
11: Et ← { random set of m available user equipments};
12: For each user equipment U ∈ Et in parallel do;
13: Fetch λt from the EN as let λU

t = λt;
14: Sense and update MU

t ;
15: Train the DRL agent locally with λU

t on MU ;
16: Upload the trained λU

t+1 to the EN;
17: Notify the EN the times TU

t of local training;
18: End For
19: With respect to the EN:
20: Receive all model updates;
21: Refresh the statistical Tt =

∑
U∈ETU

t
;

22: Perform model parameter aggregation as:
23: λt+1 ← ∑

U∈E(TU
t /Tt) · λU

t+1;
24: End For

subchannels of equal bandwidth according to the number of ENs in the μBS
cooperative space where the UE resides. We investigated a collaborative cache
in an IoT scenario with 7 ξBSs, 16 μBSs, and the amount of UE was randomly
generated and distributed in μBSs to evaluate the capabilities of our proposed
approach.

For the training of DDQN agents placed in EN, BS and cloud, we set rele-
vant parameters as follows: exploration probability 0.001, replay memory capac-
ity 5000, learning rate 0.005, discount factor 0.9, full connection of two layers,
200 neurons in each layer activated by tanh function, replacement of target Q
network every 250 times, minimum batch of 200. To evaluate our proposed col-
laboration strategy, we also implemented in the experiment the strategy that
UE’s request is satisfied in a centralized way, that is, all sensor data collected
by IoT devices are uploaded to a central server for centralized DRL training.

Algorithm 1 shows the process of training DRL agent using FL.

5.2 Simulation Results Analysis

In this section, we present simulation results to evaluate the performance of
the collaborative caching strategy presented in this paper. First, we evaluate
the total energy consumption of the UE collaborative cache in the collaborative
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(a) Energy consumption

(b) Training loss of DDQN (c) Average hit rate

Fig. 3. Performance of DRL based on FL training

scenario proposed in this paper, and compare it with the energy consumption of
the traditional transmission method. The result is shown in Fig. 3(a). With the
increase of the probability of the arrival of the cache task, the energy consump-
tion of the FL-based DDQN cooperative cache scheme proposed in this paper is
lower than that of the traditional centralized training DRL agent method, which
indicates that the collaborative cache strategy proposed in this paper has better
energy-saving performance. Then we evaluated the change of DDQN training
loss with training duration. It can be seen from Fig. 3(b) that as the training
time increases, the training loss gradually decreases. Finally, we assume that the
task request probability is the same, select three UEs, and evaluate the cache hit
rate according to the changes in the number of training. As shown in Fig. 3(c),
we can see that the hit rate is gradually increasing, which shows the effectiveness
of the proposed scheme and can guarantee QoS.

6 Conclusion and Future Work

In this paper, we consider the collaborative edge caching problem for multiple
users in 5G scenarios. Firstly, we propose the ξBS cooperation space and μBS
cooperation space and carry out collaborative edge caching of UE by EN coop-
eration in the cooperative space. Then, we deploy the DRL agent at the EN,
and use the DRL’s perception and decision-making ability to make collaborative
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decision-making through the agent’s perception. Afterward, to ensure data secu-
rity and ease network stress, FL is used to localize DRL agents. Furthermore,
we formulated the energy consumption problem in the collaborative cache as an
optimization problem. The final simulation results verify that our strategy can
reduce energy consumption in the cache and QoS. However, the current model
proposed in this paper has not considered device to device (D2D) cooperative
caching. In future work, we will consider D2D collaborative edge caching to
improve user experience and save spectrum resources. Besides, we will further
improve the structure and experiment proposed in this paper.
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Abstract. The introduction of device-to-device (D2D) communication
brings many benefits to cellular systems, especially when relay-assisted
(RA) D2D modes are included. This paper focuses on the joint schedul-
ing problem when some channel state information (CSI) are not known,
involving relay selection, probabilistic access control, power coordination,
mode selection, and resource allocation. Since the fading components of
the channel appear in the model as random variables in imperfect chan-
nels, we make some modifications to access control and channel alloca-
tion based on previous works. By using the existing algorithm and cor-
responding mathematical optimization theories, the transformed integer
programming (IP) problem is decomposed into two stages to be solved
separately. At the same time, in order to improve the solution efficiency,
we transform the original NP-hard problem into a linear programming
(LP) problem that can be easily solved. Simulation results validate the
performance of the joint scheduling scheme and influence of imperfect
CSI from the perspective of cell capacity.

Keywords: Device-to-device (D2D) communication · Joint
scheduling · Imperfect CSI · Relay

1 Introduction

In order to cope with the massive connections of devices and a huge amount of
data transmissions in the fifth generation (5G) cellular system, device-to-device
(D2D) communication is proposed to achieve better performances in terms of
spectrum efficiency and system capacity, which opens new horizons of device-
centric communication. New research directions such as (vehicle-to-vehicle) V2V
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communication, D2D communications on mmWave spectrum band, and D2D
network based on social trust, are also constantly proposed in the evolution of
5G D2D network. For two proximity D2D-capable user equipments (DUEs) who
are relatively close to each other in the cell, their data can be transmitted directly
bypassing the base station (BS) under unified scheduling. The introduced D2D
pairs can switch communication modes flexibly and make efficient use of the
limited wireless resources, so as to realize the significant improvement of data
transmission performance of cellular system under controllable interference.

Most of the existing works on D2D communications included only dedicated
and reused D2D modes [1] without fully exploiting the potential benefits of
involving relay-aided (RA) D2D modes. A RA D2D mode demonstrates that
two DUEs perform data transmissions with assistance of an idle relay-capable
UE (RUE) to adapt to long distances and poor channel conditions. In this paper,
we only consider the more implementable single-way RA D2D, as interference
control and timing management for other RA D2D schemes are too complex [2].
Overall, the research on RA D2D are still in the stage of end-to-end trans-
mission performance analysis, and few of them investigate the joint scheduling
issue involving relay selection, power coordination, resource allocation, and mode
selection. In [1], scheduling decisions obtained by such a heuristic scheme could
not be strictly optimal, because all issues were not jointly modelled. The con-
tribution of [3] was that the issue of mode selection involving RA and direct
D2D modes was modeled as an integer programming (IP) problem which was
then transformed into a linear programming (LP) problem for effective solution.
The deficiency was that relay selection and power coordination were not consid-
ered. The branch and bound (BB) method mentioned in [4] can also be used to
solve the mode selection problem in D2D communications, but the process was
relatively complex and the solution efficiency was not high.

In the process of solving mode selection or power coordination, existing
papers usually assumed that BS can acquire channel state information (CSI) of
all relevant links. However, in actual situations, only those direct links between
UEs and the BS correspond to easy CSI reporting, whereas the CSI acquisition
for other links between UEs will correspond to severe signaling overhead. If the
number of cellular UEs (CUEs) and D2D pairs are large enough, the severe sig-
naling overhead can not be ignored, which means the assumption of a perfect
CSI may be no longer reasonable. In order to better model the actual com-
munications, we partially introduce imperfect CSI situation [5] to replace the
traditional perfect CSI situation.

In conclusion, it is more reasonable to consider the assumption of imperfect
CSI in designs of efficient joint scheduling schemes involving RA D2D modes,
which is more suitable for real communication scenarios. Based on these con-
siderations, this paper designs a more applicable scheduling scheme for a fully
loaded single cell jointly considering relay selection, access control, power coor-
dination, and mode selection. On the basis of [6], aiming to increase the cell-wise
throughput, we form the joint scheduling issue into a mathematical optimiza-
tion problem. First, the optimal relay node is selected from the candidate RUE
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set, which can maximize end-to-end transmission rate of the relay path. Access
control then allows DUEs to meet the constraints on power and signal to inter-
ference plus noise ratio (SINR) before power coordination. Finally, in order to
obtain the final result of channel allocation and mode selection, we relax the
original IP problem to a LP problem and solve it further by simplex method or
interior point method. Certainly, for some imperfect channels conditions, it is
necessary to make corresponding modifications in access control and transmis-
sion rate calculation.

The rest of this paper is outlined as follows. Section 2 describes the system
model and problem formation for the joint scheduling issue. The mathematical
way to solve the formed problem is presented in Sect. 3. Section 4 depicts the
simulation results, followed by conclusions in Sect. 5.

2 System Model and Problem Formation

In this section, we first introduce the fully loaded single-cell system model in
which imperfect CSI situation is assumed, i.e., the BS does not know exact
CSI for some channels, and then formulate the joint scheduling problem into a
mathematical optimization model.

2.1 System Model

Considering a fully loaded single-cell with M CUEs, C1, C2, · · · , CM . There are
K pairs of DUEs that can perform communications only by reusing the CUEs’
uplink channels. In each D2D pairs, let S1, S2, · · · , SK denote the source DUEs
(SDUEs) and D1,D2, · · · ,DK denote the destination DUEs (DDUEs), respec-
tively. In the full loaded cell, all channels have been occupied by the CUEs,
and each channel has the same bandwidth, which can only be reused by one new
D2D pair. Apart from directly multiplexing the uplink channel of CUEs in direct
D2D mode, two distant DUEs can also establish connections with assistance of
a selected RUE. But the source-to-relay and relay-to-destination transmissions
must performed in two time segments and the two hops use the same channel.
Rk,1, Rk,2, · · · , Rk,R are R uniformly distributed candidate relays for the k-th
D2D pair and we denote the optimal RUE for the k-th D2D pair as Rk. On this
basis, the types of UEs, available modes, and corresponding data and interference
links in the cell are depicted in Fig. 1.

In this scenario, DUEs can measure the link qualities between D2D pairs
during the device discovery process. The CSI is fed back to BS when a D2D con-
nection is requested. Meanwhile, BS can obtain the CSI of the links that directly
connects itself and UEs through channel estimation method, so channel gains
gCm,B , gSk,B , gSk,Rk

, gRk,Dk
, and gSk,Dk

can be assumed to be known. The sub-
scripts in these symbols represents corresponding link’s source and destination
node, respectively.

However, for the channel gains of the interference links, i.e., gCm,Dk
and

gCm,Rk
, acquiring their exact values in each scheduling subframe will lead to very
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Fig. 1. Fully loaded single-cell scenario involving direct and relay-assisted D2D com-
munications.

severe signaling overhead. Hence, to make the model closer to actual situations,
it can be assumed that BS only grasps partial channel information of these
interference links according to the distance based path loss, instead of the perfect
CSI containing instantaneous channel fading. Therefore, such channels are called
imperfect channels. The instantaneous channel gain can be expressed as:

gi,j = K · βi,j · L−α
i,j (1)

where K is a constant for path loss, Li,j is the distance between transmitter i
and receiver j, and α is the path loss exponent. βi,j denotes fading component
of the channel, which is a stationary ergodic random variable. The part of the
formula based on path loss is ḡi,j = K · L−α

i,j .
In a Rayleigh fading channel, βi,j obeys exponential distribution whose mean

is λ, and its cumulative probability function and probability density function
are respectively represented as F (βi,j) and f(βi,j). F (βi,j) can be expressed as
follows.

F (βi,j) = 1 − e−λβi,j , βi,j ≥ 0 (2)

2.2 Problem Formation

For CUE Cm whose uplink channel is not reused, since its radio resource is
orthogonal to other UEs in the cell, its transmission rate can be expressed as
follows:
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Q(C)
m = log2(1 +

pC
mgCm,B

δ2N
) (3)

where pC
m is the transmit power of Cm when its uplink is not reused, δ2N is the

power of additive white Gaussian noise, and B in the subscript denotes BS.
However, once the channel is reused, as the channel fading components in

CUE-DDUE and CUE-RUE links are random variables, it is difficult for the base
station to know their accurate values, leading to that the given SINR require-
ments can not be assured. Therefore, only under a certain outage probability
threshold can the calculated average transmission rate be accurate.

In direct D2D mode, the data rates of a CUE can be expressed as

Q
(C1)
k,m = log2(1 +

pC1
k,mgCm,B

pD1
k,mgSk,B + δ2N

) (4)

where pC1
k,m and pD1

k,m denote the transmit powers of Cm and Sk, respectively,
when CUE’s channel is reused by the k-th D2D pair working in direct mode.
Correspondingly, data rate of the direct D2D link [5] can be depicted as

EQ
(D1)
k,m = {log2(1 +

pD1
k,mgSk,Dk

pC1
k,mḡCm,Dk

βk,m + δ2N
)
∣
∣ξD1

k ≥ ξD1
k,min}

= {log2(1 +
pD1

k,mgSk,Dk

pC1
k,mḡCm,Dk

βk,m + δ2N
)

∣
∣
∣
∣
∣

pD1
k,mgSk,Dk

pC1
k,mḡCm,Dk

βk,m + δ2N
≥ ξD1

k,min}

= {log2(1 +
pD1

k,mgSk,Dk

pC1
k,mḡCm,Dk

βk,m + δ2N
) |βk,m ≤ η}

=
∫ η

0

[log2(1 +
pD1

k,mgSk,Dk

pC1
k,mḡCm,Dk

βk,m + δ2N
)]

f(βk,m)
F (η)

dβk,m

(5)

where, η=pD1
k,mgSk,Dk

−δ2
N ξD1

k,min

pC1
k,mḡCm,Dk

ξD1
k,min

is the cutoff value of βk,m.

In RA D2D mode, the transmission rate of a CUE is as

Q
(C2)
k,m =

1
2

[

log2(1 +
pC21

k,mgCm,B

pR21
k,mgSk,B + δ2N

) + log2(1 +
pC22

k,mgCm,B

pR22
k,mgRk,B + δ2N

)

]

(6)

where pC21
k,m and pC22

k,m are the transmit powers of Cm when its channel is reused by
the source-to-relay and relay-to-destination links of the k-th D2D pair, respec-
tively. pR21

k,m and pR22
k,m denote transmit powers of the SDUE Sk and the selected

RUE Rk of the k-th D2D pair in RA D2D mode, respectively, while reusing a
CUE’s channel. In such a case, date rate of the RA D2D path within a scheduling
time slot can be estimated as

EQ
(SR)
k,m = {log2(1 +

pR21
k,mgSk,Rk

pC21
k,m ḡCm,Rk

βk,m + δ2N
)
∣
∣ξSR2

k ≤ ξSR2
k,min} (7)
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EQ
(RD)
k,m = {log2(1 +

pR22
k,mgRk,Dk

pC22
k,m ḡCm,Dk

βk,m + δ2N
)
∣
∣ξRD2

k ≤ ξRD2
k,min} (8)

EQ
(D2)
k,m =

1
2

min
{

EQ
(SR)
k,m , EQ

(RD)
k,m

}

(9)

Based on the expressions of data rates, we can formulate an optimiza-
tion problem for joint scheduling, whose objective is to maximize the cell-wise
throughput while ensuring the minimum SINR requirements of all links. Use
X = {X(1),X(2)} to represent the mode selection and channel allocation matrix.
X(1) and X(2) are K × M indicator matrices of channel allocation in direct and
RA D2D modes respectively. x

(1)
k,m (x(2)

k,m) is an element of X(1) (X(2)), whose

value is 0 or 1. If x
(1)
k,m = 1 (x(2)

k,m = 1), it indicates that the k-th D2D pair works
in direct (RA) D2D mode and reuses the channel of Cm; otherwise it indicates
that the D2D pair is not allowed to resue the channel of CUE. Use P to denote
the power matrix.

Therefore, the joint scheduling problem at the BS side can be formulated as

(P∗,X∗) = arg max
P,X

K∑

k=1

M∑

m=1

[(Q
(C1)
k,m + EQ

(D1)
k,m )x

(1)
k,m + (Q

(C2)
k,m + EQ

(R2)
k,m )x

(2)
k,m]

+
M∑

m=1

(1 −
K∑

k=1

x
(1)
k,m−

K∑

k=1

x
(2)
k,m)Q(C)

m

(10)

subject to:
x
(1)
k,m, x

(2)
k,m ∈ {0, 1} ∀k, m (11)

K∑

k=1

(x
(1)
k,m + x

(2)
k,m) ≤ 1 ∀m (12)

M∑

m=1

(x
(1)
k,m + x

(2)
k,m) ≤ 1 ∀k (13)

x
(1)
k,mpD1
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k,m · max

{
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}
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max ∀k, m (14)
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k,m)pC

m +

K∑

k=1

x
(1)
k,mpC1

k,m

+
K∑

k=1

x
(2)
k,m · max

{
pC21
k,m , pC22

k,m

}
≤ PC

max ∀m

(15)
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(16)



22 Z. Hu et al.

where PC
max and PD

max denote the maximum transmit powers of CUEs and
DUEs/RUEs, respectively. ξmin is the minimum SINR/SNR requirement for each
link.

3 Joint Scheduling Algorithm

In this section, we further decompose the formulated optimization problem into
two solvable sub-problems and derive the optimal scheduling results. We will
ensure the SINR of all involved links while maximizing the overall throughput
of the system through relay selection, access control, and power coordination
in the first stage and joint mode selection and channel allocation in the second
stage.

3.1 Relay Selection

With a goal of maximizing the end-to-end data rate of the RA D2D mode, the
optimal RUE is selected from the candidate set. Since the end-to-end trans-
mission of RA D2D mode consists of two hops, i.e., the source-to-relay (first
hop) and relay-to-destination (second hop) transmissions, objective function for
optimal relay selection for the k-th D2D pair can be formulated as

f(Rk) = max
Rk,r

{

Q(D2)
}

= max
Rk,r

{
1
2

min
{

Q
(SR)
k,m , Q

(RD)
k,m

}}

(17)

where Q
(SR)
k,m = log2(1+

pS
k,mgSk,Rk,r

δ2
N

), Q
(RD)
k,m = log2(1+

pR
k,mgRk,r,Dk

δ2
N

). The result
obtained from the formulation is considered as the optimal RUE for the k-th
D2D pair, and the all selected RUEs are marked as R1, R2, R3, · · · , RR.

3.2 Probabilistic Access Control

For DUEs who want to access the full-loaded cell, they must reuse the uplink
channels occupied by CUEs. In order to meet quality of service (QoS) require-
ments, the following constraints [5] must be met, i.e.,

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

pC
k,mgCm,B

pD
k,mgSk,B+δ2

N

≥ ξC
m,min

Pr
{

pD
k,mgSk,Dk

pC
k,mgCm,Dk

+δ2
N

< ξD
k,min

}

≤ ψ

pC
k,m ≤ PC

max, p
D
k,m ≤ PD

max

(18)

where Pr {·} denotes probability, ξD
k,min and ξC

m,min denote the minimum SINR
required for the k-th D2D pair and Cm, respectively, and ψ denotes the maximum
acceptable outage probability for D2D users.
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Fig. 2. The minimum access distance compensation factors under under different fading
channels

According to [5], the shortest access distance corrected according to the
imperfect channel condition is

L̂min
Cm,Dk

=

⎧

⎪⎪⎪⎪⎪⎪⎪⎨
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N
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min

(19)

Only when LCm,Dk
≥ L̂min

Cm,Dk
is satisfied, can DUEs reuse the channel of

CUEs to access the cellular network.
The minimum access distance compensation factor γmin is dependent on the

probability distribution of channel fading components βk,m. Figure 2 shows the
minimum access compensation factors corresponding to different thresholds of
outage probability under different fading channels. In Rayleigh fading channel,

it can be expressed as γrayleigh =
[
1
λ ln

(
1
ψ

)] 1
α

.

3.3 Power Coordination

For the DUEs who are allowed to access, power coordinations are performed
based on the algorithm presented in [7]. According to the minimum SINR require-
ments for different communication links, we can derive the optimal transmit
powers of different UEs in different situations. The derivation for the optimal
transmit powers can be finally expressed as follows.
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where Ω1 =
{

(PC
max, P1), (PC

max, P2)
}

, Ω2 =
{
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, in which we have
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For the direct D2D pair reusing a CUE’s uplink channel, the optimal powers
for the source DUE and the corresponding CUE can be obtained directly accord-
ing to the above method. For RA D2D pair reuse a CUE’s uplink channel, since
both the source-to-relay and relay-to-destination links reuse the same channel,
the optimal powers for the source DUE, the RUE, and the corresponding CUE
can also be calculated in each time slot using the above method.

3.4 Mode Selection and Resource Allocation

Based on the results of the relay selection, access control, and power coordina-
tion in the first stage, we can further simplify the original optimization problem
by removing the constraints on transmit powers and minimum SINR require-
ments. Accordingly, the simplified optimization problem covers only the issues on
resource allocation and communication mode selection, which can be expressed
as follows.

(X∗) = arg max
X
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subject to:

x
(1)
k,m, x
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k,m ∈ {0, 1} , ∀k,m;
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(x(1)
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k,m) ≤ 1, ∀k;
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k,m) ≤ 1, ∀m.

(22)
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It can be easily identified that the above optimization problem is a 0 − 1
integer programming problem and we can rewrite it into a general form as

max CT X

subject to : AX ≤ B,

X ∈ {0, 1}2MK ,

(23)

where CT is a row vector with 2MK elements corresponding to the coefficients
of x

(1)
k,m and x

(2)
k,m in (21). (·)T denotes the transpose operation. X is a column

vector with 2MK elements corresponding to the values of x
(1)
k,m and x

(2)
k,m. A is

the constraint matrix with a size of (K + M) × 2MK, which corresponds to the
left sides of the two inequalities of (22). B is a right-hand-side vector with a
length of (K + M), and all its elements are 1.

It is known that such an IP problem is NP-hard owing to its large feasible
domain and branch-and-bound (BB) method is generally used to search the
optimal solution. As the BB method can be considered as an improved exhaustive
solution, it corresponds to extremely high computational complexity. In contrast,
if we can transform the above IP problem into a LP problem mathematically,
the optimal solution might be able to be easily obtained, as there have been
some very efficient ways to solve LP problems. For the IP problem depicted by
(23), its feasible domain’s characteristic is determined by the constraint matrix
A, and it can be proved that if A is a totally unimodular matrix (TUM), the
above IP problem can be completely transformed into a LP problem whose
optimal solution is definitely the optimal solution for the initial IP problem. The
definition of TUM and corresponding judgement conditions are demonstrated as
follows.

Definition 1: If every square sub-matrix of matrix ZI×J is with a determinant
of −1, 0, or 1, Z can be called totally unimodular matrix.

Whether a matrix ZI×J , with each element zij equal to −1, 0, or 1, is a
TUM or not can be decided according to the following conditions [8]: (a) Each
column of Z has no more than two non-zero elements; (b) There exists a division
(Zupper,Zlower) on the rows of Z such that in each column, the sum of non-zero
elements in the upper part is equal to that in the lower part, i.e.,

∑

i∈Zupper
zij =

∑

i∈Zlower
zij , ∀j.

It can be easily proved that the constraint matrix A in (23) can satisfy the
two judgement conditions of TUM, so the original IP problem can be further
relaxed to a LP problem which is expressed as (24).

For such a LP problems, there are some mature and effective solving schemes,
such as simplex method and interior point method. In this paper, the widely
used simplex method is adopted to obtain the final solution. When the final
indicator matrix for channel allocation and communication mode selection is
fixed, combining with the optimal transmit powers derived in the first stage, we
can say the whole optimization problem has been solved. The solving process
corresponds definitely to the design of the joint scheduling scheme.
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4 Performance Evaluation

In this section, the performance of the joint scheduling scheme are evaluated via
simulations. We establish the simulation scenario according to fully loaded single-
cell system model shown in Fig. 1. The influences of some major parameters,
such as the number of D2D pairs, the maximum transmit power of UEs, and the
distance between the source and destination DUEs, on the cell-wise throughput
performance are simulated and analyzed. The major parameters used in the
simulations are listed in Table 1.

Table 1. Major parameters used in performance evaluation.

Parameter Value

Path loss exponent (α) 4

Path loss constant (K0) 0.01

Cell radius 500m

D2D cluster radius Uniformly distributed in [10, 200] m

Number of active CUEs (M) 20

Number of D2D pairs (K) 10(if fixed)

Noise power spectral density −174 dBm/Hz

Maximum transmition power of UEs 24 dBm (if fixed)

Minimum SNR/SINR for each link 10 dB

Outage probability threshold 0.01

The established simulation scenario is a single cell with a radius of 500 meters.
BS is located in the center, and all CUEs and D2D pairs are randomly distributed
in the cell. For each D2D pair, the destination DUE is randomly located on a
circle centered on the source DUE, and a certain amount of RUEs are assumed
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for each D2D pair as candidate relay UEs to ensure the possibility on performing
RA D2D communication. The candidate RUEs for each D2D pair are randomly
distributed in the circle area bounded by the possible location of the destination
DUE. Note that for a set of predefined parameters, 1 000 tests are performed to
get and average result. We mainly analyze the effect of bringing the imperfect
channel condition and the advantage of further considering RA D2D mode in
the joint scheduling.

Figure 3 shows the influence of UE’s maximum transmit power on the total
capacity of the cell under different scheduling scenarios, where “Perfect channel”
means the BS can acquire precisely all its needed CSI, while “Imperfect channel”
means that the precise CSI for the interference links between UEs are not known
at the BS. “CUEs without D2D” means D2D communications are not included,
“Direct D2D” means only direct D2D mode is considered, and “Direct and RA
D2D” means both the direct and RA D2D modes are considered. It is seen that,
with the increase of the maximum transmit power of UEs in the five cases, the
cell-wise system capacity increases greatly, and further introduction of the RA
D2D mode is helpful to improving the cell-wise system capacity. In case of the
channel reuse between a CUE and a D2D pair, increasing all UEs’ maximum
transmit power means increasing the feasible region of the power optimization
problem, which may leads to further improvements on the power coordination
results. For CUE whose uplink channel is not reused by D2D links, its optimal
transmit power is just CUE’s maximum transmit power. Therefore, when the
maximum transmission power increases, the system performance will definitely
increase. At the same time, due to the imperfection of CSI, the performance of
system capacity under imperfect channel conditions are slightly worse than that
under perfect channel conditions.

Figure 4 illustrates the performance of cell-wise system capacity increase with
varying distances between SDUEs and DDUEs. To describe the distance vari-
ation, all D2D pairs are set the same separation distance between the source
and destination DUEs. It is seen from Fig. 4, when the source DUE is closer
to the destination DUE, the increase of system capacity brought in by D2D
communication is larger. With the supplement of RA D2D mode, the system
capacity can be further improved. The more RUEs available for each D2D pair,
the more obvious the advantage. However, as the source to destination distance
for all D2D pairs increases, the system capacity increase brought in by the D2D
communication decreases. Therefore, if the such a separation distance is further
enlarged, the cell-wise capacity gain might reduce to zero. When the channel
capacity generated by D2D communications can not compensate for the channel
capacity loss caused by channel reuse, there is no capacity growth on the whole.

Figure 5 shows the increase in cell-wise system capacity versus the number
of D2D pairs. It can be seen that increase of the number of D2D pairs leads
to obvious increase of the cell-wise system capacity, and the system capacity
with the introduction of relay D2D mode increases more. Such a advantage
is more significant when increasing of the number of D2D pairs in the cell.
In addition, comparing the performance on cell-wise system capacity increase
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Fig. 3. System capacity versus maximum transmit power of UEs, where the distances
between SDUEs and DDUEs are randomly selected from 10 to 200m.
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under the imperfect CSI conditions with that under the perfect CSI conditions,
we can observe that the gap becomes larger when the number of D2D pairs is
increased. This is reasonable, as increase of the number of D2D pairs means
more uncertainties on the interference links are involved, which might limit the
improvement space for the cell-wise system capacity. But such a result clearly
shows us the influence of channel uncertainties on the accuracy of the scheduling,
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and it prompts us to seek more effective solutions to overcome the influences of
imperfect CSI on the accuracy of the jointly scheduling at the BS side.

5 Conclusions

This paper investigated the joint scheduling issue for cellular multi-mode D2D
communications involving both direct and RA D2D modes under imperfect CSI
condition. With an aim to maximize the cell-wise system capacity, joint schedul-
ing on relay selection, access control, power coordination, mode selection, and
resource allocation at the BS side in a fully loaded single-cell was formulated as
an optimization problem which was then solved in two stages. The relay selec-
tion, access control, and power coordination issues were solved in the first stage,
while the mode selection and channel allocation issues were solved in the second
stage. By using probabilistic model to depict the fading component of uncertain
interference channels, the condition of imperfect CSI was taken into account in
the design of joint scheduling schemes. By transforming the IP problem into LP
problem, the joint mode selection and resource allocation problem was solved
with low complexity. Simulation results showed that including RA D2D mode
into the scheduling can further increase the cell-wise system capacity, even under
the imperfect CSI condition. Moreover, under both the perfect and imperfect CSI
conditions, the cell-wise system capacity increased when the number of candi-
date RUEs for each D2D pair and the maximum transmit powers for involved
UEs were increased. Meanwhile, the imperfect CSI condition did have influence
on the accuracy of the joint scheduling and such an influence was more obvious
while the number of D2D pairs was increased.
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Abstract. The existing cognitive single relay selection technology is
lack of a full-duplex/half-duplex mode switching criteria, and only max-
imizes the system performance of secondary users in the single-duplex
mode relay selection process, which result in a single relay mode and the
overall performance of single primary networks and secondary networks
is not optimal. To tackle these problems, the criteria for switching the
hybrid duplex mode of the relay node is first derived. In the case of adopt-
ing the amplify-and-forward (AF) and decode-forward (DF) protocols,
each candidate relay terminal selects the optimal duplex mode according
to the signal-to-noise ratio (SNR) of the self-interference channel and the
critical point of self-interference. Then propose a low interference hybrid
duplex relay selection algorithm, the relay node uses the comprehensive
performance loss of the primary network performance and the perfor-
mance gain of the secondary network user as the indicator to optimize
the relay selection, which maximizes the sacrifice value of the primary
network. The simulation results show that the proposed algorithm can
significantly improve the performance of the primary network system
and the whole system. Furthermore, the performance of the secondary
network is slightly reduced (or even improved).

Keywords: Cognitive network · Relay selection · Hybrid duplex
mode · Low-interference

1 Introduction

With the development of mobile communication,the demand for spectrum
resources has increased dramatically. Due to limited spectrum resources, the
shortage of spectrum resources becomes serious [1–3].
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Cognitive relay selection technology has been widely studied for future com-
munication development [4]. It enables secondary users to effectively use licensed
spectrum to complete their own communications while ensuring the quality of
primary users communication. The full-duplex relay technology can simultane-
ously receive and transmit signals of the same frequency [5]. Therefore, cognitive
relay technology combines the two technologies to improve spectrum utilization.
There are many alternative candidate relays in cognitive relay networks. When
different nodes are selected as relays, different performance will be brought to the
system [6]. It is very meaningful to study how to effectively select the appropriate
node as the communication relay.

In the Underlay mode cognitive relay network, optimizing the secondary net-
work performance indicators as the target of selecting relay nodes. Most of the
existing cognitive relay selection schemes follow a principle: when the interfer-
ence caused by the secondary user to the primary user satisfies the interference
temperature, the relay selection scheme can be used to increase the capacity of
the system or reduce the probability of interruption. Traditional max-min relay
selection (MMRS) relay selection method is applied to cognitive half-duplex relay
networks to maximize secondary system capacity [7–9]. Based on the interrupt
performance of the orthogonal frequency division multiplexing network, within
each subcarrier, the relay network adopts a full-duplex AF relay protocol and
the relay selection mode follows the MMRS criterion [10]. Research on optimal
relay selection (ORS) mode in cognitive relay network based on imperfect chan-
nel information imperfection (CII), as the number of candidate relays increases,
the system performance of the secondary network will increase significantly [11].
The cognitive full-duplex relay selection method is studied in detail to optimize
the performance of the secondary user network [12–15]. However, in the Under-
lay mode cognitive network, even if the secondary users can meet the strict
interference temperature limit, user networks also sacrifice their performance or
power to tolerate additional interference from secondary user network access. In
addition, the existing works does not involve the hybrid duplex mode switch-
ing problem of cognitive relay networks. This paper in Underlay mode cognitive
relay network based on AF protocol and DF protocol respectively, proposing
a low-interference hybrid duplex relay selection algorithm to maximize the pri-
mary user’s sacrifice value for full/half duplex mode switching and optimal relay
selection.

2 System Model

Relay selection model for cognitive relay network, including a primary network
base station PT, a primary user destination terminal PR, a secondary network
base station S, K secondary candidate relays R (R1,R2...RK), and a secondary
destination terminal D. Considering that each relay equips with two antennas,
one of which is used to receive signals and the other is used to transmitting
signals, moreover, each antenna can communicate both in half-duplex mode and
full-duplex mode. Figure 1 shows the system model considered in this paper.
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Fig. 1. Relay selection model in cognitive wireless networks.

In Underlay mode, the primary user allows the secondary user to access the
licensed spectrum while satisfying the interference temperature Ith and treats
the signals of the secondary user as background noise. It is supposed that in the
cognitive relay network, S and D cannot communicate directly, because of the
secondary user’s transmit power is limited. The data interaction between S and
D need to be completed with the assistance of the relay terminal, so the direct
transmission path between S and D can be ignored. Assuming that the transmit
powers of Pp, Ps, and Pi of PT, D, and i are constants. In the Fig. 1, the solid line
indicates the transmission link of the useful signal and the dotted line indicates
the interference link. In addition, we presume that the noise at each node obeys
an additive white Gaussian noise with a mean of zero and a variance of N0.

3 Performance Analysis of Secondary Network and
Primary Network

In the Underlay mode cognitive relay network, the relay node can work in both
half-duplex and full-duplex modes. The two modes will bring different gains
to the capacity of the secondary network [16]. The capacity of the secondary
network in the two modes will be analyzed separately.

3.1 Full Duplex Mode

In the Underlay mode cognitive relay network, when the relay node adopts the
full-duplex relay mode, the relay node can simultaneously receive and retrans-
mit signals at the same frequency. Therefore, the signal transmission will cause
self-interference to the signal reception. The received signals at the secondary
candidate relay node i and the secondary destination node D are

yi =
√

Pshsixs +
√

Pihiixi +
√

Pphpixp + ni (1)
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yd =
√

Pihidxi +
√

Pphpdxp + nd (2)

where xs, xi, xp, ni, and nd denote the transmitting signal of the secondary
network base station S, the retransmitted signal of secondary relay i, the trans-
mission signal of the primary network base station PT, the background noise of
secondary relay i, and the background noise of secondary destination terminal
D, respectively.

The instantaneous received powers at the secondary candidate relay i and
the secondary destination terminal D are

ε{|yi|2} = Ps|hsi|2 + Pi|hii|2 + Pp|hpi|2 + N0 (3)

ε{|yd|2} = Pi|hid|2 + Pp|hpd|2 + N0 (4)

When the secondary relay network adopts the AF protocol, the relay node
directly amplifies the received signal, and the amplification factor β1 is defined
as

β1 =

√
Pi

Ps|hsi|2 + Pp|hpi|2 + Pi|hii|2 + N0

(5)

When the secondary relay network adopts the DF protocol, the relay node
decodes the received signal first and then re-encodes for forwarding. Therefore,
the resending signal of the relay node can be expressed as

xi =

{
β1yi, with AF√

Pi

Ps
xs, with DF

(6)

where hpi, hii, and hsi are the channel coefficients of PT to i, i to i and S to
i respectively, when node i is selected as the relay. In the cognitive full-duplex
relay network, the Signal to Interference Plus Noise Ratio (SINR) in the hops of
i and D can be defined as

γFD
i =

P 2
s |hsi|2

P 2
p |hpi|2+P 2

i |hii|2+N0

(7)

γFD
d−i =

P 2
i |hid|2

P 2
p |hpd|2 + N0

(8)

The end-to-end SINR of secondary networks in cognitive half-duplex relay
mode can be defined as

γCFD−i =

{
γFD
i γFD

d−i

γFD
i +γFD

d−i+1
, with AF

min(γFD
i , γFD

d−i), with DF
(9)

The system rate is

RCFD−i = W log2(1 + γCFD−i) (10)
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When the secondary user does not access the spectrum of the primary user,
the SNR of the primary network communication can be defined as

γpp = Pp|hpp|2/N0 (11)

If the secondary user accesses the spectrum of the primary user in the full
duplex relay mode, the secondary network base station S and the relay node i
work simultaneously, which commonly causing interference to the primary user
receiver PD is

ICFD−i = Ps|hsp|2 + Pi|hip|2 (12)

The SNR of the primary network is

γFD
pp−i =

P 2
p |hpp|2

P 2
s |hsp|2 + P 2

i |hip|2 + N0

(13)

The primary system rate is

RFD
pp−i = W log2(1 + γFD

pp ) (14)

where hid, hpd, hpp, hsp, and hip are the channel coefficients of i to D, PT to D,
PT to PR, S to PT and i to PT, respectively. W is the system bandwidth.

3.2 Half Duplex Mode

When a relay node adopts the half-duplex relay mode, it operates in two orthog-
onal time slots or frequencies (this is assumed to be a time slot). The received
signals at the secondary candidate relay node i and the secondary destination
node D are

yi =
√

Pshsixs +
√

Pphpixp1 + ni (15)

yd =
√

Pihidxi +
√

Pphpdxp2 + nd (16)

The retransmit signal of the relay node d is expressed as

xi =

{
β2yi, with AF√

Pi

Ps
xs, with DF

(17)

The amplification factor β2 of the AF protocol is

β2 =

√
Pi

Ps|hsi|2 + Pp|hpi|2 + N0

(18)

The instantaneous received signal power of the secondary candidate relay and
the secondary destination terminal D are expressed as (19) and (4), respectively

ε{|yi|2} = Ps|hsi|2 + Pp|hpi|2 + N0 (19)
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The SINR of i and D hops can be expressed as

γHD
i =

P 2
s |hsi|2

P 2
p |hpi|2+N0

(20)

γHD
d−i =

P 2
i |hid|2

P 2
p |hpd|2+N0

(21)

The end-to-end SINR of secondary networks in cognitive half-duplex relay mode
is expressed as

γCHD−i =

{
γHD
i γHD

d

γHD
i +γHD

d +1
, with AF

min(γHD
i , γHD

d ), with DF
(22)

The system rate is

RCHD−i = W log2(1 + γCHD) (23)

When the secondary user accesses the spectrum of the primary user in the
half-duplex relay mode, the interference caused to the primary is expressed as

ICHD−i = max(Ps|hsp|2, Pi|hip|2) (24)

The SNR of the primary network is

γHD
pp−i = min(

Ppγpp

Psγsp + 1
,

Ppγpp

Piγip + 1
) (25)

The primary network rate is

RHD
pp−i = W log2(1 + γHD

pp ) (26)

4 Mode Switching

The difference between the half-duplex relay mode and the full-duplex relay
mode is reflected in the presence or absence of self-interference, so the SNR γii

of the self-interference channel is a key factor in mode switching. The necessary
and sufficient condition for the full-duplex mode to be better than the half-
duplex mode is that γii is lower than the critical point γth

ii
of self-interference.

In this scenario, it is assumed that the secondary network base station S is
farther away from the primary destination terminal than the secondary candidate
relay, that is, i is more disturbing to the primary user than S. Therefore, the
secondary network uses the half duplex to cause interference to the primary user
is ICHD−i = Pi|hip|2.
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Lemma 1: When the secondary relay network adopts the AF protocol, if (27)
is established, the performance of the relay node in full-duplex mode is better
than that in the half-duplex mode. Otherwise, the half-duplex mode is adopted,
which the performance is better than performance in full-duplex mode.

γii < γth
ii−AF =

Psγsi(γd−i − γCHD−i − Psγsp)
Pi(γCHD−i + γsp)(γd−i + 1)

− Ppγpi + 1
Pi

(27)

Lemma 2: When the secondary network adopts the DF protocol, if the formula
(28) is established, the performance of the relay node in the half-duplex mode
is better than that in the full-duplex mode. If the Eq. (29) is established, then
the performance of the relay node in full-duplex mode is better than that in
half-duplex mode.

γFD
d−i < γCHD−i+Psγsp = (1 + γCHD−i)1/2 − 1 + Psγsp (28)

γii < γth
ii−DF =

Psγsi

Pi(γCHD−i + Psγsp)
− Ppγpi + 1

Pi
(29)

When the secondary relay network adopts the AF protocol, each secondary
candidate relay node performs mode selection according to Lemma 1. When
the secondary network adopts the DF protocol, each secondary candidate relay
node performs mode selection according to Lemma 2. Ensuring that the sacrifices
made by the primary are more valuable optimizes the performance of the entire
network, including the secondary user network and the primary network.

5 Low Interference Mode Switching Relay Selection
Algorithm

A low-interference hybrid duplex mode switch relay selection (HDMSRS) algo-
rithm is proposed. In this section, aiming to optimize the mode switching and
relay selection of the whole network. The utility function can be defined as

Ci = arg max
i=1∼n

(γi
ete − γi

s→p) (30)

where γi
ete is the revenue function of the entire system

γi
ete=

{
γCHD−i with HD
γCFD−i with FD (31)

γi
s→p is the cost function of the entire system

γi
s→p=

{
max (Ps|hsp|2

N0
,

Pi|hip|2
N0

) with HD
Ps|hsp|2+Pi|hip|2

N0
with FD

(32)

In order to maximize the overall performance of both secondary and primary
systems, a hybrid relay mode is proposed to switch the appropriate mode accord-
ing to the instantaneous CSI. The utility function for each candidate relay is
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CHybrid = max (Ci−HD, Ci−FD) (33)

where Ci−HD is the utility function of candidate relay nodes operating in half-
duplex mode; Ci−FD is the utility function of candidate relay nodes operating
in full-duplex mode.

Each candidate relay Ci selects a duplex mode according to its own utility
to optimize overall performance.

The specific HDMSRS algorithm flow is described in Algorithm 1.

Algorithm 1. The HDMSRS algorithm flow is as follows
Step1 Initializing secondary candidate half-duplex and full-duplex relay terminal
sets H and F in the secondary network base station S, then send relay request
information by broadcast.
Step2 The secondary network base station S and each candidate relay terminal i that
receives the relay request, estimate channel state information of itself to the primary
destination terminal D first, determine whether the interference temperature limit
can be met when i works in half-duplex mode and full-duplex mode respectively:
Step2.1 If only the work is satisfied in the half-duplex (full-duplex) mode, the half-
duplex (full-duplex) relay mode is adopted directly;
Step2.2 If the work is not satisfied in the half duplex mode and the full duplex
mode, the candidate relay terminal cannot communicate as a relay;
Step2.3 If the work is satisfied in both the half-duplex mode and the full-duplex
mode, mode selection is performed by Lemma 1 or Lemma 2.
Step3 Calculate its own utility value according to equation (30) and feed it back to
the F and H sets at S.
Step3.1 If i selects half-duplex mode, add this node to the set H.
Step3.2 If i selects full-duplex mode, add this node to the set F.
Step4 Select the maximum value according to equation (34) and equation (35) in
the H and F sets at S.

CFD∗
i = max (CFD

1 , CFD
2 ...CFD

n ) (34)

CFD∗
i = max (CFD

1 , CFD
2 ...CFD

n ) (35)

Step5 Compare the utility values corresponding to the two candidate relay terminals
selected in Step4 according to the formula (36), and the larger one is selected as the
relay node.

U∗
i = max (CHD∗

i , CFD∗
i ) (36)

6 Simulation and Performance Analysis

The simulation results of the proposed mode switching and relay selection in
cognitive hybrid duplex network will be discussed in this section. The system
simulation is run on Matlab. Considering one primary network base station, one
PN terminal, one secondary network base station, secondary network terminal
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Table 1. Main simulation parameters

Parameter Values

Transmission power of PP 1 dB

Interference temperature Ith 3 dB

Road loss index η 3

System bandwidth W 1 MHz

Additive Gauss white noise variance N0 1

Channel coefficient expression hm,n = k ∗ dm,n
−η
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Fig. 2. The relationship between self-interference and secondary network system capac-
ity under different duplex mode and relay protocol.

in the simulation scenario. There are many secondary candidate rely nodes uni-
formly distributed within the SN BS and SN DT. Assuming that the channel
coefficients between each node can be expressed as hm,n = k ∗ dm,n

−η, where
k denotes the attenuation factor, which obeys a complex Gaussian distribution
with a mean of zero and a variance of one, dm,n denotes the distance from node
to node n, and η is the path loss index. The main simulation parameters are
detailed in Table 1.

In Fig. 2 showing the relationship between the change in self-interference
value and the capacity of the secondary network system when the secondary
relay network adopts different duplex modes and relay protocols. The transmit
power of the secondary network base station and the secondary relay are both
Ps = Pi = 1dB. When the half-duplex relay mode is adopted, there is no
self-interference at the relay node. The system capacity of the relay network is
independent of the change of the self-interference value, and the relationship
is expressed as a straight line. When the secondary relay network accesses the
spectrum of the primary user in full-duplex mode, whether it adopts AF protocol
or DF protocol, the system capacity of the secondary network decreases as the
self-interference value increases. It can be seen from the figure that the necessary
and sufficient condition for the performance of the full-duplex relay mode be
superior to the half-duplex mode is that the self-interference value γii is less
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than the two intersection points, i.e. the self-interference thresholds γth
ii−DF and

γth
ii−AF .

2 20 40 60 80 100
The number of relays

0

1

2

3

4

5

6

7

8

9

10

11

12

Sy
st

em
 c

ap
ac

ity
 (

bp
s/

H
z)

HDRS-AF Secondary system
HDRS-AF Primary system
HDRS-AF Whole system
FDRS-AF Secondary system
FDRS-AF Primary system
FDRS-AF Whole system
HDMSRS-AF Secondary system
HDMSRS-AF Primary system
HDMSRS-AF Whole system

Whole system

Primary system

Secondary system

(a)
2 20 40 60 80 100

The number of relays

0

1

2

3

4

5

6

7

8

9

10

11

12

Sy
st

em
 c

ap
ac

ity
 (

bp
s/

H
z)

HDRS-DF Secondary system
HDRS-DF Primary system
HDRS-DF Whole system
FDRS-DF Secondary system
FDRS-DF Primary system
FDRS-DF Whole system
HDMSRS-DF Secondary system
HDMSRS-DF Primary system
HDMSRS-DF Whole system

Primary system

Whole
system

Secondary system

(b)

Fig. 3. The relationship between transmit power and system capacity under different
algorithms under two protocols.

Figure 3 show that the relationship between transmit power and system
capacity under different algorithms in AF and DF protocols. Setting the num-
ber of relays n = 4 in this scene, Ps = Pi. The HDMSRS algorithm proposed
in this paper can achieve the best mode selection in the relay selection pro-
cess. In order to optimize the performance of the secondary relay network, the
relay will transmit in full-duplex mode with small Pi. As the Pi increases, the
self-interference is large, and the relay will switch to half-duplex mode for trans-
mission. In addition, the algorithm proposed in this paper can be significantly
improved the primary system capacity while lightly reducing (or even enhanc-
ing) the capacity of the secondary system with the comparison of the HDRS
and FDRS algorithms based on MMRS criteria. For example, when Ps = 6dB,
the capacity of the secondary system, is reduced by 8.3% compared with the
DRS algorithm, while increasing by 3.1% compared with the FDRS algorithm.
For the capacity of the primary system, the proposed HDMSRS algorithm is
improved by 38.9% compared with the HDRS algorithm, and is increased by
41.1% compared with the FDRS algorithm.
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relays under two protocols.
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Figure 4 examine the relationship between the capacity of system and the
number of candidate relays. Setting Ps = Pi = 1dB, what is more, in order
to distinguish the capacity curve of the secondary user and the primary user,
let Pp= 2dB. As can be seen from the above figures, the HDMSRS algorithm
proposed in this paper can significantly improve the system capacity of the
primary user and improve the whole system capacity under the condition of
slightly reducing the capacity of the secondary system. For example, when the
number of relay is 60, the capacity of the secondary system of the proposed
HDMSRS algorithm is improved by 26.7% compared with the HDRS algorithm,
while compared with the FDRS algorithm is reduced by 10.5%. For the capacity
of the primary system, the proposed HDMSRS algorithm is improved by 26.5%
compared with the HDRS algorithm, compared with the FDRS algorithm, the
proposed algorithm is improved by 14.8%. For the capacity of the whole system,
the HDMSRS algorithm can be increased by 31.6% and 13.1% compared with
the HDRS algorithm and the FDRS algorithm, respectively.

7 Conclusion

In this paper, to solve the single duplex mode of the relay node, the criteria
of full-duplex/half-duplex mode switching has been derived. Moreover, the pro-
posed a low interference hybrid duplex relay selection algorithm which chooses
optimal relay based on the combined performance of primary network perfor-
mance loss and secondary network user performance gains, has improved the
performance of the primary network system and the entire system. The sim-
ulation results have been performed to verify the superiority of the algorithm
on performance improvement of primary network system and the whole system
while the performance of secondary user network is slightly decreased (or even
promoted).
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Abstract. In the process of sensor target recognition, attitude estimation and
information decision-making, most of the current sensor information decisions
require probability conversion or weight calculation of sensor data. The calcula-
tion process is complex and requires a large amount of computation. In addition,
the decision result is greatly affected by the probability value. This paper proposes
a multi-sensor information decision algorithm with high-discrimination based on
distance vectors. At the same time, the support function, dominance function and
discrimination function for the algorithm are presented. The dominance function
is obtained through the normalization processing of the support matrix, and then
the dominance function after normalization is sorted. Themaximum value is taken
as the optimal solution. The discrimination function mainly provides the basis for
the evaluation of the algorithm. The simulation results show that the discrimina-
tion degree of this method in sensor information decision-making reaches more
than 0.5, and the decision-making effect is good. Compared with the classic D-S
evidence theory, this algorithm can effectively avoid the phenomenon that D-S
evidence theory contradicts with the actual situation when making a decision. It is
less affected by a single sensor and the decision result is stable. Compared with the
probabilistic transformation of the initial data of the sensor in the decision-making
process, it has obvious advantages.

Keywords: Information decision · Distance vector · Support matrix ·
Dominance function · Discrimination function

1 Introduction

The rapid development of artificial intelligence, big data and 5G technologies has accel-
erated the process of “Internet of Everything” [1]. As an important medium for the
machine to perceive the world [2], the sensor network directly affects the development
and progress of society [3] because of its security, intelligence and advanced nature. An
integrated sensor network (WSN) is usually composed of multiple sensor nodes, these
sensor nodes seem to be independent. In fact, due to the correlation of the monitoring
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range, method and object, there is a potential internal connection between each data [4].
Using this internal connection, a relatively correct result is automatically determined by
the algorithm, which makes a reference for people’s scientific research [5].

Ref. [6] combined support vectormachine (SVM) and improvedD-S evidence theory
to proposemulti-classifier information fusion.Analysis shows that thismethod can effec-
tively fuse classifier information from different SVM, it has strong robustness and high
accuracy. Ref. [7] proposed a new divergence measure for the confidence function for
the high-conflict problem of D-S evidence theory to measure the difference between the
basic probability distributions in D-S evidence theory. Analysis shows that this method
provides a promising solution for measuring the difference between belief functions in
evidence theory. Aiming at the problem that the conflict weight of D-S evidence theory
cannot be effectively reduced, Ref. [8] improved the D-S evidence theory and intro-
duced a combination rule, which effectively reduced the conflict weight assigned by the
basic probability allocation ordering. Ref. [9] proposed a trust model to improve D-S
evidence theory. This model defines the evidence variance according to the Jousselme
distance, modifies the evidence before the fusion, and then conducts the fusion through
D-S evidence rules. The simulation results show that the model can accurately find the
malicious nodes in the sensor network, which is conducive to improving the security
and robustness of the network. Ref. [10] proposes a comprehensive information fusion
method based on evidence theory and group decision-making. The weight of combina-
tion and disjunction rules are adjusted according to the consistency function of focus
elements. Simulation result shows that this method can obtain reasonable and reliable
decision results. Ref. [11] proposes an improved strategy of evidence theory based on
confidence to solve the conflict problem of D-S evidence theory. The algorithm extracts
weight from the preliminary predicted values of four neural networks, constructs BPAs
function reasonably, and verifies the application effect of the system through examples.
Ref. [12] proposed a similar Jaccard coefficient matrix partitioning processing method,
which corrected the evidence source by calculating the weight of each sensor node, this
method effectively solved the high conflict problem existing in D-S evidence theory,
and reduced the decision-making risk. Ref. [13] proposed a multi-source information
fusion fault diagnosis method based on D-S evidence theory. This method uses fuzzy
subjection functions to construct the basic probability assignment of three evidence bod-
ies. At the same time, in order to solve the conflict problem of D-S evidence theory, a
D-S evidence theory based on the similar distance of new evidence is proposed. The
analysis shows that the fault diagnosis results can be improved effectively. According to
the conflict of D-S evidence theory. Ref. [14] proposes a testability evaluation method
based on improved D-S evidence theory, establishes the density distribution function
of equipment testability fault index detection rate, and constructs the quality function.
At the same time, Lance and Williams distance are introduced to improve the infor-
mation fusion of D-S evidence theory. The test results showed that this method had a
good evaluation effect. Ref. [15] uses rough set theory and cloud parameter calculation,
and combines D-S evidence theory to fuse multi-source information and identify faults.
Simulation results show that this method can accurately identify faults; Ref. [16] makes
use of the proximity of evidence in the process of sensor information decision-making,
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and keeps important information. At the same time, the conflict problem of D-S evi-
dence theory is the weighting processing. Simulation analysis shows that this method
can reduce the impact of conflict and improve the decision accuracy. The above meth-
ods have achieved good results in the process of sensor information decision-making,
but the calculation process is relatively complex, most of the algorithms need to assign
probability to the data collected by sensors, and seldom consider the characteristics and
evaluation criteria of sensors.

In this paper, we make full use of the evaluation grade range of sensor data in the
monitoring system, combine with the actual measured values, and calculate the support
degree among the sensor data by using the distance between the actual values and the
standard values, and finally get the systemdecision result. Themain content and structure
of the contents are organized and shown below. In Sect. 2 to 4, the fusion level, fusion
process and decision model are reviewed. In Sect. 5 and 6, a more detailed description of
proposed algorithms are given based on the distance vector. The performance analysis
and discussion are described in Sect. 7 and concluded in the Sect. 8.

2 Multi-sensor Information Fusion Level

Multi-sensor information fusion includes research on transmission protocol and sen-
sor network node information fusion, both of which are used to solve the redundancy
problem of information acquisition in multi-sensor system, so as to improve the accu-
racy of information acquisition and reduce the amount of data sent by nodes. Figure 1
is a functional model of multi-sensor information fusion [17], whose fusion process
can be divided into multiple levels. Firstly, the source data collected by the sensor is
preprocessed. Secondly, the fusion results are obtained by further processing according
to the application field. The technologies involved in fusion include data association,
target tracking and identification, situation estimation, impact assessment and process
assessment, among which the higher-level fusion technologies all involve information
decision-making.

Data 
source

Fusion result

Pretreatment
First level 
treatment

Second level 
treatment

Third level 
treatment

Fourth  level 
treatment

Data registration
Data association

Positioning

Path tracking

Target Recognition

Situation 
assessment

Process 
assessment

Impact 
assessment

Fig. 1. Multi-sensor information fusion function model
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3 Multi-sensor Information Fusion Process

Figure 2 shows the basic fusion process of multi sensor information [18], and the fusion
process of data, features and decision-making is given in Fig. 2. First, the data collected
by the sensor is preprocessed, including signal rectification, filtering and amplification.
The first level of fusion directly sends the preprocessed data to the fusion center to obtain
the fusion result. In the second level of fusion, the preprocessed data are extracted for
features and sent to the fusion center to get the fusion results. This level of fusion is
usually applied to data association and target recognition. The third level of fusion is
to add the preliminary decision based on the second level of fusion, and then send the
decision results to the fusion center to get the output results. This level of information
fusion is often used in the field of information decision-making, which belongs to a
higher level of information fusion, and the difficulty is increased to a certain extent
compared with the first two levels of fusion.

sensor
Pretre-
ament

Fusion 
Center

Output 
result

Feature 
extraction

Fusion 
Center

Output 
result

Feature 
extraction

Preliminary 
decision

Fusion 
Center

Output 
result

Fig. 2. Basic fusion process

4 Multi-sensor Information Decision Model

Figure 3 is a multi-sensor information decision model. There are n decision criteria
and m sensor nodes. First, the measurable range of each sensor is divided into several
intervals, and the central measurement value of each interval is taken as an evaluation
standard (abbreviated as ICV) which is placed into N decision criteria corresponding
to the sensor respectively. Second, the distance difference between the actual value of
the data collected by the sensor node and its corresponding evaluation standard needs
to be obtained, which can be named support matrix. That is, the support of each actual
measured value relative to the node standard. Third, the support function is obtained
by summing the distance difference between the actual measured value of each sensor
and its n evaluation criteria. Finally, the data processing algorithm is used to get the
superiority of each group’s decision results, and the maximum value is taken as output
result of the decision.
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Fig. 3. Multi-sensor information decision model

5 Algorithm Implementation Principle

5.1 Single Attribute Information Fusion Algorithm

Figure 4 is a schematic diagramof single attribute sensor information decision.Assuming
that the same kind of sensors are used for measurement in a monitoring system, there
are four evaluation levels in the system, the value range of the first evaluation level is
a1±�t, and the value ranges of the other three evaluation levels are shown in Fig. 4. Let
b be the actual measured value of the sensor, calculate the absolute value of the distance
between b and the center value of each value range, and take the evaluation level range
where the minimum absolute value is located as the final decision result. As shown in
Fig. 4, is decision result 2 (abbreviated as DR2).

DR1 DR2 DR3 DR4

t a1 a2 a3 a4b
b- a3

b- a4
b- a1

b- a2

Fig. 4. Single attribute information decision schematic diagram
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5.2 Multi-attribute Information Fusion Algorithm

Generally, when using sensor information to make decisions, it is necessary to perform
probability conversion on the data collected by the sensor, and then make decisions
through relevant algorithms.However,when using sensor information tomake decisions,
the decision criteria will be given. Figure 5 is a standard diagram of information decision
value, and a11 means that under this standard, the value range of sensor 2 is a11 + �t.
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Fig. 6. Multi-attribute information decision principle diagram

The principle of multi-attribute information decision-making is shown in Fig. 6.
Where a11, a

1
2, · · · a15 are the central value of the value range for each sensor correspond-

ing toDR1. Similarly, and a21, a
2
2, · · · , a25 are the central value of the value range for each



High-Discrimination Multi-Sensor Information Decision Algorithm 49

sensor corresponding to DR2, and b11, b
1
2, · · · , b15 are the actual measured values of the

first group. Next, the single attribute decision making method is extended horizontally
to multi-attribute information decision making, and the distance vector modulus of the
actual measured value and the central value of the standard decision range is vertically
calculated, and the sum of the distance vector modulus of each decision result is cal-
culated horizontally. The smaller the value is, the closer the calculation result is to the
decision result.

6 Multi-sensor Decision Algorithm Based on Distance Vector

The specific process of the multi-sensor decision algorithm based on distance vector is
described as below.

Step 1. If there are n evaluation levels and m sensors in the evaluation system, the
value range of the i− th sensor corresponding to each level j is aji ± �ti, where a

j
i is the

center value, then the level j can be vector as Gj =
(
aj1, a

j
2, · · · , ajm

)
.

Step2.Suppose themaximumvalueof each sensor ismax(ai) and theminimumvalue
min(ai), the actual measured value is a vector as B = (b1, b2, · · · , bm), min(ai) ≤
bi ≤ max(ai).

Step 3. LetNj be the support degree of j to the measured values of each sensor,�ji =(
Aj,Ai

) = bi − aji represents the distance from the measured value bi to the evaluation

aji , where i ≤ m, j ≤ n.
Then the support matrix can be expressed as follow,

N
(
Ai,Aj

) =

⎛
⎜⎜⎜⎝

�(A1,A1) �(A1,A2) · · · �(A1,Am)

�(A2,A1) �(A2,A2) · · · �(A2,Am)
...

... · · · ...

�(An,A1) �(An,A2) · · · �(An,Am)

⎞
⎟⎟⎟⎠ (1)

The support function is obtained from the above Eq. (1) as follow,

δ(Ai) =
∑m

i=1
�

(
Aj,Am

)
(2)

Step 4. Normalization processing,

T ′
j = δ

(
Aj

)

δ
(3)

where δ = ∑n
j=1 δ

(
Aj

)
, T ′ ∈ [0, 1].

then the result of the dominance function is,

Ti = 1 − T ′
j (4)

Step 5. According to the calculation scheme of Definition 1–4, the normalized
function s(Ai) is:

Sj =
Tj − min

j≤n

{
Tj

}

max
j≤n

{
Tj

} − min
j≤n

{
Tj

} (5)
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Sort the calculation results in Sj, and take max
{
Sj

}
as the optimal solution, that is,

Sj = 1.
Step 6. Let ϕ be the discrimination function, then,

ϕ =max
{
ϕj

} = max
j≤n

{
Sj

} − Sj (6)

Step 7. When m = 1, δ
(
Aj

) = �
(
Aj,A1

)
, then, Tj = 1 − δ(Aj)∑n

j=1 δ(Aj)
, the optimal

solution scheme can be solved by Eq. (5).

7 Simulation and Analysis

Example 1. Assume that the temperature of a certain water area is to be graded, and
the evaluation criteria are shown in Table 1. It is tested with a temperature sensor, and
the temperature of current water is set to 15 °C.

Table 1. Temperature evaluation standard

Level First level Second level Third level Fourth level

Temperature range 30–35 °C 20–30 °C 10–20 °C −5–10 °C

The calculation results of the normalized function in Table 2 can be obtained from
Table 1, where DDV represents the distance difference between the measured value and
the center value.

Table 2. The result is calculated by the normalized function

Level First level Second level Third level Fourth level

Temperature range 30–35 °C 20–30 °C 10–20 °C −5–10 °C

Central value 32.5 °C 25 °C 15 °C 2.5 °C

DDV 17.5 °C 10 °C 0 °C 12.5 °C

Tj 0.5625 0.75 1 0.6875

Sj 0 0.4286 1 0.2857

Then sort the calculation results of Sj, and takemax
{
Sj

}
as the optimal solution, that

is, the water area has three levels. The calculation results show that the water area is of
third level. According to Eq. (6), the discrimination degree is 0.5714.

Example 2. It is assumed that a comprehensive evaluation of the pollution of a certain
water area is required. The evaluation criteria are shown in Table 3. The environmental
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Table 3. Evaluation criteria for water pollution

Level Temperature pH Turbidity Conductivity

First
level

30–35 °C 9–10 35–40% 0.8–1

Second
level

20–30 °C 8–9 25–35% 0.5–0.8

Third
level

10–20 °C 6–8 10–25% 0.3–0.5

Fourth
level

−5–10 °C 4–6 0–10% 0.1–0.3

parameters of water quality that collected by sensor nodes including temperature, pH,
turbidity, conductivity, etc. and the actual measurement results are 12 °C, 7.5, 20%, and
0.4 respectively.

The following vector expressions are obtained from Table 3,

G1 = (32.5, 9.5, 37.5, 0.9)

G2 = (25, 8.5, 30, 0.65)

G3 = (15, 7, 17.5, 0.4)

G4 = (2.5, 5, 5, 0.2)

Then get the support matrix as,

N
(
Ai,Aj

) =
⎛
⎝
20.5 2 17.5 0.5
13 1 10 0.25
3 0.5 2.5 0.2

⎞
⎠

According to Eqs. (1), (2) and (3), the following results can be obtained,

T1 = 0.5865, T2 = 0.7507, T3 = 0.9388, T4 = 0.7223

and according to Eqs. (4), the following results can be obtained,

S1 = 0, S2 = 0.4661, S3 = 1, S4 = 0.3555

First, sort the calculation results of Sj, and then takemax
{
Sj

}
as the optimal solution.

The results show that the water area meets the third-level standard and are consistent
with common sense.
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Example 3. Suppose that a recognition framework is composed of A, B and C, and
the evaluation criteria of the corresponding evidence are shown in Table 4. If the actual
measured values of the sensors are 60, 38, 1.5 and 4.8 respectively, the basic probability
distribution based on the measured values are shown in Table 5. In addition, the fusion
results comparison of the proposed algorithm and D-S evidence theory as shown in
Table 6.

Table 4. Evaluation criteria under the identification framework in Example 3

A1 A2 A3 A4

A 90–100 0–15 0.5–0.8 3–5

B 75–90 15–30 0.8–1.3 1–3

C 50–75 30–50 1.3–1.8 −0.5–1

Table 5. Evidence data under the identification framework in Example 3

m(A1) m(A2) m(A3) m(A4)

A 0.1 0.1 0.1 0.9

B 0.3 0.32 0.45 0.1

C 0.6 0.58 0.45 0

Table 6. Comparison of fusion results of different methods

Method m1,m2 m1 , m2, m3 m1 , m2, m3, m4

D-S m(H1) = 0.022

m(H2) = 0.2115

m(H3) = 0.7665

m(θ) = 0

m(H1) = 0

m(H2) = 0.4515

m(H3) = 0.7665

m(θ) = 0

m(H1) = 0.1724

m(H2) = 0.8276

m(H3) = 0

m(θ) = 0

Proposed method m(H1) = 0

m(H2) = 0.4508

m(H3) = 1

m(θ) = 0

m(H1) = 0

m(H2) = 0.4515

m(H3) = 0.7665

m(θ) = 0

m(H1) = 0

m(H2) = 0.2204

m(H3) = 1

m(θ) = 0

It can be seen from the data in Table 6 that when the number of evidences is less than
or equal to 3, each evidence shows that the recognition result is the most likely to be C,
which is the same as the result of the method in this paper, and the recognition result
is C. When the number of evidence is 4, the judgment result of D-S evidence theory is
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greatly affected by the basic probability distribution, which is contrary to the facts and
has no reference value. However, the identification result of the method for proposed
method is still C, which is consistent with common sense. The relationship between the
recognition rate of C and the number of evidences in the two fusion methods are shown
in Fig. 7. If the recognition rate of C is used to analyze the index, the recognition rate of
this method is 1 when the number of evidence is 2, 3, and 4, while the recognition rate
of D-S evidence rule is significantly lower when the number of evidence is 2, 3. And
when the number of evidence is 4, the histogram of D-S evidence rule disappears, that
is, the recognition rate is 0. The reason for analysis is that when the evidence is A4, the
basic probability assignment m4(A4) appears a big conflict.

Fig. 7. Relationship between the recognition rate of C and the number of evidences

Furthermore, the degree of discrimination between the two methods is calculated
separately, as shown in Table 7. The discrimination of the two methods is above 0.5, but
when the number of evidence is 4, the discrimination of the method in this paper reaches
0.7796. However, the D-S evidence theory loses comparability due to the inconsistency
between decision results and facts.

Table 7. Discrimination Comparison of different methods

Method m1,m2 m1 , m2, m3 m1 , m2, m3, m4

D-S 0.5550 0.5648 0.6552

Proposed 0.5592 0.5685 0.7796
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8 Conclusion

This study proposes a multi-sensor information decision algorithm with high-
discrimination based on distance vector, and the principle of the algorithm is analyzed
from the perspective of single attribute and multi-attribute. The support matrix, domi-
nance function and discrimination function of the algorithm can be used to obtain the
optimal solution of the decision result and the evaluation basis of the algorithm perfor-
mance. The analysis results show that the discrimination degree of the proposed method
can reach more than 0.5, it can effectively avoid the conflict problem in the decision-
making process compared with the traditional D-S evidence theory, and has obvious
advantages over the application scenarios that need to assign the initial probability of
the sensor in the decision-making process.
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Abstract. With the development and popularization of 5G networks and
unmanned aerial vehicle (UAV) applications, UAV networks have received more
andmore attention.Routingprotocols have alwaysbeen akey technology inmobile
ad hoc net-works (MANETs), especially in Flying Ad-hoc Networks (FANETs).
The rapid changes in network topology brought about by the high-speed mobility
of UAV nodes make the network performance more susceptible, which poses a
greater challenge to FANETs routing technology. This paper mainly focuses on
the optimization problem of OLSR protocol in FANETs under planar topology,
considering the link transmission quality and link stability between nodes, uses a
weighted index to replace the node connection degree as the MPR set selection
criterion, an MPR set selection algorithm based on motion similarity and link
transmission quality is proposed. Then in the NS2 emulator, a comparative anal-
ysis of packet delivery ratio, average end-to-end delay, and routing overheads are
performed to verify the performance improvement of the proposed algorithm.

Keywords: FANETs · OLSR · Multi point relay · Mobility

1 Instruction

FANETs is an extended application ofMANETs in the field of drones, usually consisting
of a ground control station (GCS) and multiple UAV nodes. FANETs can be seen as a
special kind of MANETs, has the commonalities of traditional MANETs, such as no
center, multi hop, self-organization, and self-healing, but it also has its own application
form, network structure and network characteristics. UAV nodes are aerial nodes, and
their movement is not easily affected by terrain factors. Compared with MANETs, UAV
nodes have faster speed and higher freedom of movement. The distance between UAV
nodes is mostly far, and the density of UAV nodes in a certain airspace is relatively low.
These problems have caused the link stability and link quality between nodes to be more
easily affected, and the network topology changes more frequently.

As we all know, the fast and accurate data transmission mechanism between UAV
nodes is an important part of FANETs. The quality of the communication protocol
directly determines the network transmission performance of FANETs, which in turn
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affects the application effect of FANETs. However, due to the characteristics of fast
movement of UAV nodes, low node density and limited energy, the routing protocols
used in traditional MANETs and VANETs are usually not able to directly adapt to the
highly changing scenarios of topology and routing information in FANETs. In turn, it
affects the communication performance of the entire network. Therefore, a core research
point in FANETs is the study of routing protocols. How to overcome the adverse effects
of FANETs’ high mobility, frequent topology changes, and overall energy constraints,
and design an excellent one suitable routing protocols for FANETs is especially critical.

2 Related Works

2.1 OLSR Protocol

The optimized link state routing protocol, OLSR protocol [1], is a proactive routing
protocol with a flat topology. Compared with the LSR protocol, it mainly has the fol-
lowing two characteristics: Using multi-point relay technology (MPR), only those nodes
selected as MPR in the network can forward TCmessages, which reduces the number of
forwarding control packets and overhead. OLSR can distinguish the old and new routing
messages through the sequence number ANSN field in the TC messages, and use this to
maintain and update the topology of the entire self-organizing network.

Many researchers have conducted detailed research and improvement on the OLSR
protocol. K. Singh [2] provides ideas for the evaluation method of FANETs routing
protocol and optimizes for the OLSR protocol under different mobile models. Pardeep
Kumar [3] proposed an AOLSR routing protocol that optimizes the MPR selection
criterion based on the location of the destination node of the data to be sent. Yi Zheng
[4] proposed an OLSR protocol based on mobility and load awareness, that is, the ML-
OLSRprotocol, and introduced amobile sensing algorithm and a load sensing algorithm.
De-gan Zhang [5] proposed an artificial neural networkOLSR protocol QG-OLSRbased
on quantum genetics to optimize the selection of MPR sets.

2.2 Paparazzi Mobility Model (PPRZM)

This paper investigates the existing FANETs mobility models and finds that there are
two main types: one is the modification and adjustment of the traditional MANETs,
making it suitable for FANETs, such as Random Walk (RW) model [6], Random Way
Point (RWP) model [7], Gauss-Markov (GM) model [8], etc. RWP model is used in
most UAV ad hoc network simulation scenarios.

Although the above mobile models can largely reflect the mobility of drones,
FANETs are mostly application-oriented, the mobility of flight nodes is often more
diverse, and traditional models often cannot accurately reproduce their behavior. There-
fore, the second type is specially designed for FANETs, with its unique constraints, such
as Semi-random Circular Movement (SRCM) model [9], Paparazzi Mobility (PPRZM)
model [10].

Paparazzi mobility model is designed based on the Paparazzi UAS. Similar to the
RWP model, PPRZM is also a path-based random mobility model, but PPRZM has
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more node movement behaviors that are closer to FANETs. The distribution uniformity
of UAVnodes, regional communication frequency, number of link connections and other
parameters are more in line with the actual situation.

3 Optimization Algorithm of MPR Set

The MPR set selection method of the traditional OLSR protocol is based on the node
degree. However, due to the high mobility of UAV nodes, the stability of the links
between the nodes decreases and the nodes with high connectivity may quickly leave
the communication range of other nodes, and the larger coverage of the FANETs also
makes the link quality different. As a result, it is inappropriate to adopt a single node
connection degree as the selection criterion of the MPR set.

3.1 The Central Idea of the Optimization Algorithm

In FANETs, the relative movement between each node can usually represent the link
survival time and stability between the nodes, and it is easy to be obtained and calcu-
lated. According to the link evaluation index in article [11], the link transmission quality
between nodes can be characterized by the Expected Transmission Count (ETX). There-
fore, this paper will introduce the node motion similarity and the transmission quality
of nodes links as the criterion for measuring the link performance between nodes and
selecting MPR sets.

This paper assumes that each node can know its real-time position and speed informa-
tion, in order to calculate the motion similarity between nodes. Motion similarity refers
to how similar a UAV node is to another neighboring UAV node in moving speed. Gen-
erally speaking, the greater the degree of similarity in the movement behavior between
nodes, these two nodes are considered to be better able to maintain the connection state.
Because this paper mainly focuses on planar topology, the vertical velocity of the UAV
is not considered.

Now suppose that there are two UAV nodes i and j, with speed vi and vj respectively,
then referring to the mobility measure of Euclidean distance, the calculation of the
motion similarity of these two nodes as shown:

θij = 1 −
∣
∣vi − vj

∣
∣

|vi| + ∣
∣vj

∣
∣

(1)

The link transmission quality between nodes is calculated by ETX. The smaller the
value of ETX, the higher the link quality of network communication. ETX is obtained by
calculating the values of link quality (LQ) and neighbor link quality (NLQ) according
to the proportion of two nodes receiving HELLO messages sent by its neighbors within
a certain period. Then the calculation method of ETX of a node is as follows:

ETX = 1

LQ × NLQ
(2)

However, after analysis, it is found that LQ and NLQ cannot be directly calculated,
and furthermore, ETX cannot be calculated. Therefore, this paper defines Mutual Link



MPR Selection Based on Link Transmission Quality and Motion Similarity 59

Quality (MLQ) as an intermediate quantity to calculate the ETX of two nodes. For local
nodes, the ETX calculation method is as follows:

MLQ_L= i received the number ofHELLO sent by j

Number ofHELLO i sent to j

MLQ= j received the number ofHELLO sent by i

Number ofHELLO j sent to i
(3)

ETX = 1

MLQ_L × MLQ
(4)

Through further analysis, it is found that the range of node motion similarity is [0,
1], and the larger the value, the better the link stability, while the value range of ETX is
[1, + ∞], but the smaller value means that the link transmission quality is higher. This
leads to the inconvenience of normalizing the two indexes and the weighted average,
which affects the calculation of the optimal link performance index. Therefore, this paper
defines a new link transmission quality index R_ETX, with value range [0, 1].

R_ETX = MLQ_L × MLQ (5)

Therefore, the two indicators of link stability between nodes and link transmission
quality between nodes are comprehensively considered, and since MPR nodes are used
as relay nodes to cover 2-hop neighbors, their transitivity and relay amplification must
be considered. In this paper, the comprehensive link evaluation index L is used to replace
the node degree in the standardMPR selection algorithm as the decision basis to optimize
the MPR set selection method. The calculation formula of L is as follows:

L(yi) = α[θAyi average(θyisj )] + β[R_ETXAyi average(R_ETXyisj )] (6)

Among them, A is the node that performs the MPR set calculation, yi is the 1-hop
neighbor node of node A, and sj is the strictly symmetric 2-hop node reachable by
yi in node 2-hop neighbor set; average() represents the arithmetic average of the link
indicators between node yi and all strictly symmetric 2-hop neighbor nodes sj reachable
through this node; α and β are weighting coefficients, and satisfying α + β = 1, which
can be adjusted for different network emphasis directions.

3.2 Algorithm Implementation Process

In order to obtain the numerical values described in the formula and add them to the
OLSR protocol, it is necessary to modify the frame format of the HELLO and the format
of the local link set and neighbor set to add some new parameters.

Because this paper assumes that all UAV nodes are on the same horizontal plane,
the node only needs to know the horizontal speed of its neighbor nodes to calculate
the motion similarity between the nodes. The node also needs to know the MLQ of its
neighbor node to calculate the R_ETX between the two nodes, thereby updating the
node’s local link set and neighbor set. In addition, the node needs to know the motion
similarity and R_ETX between a certain neighbor node and the 2-hop neighbor node
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Neighbor Interface Address(32bits)

MLQ(32bits)

Neighbor Interface Address(32bits)

Link Code(8bits) Reserved(8bits) Link Message Size(16bits)

Reserved(16bits) Htime(8bits) Willingness(bits)

Link Code(8bits) Reserved(8bits) Link Message Size(16bits)

Mobile Similarity  (32bits)

R_ETX(32bits)

Neighbor Interface Address(32bits)

MLQ(32bits)

Mobile Similarity  (32bits)

R_ETX(32bits)

Neighbor Interface Address(32bits)

X-direction speed (16bits) Y-direction speed (16bits)

Fig. 1. Modified HELLO message format, which is added parameters such as node speed,
movement similarity and R_ETX.

reachable via the HELLO to establish a 2-hop neighbor set. In summary, the frame
format modification of the HELLO is shown in Fig. 1. Similarly, these parameters will
also be added to the node local link set, neighbor set, and 2-hop neighbor set.

Based on the optimized packet format of the HELLO message and the table format
of the neighbor information base, the improvement of the MPR set selection algorithm
is implemented. Now suppose that the MPR set calculation is node A, and its MPR set
is described byM; the set of 1-hop neighbor nodes of node A is N, and the set of 1-hop
neighbor nodes is y; the set of 2-hop neighbor nodes s isN2, which not includes the 2-hop
neighbor nodes that are reachable only through the nodes in set N whose forwarding
intention is WILL_NEVER, the node A itself that performs MPR set calculation, and all
1-hop symmetric neighbor nodes of node A.

The process of optimizing the MPR set selection algorithm is as follows:

(1) First, add all nodes in node A′s 1-hop neighbor set N whose forwarding intention
is WILL_ALWAYS, that is, the value of N_willingness is 7 to MPR setM;

(2) If there is a node in the set N2 that is not covered by at least one node in the set M,
then calculate the integrated link index L(yi) of each node yi in the set N.

(3) Compare the link index L(yi) of each node in set N, and add the node with the
largest L(yi) value to set M. If the value of L(yi) is the same, the node with the
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largest N_willingness is selected to join the set M. Then, the nodes in the N2 set
that are covered by the nodes in the existing M set are removed.

(4) If the N2 set is not empty, go back to step (2); if the N2 set is empty, then set M is
the final MPR set of node A.

4 Simulation and Performance Analysis

4.1 Simulation Setup and Metrics

In this paper we analyze OLSR, OLSR with L routing protocol using NS2 (Network
Simulator 2) version 2.35 and the performance analysis is done using AWK script.
In order to accurately simulate the movement scenes of FANETs, after analyzing the
actual situation, the mobility model of UAV nodes uses PPRZM. For the simulated
wireless propagation model, the two-path propagation model, the Rice fading model,
can be used to more realistically simulate the actual fading of FANETs communication,
corresponding to the Two Ray Ground model in NS2. The parameters of the simulation
scenario are shown in the following Table 1.

Table 1. Simulation parameters

Parameters Values

Simulation tools NS2 (version 2.35)

Simulation duration 200 s

Mobility model PPRZM

Propagation model Two Ray Ground

MAC protocol IEEE 802.11

Simulation area 3000 m × 3000 m

Number of nodes 50

Speed 0–30 m/s

Transmission range 400 m

Data type CBR

Number of connections 10

Data packet size 512 Bytes

This paper focuses on three performance parameters: Average End-to-end Delay,
Packet Delivery Ratio (PDR), and Routing Overheads. PDR is the ratio of the number
of successfully received packets to the total number of packets sent during network data
transmission. Average End-to-end Delay is the average time taken by the entire message
to travel from source to destination. Routing Overheads is the ratio of the number of
routing control messages sent through the network over the data messages received.
However, since the main research object of this paper is OLSR protocol, the size of
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data packet in OLSR is uncertain. In addition, the packet format of Hello message is
modified, which further leads to the change of routing control packet size. Therefore, in
order to accurately measure the cost of routing control, this paper uses the ratio of the
number of packets received by the destination node to the number of bits contained in
the routing control packet as the routing overheads measurement standard, that is, the
number of routing control packets required for successful transmission of one bit data
packet.

4.2 Performance Analysis

According to the NS2 simulation parameters described above, the simulation scene is
built, and the experimental results are obtained as follows. Figure 2 shows a comparison
of PDR. Compared with the original OLSR protocol, OLSR after MPR set selection
optimization has a certain degree of improvement in PDR.With the increase of the max-
imum speed of the nodes, the change of the network topology is further accelerated, the
overall PDR shows a downward trend. However, the OLSR that uses node link stability
and link transmission quality instead of node degree as the new MPR set selection cri-
terion can better adapt to the rapid topology change scenario. Its performance is better
and more stable at high node speed. The main reason is that the movement of the nodes
is considered when selecting the MPR node, so that the relative mobility of the link is
smaller and the link survival time is longer.

Fig. 2. PDR simulation results under the change of node movement speed

Figure 3 shows the average end-to-end delay simulation of the two routing proto-
cols. From this figure, it can be seen that the average end-to-end delay of the optimized
OLSR protocol is less than the original OLSR protocol. When the node speed is low, the
algorithm proposed in this paper refers to the link transmission quality when selecting
MPR nodes, so although the average delay performance of the two is not much different,
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it still has improvement. When the node speed is high, the average end-to-end delay
performance improvement is more obvious. The consideration is that the selection algo-
rithm of MPR set in this paper is more stable, which making the communication link
more stable, so as to reduce the delay.

Fig. 3. Average end-to-end delay simulation results under the change of node movement speed

Fig. 4. Routing overheads simulation results under the change of node movement speed

As shown in Fig. 4, it shows the performance comparison of the two routing protocols
in terms of routing control overhead. The MPR selection optimization algorithm based
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onmotion similarity and link transmission quality can effectively reduce the frequency of
MPR selector setmember changes and reduce the frequency of TCmessage transmission
during route maintenance, so that the cost of route control has been reduced to a certain
extent. However, due to the modification of the HELLO packet format in this paper, the
size of the HELLO has more than doubled the original OLSR protocol, and OLSR uses a
fixed HELLO and TC message transmission interval, this makes the overall routing cost
of the optimization algorithm proposed in this paper increase, and the routing control
cost increases more obviously when the node moves at a lower speed. This problem
is obviously not what we want. In the future, we will listen to the topology changes,
and further optimize the routing protocol performance by adjusting the sending interval
adaptively.

5 Conclusion

This paper first introduces the problems caused by OLSR used in the FANETs scenario,
and secondly studies theMPR selection algorithmofOLSR, and introduces an optimized
MPR set selection algorithm based on the node link transmission quality andmotion sim-
ilarity. Then, this paper redesigns the MPR set selection criterion, and replaces the node
degree with the weighted comprehensive link evaluation index L to calculate the MPR
set. After introducing the design ideas of the optimization algorithm, the implementa-
tion process of the algorithm is described in detail. Finally, the simulation compares
the three performances of the average end-to-end delay, PDR, and routing overheads of
the OLSR and the optimized MPR selection algorithm proposed in this paper, and ana-
lyzes the simulation results. As shown in the figures, the optimized MPR set selection
algorithm based on node link transmission quality and motion similarity proposed in
this paper has improved PDR and average end-to-end delay performance, but it brings
greater routing overheads.Wewill consider adjusting the transmission interval of routing
control packets adaptively to reduce routing overheads in the future.
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Abstract. Platoons, formed by smart vehicles driving in the same pat-
terns, bring potential benefits to road traffic efficiency while providing
a promising paradigm to execute computation tasks with onboard com-
puting resources. However, constrained resources of individual vehicles
(IV), limited wireless coverage of vehicular communication nodes as well
as high mobility of running platoons pose critical challenges on task
scheduling and resource management. To address these challenges, we
propose a platoon-based vehicular edge computing mechanism, which
exploits computation capabilities of both platoons and edge computing
enabled Roadside Units (RSUs), and jointly optimizes task offloading
target selection and resource allocation. Taking aim at minimize delay
cost and energy consumption of the platoon-based task execution, we
leverage deep deterministic policy gradient (DDPG) to design a learn-
ing algorithm, which efficiently determines target computation servers
and obtains optimized resource scheduling strategies. Numerical results
demonstrate that our algorithm significantly reduces delay and energy
costs in comparing its performance to that of benchmark schemes.

Keywords: Vehicular edge computing · Task offloading · Resource
allocation · Platoon

1 Introduction

The Internet of vehicles (IoV) is a vital application of the Internet of things (IoT)
in the automotive industry and is regarded as the information foundation for the
next generation of intelligent transportation system with great potential [1]. To
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reduce the traffic accident rate, as well as improve traffic efficiency and travel-
ing convenience, the amount of intelligent transportation applications such as
automatic driving, intelligent auxiliary driving for vehicles have been increasing
consistently. However, these emerging applications not only require high compu-
tational complexity but also have strict delay sensitivity [2]. The current limited
computing capability and storage capacity of the on-board equipment may not
fully meet the requirements. On the other hand, the vehicular edge computing
(VEC) [3] which combines edge computation and vehicle networks is widely con-
sidered as a promising approach to handle the computation-intensive tasks. In
this case, the computation-intensive tasks of the vehicles can be offloaded to
edge severs in proximity to them instead of the remote cloud servers, and thus
the processing delay of tasks will be reduced significantly.

Compared with mobile edge computing (MEC), VEC has more challenge
due to the high mobility and distributed nature of vehicles [4]. The author of
[5] introduced a software-defined vehicular edge computing (SD-VEC) architec-
ture where a controller guides both the vehicles task offloading strategy and the
edge cloud resource allocation strategy. They devised a mobility-aware greedy
algorithm (MGA) that determines the amount of edge cloud resources allocated
to each vehicle. [6] studied the task offloading problem from a matching per-
spective based on three vehicular mobility models to simulate the movement
of vehicles. To minimize the network delay, they proposed a pricing-based one-
to-one matching algorithm and pricing-based one-to-many matching algorithms
for the task offloading. However, all the mentioned works ignore the fact that
compared with the smart mobile phones or tablets, vehicles have much power-
ful computing capacity, and the aggregate computing capacity will grows with
the number of vehicles. Therefore, if the vehicles can be utilized to provide task
offloading services, the computing performance of the vehicular networks will be
subsequently improve.

Considering how to utilize the computing ability of vehicles, [7] introduced
the federated offloading of vehicle-to-infrastructure (V2I) and vehicle-to-vehicle
(V2V) communication in MEC-enabled vehicular networks. They aimed at min-
imizing the total latency for the moving vehicles. In [8], a computation offload-
ing method named V2X-COM is proposed, which employs vehicle-to-everything
(V2X) technology for data transmission in edge computing. Non-dominated sort-
ing genetic algorithm III (NSGA-III) is adopted to generate balanced offloading
strategies. The research above address to utilize the excess computing capacity
of a single vehicle. As a matter of fact, facing the huge computing requirements
for IoV, the computing capacity of a single vehicle is very limited. We have to
develop an approach to aggregate the computing capacity of multiple vehicles
to fulfill task offloading requirements. So how to centralize the use of multiple
vehicles is still a subject to be studied.

With the rapid development of artificial intelligence, more and more
researches apply reinforcement learning to solve the problem of offloading. [9]
provided two novel approaches termed as distributed deep deterministic policy
gradient (DDDPG) and sharing deep deterministic policy gradient (SDDPG)
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based on DDPG algorithm, solving the multi-agent learning and non-cooperative
power allocation problem in D2D-based V2V communications. The author of [10]
formulated the offloading decision as a resource scheduling problem with single or
multiple objective function and constraints, proposing a knowledge driven (KD)
service offloading framework by exploring the deep reinforcement learning (DRL)
model to find the long-term optimal service offloading policy. However, to our
best knowledge, there is few research to discuss how to apply the reinforcement
learning algorithms to the computing resource management for platoon.

Inspired by the above observations, we exploit a platoon-based VEC to offload
part of computing load to platoons. In this case, an IV with requirements can
select a proper offloading server, i.e., a RSU with MEC server or a platoon,
according to its computation capability and its continuous wireless connection
duration with the IV. In addition, in order to develop the computation capability
of a platoon, the leader of the platoon is responsible for unified management of
the radio resource owned by this platoon and the computing resource distributed
across each vehicle within the platoon. To this end, the tasks offloaded to the
platoon will be further divided into series of subtasks with different computa-
tional complexity and assigned to the platoon members associated with different
proportions of the radio resource by the leader of the platoon.

In this paper, we jointly optimize the task offloading selection, inner-platoon
radio resource and computation resource allocation to minimize latency and
energy consumption in the platoon-based VEC. In summary, the main contri-
butions of this paper include:

1) We devise a platoon-based VEC system model for the tasks offloaded from
multiple IVs to reduce system task-offloading delay and the energy consump-
tion. Many practical conditions and constraints for the vehicular networks
are considered in our proposed model, especially including the duration of
communication connection between the vehicle and a platoon or an RSU, the
radio resource limitation of each platoon, and the difference of computing
capability of each platoon member.

2) We formulate an optimization problem for joint task offloading target selec-
tion, inner-platoon radio resource and computing resource allocation with
the objective of minimizing the overall system average offloading cost, which
is defined as the weighted sum of average task-offloading delay and energy
consumption.

3) Since the formulated problem is a well-known NP-hard problem (i.e., maxi-
mum cardinality bin packing problem [11]), and we have no priori-knowledge
of arrival distribution of computation tasks, channel state and vehicles loca-
tions in practical. We propose a DDPG-based joint task offloading decision
algorithm by integrating deep neural networks and reinforcement learning
approaches.

The remainder of this paper is organized as follows. Section 2 gives the sys-
tem model. In Sect. 3, we introduce a DDPG-based approach for task offloading
and resource allocation. Simulation results and discussions are given in Sect. 4.
Finally, we conclude this paper and propose some future works in Sect. 5.
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2 System Model

In this section, we first describe the multi-lane scenario and present the system
model for platoon-based VEC, including network model, communication model
and computation model. Then the problem of jointly optimizing the offloading
and resource allocation decision is formulated in details.

2.1 Network Model

As illustrated in Fig. 1, we consider a vehicular network consisting of m RSUs
and n platoons and v IVs that do not belong to any platoon. A platoon con-
sists of a group of vehicles travelling in the same lane and maintaining con-
stant relative velocity. Vehicles belonging to the same platoon referred to as
platoon members and each platoon has a platoon leader, which is responsible
for the resource allocation within the platoon. The RSU provides computation
resources (e.g. CPU cycles per second) for vehicles within its radio coverage. Let

Server=

⎧
⎨

⎩
S1, S2, ..., Sm
︸ ︷︷ ︸

RSU

, Sm+1, Sm+2, ..., Sm+n
︸ ︷︷ ︸

Platoon

⎫
⎬

⎭
denote the set of servers. The

coordinates of of server i at time slot t is (at
i, b

t
i), at

i is the horizontal coordinates
while bt

i is the vertical coordinate. As for platoon, (at
i, b

t
i) is the coordinates of

leader. The computational capability of each server is f t
i . The platoon size and

platoon length for platoon i is Ni and Li, respectively. The j-th vehicle in pla-
toon i is denoted by V j

i and the leader is V 0
i . The computational capability of

V j
i at time slot t is f t

i,j .

Fig. 1. The multi-lane scenario.

We consider the task offloading procedure for IVs. We assume that the vehi-
cles running on the road follows a Poisson process with rate λ per unit time
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interval. At each time slot there are U(t) vehicles which have to offload, defined
as U t =

{
V t
1 , V t

2 , ..., V t
U(t)

}
, U (t) < v. The coordinate of the vehicle u at the

time slot t is (at
u, bt

u). Suppose the vehicle’s velocity in each time slot remains
unchanged, we use vt

u to represent the velocity of V t
u and use vt,P

i to represent
the velocity of platoon i. The velocity is assumed to follow constrained Gaussian
distribution independently and identically with probability distribution function
(PDF)[12]

f̂ (v) =
1√
2πσ

e− (v−μ)2

2σ2 , v ∈ [vmin, vmax] , (1)

where vmin and vmax are lower and upper bound of velocity, respectively; μ and
σ respectively represent mean and standard deviation of velocity.

Let rL
i and rMem

i denote the transmission ranges of the platoon leaders and
members, respectively. Assume that in each platoon the member’s transmission
range is the same, and rMem

i < rL
i . Platoon leaders are trucks with higher-

placed antennas in order to cover all the members. Since the transmitting power
of each RSU is different, the wireless coverage range of each RSU is different.
Let ri denote the coverage range of RSU i.

Fig. 2. A topology of the vehicle within the range of the RSU and the platoon.

As shown in Fig. 2a, at time slot t, the distance traveled by a vehicle within

the coverage of RSU i is st
u,i = 2

√

r2i − (bt
u − bt

i)
2. The duration of IV staying

within the coverage is

tstay
u,i,t =

⎧
⎨

⎩

st
u,i
2 +(at

i−at
u)

vt
u

, |at
i − at

u| ≤ st
u,i

2

0 , |at
i − at

u| >
st

u,i

2

. (2)

As shown in Fig. 2b, at time slot t, the distance traveled by a vehicle

within the coverage of platoon i is st
u,i = Li + 2

(√(
rL
i

)2 − (bt
u − bt

i)
2+

√(
rMem
i

)2 − (bt
u − bt

i)
2

)

, where vrel =
∣
∣
∣v

t,P
i − vt

u

∣
∣
∣ is the relative velocity. The

duration of IV staying within the coverage is
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t
stay
x,i,t =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0,
∣
∣at

i − at
u

∣
∣ >

√(
rL

i

)2 − (
bt

u − bt
i

)2& |ai − ax| < L +
√(

rMem
i

)2 − (
bt

u − bt
i

)2

su,i−
(

at
i−at

u+

√

(rL
i )2−(bt

u−bt
i)

2
)

vrel
, vt,P

i ≥ vt
u

at
i−at

u+

√

(rL
i )2−(bt

u−bt
i)

2

vrel
, vt,P

i < vt
u

.

(3)

We assume that when a vehicle enters the communication range of the pla-
toon, it is deemed that it can establish a connection with the leader.

2.2 Computation Model

We focus on the widely used task model Qt
u = {It

u, Ct
u}, where It

u and Ct
u stand

for the size of computation input data and the total number of CPU cycles
needed to accomplish the task, respectively. In this paper, we consider these two
parts can be split proportionally.

In general, a computation task can be executed at an RSU or
a platoon. Let ρt

u,i ∈ (0, 1) denote the offloading decision, ρt
u,i =

{
1, task u offloads to server i
0, others , we have

m+n∑

i=1

ρt
u,i = 1,∀u ∈ U t, t ∈ T , (4)

which means one task can only offload to one server. Moreover, since the compu-
tation capacity of each server is limited, the following constraint must be held,

u(t)∑

u=1

ρt
u,iC

t
u ≤ f t

i ,∀u ∈ U t, i ∈ Server, t ∈ T . (5)

Let θt
u,i,j ∈ (0, 1) denote the task allocation proportion for the j-th vehicle

in platoon i when offloading task u, and the corresponding offloading decision
of task u is denoted by θ̄t

u,i=
{
θt

u,i,1, θ
t
u,i,2, ..., θ

t
u,i,Ni

}
,

Ni∑

j=1

θt
u,i,j = 1,∀u ∈ U t, t ∈ T , i ∈ [m + 1,m + n] (6)

Also, the computation capacity of each vehicle is limited,

u(t)∑

u=1

ρt
u,iθ

t
u,i,jC

t
u ≤ f t

i,j ,∀u ∈ U t, i ∈ [m + 1,m + n] , j ∈ {1, 2, ..., Ni} , t ∈ T .

(7)
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After time slot t, the computation capacity of each vehicle and each RSU
becomes ⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

f t
i,j = f t−1

i,j −
ut−1∑

u=1

Ni∑

j=1

ϕt
u,iρ

t
u,iθ

t
u,i,jC

t
u

f t
i = f t−1

i −
ut−1∑

u=1

Ni∑

j=1

ϕt
u,iρ

t
u,iC

t
u

, (8)

where ϕt
u,i = 1 indicates that task u offloaded to server i can not be completed

in this time slot.

2.3 Communication Model

We consider that one IV only accesses to one server in a time slot for the data
transmission. Let

∣
∣ht

u,i

∣
∣2 and dt

u,i denote the coefficient of the effective channel
power gain and the distance from vehicle u to server i, respectively. In this
paper, we consider the scenario that the users move very slowly during the data
offloading, so

∣
∣ht

u,i

∣
∣2 can be seen as a constant in a time slot and can change over

different time slots (i.e., block fading channel). Hence, the corresponding channel
power gain can be given as

∣
∣ht

u,i

∣
∣2 = G ·

(
dt

u,i

)−α · |h0|
2, where G is the power

gain constant introduced for the amplifier and antenna, and h0 ∼ CN (0, 1)
represents the complex Gaussian variable that represents Rayleigh fading [13].

Without loss of generality, dt
u,i denotes the distance between the server (the

RSU center or the vehicle leader) and vehicle at the beginning of each time slot

and dt
u,i is dt

u,i=
√

(at
i − at

u)2 + (bt
u − bt

i)
2. After a time slot the distance changes

to

dt+1
u,i =

⎧
⎨

⎩

√

(at
i − at

u − vt
uΔt)2 + (bt

u − bt
i)

2
, i ∈ (1,m)

√

(at
i − at

u − vrelΔt)2 + (bt
u − bt

i)
2
, i ∈ (m + 1,m + n)

. (9)

The signal noise ratio (SNR) of task u transmission from V t
u to server i at time

slot t is expressed as

γt
u,i =

Pu

∣
∣ht

u,i

∣
∣2

σ2
. (10)

where Pu, σ2 are the uplink transmit power of vehicle u, the noise power, respec-
tively. The uplink data rate of a vehicle that chooses to offload its task to the
server via a wireless link can be expressed as

Rt
u,i=Blog2

(
1 + γt

u,i

)
, (11)

where B is the available spectrum bandwidth.
On the occasion of a vehicle decide to offload the task to a platoon, the task

will first be offloaded to the leader, then the leader completes the secondary
offloading of the task according to the characteristics of the platoon and the
allocation of computing and communication resources in the platoon.
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Let ωt
u,i,j ∈ (0, 1) denote the spectrum allocation proportion for the j-th

vehicle in platoon i when transferring task u, and the corresponding offloading
decision of task u is denoted by ω̄t

u,i=
{
ωt

u,i,1, ω
t
u,i,2, ..., ω

t
u,i,Ni

}
,

Ni∑

j=1

ωt
u,i,j=1,∀u ∈ U t, i ∈ Server, t ∈ T . (12)

According to the above, when the leader sends task u to vj
i , the SNR can be

expressed as

γt
u,i,j =

PL
i

∣
∣ht

u,i,j

∣
∣2

σ2
. (13)

The data rate can be expressed as

Rt
u,i,j = ωt

i,jBlog2
(
1 + γt

u,i,j

)
, (14)

where PL
i ,

∣
∣ht

u,i,j

∣
∣2 and B are the transmit power of the leader of platoon i,

the effective channel power gain from leader to V j
i and the available spectrum

bandwidth, respectively.

2.4 Problem Formulation

In this subsection, the optimal problem formulation will be described in detail.
The server needs to make a joint optimization of the offloading proportion, com-
munication resource and computation resource allocation. For each task gener-
ated by a vehicle, it can either be computed by a platoon or an RSU. According to
different computation and resource allocation strategies, the latency and energy
consumption of the task may be different.

For in-vehicle applications, latency must be taken into consideration seri-
ously. On the other hand, due to the limited battery of the vehicles energy
consumption should also be taken into account. However, minimize both energy
consumption and the latency are conflicting. For example, the vehicle can save
the energy by setting the lowest frequency all the time, but this will certainly
increase the computing time. Therefore, we consider a trade-off analysis between
the energy consumption and the execution delay for the offloading decision. Next
we will introduce the formulas for calculating energy consumption and time
delay.

When the task is offloaded to RSU, the communication time between the
vehicle task generator and the RSU can be expressed by

T t,R,com
u,i =

It
u

Blog2
(
1 + γt,R

u,i

) . (15)

The computation execution time of task u completed by RSU can be expressed
as

T t,R,cmp
u,i =

Ct
u

f t
i

. (16)
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Then, the communication and computation energy consumption of task u by
accomplishing at RSU can be calculated as

Et,R,com
u,i =PuT t,R,com

u,i . (17)

Et,R,cmp
u,i = P t,R

i T t,R,cmp
u,i , (18)

respectively, where P t,R
i indicate the computation power of RSU i.

When the task choose to offload at platoon, the communication time between
the vehicle which has task and the leader is defined as follows,

T t,P,com1
u,i (ω) =

It
u

Blog2
(
1 + γt,P

u,i

) . (19)

And the communication time within the platoon, i.e. the transmission between
the leader and the member, can be expressed as

T t,P,com2
u,i,j (θ, ω) =

θt
u,i,jI

t
u

ωt
u,i,jBlog2

(
1 + γt

u,i,j

) . (20)

The computation execution time of task u completed by each vehicle assigned
to the task is

T t,P,cmp
u,i,j (θ) =

θt
u,i,jC

t
u

f t
i,j

. (21)

Then, the communication energy consumption of task offloaded to the leader
can be calculated as

Et,R,com1
u,i (ω)=PuT t,P,com1

u,i (ω) , (22)

and the intra-platoon communication and computation energy consumption are

Et,R,com2
u,i,j (θ, ω) =PL

i T t,P,com2
u,i,j (θ, ω) , (23)

Et,P,cmp
u,i,j (θ, ω) = P t

i,jT
t,P,cmp
u,i,j (θ) (24)

respectively, where P t
i,j indicates the computation power of member j in platoon

i.
Generally, the amount of data returned are very small, so the time delay of

the results back to the vehicle can be ignored.
The total energy consumption and time delay are shown to be

Et
u,i =

⎧
⎪⎨

⎪⎩

Et,R,com
u,i + Et,R,cmp

u,i , i ∈ (1,m)

Et,R,com1
u,i +

Ni∑

j=1

[
Et,R,com2

u,i,j + Et,P,cmp
u,i,j

]
, i ∈ (m + 1,m + n)

,

(25)
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Dt
u,i =

⎧
⎨

⎩

T t,R,com
u,i + T t,R,cmp

u,i + ϕt−1
u,i Twait, i ∈ (1, m)

T t,P,com1
u,i +

Ni
max
j=1

[
T t,P,com2
u,i,j + T t,P,cmp

u,i,j

]
+ ϕt−1

u,i,jTwait, i ∈ (m + 1, m + n)
,

(26)

If the task can’t be completed in this time slot, as for RSU, ϕt
u,i = 1 means

T t,R,cmp
u,i > Δt − T t,R,com

u,i . As for platoon, ϕt
u,i,j = 1 when T t,P,cmp

u,i > Δt −
T t,P,com1

u,i − T t,P,com2
u,i . So the time delay to complete the remaining tasks in the

previous slot is
Twait =

(
Ct−1

u − f t−1
u,i T t−1,R,cmp

u,i

)
/f t

u,i, (27)

Twait =
(
θt−1

u,i,jC
t−1
u − f t−1

u,i T t−1,P,cmp
u,i

)
/f t

u,i, (28)

on the occasion of offloading to RSU and platoon respectively.
Then we consider an optimization problem about the offloading decision,

communication resource and computation resource allocation. The aim is to
provide optimal computation offloading decision ρt

u,i, task allocation proportion
θ̄t

u,i and spectrum allocation proportion ω̄t
u,i for all vehicles such that the energy

consumption and the maximal task completion time is minimized. The corre-
sponding optimization problem can be formulated as follows,

min
ρt

u,i,θ
t
u,i,j ,ωt

u,i,j

1
T

T∑

t=1

u(t)∑

u=1

m+n∑

i=1

{
ρt

x,i

[
αEt

u,i (θ, ω) + β min
[
Dt

u,i (θ, ω) ,Δt
]]}

(29)
s.t. C1 : (4)

C2 : (6)
C3 : (5), (7)
C4 : (12)
C5 :

⌈
θt

u,i,j

⌉
�

⌈
ωt

u,i,j

⌉
= 1,∀u ∈ U t, i ∈ S, j ∈ {1, 2, ..., Ni} , t ∈ T

C6 : Pu ≥ Pth, ρt
u,iP

L
i ≥ Pth ,∀u ∈ U t, i ∈ S, t ∈ T

C7 : γt
u,i ≥ γth, ρt

u,iθ
t
u,i,jγ

t
u,i,j ≥ γth,∀u ∈ U t, i ∈ S, j ∈ {1, 2, ..., Ni} , t ∈ T .

where α, β are weighting factor.
Constraint C5 means that only platoon members with tasks will have the

allocated spectrum. Constraint C6 ensures that the transmission power of each
vehicle is lower than the threshold Pth. C7 is the SNR requirement for successful
transmission.

3 Deep Reinforcement Learning for Task Offloading and
Resource Allocation

Deep reinforcement learning combines the perception ability of deep learning
with the decision-making ability of reinforcement learning, which can be con-
trolled directly according to the input information. In our study, we used DDPG
to learn optimal task offloading and resource allocation strategies.
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Fig. 3. The framework of deep deterministic policy gradient learning algorithm.

3.1 DDPG-Based Learning Model

The DDPG algorithm is a combination of Deterministic Policy-Gradient [14]
Algorithms, the Actor-Critic [15] Methods, and the Deep Q-Network (DQN). It
follows the target network and experience replay technology in the DQN algo-
rithm, using two deep-Q Networks in the algorithm: one is Actor network used to
approximate the policy function and the other is Critic network used to approx-
imate the value function. The Actor realizes the output of continuous action
values, and the Critic evaluates the execution effect of the action. The frame-
work of DDPG algorithm is demonstrated in Fig. 3.

In reinforcement learning, agents find optimal strategies through interaction
with the environment and trial-and-error learning. States, actions and rewards
are three key factors of reinforcement learning and we formulate the task as a
Markov decision process (MDP). We define a 4-tuple 〈S,A,R,P〉, where they
represent the agent state space, action space, reward function r = R (s, a, s′)
and the transition function Pa

ss′ , respectively. And s, s′ ∈ S, a ∈ A, Pa
ss′ is the

probability of a transition from state s to state s′ when taking action a.
Apply it to the task offloading and resource allocation problem, we define

that each IV and each platoon is an agent, but the decisions are made from a
central server. Generally, an agent observes a state st ∈ S at each time t, then
accordingly takes action at ∈ A based on the policy π. By taking the action at,
the agent receives a reward rt and the environment transits to the next state
st+1. Then we define the state spaces, action spaces and reward function of the
joint optimization of task offloading and resource allocation as follows:

State Spaces: At the beginning of each time period, the agent obtains envi-
ronmental information and vehicular information. Specifically, the system state
space contains:

– Qt
u = {It

u, Ct
u}: Current information of task u.

– f t
i , f t

i,j : The maximum computation capability of the i-th server and the j-th
vehicle in platoon i.

– vt
u, vt,P

i : The velocity of the u-th vehicle and the i-th platoon.
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– (at
u, bt

u), (at
i, b

t
i): The coordinates of the u-th vehicle and the i-th platoon.

– Rt
u,i, Rt

u,i,j : The transmission rate between the server and the user, the leader
and the member.

Let st ∈ S denote the system state in our system, i.e.,

st=
[
Qt

u, f t, vt,
(
at, bt

)
, Rt

]
. (30)

Action Spaces: After receiving the environment and vehicular information, the
central server decides which task should be offload to which server and how to
allocate the resources. Let at ∈ A denote the action space in our system, i.e.,

at=
[
ρt

u,i, θ̄
t
u,i, ω̄

t
u,i

]
(31)

Reward Function: Our objective is to minimize the total delay and energy con-
sumption of the network by interacting with the environments. Thus, we design
a reward function Rt to get immediate return by executing action at as

Rt=
u(t)∑

u=1

m+n∑

i=1

{
ρt

x,i

[
αEt

u,i (θ, ω) + β min
[
Dt

u,i (θ, ω) ,Δt
]]}

(32)

The agent can achieve the optimal results by adjusting Q value according to
the updated rule

Q (s, a) ← Q (s, a) + α

[

r + γ max
a′∈A

Q (s′, a′) − Q (s, a)
]

(33)

where α and γ are the learning rate and the discount factor, respectively, α, γ ∈
[0, 1].

The policy gradient can be computed as (32) to update the actor’s primary
network,

∇θμJ ≈ 1
|D|

∑

t

[
∇θμQ

(
s, a|θQ

)
|s,a=μ(s|θμ)

]

= 1
|D|

∑

t

[
∇aQ

(
s, a|θQ

)
|s,a=μ(s)∇θμμ (s|θμ) |s

] . (34)

The value function is donated as V π (s). There is an optimal value V ∗ (s)
corresponding to an optimal policy π∗ of all the possibility of the value function
V π (s). By choosing the action to maximize the reward, the optimal policy π∗
can be retrieved from optimal value function V ∗ (s). So we can define V ∗ (s) and
the optimal policy as

V ∗ (s) =V π∗ (s) = max
a∈A

{

r (s, a) + γ
∑

s′∈S
p (s′|s, a) V ∗ (s′)

}

(35)

π∗ (s) = arg max
a∈A

{

r (s, a) + γ
∑

s′∈S
p (s′|s, a) V ∗ (s′)

}

(36)
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We use the primary deep neural network with the parameters θμ and θQ

Besides, the parameters of the target policy network and the target value network
are respectively represented as θμ′

and θQ′
which are approached to the primary

network parameters with a small amount periodically by (36),
{

θμ′ ← τθμ + (1 − τ) θμ

θQ′ ← τθQ + (1 − τ) θQ , (37)

where τ is the update coefficient, τ ∈ [0, 1].

3.2 DDPG-Based Joint Task Offloading Decision Algorithm (JTO)

The process of DDPG-based JTO Algorithm is summarized in Algorithm1. We
construct a replay memory to store a series of historical experiences. By randomly
choosing a mini-batch sample from replay memory, the network parameters will
be updated.

The algorithm parameters include the replay memory D, the total time slot T ,
the number of servers and vehicles which have task to offload, discount factor and
learning rates. After initializing the parameters, the decision of task offloading
and resource allocation is executed at the beginning of each episode t. The system
will choose an action with random noise Nt and then receive the reward and turn
to the next state. Furthermore, the parameters of the network will be updated.

Algorithm 1: DDPG-based JTO Algorithm
Input: D, K, S, T , V , γ, σ, s0

1 initialize replay memory D to capacity D∗, D(K) = ∅ ;
2 initialize networks θμ and θQ with random weight, target networks

θμ′ = θμ and θQ′ = θQ;
3 for episode = 0 → T − 1 do
4 initialize multi-lane scenario,task assignment and resource allocation

process as the state s0 = {Q,F, v, (a, b), R};
5 for t = 0 → l − 1 do
6 perform action a = θμ + Nt;
7 observe reward r and s′, execute action a, based on (32), (33)

and (36);
8 Store transition (s, a, r, s′) in D;
9 if replay memory D is full (D∗) then

10 sample a random batch of K transitions (s, a, r, s′) from D;
11 Set �t = r + υQ(s′, a′|θQ);
12 Update the parameter of critic network θQ by minimizing the

loss: L = E2[�t − Q(s, a|θQ′)] ;
13 Update the parameter of actor network θμ by using the

sampled policy gradient in (34) ;
14 Update target network θμ′ and θQ′ using (37);

15 return θμ and θQ;
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4 Performance Evaluation

In this section, we use Python to build a simulation environment for the multi-
lane platoon system. Furthermore, we use Tensorflow platform to implement
the DDPG-based JTO scheme. Our implementation is based on the open-source
package DDPG [16].

For performance comparison, we present two benchmark schemes: RSU task
offloading scheme (RTO) and other vehicles task offloading scheme (VTO),

1) RTO: Each IV only chooses to offload the task to RSU by V2I.
2) VTO: Each IV only chooses to offload the task to other vehicles by V2V.

The simulation parameters are given in Table 1.

Table 1. Simulation parameters

System parameter Value/description

Number of IVs (tasks), u 10

Number of RSUs, m 4

Number of platoons, n 5

Number of vehicles in a platoon, Ni 4

Bandwith, B 20 MHz

Computation power P t
i 1 W

Transmission power Pu 125 mW

Time slot Δt 90 s

Size of computation input data It
u [250, 600] MB

Total number of CPU cycles Ct
u [20, 30] cycle

Computation frequency f t
i [5, 20] cycles/s

Transmission rate Rt
i [5, 20] Mbps

α, β 1

Fig. 4. The task execution delay achieved by different task offloading schemes.
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Fig. 5. The energy consumption achieved by different task offloading schemes.

In Fig. 4, we compare the performance of task execution delay of different
task offloading schemes based on the DDPG learning algorithm. It can be easily
seen that all the three task offloading schemes can approach their stable point
as the number of episodes increases. We can draw the following observations
from Fig. 5. Firstly, RTO has the highest delay because the RSU layout on the
road may be sparse, and the distance is longer than that between vehicles. The
channel quality is more easily affected too. Secondly, VTO can reduce latency
since the possibility of connection interruption during transmission is less due to
the relative speed between vehicles. Moreover, our proposed JTO schemes can
yield the lowest delay as compared to the other benchmark schemes.

Figure 5 shows the comparison of the three schemes’ energy consumption.
Different to the task execution delay, the highest energy consumption is caused
by VTO. The reason is that the computation capability of the vehicle is much
smaller than that of RSU, so only using the V2V would require sending tasks to
multiple vehicles, which would consume a lot of energy. However, the proposed
JTO scheme combines the advantages of the other two schemes, so both the
delay and the energy consumption are the lowest. As for the sudden rise for
JTO when iteration is between 100 and 200, it is because the system tentatively
assigning more tasks to the IVs, and then learning other schemes after increasing
energy consumption in the learning process.

Figure 6 depicts the overall cost of those three proposed schemes, including
the delay and the energy consumption with different amounts of tasks in the sys-
tem. As the number of tasks increases, the energy consumption and delay of the
whole system increase under these three scenarios. When there are fewer tasks,
VTO must be lower than RTO because it uses vehicle collaboration. However,
as the number of tasks increases, many tasks in V2V have to be offloaded to
vehicles with poor communication quality, so its consumption increases rapidly.
However, the algorithm proposed by us can reduce the consumption because it
can choose RSUs and platoons adaptively.
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Fig. 6. The overall cost of different task offloading schemes.

5 Conclusion

In this paper, we have introduced a platoon-based VEC mechanism, which makes
use of computing capabilities of both platoons and edge computing enabled RSU.
Then we make a jointly optimization of task offloading target selection and inner-
platoon resource allocation. We aims at minimizing the offloading cost, including
task execution delay and energy consumption. In order to solve the problem, a
DDPG-based algorithm has been proposed. Compared with other benchmark
schemes, our proposed scheme significantly reduces task offloading latency and
energy consumption, obtaining the optimized resource scheduling strategy, and
especially in the case with a large number of tasks.
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Abstract. The combination of non-orthogonal multiple access (NOMA)
and simultaneous wireless information and power transfer (SWIPT) con-
tributes to improve the spectral efficiency (SE) and the energy efficiency
(EE) at the same time. In this paper, we investigate the throughput max-
imization problem for the downlink multi-carrier NOMA (MC-NOMA)
system with the application of power splitting (PS)-based SWIPT, in
which power allocation and splitting are jointly optimized with the con-
straints of maximum transmit power supply as well as the minimum
demand for energy harvesting (EH). To tackle the non-convex prob-
lem, a dual-layer approach is developed, in which the power allocation
and splitting control are separated and the corresponding sub-problems
are respectively solved through Lagrangian duality method. Simulation
results validate the theoretical findings and demonstrate the superiority
of the application of PS-based SWIPT to MC-NOMA over SWIPT-aided
single-carrier NOMA (SC-NOMA) and SWIPT-aided orthogonal multi-
ple access (OMA).

Keywords: Multi-carrier non-orthogonal multiple access
(MC-NOMA) · Simultaneous wireless information and power transfer
(SWIPT) · Deep learning

1 Introduction

With the rapid development of fifth generation (5G) and its advanced appli-
cation scenarios, the limited spectrum and energy resources are increasingly
difficult to meet the requirements for the communication system. Hence, it is
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considerably significant to improve the spectrum efficiency (SE) and energy effi-
ciency (EE). The non-orthogonal multiple access (NOMA) scheme has been
considered as a significant technique to achieve a higher SE for 5G and the
future communication system due to the elimination of channel orthogonality
[1]. Besides, NOMA technology enables the communication system to provide
higher data rate, lower latency, greater reliability and larger connectivity, etc.
[2]. Thus, NOMA has aroused great attention and the application of NOMA to
other advanced techniques has also been investigated, including multiple-input
multiple-output (MIMO) [3], cognitive radio [4], multi-point cooperative relay-
ing [5], etc. On the other hand, simultaneous wireless information and power
transfer (SWIPT) [6], which makes it possible to collect energy and receive infor-
mation parallelly, is viewed as an energy-efficient solution to the green commu-
nication system. Therefore, it has attracted extensive concern in both academic
and industry.

Previous studies in [7,8] have investigated the performance comparison
between NOMA and the conventional orthogonal multiple access (OMA) with
the application of SWIPT. However, most of the existing works considered the
single-carrier NOMA (SC-NOMA) systems and the performance of SWIPT-
aided MC-NOMA is still an open topic. Motivated by this conversation, we con-
sidered a novel system which combines the spectrum-efficient MC-NOMA and
the energy-efficient SWIPT, where the total throughput maximization problem
is investigated with the constraints of transmit power supply and energy har-
vesting (EH) requirement.

2 System Model and Problem Formulation

2.1 System Model

In this section, we focus on the downlink of MC-NOMA system with the appli-
cation of PS-based SWIPT, in which one BS communicates with K MUs via
N subcarriers (SCs). Denote the set of all MUs’ indexes and the set of all SCs’
indexes as K = {1, 2, · · · ,K} and N = {1, 2, · · · , N}, respectively. The available
bandwidth BW is equally divided into N orthogonal SCs and hence the band-
width of each SC is BWn = BW/N . Thus, the received signal of the k-th MU
via the n-th SC is given by

yn,k = hn,k

⎛
⎝√

pn,ksn,k +
∑

j∈K,j �=k

√
pn,jsn,j

⎞
⎠ + zn,k, (1)

where hn,k represents the channel coefficient from the BS to the k-th MU over
the n-th SC; sn,k(sn,j) indicates the data symbol transmitted from the BS to the
k-th (j-th) MU over the n-th SC, which is a random signal with the energy of
E[|sn,k|2](E[|sn,k|2]) = 1; zn,k ∼ CN (0, σ2

n,k) denotes the additive white Gaussian
noise (AWGN) to the k-th MU on the n-th SC.

At the receiving end, the received signal of the k-th (k ∈ K) MU is split
into two parts by a PS-based SWIPT scheme, where

√
ρk and

√
1 − ρk are the
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Fig. 1. The system model of the downlink SWIPT-aided MC-NOMA with PS-based
receivers.

ratios of the received signal for information decoding (ID) and EH, respectively.
Thereby, the received signal for ID and EH can be respectively written as (Fig. 1)

yID
n,k = hn,k

√
ρkpn,ksn,k︸ ︷︷ ︸

Intended signal

+hn,k

∑
j∈K,
j �=k

√
ρkpn,jsn,j

︸ ︷︷ ︸
Interference signal

+
√

ρkzn,k + zIDn,k︸ ︷︷ ︸
Noise

, (2)

yEH
n,k = hn,k

j=K∑
j=1

√
(1 − ρj)pn,jsn,j +

√
1 − ρkzn,k, (3)

in which zIDn,k ∼ CN (0, (σID
n,k)2) refers to the noise generated during the PS

process.
In order to reduce the interference during the ID process, the successive

interference cancellation (SIC) technique is applied by the ID receivers. Let
h̃n,k = h2

n,k/σ2
n,k denote the channel to noise ratio (CNR) for the k-th MU

over the n-th SC. In practice, the order of ID in the downlink NOMA is usually
the same as the order of the CNR. Therefore, the interference for the k-th MU
on the n-th SC can be reduced as

In,k = ρkh2
n,k

∑
j∈K,

h̃n,j>h̃n,k

pn,j . (4)
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Accordingly, the signal to interference plus noise ratio (SINR) and the avail-
able data rate of the k-th MU on the n-th SC can be respectively given by

SINRn,k =
h2

n,kρkpn,k

In,k + ρkσ2
n,k + (σID

n,k)2
, (5)

Rn,k = BWn log2(1 + SINRn,k). (6)

Moreover, the harvested energy of the k-th MU on the n-th SC can be written
as

En,k = η(1 − ρk)

⎛
⎝h2

n,k

K∑
j=1

pn,j + σ2
n,k

⎞
⎠ , (7)

where η corresponds to the efficiency of the EH receivers when harvesting energy.
Hence, the achievable data rate and the available harvested energy for the

k-th MU can be respectively written as

Rk =
N∑

n=1

Rn,k, Ek =
N∑

n=1

En,k. (8)

Consequently, the total throughput of the considered MC-NOMA system with
the application of PS-based SWIPT can be expressed as

Rsum =
N∑

n=1

K∑
k=1

Rn,k =
K∑

k=1

Rk. (9)

2.2 Problem Statement

In this study, we focus on the total throughput maximization problem for our
considered PS-SWIPT aided MC-NOMA system by jointly optimizing the power
allocation and splitting control with the constraints of maximum transmit power
supply as well as the minimum EH requirement. Thus, the optimization problem
can be formulated as follows

max
ρ,p

Rsum(ρ,p) (10)

s.t. Ek ≥ Ereq, ∀ k ∈ K, (11)
0 < ρk < 1, ∀ k ∈ K, (12)
pn,k ≥ 0, ∀ n ∈ N , ∀ k ∈ K, (13)
N∑

n=1

pn,k ≤ pmax
k , ∀ k ∈ K, (14)

in which ρ = [ρ1, ρ2, · · · , ρK ]T and p = [p1,p2, · · · ,pN ]T with the component
pn = [pn,1, pn,2, · · · , pn,K ]T (1 ≤ n ≤ N). The inequality in (11) corresponds to
the minimum requirement for EH of each MU, i.e., EreqW. The inequality in (12)
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indicates that the PS ratio for each MU should be within (0, 1). The constraint
(13) ensures the non-negativity of the power allocation for the k-th MU through
the n-th SC and the constraint (14) limits the power allocation for the k-th MU
(i.e.,

∑N
n=1 pn,k) not to exceed pmax

k . Moreover, the maximum power supply of
the BS can be implied to be

∑K
k=1 Pmax

k according to (14).
The throughput maximization problem formulated in (10)–(14) is non-convex

owing to the coupled multiple variables (i.e., ρ,p) and the co-channel interfer-
ence. Additionally, the aforementioned maximization problem is a widely-known
NP-hard problem, and hence it is difficult to obtain the solution directly. In
the following section, we propose a dual-layer iterative approach to tackle the
problem given in (10)–(14).

3 Algorithm Based on Lagrangian Duality

In this section, we develop the power allocation and PS control strategy for the
involved PS-SWIPT aided MC-NOMA system. Since the coupled variables ρ and
p make the original problem (10)–(14) non-convex, it is extremely tough to derive
the optimal solution directly. According to [9], for any optimization problem
involving multiple variables, it is practicable to deal with the sub-problem over
part of variables while considering the remainder as constants, and next turn
to handle the sub-problem over the remaining variables. As a result, p and ρ
are separated to develop the practical and effective solution for the considered
optimization problem.

3.1 PS Control with Fixed Power Allocation

We first consider the case where all the components of the power allocation
matrix p are constants. In this case, we focus on optimizing the PS ratios under
the fixed power allocation. Hence, the corresponding sub-problem can be sim-
plified as

max
ρ

Rsum(ρ) (15)

s.t. 0 < ρk < 1, ∀ k ∈ K, (16)
Ek ≥ Ereq, ∀ k ∈ K. (17)

According to (7), (8) and (17), ρk (∀ k ∈ K) is required to satisfy the following
condition

ρk ≤ 1 − Ereq

η
∑N

n=1 h2
n,k

∑K
j=1 pn,j + σ2

n,k

� ρUB
k . (18)

Considering (16) and (18) together, the optimization problem (15)–(17) is
infeasible unless

ρUB
k > 0, ∀ k ∈ K. (19)
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Proposition 1: Under the fixed power allocation p satisfying (13), (14) and (19),
the throughput maximization sub-problem given in (15)–(17) is strictly convex
with regard to ρ.

Consequently, strong duality holds between the sub-problem (15)–(17) and
its corresponding dual problem, which makes it possible to solve (15)–(17) opti-
mally by employing the Lagrangian duality based method [9]. The corresponding
Lagrangian function is formulated as

L(ρ,μ,ν,ω) =
N∑

n=1

K∑
k=1

BWn log2

(
1 +

ρkh2
n,kpn,k

ρk(h2
n,k

∑
j∈K,h̃n,j>h̃n,k

pn,j + σ2
n,k) + Cn,k

)
+

K∑
k=1

μkρk

+
K∑

k=1

νk(1 − ρk) +
K∑

k=1

ωk

⎛
⎝

N∑
n=1

η(1 − ρk)

⎛
⎝h2

n,k

K∑
j=1

pn,j + σ2
n,k

⎞
⎠ − Ereq

⎞
⎠ ,

(20)

in which μ = [μ1, · · · , μK ]T , ν = [ν1, · · · , νK ]T and ω = [ω1, · · · , ωK ]T are non-
negative Lagrange multipliers. More specifically, μ and ω are corresponding to
the constraint (16) while ω is pertaining to the constraint (17).

Then the Lagrange dual objective function can be accordingly written as

g(μ,ν,ω) = max
ρ

L(ρ,μ,ν,ω). (21)

Thus, the Lagrange dual problem can be modelled as

min
μ,ν ,ω

g(μ,ν,ω) (22)

s.t. μ � 0,ν � 0,ω � 0. (23)

To solve the Lagrange dual problem, we first optimize the PS ratio ρ with
the given dual variables {μ,ν,ω} through gradient ascent method, and then
update the dual variables {μ,ν,ω} with the optimized ρ through well-known
sub-gradient scheme [10].

Optimizing ρ with Given Dual Variables {μ,ν,ω}. We first calculate
the gradient direction of the Lagrangian function (20) regarding the PS ratio
ρk ( ∀k ∈ K), which is given as

∇ρk
L =

N∑
n=1

BWn

ln 2
· An,kCn,k

(An,kρk + Bn,kρk + Cn,k)(Bn,kρk + Cn,k)

+ μk − νk − ωk

N∑
n=1

⎛
⎝ηh2

n,k

K∑
j=1

pn,j + σ2
n,k

⎞
⎠ .

(24)

Particularly, ρk can be sequentially updated according to the following for-
mula

ρk(n + 1) = ρk(n) + ε(n)∇ρk(n)L, (25)
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where ρk(n) and ρk(n + 1) denote the ρk in the n-th and (n + 1)-th iteration
respectively, and ε(n) represents the updating step for ρk in the n-th iteration,
which is required to satisfy the following condition

ε(n) = arg max
ε

L(ρ(n + 1),μ,ν,ω)|ρ(n+1)=ρ(n)+ε∇ρ (n)L. (26)

Process in (25) is repeated until |∇ρk(n)L| ≤ ε1 for any k ∈ K, and the optimal
PS ratio is denoted as ρ∗. Therefore, the Lagrange dual objective function in
(21) is further determined as

g(μ,ν,ω) = L(ρ∗,μ,ν,ω). (27)

Updating {μ,ν,ω} with the Optimized ρ∗. With the obtained PS ratio ρ∗,
the corresponding optimal Lagrange multipliers {μ,ν,ω} can be determined
accordingly through solving the Lagrange dual problem in (22)–(23).

Obviously, the dual problem is convex on the Lagrange multipliers {μ,ν,ω}.
Therefore, one-dimensional search scheme can be adopted to optimize the dual
variables. Nevertheless, the objective function (22) is not necessarily differen-
tiable and thus this gradient-based approach is not always feasible. Otherwise,
we apply the widely-used sub-gradient method to determine the dual variables
{μ,ν,ω}, for which the sub-gradient directions are given in Proposition 2.

Proposition 2: The sub-gradient of the Lagrange dual function regarding the
Lagrange multipliers can be respectively calculated by

∇μk
g = ρ∗

k, (28)

∇νk
g = 1 − ρ∗

k, (29)

∇ωk
g =

N∑
n=1

η(1 − ρ∗
k)

⎛
⎝h2

n,k

K∑
j=1

pn,j + σ2
n,k

⎞
⎠ − Ereq. (30)

Proof: Please refer to [10] for more details. �
According to Proposition 2, the value of μk (νk, ωk) should decrease if

∇μk
g > 0 (∇νk

g > 0, ∇ωk
g > 0), and vice versa. Based on this observation,

we apply the binary search algorithm [10] to determine the optimal Lagrange
multipliers (denoted as {μ∗,ν∗,ω∗}).

The algorithms developed in 1) and 2) operate alternately until the strong
duality holds, i.e.,

Rsum(ρ∗) = g(μ∗,ν∗,ω∗). (31)
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3.2 Power Allocation with Fixed PS Ratio

After obtaining the optimal solution of the PS ratio ρ∗, now we aimed at optimiz-
ing the power allocation p under the optimized ρ∗. Correspondingly, the original
optimization problem in (10)–(14) is predigested into the following sub-problem

max
p

Rsum(p) (32)

s.t. Ek ≥ Ereq, ∀ k ∈ K, (33)
pn,k ≥ 0, ∀ n ∈ N , ∀ k ∈ K, (34)
N∑

n=1

pn,k ≤ pmax
k , ∀ k ∈ K. (35)

Proposition 3: Suppose that the process of PS in the receiving ends is almost
idealized and the noise power for all MUs on the n-th SC is equal, i.e., (σID

n,k)2 → 0
and σ2

n,k = σ2
n,j = σ2

n(∀k, j ∈ K), the sub-problem (32)–(35) is convex if the
feasible domain is non-empty.

Similar to the previous section III.A, strong duality can also be guaran-
teed between the sub-problem (32)–(35) and its dual problem, and thus the
Lagrangian duality based algorithm is also employed here to optimize the power
allocation p.

Specifically, we define the relationship between the k-th MU and its decoding
order as k = π(i). The corresponding Lagrangian function for the sub-problem
(32)–(35) can be written as

L̃(p,α,β,γ) =
N∑

n=1

K∑
i=1

BWn log2

(
1 +

h2
n,π(i)pn,π(i)

h2
n,π(i)

∑K
j=i+1 pn,π(j) + σ2

n

)

+
K∑

i=1

αi

⎛
⎝

N∑
n=1

η(1 − ρ∗
i )

⎛
⎝h2

n,π(i)

K∑
j=1

pn,π(j) + σ2
n

⎞
⎠ − Ereq

⎞
⎠

+
N∑

n=1

K∑
i=1

βn,ipn,π(i) +
K∑

i=1

γi

(
pmax

k −
N∑

n=1

pn,π(i)

)
,

(36)

in which α = [α1, · · · , αK ]T , β = [β1, · · · ,βN ]T with βn = [βn,1, · · · , βn,K ]T

and γ = [γ1, · · · , γK ]T are non-negative multipliers with respect to (33), (34)
and (35), respectively.

Then, the Lagrange dual objective function is given by

g̃(α,β,γ) = max
p

L̃(p,α,β,γ), (37)
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Thus, the corresponding dual optimization problem can be formulated as
follows

min
α ,β ,γ

g̃(α,β,γ) (38)

s.t. α � 0,β � 0,γ � 0. (39)

The proposed algorithm to solve the aforementioned problems consists of two
steps, and more specific details are developed as follows.

Optimizing p Under Fixed Lagrange Multipliers {α,β,γ}. The gradient
ascent method is employed to determine the optimal power allocation p∗. Firstly,
we analyze the gradient direction of the Lagrangian function given in (36) with
regard to the power allocation component pn,π(i), which is calculated as

∇pn,π(i)L̃ =
BWn

ln 2
·

(
h2

n,π(1)

h2
n,π(1)Θn,π(1) + σ2

n

+
i∑

i′=2

(
h2

n,π(i′)

h2
n,π(i′)Θn,π(i′) + σ2

n

−
h2

n,π(i′−1)

h2
n,π(i′−1)Θn,π(i′) + σ2

n

))

+ βn,i − γi +
K∑

j=1

αjη
(
1 − ρ∗

j

)
h2

n,π(j).

(40)
On the n-th (1 ≤ n ≤ N) SC, the power allocation for each MU can be

successively updated through the following expressions

pn,π(1)(1) ��� pn,π(K)(1)︸ ︷︷ ︸
The 1-st iteration

��� pn,π(1)(t) ��� pn,π(K)(t)︸ ︷︷ ︸
The t-th iteration

→ pn,π(1)(t + 1) ��� pn,π(K)(t + 1)︸ ︷︷ ︸
The (t + 1)-th iteration

,
(41)

pn,π(i)(t + 1) = pn,π(i)(t) + ε̃(t)∇pn,π(i)(t)L̃, (42)

where t and t + 1 indicate the number of iterations and ε̃(t) represents the
updating step in the t-th iteration.

The process (41)–(42) for the power allocation on the n-th SC proceeds
until |∇pn,π(i)L̃| ≤ ε3 for any 1 ≤ i ≤ K. Correspondingly, the optimal power
allocation on the n-th SC is expressed as p∗

n and thus p∗ = [p1∗, · · · , p∗
N ]T . Then,

the dual objective function in (37) can be reformulated as

g̃(α,β,γ) = L̃(p∗,α,β,γ). (43)

Optimizing {α,β,γ} Under the Obtained p∗. Similar to the section III.A,
sub-gradient approach is employed here to tackle the optimization of Lagrange
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multipliers {α,β,γ}, for which the sub-gradient directions are respectively
denoted as follows

∇αi
g̃ =

N∑
n=1

η(1 − ρ∗
i )

⎛
⎝h2

n,π(i)

K∑
j=1

pn,π(j) + σ2
n

⎞
⎠ − Ereq, (44)

∇βn,i
g̃ = pn,π(i), (45)

∇γi
g̃ = pmax

k −
N∑

n=1

pn,π(i). (46)

It is worth noting that the binary search method is also applicable to deter-
mine the optimal solution of the Lagrange multipliers here, which are denoted
as {α∗,β∗,γ∗}.

The algorithms developed in 1) and 2) are repeated alternately until the zero
duality gap is achieved, i.e.,

Rsum(p∗) = g̃(α∗,β∗,γ∗). (47)

3.3 Complete Solution for Joint Power Allocation and Splitting

Up to now, the solutions to the sub-problems for optimizing ρ and p have been
proposed in the sections III.A and III.B, respectively. Now we develop the com-
plete solution for jointly optimizing the original problem (10)–(14), which is
summarized in Algorithm 1.

Algorithm 1. Complete Solution for Joint Power Allocation and Splitting Con-
trol
1: Initialize p and stop criteria ε1, ε2, ε3, ε4,.
2: repeat
3: Step 1: optimize the PS ratio under fixed power allocation:
4: repeat
5: initialize dual variables {μ, ν, ω};
6: solve the problem (21) to obtain the optimal ρ∗ according to (24)-(25)

until |∇ρk(n)L| ≤ ε1(∀k ∈ K);
7: determine the optimal dual variables {μ∗, ν∗, ω∗} according to Proposition 2 ;
8: until Rsum(ρ∗) = g(μ∗, ν∗, ω∗).
9: Step 2: optimize the power allocation with fixed PS ratio:

10: repeat
11: initialize the PS ratio assignment as ρ∗;
12: solve the problem (37) to acquire the optimal p∗ according to (40)-(42)

until |∇pn,π(i)
˜L| ≤ ε3(∀i ∈ K);

13: determine the optimal dual variables {α∗, β∗, γ∗} according to (44)-(46);
14: until Rsum(p∗) = g̃(α∗, β∗, γ∗).
15: until Rsum(ρ∗) = Rsum(p∗).
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Remark 1: The complete algorithm can be regarded as a dual-layer process. In
the inner-layer, the complexity of the gradient decent algorithm is O(K) and
the number of this loop iteration is approximately O log(1/ε21) [11]; and the
complexity of the binary search method with error tolerance ε2 is O log(1/ε22).
Similarly, in the outer-layer, the computational complexity of the gradient algo-
rithm method is O(NK) and the number of this loop iteration is approximately
O log(1/ε23); and the complexity of the binary search method is O log(1/ε24).
To summarize, the computational complexity of the complete solution is
O(NK2 log(1/ε21) log(1/ε22) log(1/ε23 log(1/ε24)).

4 Numerical Results

In this section, numerical results are provided to evaluate the convergence per-
formance of our proposed dual-layer iterative approach and the superiority of
our considered MC-NOMA system with the application of PS-based SWIPT in
terms of throughput. Assume that the BS is located at the center of a circular cell
with a radius of 300 m, within which all MUs are randomly and independently
located. The available bandwidth of the system is assumed to BW = 100 MHz.
Referring to the typical 3GPP propagation setting, the channel from the BS
to the MU includes three parts, i.e., i.i.d Rayleigh block fading, Log-Normal
shadowing with standard deviation of 8 dB and path loss given by (d0

d )v. In
particular, d, d0 = 2.5 and v = 3.76 indicates the propagation distance, the
reference distance and the path-loss exponent, respectively. Moreover, the power
spectrum density (PSD) of the channel noise and the additional noise generated
during PS process are set to −96 dBm/Hz and −192 dBm/Hz, respectively. The
efficiency of the EH circuits is supposed to η = 38%.

Firstly, we investigate the convergence performance of the developed dual-
layer iterative approach. We take a SWIPT-based MC-NOMA system with two
SCs and two MUs as an example, where the maximum power supply of the
BS and the minimum demand for EH are set to 4 W and 0.01 W respectively.
As shown in Fig. 2, it is evident that the proposed Lagrangian duality-based
approach is gradually converged to the optimal value acquired by the exhaustive
search algorithm. This confirms our convergence analysis.

Then, performance in terms of total throughput of the proposed app-
roach with various constraints is investigated. We taken N = 2,K = 2 and
N = 4,K = 4 for comparison. We firstly evaluate the throughput performance
under different minimum transmit power supplies. Assume that the minimum
requirement for EH of each MU is Ereq = 0.1 W and the transmit power budget
varies from 2 W to 20 W. It is obviously shown in Fig. 3 that the total throughput
is monotonically non-decreasing with the increase of the transmit power budget.
This is because that with the growth in the transmit power budget, the received
signal is more likely to be split to ID once the requirement for EH of each MU
is satisfied, eventually leading to an increase in the throughput. Then we eval-
uate the throughput performance under various minimum demands for EH. In
particular, it is supposed that the maximum transmit power supply is 10 W and
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Fig. 2. The convergence behavior of the proposed Lagrangian duality-based approach.

the minimum requirement for EH varies from 0.1 W to 1 W. It is shown in Fig. 4
that the total throughput is monotonically decreasing as the minimum demand
for EH grows, resulting from the fact that the received signal is more likely to
be split to EH to fulfill the EH requirement and thereby the signal split to ID is
cut off. Additionally, we can conclude from Fig. 3 and Fig. 4 that our developed
dual-layer iterative approach outperforms the equal power allocation scheme in
terms of throughput performance.

Lastly, we examine the performance comparison in terms of total throughput
among our considered MC-NOMA with PS-based SIWPT and other schemes in
the existing studies, including MC-NOMA with TS-based SWIPT, SC-NOMA
with PS-based and OMA with PS-based. In particular, the maximum transmit
power supply and the requirement for EH of each MU are respectively supposed
to 10 W and 0.1 W, the number of SCs for two MC-NOMA schemes is set to N =
3, and the number of MUs is assumed to K = 4. It is evidently depicted in Fig. 5
that both SWIPT-aided MC-NOMA and SWIPT-aided SC-NOMA is always
superior to the SWIPT-aided OMA, which further confirms that the NOMA
scheme is more spectrum-efficient than the conventional OMA scheme. More
significantly, our considered PS-based MC-NOMA system outperforms either
the TS-based MC-NOMA or the PS-based SC-NOMA. This result demonstrates
the superiority of our developed joint power allocation and splitting approach for
the considered MC-NOMA system with the application of PS-based SWIPT, and
accordingly provides a significant direction for practical communication system
design.
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Fig. 3. Throughput performance of the proposed Lagrangian duality-based approach
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5 Conclusions

In this work, we have studied the total throughput maximization problem for the
downlink MC-NOMA system with the application of PS-based SWIPT under the
constraints of the maximum transmit power supply and the minimum demand
for EH. The formulated optimization problem was non-convex owing to the cou-
pled variables as well as the multi-user interference, and thus it was challenging
to obtain the optimal solution directly. To solve this problem, we proposed a
dual-layer iterative approach in which the coupled variables, i.e., the power allo-
cation and the PS ratio assignment, were separated. Then the corresponding
sub-problems were solved by employing the Lagrangian duality-based method.
Simulation results verified the theoretical analysis of the convergence perfor-
mance. More importantly, it was confirmed that the considered MC-NOMA
system with the application of PS-based SWIPT outperformed other existing
schemes in terms of throughput, including MC-NOMA with TS-SWIPT, SC-
NOMA with PS-SWIPT and OMA with PS-SWIPT.
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Abstract. Recently, the Internet of Things (IoT) technology is boom-
ing in the industrial field. More and more industrial devices begin to
connect to the internet. Compared with cloud computing, edge comput-
ing can well shorten the delay time on information transmission and
improve the Quality of Service (QoS) of task computing, which pro-
motes the development of the industrial Internet of things (IIoT) to
some extent. The state-of-the-art edge computing service providers are
specifically designed for customized applications. In our previous work,
we proposed a blockchain-based toll collection system for edge resource
sharing to improve the utility of these Edge Nodes (ENs). We provide a
transparent, quick, and cost-efficient solution to encourage the partici-
pation of edge service providers. However, there exists a debatable issue
since the system contains a centralized proxy. In this paper, we introduce
the consortium blockchain to record the results of the service matching
process in order to solve the issue. Besides, we propose a service match-
ing algorithm for IIoT devices to select the optimal node and implement
it using smart contract.

Keywords: Industrial Internet of Things · Mobile Edge Computing ·
Blockchain

1 Introduction

Internet of Things (IoT) can be regarded as a global network that consists of
various connected devices that rely on sensing, communication, networking, and
information processing technologies. It has made significant progress in recent
decades [17]. IoT devices are widely used in industrial control, network equip-
ment systems, public safety equipment, environmental monitoring, and many
other fields. In order to satisfy the requirements of smart city, smart factory, and
medical system, there are also a large-scale of IoT devices deployed to perform
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tasks such as monitoring, sensing, pre-processing, and real-time decision-making.
More and more scientists hope to apply the IoT to the industry, which will help
them achieve industry 4.0 [13].

Driven by the development of the 5G network, the industrial Internet of
things (IIoT) is attracting growing attention all over the world [9]. In industry,
IIoT devices are often used to monitor the regular operations on factory equip-
ment. The future IoT system combined with 5G can monitor the vehicle data
in real-time, and the data of the vehicle can be calculated at the edge to give
the vehicle control instructions [14]. The IIoT paradigm in healthcare enables
users to interact with various types of sensors via secure wireless medical sensor
networks (WMSNs) [1]. In these application scenarios, IoT devices handle tasks
with large amounts of data. However, those IoT devices are relatively weak in
performance, and they are heterogeneous. So, they are not feasible to directly
support the intensive computing load brought by the large-scale IoT data.

In order to handle the mentioned real-time data processing scenarios which
require low latency and high Quality of Service (QoS), we introduce Mobile
Edge Computing (MEC). MEC is a novel paradigm that extends the comput-
ing capabilities and storage resources from cloud computing to the edge of the
mobile network [8]. It can reduce the significant delay in delivering the comput-
ing tasks to the cloud. Due to the dense geographical distribution, support for
high mobility, and open platform [4], users can upload their computing tasks to
Edge Nodes (ENs) no matter when and where. With the mentioned features,
MEC can support applications and services with lower latency and higher QoS,
which significantly promotes the development of IoT applications.

In our previous work, we designed and implemented EdgeToll, a blockchain-
based toll collection system for heterogeneous edge resource sharing [15]. By
leveraging the payment channel technique, EdgeToll provides a transparent,
quick, and cost-efficient solution to encourage the participation of edge service
providers. The payment channel is an efficient way to trade for multiple fre-
quent transactions between two stakeholders. It requires stakeholders to deposit
tokens and set up the receiver in this channel first. We set the payment channel
as uni-directional, which means that only the receiver of the channel can with-
draw coins. Instead of building a payment channel directly between users and
edges, we introduce a proxy to handle payment delivery. In the payment stage,
the proxy receives a signature on the agreement of splitting coins from users
and then sign the same amount signature to edge computing services providers
based on the address in the public blockchain network. Because the verification
of signature and the delivery of payment signature are all operations with nearly
no cost, the payment channel can reduce the cost of public transactions on the
public blockchain.

However, it is quite controversial to introduce a centralized proxy in our sys-
tem, which violates the decentralization spirit of the blockchain. As a third party,
the proxy is responsible for the service matching process. The system might be
vulnerable to have a centralized proxy. It might cause significant collusion if the
proxy is unsupervised. It is possible that proxy colludes with one of the edge
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service providers and prefers to recommend that provider’s ENs to users. To
solve the mentioned issue, we construct a consortium blockchain to record the
service matching results on the consortium blockchain. We combine different
edge service providers and proxy in this consortium.

Compared with the public blockchain, the consortium blockchain has many
advantages, such as higher efficiency, higher scalability, and more transaction
privacy. Rather than having all nodes joining the consensus process, the Prac-
tical Byzantine Fault Tolerance (PBFT) consensus process of the consortium
blockchain is controlled by a set of selected nodes. At least 10 out of 15 nodes in
the consortium need to sign and approve the block for it to be valid [2]. In our
case, we select the proxy and edge service providers as the consensus nodes. In
other words, every matching result needs to be signed and approved by at least
two-thirds of the consortium.

To better attract IIoT devices and edge service providers to use our sys-
tem, we deploy a service matching smart contract on the consortium blockchain,
which is convenient for both IIoT devices and edge service providers. As buy-
ers, the IIoT devices call the smart contract to search for the recommended
ENs to handle computational tasks. As sellers, the edge service providers call
the smart contract to record their ENs’ location information. After receiving
the information on the task, the proxy recommends the nearest EN accord-
ing to the location of the IIoT device, which is an excellent way to reduce the
time-consuming. Moreover, the smart contract can handle the above situations
automatically, and the service matching results are recorded as transactions on
the consortium blockchain.

The rest of the paper is organized as follows. We review related work in
Sect. 2 and illustrate the system model in Sect. 3. Then, we present the technical
design of the blockchain framework in Sect. 4. The test-bed implementation of
the proposed system is shown in Sect. 5 to validate our system. In Sect. 6, we
conclude our work and have a discussion about future work.

2 Related Work

2.1 Cloud and Edge Integration

Integrating edge to cloud platform involves a series of research topics in data and
computational offloading. Traditional approach offloading schemes adopt virtu-
alization techniques to host multiple copies of virtual machines in both clouds
and edges [12]. At the same time, another group of researchers has investigated
the possibility of dynamic code partitioning [3,6]. However, despite the form of
offloading, the ENs intrinsically provide resource services for end-users through
direct network connectivity. In this work, we assume the end-users are requesting
micro-services installed in the ENs to simplify our model.

2.2 Blockchain in Edge Computing

Many existing works in MEC adopts blockchain for various purposes. For exam-
ple, [11] presents an in-home therapy management framework, which leverages
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blockchain to preserve the therapeutic data privacy, ownership, generation, stor-
age, and sharing. [7] proposes a blockchain-based framework for video streaming
with MEC, which uses blockchain to build decentralized peer-to-peer networks
with flexible monetization. To incentivize users with no mutual trust and dif-
ferent interests, [16] uses the reward-penalty model to align incentives in the
ecosystem on MEC. Meanwhile, they implement the model using the blockchain
smart contract to solve the high centralization problem in the ecosystem.

2.3 Payment Channel

The payment channel [10] is designed for “off-chain” transactions to overcome
the long response latency and the monetary costs introduced by frequent trans-
actions. It allows users to exchange tokens for multiple times with a minimum
number of smart contract invocations. The state-of-the-art payment channels can
be classified into two types: uni-directional payment channel and bi-directional
payment channel. A uni-directional payment channel only allows single direc-
tional transactions, while a bidirectional payment channel [5] allows both par-
ties to send transactions. The duplex payment channel is composed of two uni-
directional payment channels, which allows transactions to be sent from both
directions.

3 System Model

3.1 System Overview

In this section, we start by basically introduce the previous system. The sys-
tem contains three types of users, including proxy, users, and ENs from different
companies. Before the previous system showed up, users need to register differ-
ent companies’ accounts to use their ENs’ computing resources, which is quite
inconvenient for users. Hence, the previous system builds up payment channels
between proxy and users and between the proxy and ENs. In this way, users
only need to register one public blockchain address and pay the bills to proxy
through the payment channel. The proxy then sends the tokens to the selected
ENs through the payment channel. Besides, the payment channel is implemented
in a smart contract. In this way, the previous system can provide a convenient,
low cost and transparent payment platform for edge computing.

Based on the existing system, we use consortium blockchain to solve the
centralized proxy problem and introduce a new type of system user, which is
the company. Companies take control of different ENs. One EN belongs to only
one company. As illustrated in Fig. 1, ENs, proxy, companies, and users all have
their specific address on the consortium blockchain. In our case, users are the
IIoT devices, and companies are the edge service providers. The consortium
blockchain has several functions.

First, we can implement the service matching through the smart contract and
deploy it on the consortium blockchain. After being deployed on the blockchain,
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Fig. 1. System architecture

the smart contract has a specific address. Through the address, ENs can call the
smart contract to record their locations to rent their surplus computing resources
to devices that need computing resources. Devices can send their location to the
smart contract to find the recommend EN and rent for the computing resources
from the recommend node. Through the smart contract, the whole procedure of
services matching can be done automatically. The result of an auction will be
sent back to the ENs and devices which join the auction. To better demonstrate
the procedure of using our system, we draw the sequence diagram in Fig. 2. Com-
pare to the public blockchain, the performance of consortium blockchain is much
better, and the cost of calling or deploying smart contract is zero, which save
the costs of paying the gas fee. Meanwhile, the consortium blockchain reserves
the characteristics of transparent, traceable, and unalterable. All the transac-
tions, such as calling and deploying the smart contract, will be recorded on the
consortium blockchain.

Second, the system can provide a more decentralized proxy with the consor-
tium blockchain. In other words, the result of the service matching process needs
to be supervised. As a third-party platform, proxy recommends ENs according



106 H. Zhang et al.

Fig. 2. Sequence diagram

to the list of ENs given by devices. Devices regularly follow the recommendation
from proxy and bid for the computing resources from that ENs. However, the
fairness of recommendation results can not be guaranteed since the whole pro-
cedure is entirely decided by proxy. If we do not deal with the situation, it will
lead to a centralized proxy in our system, which violates the decentralization
spirit of blockchain. In order to handle this centralized part of our system, we
introduce consortium blockchain with the PBFT consensus algorithm.

4 The Blockchain Framework

We implement a decentralized edge computing resource sharing platform com-
bining the advantages of two types of blockchain in our system design.

4.1 Software Architecture

Figure 3 illustrates the software architecture for the system.

4.2 Consortium Blockchain

Group Member Management. In order to better manage the system, the
nodes on the blockchain are divided into two groups, which are sealers and
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Fig. 3. Software architecture

observers. For both observer nodes and sealer nodes, they can send transactions
in the consortium blockchain. The transactions are waiting in the transaction
pool to be sealed into blocks. Compared to observer nodes, sealer nodes take part
in the consensus process while sealing transactions into blocks. In our system,
there are four types of system users, including proxy, devices, companies, and
ENs. Different ENs belong to different companies. They are divided into two
groups according to their types. For proxy and companies, they are the sealer
nodes in the consortium blockchain. While for devices and ENs, they are the
observer nodes in the consortium blockchain. Under this kind of classification,
it is easier to manage the system when newcomers are accessing the system. For
new devices and ENs, they can be directly added to the consortium blockchain
after registration because they do not join the consensus process. They need
to provide identifying information during registration to prevent DDoS attacks.
However, the registration of the sealer node is stricter. Because sealer nodes
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take control of the consortium blockchain. It requires agreements from more
than two-thirds of the companies in the consortium.

Consensus Process. In the consortium blockchain, we use the PBFT con-
sensus algorithm for the consensus process. Compared to other consensus algo-
rithms, the PBFT consensus algorithm has benefits such as low latency, high
efficiency, and high scalability. With low latency and high efficiency, the consor-
tium blockchain can satisfy the demands of high-frequency transactions during
auctions. The consensus process used in our system mainly includes three phases,
including pre-prepared, prepare, and commit. Before the pre-prepare phase, one
of the sealer nodes is selected to obtain the latest block and populate an empty
block right after the latest block. Then, load transactions from the transaction
pool and seal transactions into the block. The selected sealer node is selected in
turn to guarantee fairness. After that, generate a prepared packet and broadcast
it to other sealer nodes. In the pre-prepare phase, sealer nodes first need to check
several requirements to judge whether the received prepare packet is valid. For
example, they need to check whether the parent hash of a block is the hash of
the highest block recently to void forking. If the prepared packet is valid, cache
it locally to filter the replicated prepare packet. Then, generate and broadcast
the signature package to state that this node has finished block execution and
verification. In the prepare phase, sealer nodes need to check the validity of the
received signature package. After receiving a valid signature package send from
more than two-thirds of sealer nodes, the node starts to broadcast the commit
package.

Similarly, in the commit phase, sealer nodes receive and check the validity
of the commit package. The new block is finally confirmed after receiving a
committed package sent from more than two-thirds of sealer nodes. By using
the PBFT consensus algorithm, the system can remain stable as long as there
are more than two-thirds of non-malicious nodes.

Service Matching. Similarly, we implement the service matching algorithm
by using the smart contract and deploy it on the consortium blockchain. The
smart contract also has a unique address and can be called by any other nodes
in the consortium blockchain. Devices can call the smart contract according to
the address and receive a recommended ENs according to the service matching
algorithm. Since proxy and companies are responsible for the consensus process,
the results of service matching are supervised by them. It can prevent the proxy
from colluding with any other company. Companies will not allow the situation
happened because it is related to their benefits. As a result, companies and proxy
will supervise each other, and the fairness of service matching can be guaranteed.

5 Test-Bed Implementation

In order to better demonstrate our system, we implement a prototype and
conduct several experiments on it. In this section, we introduce the enabling
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technologies, the system deployment of the prototype, and demonstrate it with
several shortcuts.

5.1 Test-Bed Specification

The edge computing server in our test-bed is Dell Precision 3630 Tower Work-
station equipped with 16 GB RAM, Intel i7-9700 CPU, and NVIDIA GeForce
GTX 1660. The edge computing server is also equipped with three wireless access
points. The first one is TP-LINK WR886N, which adopts IEEE 802.11b/g/n
standard with up to 450 Mbps data rate and 2.4 GHz radiofrequency. The sec-
ond one is NanoPi R1, which adopts IEEE 802.11b/g/n standard with up to
450 Mbps data rate and 2.4 GHz radiofrequency. The third one is Phicomm K2P,
which adopts IEEE 802.11b/g/n/ac standard with up to 1267 Mbps data rate
and 2.4/5 GHz radiofrequency.

Figure 4 illustrates the test-bed implementation of our system. We use the
workstation to work as an edge computing server. We equipped the server with
three wireless access points to work as the ENs in MEC. The IIoT devices can
submit their computational tasks through the wireless network. Then, edge com-
puting server runs the computational tasks and return the results to IIoT devices.

Fig. 4. Test-bed implementation
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5.2 Enabling Technologies

To implement the prototype, we select various platforms and technologies. For
the consortium blockchain platform, we choose FISCO-BCOS1, which is an open-
source consortium blockchain platform. For the programming language, we use
Solidity2 to write the service matching smart contract. Besides, FISCO-BCOS
also provides an information port. With the information port, all system users
can check the information of transactions and the smart contract. We choose
information port as our client-side to demonstrate the information of the con-
sortium blockchain. As for the interaction with consortium blockchain, we use
the python-SDK3 provided by the FISCO-BCOS.

5.3 Blockchain Deployment

We deploy the consortium blockchain in our local server. Initially, proxy deploys
the service matching smart contract on the consortium blockchain. The smart
contract has a unique address on the consortium blockchain. Both edge service
providers and users can access the smart contract through the unique address.
Edge service providers can record the information of their ENs by calling the
addNote() function. As for users, they can get the recommended EN by calling
the edgeMatch() function. To make our system more user-friendly and more
convenient for users to use, we choose the information port as our client-side.
After connecting to the local server through the wireless network, users can
access the information port. Through the information port, users can easily
obtain information on the consortium blockchain.

5.4 Demonstration

Figure 5 shows the information port. The upper-left part shows the current block
number, total transactions, dealing transactions, and current PBFT view. As we
can see from the figure, there are already 40012 blocks and 40012 transactions
in the consortium blockchain. Next to it is the curve showing the transaction
amount in the last 15 days. Since we do not have any transactions during the
last 15 days, the curve stays flat. Below is the information of some nodes on
the consortium blockchain. The information includes node ID, current block
number, PBFT view, and node status. In the bottom-left part, it demonstrates
several block information, including created time and sealer node of the block.
Users can click on it and see detailed information on another page. Transaction
information is shown in the bottom-right part. Similarly, users can click on it to
achieve more information.

1 http://fisco-bcos.org/.
2 https://github.com/ethereum/solidity.
3 https://github.com/FISCO-BCOS/FISCO-BCOS-DOC/tree/release-2/docs/sdk/

python sdk.

http://fisco-bcos.org/
https://github.com/ethereum/solidity
https://github.com/FISCO-BCOS/FISCO-BCOS-DOC/tree/release-2/docs/sdk/python_sdk
https://github.com/FISCO-BCOS/FISCO-BCOS-DOC/tree/release-2/docs/sdk/python_sdk


Decentralized Resource Sharing Platform for Mobile Edge Computing 111

Fig. 5. Shortcut

6 Conclusion and Future Work

In our previous work, we provide a low-latency and cost-efficient solution for
a decentralized, transparent, and auditable toll collection system by leveraging
the payment channel technique. In this work, we demonstrate a decentralized
toll collection system which solves the centralized proxy problem in our previous
work. By adding consortium blockchain, we introduce a low-cost solution to solve
out the centralized proxy problem. The decisions used to made by a centralized
proxy can be implemented in the smart contract, and the smart contract will be
deployed on the consortium blockchain. In this way, the results will be supervised
by edge computing companies and proxy.

In the future, a more efficient and rational service matching model will be
considered, and the proxy will consider the type of both ENs and tasks. In par-
ticular, the task allocation process will focus on high efficiency and low cost. In
order to attract IIoT devices and edge service providers, a new dynamic pricing
strategy will be proposed, which not only focuses on the incentive mechanism
but also aims to improve the utility of ENs.
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Abstract. In a heterogeneous network composed of cellular users and device-to-
device (D2D) users, D2D users multiplex the spectrum resources of cellular users
in heterogeneous networks, which improves the shortage of spectrum resources.
But this will bring a series of interference problems, which will greatly affect the
throughput of the system and the service rate of users. On the premise of ensuring
the service quality and throughput of users in the system in a heterogeneous
network, to improve the user service rate, a fair distribution algorithm of D2D
resources in graph coloring is proposed. First, in a heterogeneous network system,
allowing multiple D2D users to share the resources of the same cellular user at
the same time can improve the utilization of spectrum resources; Secondly, the
interference graph is constructed by users and the interference between users in the
heterogeneous network, and then the resource allocation colored by theD2Dgraph
is addedwith a priority factor so that the fairness of user resource acquisition in the
system is improved. Finally, it is verified by simulation, the algorithm improves
the fairness of D2D users’ access to resources while maintaining stable system
throughput. It also reduces the system’s packet loss rate and improves the user’s
service quality.

Keywords: Heterogeneous network · Resource allocation · Graph coloring ·
Throughput · Fairness

1 Introduction

At present, the continuous development of mobile communication technology and Inter-
net technology has promoted the popularization of various intelligent terminals and the
increase in the number of users, which ultimately led to a serious shortage of spectrum
resources [1]. Device-to-device (D2D) technology is a communicationmethod under the
control of a cellular system, which can communicate directly by sharing the resources
of cellular users. At the same time, D2D users will share the spectrum resources of cel-
lular users, so that the utilization of spectrum resources is improved, and the problem of
shortage of spectrum resources for wireless communications is solved. Therefore, D2D
communication technology is listed as one of the key technologies in the new generation
mobile communication system [2]. However, when D2D communication is introduced
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into a cellular network, it will cause serious interference [3, 4]. It is of great practi-
cal significance and research value on how to allocate resources reasonably to improve
the spectrum utilization rate of the system and enhance the fairness of users receiving
services.

In [5], when ensuring the user’s service quality requirements, a pair of D2D users
multiplexmultiple channel resource blocks for communication, and a resource allocation
algorithm based on Kuhn-Munkres optimal matching is proposed, thereby improving
the overall system throughput. In [6], by analyzing the mathematical characteristics
of the uplink and downlink interference area of D2D communication under the cellular
network, the D2D communication system is designed and optimized. In [7], the problem
of maximizing the system and the rate is transformed into an integer programming
problem. On this basis, a resource allocation algorithm based on a bipartite hypergraph
is proposed. In [8], through the proposed channel assignment scheme of hypergraph
theory, the interference coordination between D2D users and cellular users are studied.
In [5–8], they only consider the situation that one D2D user can only reuse the channel
spectrum resources of one or more cellular users. However, when there is more available
channel spectrum in the system, the remaining spectrum resources cause a waste of
resources, thereby reducing the spectrum utilization rate of the system.

In [9], the capacity-oriented restricted (core) area is introduced into the traditional
Stackelberg gamemethod, which reduces the interference suffered by cellular users, and
a resource allocation scheme for fair and safe capacity is proposed. In [10], by proposing
graph theory coloring and QoS clustering method to allocate channel resources to D2D
users, the satisfaction of D2D users, and the fairness of the system are solved. In [11],
by using polynomial time proportional fair resource allocation schemes, it meets the
requirement of the user’s rate. However, it is considered that multiple resource blocks
are allocated to one D2D user, which will cause a waste of resources. In [12], it is
proposed to design a heuristic D2D resource allocation scheme based on the proportional
fair scheduling algorithm. This scheme guarantees the data rate requirement of D2D
communication improves the system throughput, and at the same time, the fairness
of user scheduling is also taken into account. In [11, 12], on the premise of meeting
the requirements of the cellular user signal-to-noise ratio (SINR), a resource allocation
algorithm is proposed to achieve proportional fairness. In [13], in order to improve the
overall performance of the cellular network system and reduce the fairness of D2D users
to the cellular network system, improved proportional fairness (IPF) interference control
scheme is proposed, but the scheme does not consider the fairness of D2D users’ access
to resources.

In response to the above problems, this paper uses multiple D2D users to reuse the
same cellular user resource allocation scheme, so that the spectrum utilization rate and
throughput of the system are improved.

2 System Model

2.1 Network Scenario

In a single-cell cellular network, when multiplexing uplink spectrum resources is com-
pared with multiplexing downlink spectrum resources, the base station can control the
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allocation of system spectrum resources through its own interference, and the interfer-
ence received by D2D users is also less. Therefore, this article considers the scenario
where the uplink spectrum resources are multiplexed by D2D users in a network sce-
nario where cellular users and D2D users share resources [14]. As shown in Fig. 1,
assuming that the base station (BS) is located in the center of the cell, M cellular users
and N D2D users are randomly distributed in the cell. Cellular users in the cell net-
work are expressed as CUE = {C1, C2, · · · , Cm, · · · , CM }, D2D users expressed as
DUE = {D1, D2, · · · , Dn, · · · , DN }, and the number of D2D users in the system is
greater than the number of cellular users (M < N). Each D2D user exists in pairs, con-
sisting of a transmitter (DT) and a receiving terminal (DR), and it is assumed that the
initial transmission power of the data transmission of the D2D users is the same.

Communication link Interfering link

CUE1

DT1
DT2

DR2

DR1
BS

CUEmDTn DRn

Fig. 1. Single-cell network system model

2.2 Mathematical Model

As shown in Fig. 1, when the uplink channel of the cellular user is multiplexed by
the D2D user, there will be interference from D2D users and other D2D users’ DR
who reuse the same resources, between D2D users’ DR and cellular users, and between
D2D users’ DT and base station. It can be seen that the interference caused by D2D
users multiplexing the channel resources of cellular users is more complex. In order
to avoid that the quality of service of users in the system can’t be guaranteed when
improving the spectrum utilization and throughput of the system, it is necessary to
coordinate the complex interference in the cell network through reasonable resource
allocation. In addition, it can prevent users with poor channel quality from being unable
to allocate resources for a long time, whichmakes resource scheduling unfair. Therefore,
the optimization goal of this paper is to find an optimal matching matrix for resource
allocation and to ensure the user quality of service of the system’s throughput level, as
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much as possible to improve the fairness of user resource acquisition.

R = nax(
M∑

m=1

B0 log(1 + SINRc
m) +

M∑

m=1

N∑

n=1

αnmB0 log(1 + SINRd
n )) (1)

When the spectrum resources of cellular users are multiplexed and shared by multiple
D2D users at the same time, the signal-to-noise ratio (SINR) of the cellular users is:

SINRc
m = pcmGc,b∑

pdnGd ,b + N0
(2)

Among them, pcm represents the transmit power of the mth cellular user; pdnm represents
the power sent from the DT of the nth D2D user to the mth cellular user;Gc,b represents
the channel gain between the cellular user and the base station; Gd ,b represents the
channel gain between the DT of the D2D user and the base station; N0 represents the
noise power in the system.

The interference received by the D2D user DR in the system includes interference
from cellular users and interference from other D2D users that multiplex the same
resource at the same time, so the SINR of the D2D user’s DR is:

SINRd
n = pdnGdt,dr∑

pdn′Gdt′,dr + pcmGc,d + N0
(3)

Among them,Gdt,dr represents the channel gain between the DT and DR of the nth D2D
user; Gdt′,dr, represents the channel gain between DTs of other D2D users multiplexing
the same resources as the DR of the nth D2D user; Gc,d represents the channel gain
between the DR of the cellular user and the D2D user. In order to ensure the user’s
communication quality requirements, the default minimum SINR threshold for cellular
users is SINRc

th, the SINR threshold of normal communication for D2D users is SINRd
th,

and under the conditions of fairness, the throughput should be improved as much as
possible. Then:

s.t.SINRc
m ≥ SINRc

th,∀m
SINRd

n ≥ SINRd
th,∀n

pcm ≤ pdmax,∀m
M∑

m=1
pdnm ≤ pdmax,∀n

M∑
m=1

αn,m ≥ 1,∀n
N∑
n=1

αn,m ≥ 1,∀m

(4)

Among them, B0 is the bandwidth of the channel resource, pcmax and p
d
max represent the

maximum transmission power of cellular users and D2D users, αn,m ∈ {0, 1} It indicates
whether the same channel resources can be shared simultaneously cellular users and user
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D2D,
M∑

m=1
αn,m ≥ 1,∀n Indicates that the spectrum resources of multiple cellular users

can be reused by one D2D user,
N∑
n=1

αn,m ≥ 1,∀m. It means that the spectrum resource

of one cellular user can be multiplexed by multiple cellular D2D users. This objective
function is the resource allocation problem of interference control, which can be solved
by graph coloring theory.

3 Fair Color Allocation Based on Graph Coloring

According to the actual situation, in a single-cell network system in which D2D users
and cellular users coexist, D2D users exist in the system as an auxiliary communication
method, which causes a decrease in the service rate of D2D users. In order to avoid this
situation and a certain occupied channel resource is excessive, a priority factor is added
to the resource allocation to adjust the user coloring order, which is used to improve
the fairness of user resource acquisition. In the fair resource allocation based on graph
coloring, all users in the network system are abstracted as “vertices” in the graph and
the interference suffered by the users is abstracted as “edges” in the graph, so a piece of
interference can be constructed Figure G.

3.1 Construct an Interference Graph

In a network system where cellular users and D2D users coexist, a specific interference
graph G can be established through the interference relationship between users and
users. Among them, the vertices abstracted by all users in the system, the set is V, which
includes the set of vertices composed of cellular users and the set of vertices composed of
D2D users, then V is expressed as V = {vi, i = 1, 2, · · · ,M , · · · ,N +M }, it is a vector
of length N +M . The first M elements represent the vertices of the cellular user, and the
last N elements represent the vertices of the D2D user. If the mutual interference edge
matrix between vertices using the same spectrum resource is E, then the set of matrix E
is represented as E = {ei,j, i = 1, 2, · · · ,N + M , j = 1, 2, · · · ,N + M }, ei,j ∈ {0, 1},
which is a (N + M) × (N + M) matrix. When ei,j = 1, it means that vertex i and vertex
j are both cellular users, or it can be compared by the distance di,j between vertex i and
vertex j and the interference distance threshold dth between vertices, if it is less than the
interference distance threshold (di,j < dth), it indicates that there is interference between
vertex i and vertex j, so user i and user j cannot reuse the same spectrum resource; When
ei,j = 0 indicates that there is no interference between vertex i and vertex j, then user i
and user j can reuse the resources of the same spectrum. Thus, the interference matrix
E(G) between the vertices of the interference graph G can be obtained. By using C
to indicate that the set of available subchannel resources in the heterogeneous network
where the cellular and D2D coexist is the color set C(G) of the interference graph G,
then C = {c1, c2, · · · , cN }. If the cellular users in the system are fully loaded with
|C| = N , it means that each cellular user can be assigned a subchannel. Therefore,
the interference graph is constructed as G = (V, E, C), and the sub-channel allocation
problem of cellular users and D2D users in the system is transformed into the problem
of coloring the interference graph G.
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3.2 Improve Resource Allocation Coloring Process

In order to avoid the problem that users with poor channel quality cannot be allocated
resources for a long time and improve the service rate of D2D users, this paper proposes
a graph coloring fair resource allocation strategy. In order to improve the fairness of
users’ access to resources during the graph coloring process, it avoids the problem of
node coloring due to excessive user occupation of channel resources, so the priority
factor of user coloring can be set during resource allocation.

Suppose that the sub-channels assignedby thecellularuserC1,C2, · · · ,Cm, · · · ,CM

to the vertex v1, v2, · · · , vm, · · · , vM , that is, the color of the graph coloring, respectively
correspond toc1, c2, · · · , cm, · · · , cM . Therefore, the resourceallocationproblemof sys-
tem throughput can be transformed into the resource allocation problem of D2D users.
When aD2Duserwhose vertex is vM + n reuses the color cm corresponding to cellular user
Cm, the utility value of vertex vM + n to the network is:

RvM+n,cm = log(1 + SINRc
m,cn) + log(1 + SINRd

n,cn)

deg(vM+n)
(5)

Among them, SINRc
m,cm represents the SINRof the cellular userCmwhen the user assigns

the color cm; SINRd
n,cm represents the SINR of the D2D user Dn when the user assigns

the color cm; deg(vM+n) represents the degree of the vertex vM+n.
Assuming that the color cm corresponding to the cellular user Cm is multiplexed for

the D2D user vertex vM+n, the priority factor of the colored cm is wvM+n,cm . The priority
factor is the utility value RvM+n,cm of the vertex vM + n to the network and the number of
colors assigned to the value of vM+n which is:

wvM+n,cm = RvM+n,cm
M∑

m=1
AMN + 1

(6)

Among them, AMN is a D2D user spectrum allocation matrix composed of αn,m ele-
ments; adding 1 to the denominator is to avoid the problem of infinite priority factor. An
improved resource allocation algorithm based on graph coloring, the implementation
steps are as follows:

(1) Construct the interference graph and initialize the graph G = (V, E, C);
(2) for i = 1: M, coloring cycle;
(3) According to whether the vertices in E(G) interfere with each other, obtain a D2D

user set K that can use the color cm occupied by the vertex vm;
(4) According to the set K, determine whether this vertex can be colored;
(5) According to formula (5), the vertex corresponding to the maximum network utility

value is obtained and colored;
(6) According to formula (6), the coloring order, that is, the order of resource allocation,

is determined.
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4 Analysis of Simulation Results

4.1 Simulation Parameters

In order to verify the effect of D2D resource fairness allocation algorithm (IFCA) on the
graph coloring proposed in this paper on the system performance. The three aspects of
system fairness, system throughput, and system packet loss rate are respectively com-
pared with the random coloring allocation algorithm (RCA), the graph coloring resource
allocation algorithm (DVCA) considering the delay and saturation, the traditional graph
coloring allocation algorithm (TGCA) for simulation comparison. Assuming that the
cell radius is 500 m, the base station BS is located in the center of the cell, and other
main simulation parameters are shown in Table 1.

Table 1. System simulation parameters.

Parameter Value

Cell radius/m 500

Total system bandwidth/MHz 10

Maximum transmit power of cellular users/dBm 24

Distance between D2D users/m 10–25

Maximum transmit power of D2D users/dBm 20

Noise power spectral density/dB/HZ −174

Path loss model for D2D link/dB 148 + 40lgd

Path loss model for cellular link/dB 128.1 + 37.6lgd

SINR threshold/dB for normal communication of D2D users 30

SINR threshold for normal communication for cellular users/dB 20

4.2 Analysis of Simulation Results

Figure 2 shows the relationship between the fairness of system D2D resource allocation
under different graph coloring resource allocation algorithms. It can be seen from Fig. 2
that the greater the number of D2D users accessed in the system, the worse the fairness of
resource allocation in the system. Among them, when the number of D2D users accessed
in the system is within 30 pairs, because the number of D2D users accessed in the cell
network is not large, there is not much interference, so the fairness of resource allocation
of the four algorithms is particularly different small. However, when the number of D2D
users connected in the system is between 80 and 100 pairs, the IFCA algorithm proposed
in this paper can be improved by about 4% compared with the DVCA algorithm. This
is because a priority factor is added on the basis of the DVCA algorithm so that users
who cannot obtain channel resources due to poor channel communication quality in the
system can obtain resources preferentially. Therefore, the fairness of resource allocation
in the system is improved.



Research on D2D Resource Fair Allocation Algorithm in Graph Coloring 121

Fig. 2. Comparison of the fairness of different algorithms

Figure 3 shows the relationship between the number of D2D users accessing the sys-
tem and the throughput. It is known from the simulation results that the three algorithms
of IFCA, DVCA, and TGCA are based on ensuring normal communication between
users and allow multiple pairs of D2D users to reuse the resources of the same cellular
user to achieve maximum utilization of channel resources. However, when more D2D
users are connected to the system, the higher the throughput of the system, the worse the
communication service quality of the users. It can be seen from Figs. 3 and 4 that IFCA
compares with DVCA and TGCA, the throughput of the systemwill be slightly different,
but when more and more D2D users in the system, the service quality of IFCA users
is better. Although the TGCA algorithm has improved the system throughput compared
with the IFCA algorithm, it seriously sacrifices the fairness of user resource scheduling.
Except for the RCA algorithm, the other three algorithms have no significant difference
in system throughput.

Figure 4 compares the system packet loss rate of the number of D2D users connected
to the system under different algorithms. It can be seen from the figure that as the number
of D2D users in the system increases, the data packets in the system are more likely to
be lost. In the TGCA algorithm, only the saturation of user vertices is considered, and
no delay is considered. Therefore, some users occupy the channel resources too much,
which causes an increase in the rate of packet loss. The algorithm IFCA considers the
delay and adds a priority factor for the fairness of user resource scheduling, which avoids
some users from occupying too many resources, improves the service rate of D2D users,
and reduces the system’s packet loss rate.
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Fig. 3. Comparison of system throughput under different.

Fig. 4. Comparison of system packet loss rate under different algorithms.

5 Conclusion

In this paper, through the communicationmodel of a heterogeneous network, the problem
of resource allocation in the environment where D2D users are much larger than cellular
users is studied, so that the spectrum utilization rate has been effectively improved. In
order to ensure the throughput of the system and the fairness of users’ access to resources,
a resource fairness allocation algorithm based on graph coloring theory is proposed.
Simulation results show that the proposed algorithm can improve the fairness of D2D
users to obtain resources and reduce the packet loss rate on the premise of ensuring
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the system throughput, which can better guarantee the quality of service of users in the
system. However, in this paper, we only consider the interference problem when D2D
users and cellular users coexist in a single cell. While ignoring the interference between
users in multiple cells, further research can be done in this regard in the future.
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Abstract. Developing device-to-device (D2D) communications can
improve spectrum efficiency and traffic offloading capability of cellular
systems. But only considering direct D2D communication mode may
limit these benefits brought in by D2D communications, for direct D2D
mode may not be available due to the long separation distance and poor
link quality. Hence, relay-assisted D2D communication is presented to
expand the coverage of D2D communications. One of the key points in
developing relay-assisted D2D communication is to find out the opti-
mal relay user equipment (UE) to assist data transmission between the
source and destination D2D-capable UEs. In this paper, a cross-layer
relay selection scheme is researched, which considers the end-to-end data
rate, end-to-end transmission delay, and remaining battery time of the
relay-capable UEs. Specially, we propose a method to estimate the end-
to-end transmission delay for the relay-involved D2D path when adaptive
modulation and coding (AMC) is taken into account. Performances of
the proposed scheme are also evaluated.

Keywords: Device-to-device (D2D) communication · Relay selection ·
Transmission delay · Adaptive modulation and coding

1 Introduction

With increasing of wireless applications, it is important to develop new tech-
nologies to improve the spectrum efficiency. Amongst these technologies, device-
to-device (D2D) communication is considered as one of the most promising
way. D2D communication enables reducing the burden of cellular network by
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allowing two proximity user equipments (UEs) to communicate directly bypass-
ing the base station (BS) [1]. In addition, D2D communications can improve
the performances on energy efficiency and system-wise throughput [2]. Hence,
corresponding topics of D2D communications have attracted many scholars to
research and investigate. According to whether or not using relay node during
data transmissions, D2D communications can be commonly divided into direct
and relay-assisted D2D communications. At present, most works of D2D com-
munications focus on direct D2D communications, which commonly considers
two types of D2D modes. One is dedicated D2D mode and the other is reuse
D2D mode. Direct D2D pair in dedicated mode requires dedicated cellular radio
resources [3], whereas the one in reuse mode needs to reuse the channel that is
being used by a general cellular UEs (CUE), i.e., a CUE shares the same cellular
spectrum resources with the D2D pair. Involving reuse mode can improve spec-
trum efficiency, while it also causes interference between D2D UEs and CUEs.
Thus, there are many works concentrating on how to choose reuse channels and
how to assign powers for D2D UEs and CUEs to limit the interference in the
reuse mode [4–7]. However, it might not be enough while only considering direct
D2D communications, because direct D2D communication probably can not be
performed due to long separation distance between the source and destination
D2D-capable UEs (DUEs) [8]. Hence, to expand the communication range of
D2D communications and further enhance the system capacity and spectrum
efficiency, including relay-assisted D2D mode may be a promising way [9,10].

A crucial problem on developing relay-assisted D2D communications is to
find out the optimal relay-capable UE (RUE) for the DUEs in relay-assisted
D2D mode under the BS scheduling. Thus, many criterias of choosing relay for
relay-assisted D2D communications have been proposed, e.g., throughput, data
rate, link outage probability, and power consumption, which are all designed on
physical layer (PHY) [11,12]. To get an overall good performance via selecting
the optimal relay, high layer criteria and remaining battery of the candidate
RUEs need also to be considered. In [13], the transmission delay combining
the packet buffer of relay is proposed, whereas, ignoring the packet buffer of
the source UEs. In [14], authors proposes a cross-layer relay selection scheme
combining the queue state information (QSI) of buffer for relay UEs, also ignoring
the buffer of the source.

Base on the above analysis, cross-layer scheme should be considered more
for its better overall performance. However, on the aspect of the delay estimate,
most works only concentrate on the buffer of the relay, and lack comprehen-
sive end-to-end cross-layer design. Also, the battery of the relay should also
be considered as it has influences on the operation time of relay-assisted D2D
communications, thus we proposed a cross-layer relay selection scheme which
combines the end-to-end data rate, end-to-end delay and RUE remaining bat-
tery time in our previous work [15]. But the previous research we did ignores
the time-varying of channels. To overcome this shortage, in this paper, on the
aspect of the end-to-end delay, we investigate a new scheme combining the end-
to-end delay with adaptive modulation and coding (AMC). Accordingly, in this
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paper, we only talk about derivation of the end-to-end delay with AMC, and the
derivation of the end-to-end data rate and RUE remaining battery time can be
found in the aforementioned work [15]. But on the performance evaluation, we
will jointly assess the performance of the three criterias.

The rest of the paper is organized as follows. In Sect. 2, a single-cell system
model for D2D communications is described. Section 3 introduces the problem
formulation for relay selection. AMC technology is briefly introduced in Sect. 4.
Section 5 provides the derivation process of end-to-end transmission delay for
the relay-assisted D2D path, while Sect. 6 presents performance analysis of the
relay selection scheme when taking AMC into account. Section 7 concludes the
paper.

2 System Model

The considered system model is a single-cell scenario in a cellular system involv-
ing relay-assisted D2D communications. As illustrated in Fig. 1, we assume that
there are N CUEs, M candidate RUEs, and a pair of DUEs intending to perform
D2D communications in the cell, and all of them are controlled by the BS. The M
RUEs are candidate relay nodes to aid the two DUEs to form relay-assisted D2D
path. Also assume that N CUEs communicate with the BS via N orthogonal
channels and the N orthogonal channels are with the same bandwidth. For ease
of the expression in the follow sections, we use {C1, C2, · · · , Cj , · · · , CN} and
{R1, R2, · · · , Ri, · · · , RM} to denote the N CUEs and M RUEs, respectively.
Use S and D to denote the source DUE and the destination DUE, respectively.
We also assume that there is no idle cellular channel for DUEs, i.e., DUEs must
reuse an uplink channel of CUEs to access the system and communicate with each
other. If DUEs work on direct D2D mode, the two DUEs reuse only one uplink
channel of the CUEs to perform data transmission. If the two DUEs work on
relay-assisted D2D mode, the source-to-relay and relay-to-destination transmis-
sions can reuse the same uplink channel of a CUE or two different uplink channels
of two CUEs. In the relay-assisted D2D mode, the first-hop and the second-hop
(i.e., source-to relay and relay-to-destination) transmissions were performed on
two different time slots sequentially. In addition, we further assume that the
BS can obtain perfect channel state information (CSI) of all links, including
the D2D source-to-relay link, relay-to-destination link, CUE-to-relay link and
CUE-to-destination link.

3 Problem Formulation for Relay Selection

In this paper, three criterias, i.e., end-to-end data rate, end-to-end transmission
delay, and candidate RUEs’ remaining battery time, will be considered in the
relay selection procedure of the relay-assisted D2D mode. The relay-assisted
D2D mode is used as a supplement the direct D2D mode, which means that
only when the direct D2D mode is not available, can the relay-assisted D2D
mode be used. The relay selection is a part of the joint scheduling performed at
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CUE C3

CUE C2

CUE C1

CUE CN-1

CUE CN

CUE Cj

RUE R1

RUE R2

RUE Ri

RUE R3

RUE RM

DUE S DUE D
D2D link
Cellular link
Interference link

BS

Fig. 1. A single-cell system model for relay-involved D2D communications underlying
cellular network, where the uplink channel of CUE Cj is reused by a D2D commu-
nication pair in relay-assisted mode (where DUE S and DUE D are the source and
destination D2D UEs, respectively, and RUE Ri is the selected relay UE).

the BS side. Once the availability of the relay-assisted D2D mode for two DUEs
is being assessed by the BS, it will first try to select an optimal RUE as the relay
UE for the two DUEs according to three criterias mentioned above. Hence, the
most important thing to do first is to derive the mathematical expressions for
the three criterias, based on which the relay selection process can be formulated
into a optimization problem, as we have done in our previous work [15]. We
have derived the mathematical expressions for the end-to-end data rate and
the candidate RUEs’ remaining battery time in the previous work. Thus, in
this paper, we will put our focus on building an end-to-end transmission delay
estimation model while taking the AMC strategy into account. The optimization
problem formation for the relay selection process is definitely similar to that in
our previous works, so we just make a brief demonstration here. The derivation
process of end-to-end transmission delay involving AMC will be presented in
Sect. 5. Next we will first provide some knowledge of AMC.

4 Adaptive Modulation and Coding

4.1 Principle of AMC

At physical layer, the channel state is time-varying. To support transmissions
of high-speed multimedia services on limited spectrum resources, lots of adap-
tive technologies have been proposed, link adaptation and AMC. By adjusting
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transmission parameters according to the available CSI, AMC can improve spec-
tral efficiency and link reliability to maximize data rate.

The schematic diagram for realization of AMC in a wireless communication
link is depicted in Fig. 2, in which the AMC selector makes decisions on the
mode of modulation and coding according to acquired CSI (e.g., signal to inter-
ference and noise ratio, SINR) from the channel estimator, and the decisions are
then returned to the transmitter through a feedback channel. The transmitter
adjusts modulation and coding scheme (MCS) to adapt changes of the channel.
Modulation determines number of data bits that every modulation symbol can
transmit, whereas coding provides the function of error correction at the receiver
side via pre-adding redundant bits to the data bits before transmission. This is
definitely the principle of AMC.

Buffer
Modulation-

Coding 
Controller

Modulation-
Coding Mode 

Selctor
Buffer

Channel 
Estimator

Transmitter Receiver

Input 
data bits

(Selected level)
Feedback channel

Fading 
channel

Modulation 
symbols

Output 
data bits

SINR

Fig. 2. Schematic diagram of realizing AMC in wireless links

4.2 SINR Boundaries in AMC

As different ranges of SINR corresponds to different MCS levels. In order to
select the optimal MCS for a transmission, the SINR boundaries for each MCS
level must be decided first. This is also the basis for deriving the end-to-end
transmission delay of the relay D2D path in Sect. 5. Let L denote the total
number of MCS levels, and we assume that the transmit power is constant.
Then divide the entire SINR range into L non-overlapping consecutive intervals,
with SINR boundary points denoted as {Γ1, Γ2, · · · , ΓL+1}. When

γ ∈ [Γl, Γl+1), l ∈ {1, 2, · · · , L + 1}, (1)

the MCS level l is chosen, where γ is the receive SINR and l is the MCS level
index. For the relay-assisted D2D path, γ can be expressed as

γj
S,Ri

=
PS | hS,Ri

|2

PCj

∣
∣ hCj ,Ri

∣
∣
2 + σ2

, (2)

and

γk
Ri,D =

PRi
| hRi,D|2

PCk
| hCk,D|2 + σ2

, (3)



132 X. Bi et al.

where γj
S,Ri

represents the SINR of S-Ri link (reuse the uplink channel of CUE
Cj) and γk

Ri,D
represents the SINR of Ri-D link (reuse the uplink channel of CUE

Ck). PS , PRi
and PCj

represent transmit power of the source DUE S, relay UE
Ri, and CUE Cj , respectively. |hS,Ri

|2, |hCj ,Ri
|2, |hRi,D|2, and |hCk,D|2 denote

the channel gains of S − Ri, Cj − Ri, Ri − D, and Ck − D links, respectively.
σ2 is the variance of additive white Gaussian noise (AWGN). Based on the
relationship between SINR and packet error rate (PER), the minimum required
SINR for the MCS level l can be obtained for a given target PER [16]. And then
we can set the boundary Γl for the MCS level l equalling to the minimum SINR.
With the obtained Γl, the SINR boundaries for different MCS levels can be set.

5 End-to-End Transmission Delay Analysis with AMC

In this section, derivation process of end-to-end transmission delay of the relay
D2D path will be presented. A queuing model considering AMC will be estab-
lished to evaluate the end-to-end transmission delay for each D2D path (source-
to-relay and relay-to-destination links). To better understand the derivation pro-
cess of the end-to-end transmission delay, queuing service states transition prob-
ability matrix for D2D path will be presented first.

5.1 Queuing Service States Transition Probability Matrix

For a D2D path, the channel is time-varying and different channel states cor-
respond to the different MCS levels. We have assumed that there are L MCS
modes, and the L MCS levels available for each D2D link. For each hop of
the relay-assisted D2D path, we use cl to denote the number of data packets
that can be transmitted at a time slot (we call it queuing service state) and let
C = {c1, c2, · · · , cL} denote the set of queuing service states. Obviously, queuing
service state reflects the channel states and is determined by the MCS adopted.
In such a case, the set of queuing service state can be described by a finite state
Markov chain (FSMC) model. Use pl,m to denote the queuing service state tran-
sition probability from cl to cm, (l,m) ∈ {1, 2, · · · , L}. It is also assumed that
the state transitions only happen between adjacent states, i.e.,

pl,m = 0, ∀ |l − m| > 1, (l,m) ∈ {1, 2, · · · , L} (4)

Then the adjacent-state transition probability can be determined by [17]

pl,l+1 =
χ(Γl+1)ΔT

πl
, l = 1, · · · , L − 1, (5)

and

pl,l−1 =
χ(Γl)ΔT

πl
, l = 2, · · · , L, (6)

where πl is the steady-state probability of state cl, and ΔT is the duration of
a time slot which is set as 1 ms. χ(Γl) represents the average number of times
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per unit interval that a fading signal crosses a given signal level Γl. χ(Γl) and
πl can be acquired referring the method in [17]. Jointly combining (4), (5), and
(6) the state transition probability matrix can be obtained, which will be used
in following derivation.

DUE 
S

RUE 
Ri

DUE 
D

Queue Queue

: Number of new arrival packets at source DUE at the tth time slot;
: Number of new arrival packets at relay UE at the tth time slot;
: Maximal number of transmitted packets on S - Ri link the tth time slot;
: Maximal number of transmitted packets on Ri - D link the tth time slot;
: MCS level dependent number of transmitted packets, cl [c1, c2, ,cL];
: Number of queued packets at source DUE at the tth time slot;
: Number of queued packets at relay UE at the tth time slot.

Fig. 3. End-to-end queuing model involving AMC for relay-assisted D2D path, where
each UE (except for destination DUE) along the route maintains a fixed-size buffer to
store arrived packets.

5.2 A Queuing Model

A queuing model for end-to-end delay estimation of a relay-assisted D2D path
combining AMC is illustrated in Fig. 3, where i (i ∈ {1, 2, · · · ,M}) denotes the
index of RUE, j (j ∈ {1, 2, · · · , N}) denotes the index of CUE whose uplink
channel is reused by S-Ri link, and k (k ∈ {1, 2, · · · , N}) denotes the index of
CUE whose uplink channel is reused by Ri-D link. To better depict the model,
the time axis is evenly divided into time slots, each of which is with a duration
of ΔT . When there are new data packets arriving to the source DUE in time
slot t, use As,t to represent the number of data packets arrived, and assume that
the packet arrival process is stationary and follows Poisson distribution, i.e.,

P(As,t = n) =
(λsΔT )n

n!
exp(−λsΔT ), n ∈ {0, 1, 2, · · · }, (7)

where λsΔT indicates the average number of packets that arrive at the source
DUE in a time slot with an arrival rate of λs, i.e., the mean of As,t is λSΔT . The
arrived packets are stored in a buffer of the source DUE. Assume that the buffer
size is K, i.e., the source DUE can store K data packets at most. Q

(i,j)
s,t denotes

the number of packet kept in the source DUE at the end of the tth time slot, and
U

(i,j)
s,t denotes the maximal number of packets that can be transmitted on S-Ri
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link in the tth time slot. Obviously, U
(i,j)
s,t is equal to cl (number of transmitted

data packets determined by AMC at the tth time slot), thus the queuing state
transition relationship on S-Ri link can be expressed as

Q
(i,j)
s,t = min{K,max{0, Q

(i,j)
s,t−1 − U

(i,j)
s,t } + As,t}, (8)

where Q
(i,j)
s,t−1 denotes the number of packets kept in the source DUE at the end

of the (t − 1)th time slot. Then as the data packets arrive at the relay UE,
we assume the number of arrival packets is Ar,t. Obviously, the value of Ar,t

is correlated with Q
(i,j)
s,t−1 and U

(i,j)
s,t . If Q

(i,j)
s,t−1 ≥ U

(i,j)
s,t ≥ 0, Ar,t = U

(i,j)
s,t ; if

U
(i,j)
s,t ≥ Q

(i,j)
s,t−1 ≥ 0, Ar,t = Q

(i,j)
s,t−1; otherwise (U (i,j)

s,t = 0), Ar,t = 0.
At the relay UE, buffer size is also set as K, i.e., at most K packets can be

stored at a relay UE. In the tth time slot, the number of packets queued in the
relay UE’s buffer is denoted as Q

(i,k)
r,t and the maximal number of packets that

can be transmitted on the Ri − D link is denoted as U
(i,k)
r,t . Accordingly, the

queuing state transition of Ri − D link can be expressed as

Q
(i,k)
r,t = min{K,max{0, Q

(i,k)
r,t−1 − U

(i,k)
r,t } + Ar,t} (9)

According to (8), Q
(i,j)
s,t is closely related to Q

(i,j)
s,t−1, U

(i,j)
s,t , and As,t. As As,t

follows Poisson distribution and is independent of Q
(i,j)
s,t−1 and U

(i,j)
s,t according

to (7), it can be isolated from state {Q
(i,j)
s,t−1, U

(i,j)
s,t }, where Q

(i,j)
s,t−1 and U

(i,j)
s,t

are closely related. To analyze the system behavior, we use a two-dimension
state {Q

(i,j)
s,t−1, U

(i,j)
s,t } to depict both queuing and servicing states. Generally, the

queuing and servicing states transition can be described by a FSMC model, i.e.,
Q

(i,j)
s,t is only determined by its former state and U

(i,j)
s,t (or cl) is determined by

its adjacent-state which has been stated in the previous part.
The queuing and AMC behaviors on S−Ri link can be described by a varying-

rate queuing system. To do this, the joint queuing and service state transition
probability matix should be first formed. The transition probability from states
(Q(i,j)

s,t−1 = ϕs, U
(i,j)
s,t = c) to state (Q(i,j)

s,t = θs, U
(i,j)
s,t+1 = d) can be expressed as

p
(i,j)
(ϕs,c),(θs,d) = P(Q(i,j)

s,t = θs, U
(i,j)
s,t+1 = d|Q(i,j)

s,t−1 = ϕs, U
(i,j)
s,t = c), (10)

where ϕs, θs ∈ [0, 1, 2, · · · ,K] and c, d ∈ [c1, c2, · · · , cL].
Due to the fact that U

(i,j)
s,t+1 is only dependent on U

(i,j)
s,t , (10) can be further

simplified as

p
(i,j)
(ϕs,c),(θs,d) = P(U (i,j)

s,t+1 = d|U (i,j)
s,t = c)P(Q(i,j)

s,t = θs|Q(i,j)
s,t−1 = ϕs, U

(i,j)
s,t = c),

(11)
where P(U (i,j)

s,t+1 = d|U (i,j)
s,t = c) is the element in the channel service state trans-

mission probability matrix which has been obtained in the previous subsection.
Thus the key work is to compute P(Q(i,j)

s,t = θs|Q(i,j)
s,t−1 = ϕs, U

(i,j)
s,t = c) to get

the joint state transition probability.
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Based on (8), we can obtain

P

(

Q
(i,j)
s,t = θs|Q(i,j)

s,t−1 = ϕs, U
(i,j)
s,t = c

)

=
⎧

⎪⎪⎨

⎪⎪⎩

0, if 0 ≤ θs < K, θs < max {0, ϕs − c}
P (As,t = θs − max {0, ϕs − c}) , if 0 ≤ θs < K, θs ≥ max {0, ϕs − c}

1 −
K−1∑

θs=0

P (As,t = θs − max {0, ϕs − c}), if θs = K

(12)
and then the transition probability from state (Q(i,j)

s,t−1 = ϕs, U
(i,j)
s,t = c) to state

(Q(i,j)
s,t = θs, U

(i,j)
s,t+1 = d) can be obtained.

As the queuing process can be modeled as a FSMC, the queuing state will be
steady after a sufficiently long time, under which each queuing state Q

(i,j)
s,t corre-

sponds to a stationary probability. Let Ω(i,j)
s denote the stationary probability

vector for the queuing process on S-Ri link. It can be obtained by
⎧

⎪⎨

⎪⎩

Ω(i,j)
s = Ω(i,j)

s P (i,j)
s ,

cL∑

c=c1

K∑

θs=0

Ω
(i,j)
s,(θs,c) = 1,

(13)

where P (i,j)
s is the queuing and servicing joint states transition probability

matrix, whose element can be derived by (11). Let Ω
(i,j)
s,(θs,c) denote the stationary

probability for the queuing state of the source DUE’s buffer, i.e., it corresponds
to the situation that queue length at the source DUE buffer is θs while the
channel state is c. Ω

(i,j)
s,(θs,c) then can be expressed as

Ω
(i,j)
s,(θs,c) = lim

t→∞P(Q(i,j)
s,t−1 = θs, U

(i,j)
s,t = c) (14)

Apparently, Ω
(i,j)
s,(θs,c) is an element of Ω(i,j)

s .
Based on the above, we can further get the average packet queue length

Qs
(i,j)

, and its mathematical expression is

Qs
(i,j)

=
cL∑

c=c1

K∑

θs=0

(

θs × Ω
(i,j)
s,(θs,c)

)

(15)

Similarly, the average packet queue length Qr
(i,k)

of Ri-D link can be further
derived. The derivation process is depicted in AppendixA.

5.3 End-to-End Delay

There are two main factors leading to the transmission delay on S-Ri link and
Ri-D link. One is the buffer queues on devices along the transmission route and
the other is the packet retransmissions caused by packet losses and packet errors
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on the links. In this paper, we only consider the finite-length of the buffers at
DUE and RUEs as the causes for packet losses. As the length of buffers are
finite, the data packets will be dropped when a buffer is full. Use ν

(i,j)
s to denote

the average transmission delay for the packet queuing on the S-Ri link. Then
according to the Littles law, ν

(i,j)
s can be expressed as

ν(i,j)
s =

Qs
(i,j)

T (i,j)
s

=
Qs

(i,j)

E [As,t] ×
(

1 − p
(i,j)
s

) , (16)

where Qs
(i,j)

denotes the average packet queue length of the source DUEs which
has been obtained via (15). E [As,t] is the average number of arrived data packets
at the tth time slot and equals to λSΔT . p

(i,j)
s is the packet loss rate, which can

be expressed as

p(i,j)s = lim
T→∞

T∑

t=1
D

(i,j)
s,t

T∑

t=1
As,t

, (17)

where As,t represents the number of new arrived data packets and D
(i,j)
s,t denotes

the dropped packets at the tth time slot. D
(i,j)
s,t can be expressed as

D
(i,j)
s,t = max

[

0, As,t − K + max
(

0, Q
(i,j)
s,t−1 − U

(i,j)
s,t

)]

(18)

According to [15], stationary distribution for As,t, Q
(i,j)
s,t−1, and U

(i,j)
s,t all exist,

and here we use As, Q
(i,j)
s , and U

(i,j)
s to denote them respectively. Then we have

D(i,j)
s = max

[

0, As − K + max
(

0, Q(i,j)
s − U (i,j)

s

)]

, (19)

where As = n, n ∈ [0, 1, 2, · · · ], Q
(i,j)
s = θs, θs ∈ [0, 1, 2, · · · ,K], and U

(i,j)
s is

determined according to the selected MCS level.
Also referring to our previous work [15], packet loss rate can be obtained as

p(i,j)s = lim
T→∞

T∑

t=1
D

(i,j)
s,t

T∑

t=1
As,t

=
E

[

D
(i,j)
s

]

E [As]
=

E

[

D
(i,j)
s

]

λsΔT
, (20)

where E
[

D
(i,j)
s

]

can be obtained as

E

[

D(i,j)
s

]

=
∞∑

n=0

K∑

θs=0

D(i,j)
s × P (As = n) × P

(

Q(i,j)
s = θs

)

, (21)
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in which P (As = n) = P (As,t = n). As the stationary probability for the queuing
states have been obtained above, combining (19)–(21), the transmission delay on
S-Ri link can be obtained. Similarly, the transmission delay ν

(i,k)
r on the Ri-D

link can be derived, which is depicted in AppendixB.
Accordingly, the end-to-end transmission delay ν of the entire relay-assisted

D2D path can be acquired, i.e.,

ν = ν(i,j)
s + ν(i,k)

r (22)

If BS captures CSI of all links, it selects the optimal relay UE that corre-
sponds to longer operation time, higher end-to-end data rate, and lower end-to-
end transmission delay. The format of the objective function combining these
three criterias can be found in [15].

6 Performance Evaluation

In this section, we will assess the end-to-end delay performance of the relay
selection scheme when taking into account AMC. A single-cell scenario is estab-
lished in Matlab environment and the cell radius is set as 500 m. All CUEs are
randomly distributed in the cell and only one D2D pair is included, where the
source DUE randomly locates at least half of the cell radius away from BS, and
the destination DUE locates randomly on a circle centering at the source DUE.
All RUEs are randomly distributed in the circular area with the source DUE
as its center. The number of data bits in a packet is set as 512. The parame-
ters related to ACM is presented in Table 1, and the maximum SINR boundary
is ∞ which is not presented in the table. Other major parameters used in the
simulation can be found in Table I of our previous work [15].

Table 1. Major parameters related to AMC.

Level l Rl (bits/sym) SINR boundary Γl

1 0 0

2 2 2.17

3 4 6.82

4 4 16.94

5 6 40.7

Figure 4 shows the delay performance with different average packet arrival
rates at source DUE under two relay selection strategies and different channel
bandwidths. The delay performances on the relay selection strategies with and
without AMC are compared. It is seen that with a fixed channel bandwidth
and relay selection strategy, increasing the average packet arrival rate leads to
an increase of the transmission delay. Obviously, when other conditions do not
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Fig. 4. End-to-end transmission delay versus a varying packet arrival rate at source
DUE under different relay selection strategies and channel bandwidths. Channel band-
widths are 720 kHz and 900 kHz, numbers of CUEs and RUEs are 20 and 10, respec-
tively, the distance between source and destination DUEs is 100 m and the buffer size
of each UE is 15.

change, increasing arrival rate at DUE S means increasing packet dropping prob-
ability at source DUE and the selected RUE due to their finite-length buffers, so
the transmission delay on each link will increase. No matter which relay selection
strategy is used (either the rate and RUE remaining battery based relay selec-
tion strategy or the rate, delay, and RUE remaining battery based relay selection
strategy), it is seen that delay will dramatically increase while reducing channel
bandwidth, because a smaller bandwidth corresponds to a lower data rate on
each link which will decrease the service rate of the queuing system established on
each link. The rate and RUE remaining battery based strategy has worse delay
performance, while the rate, delay and RUE remaining battery based strategy
offers a better delay performance (both in analysis with and without AMC),
validating the effectiveness of taking into account the end-to-end delay criteria
in relay selection.

In Fig. 4, it is seen that under the same conditions the scheme with AMC
corresponds to higher transmission delay than that without AMC. This is rea-
sonable, because the latter always evaluates the performance based on the data
rate calculated by Shannon formula, that is, the calculated data rate is always
maximal under the current channel condition. The situation with AMC (the
data rate is determined by the selected MCS level) shows a more realistic result.
In addition, it is seen that with same packet arrival rate and channel bandwidth,
the end-to-end delay performance of the rate, delay, and RUE remaining battery
based relay selection strategy is better than that of the rate and RUE remaining
battery based relay selection strategy.

Figure 5 shows the delay performance with varying distances between DUEs
S and D. Increasing separation distance between source and destination DUEs
will enlarge the path loss, and result in a decreasing service rate, so the delay
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Fig. 5. End-to-end transmission delay versus distance between source and destination
DUEs under different relay selection strategies. Channel bandwidth is 720 kHz, the
numbers of CUEs and RUEs are 20 and 10, respectively, the average number of packets
arrived in each time slot is 10, and the buffer size is 15.

will increase no matter which relay selection strategy is used. It is seen that the
strategies with AMC show higher transmission delay than those without AMC
due to difference of data rate calculations. In addition, for the strategies without
AMC, with same system parameters, the rate based relay selection strategy
offers a much better delay performance, compared to other two relay selection
strategies. Although the rate based relay selection strategy gives the best delay
performance, the fact that RUE remaining battery time is not considered in relay
selection may cause that a RUE with short remaining operation time is selected
as the relay UE. The rate and RUE remaining battery based strategy has the
worst delay performance. While the rate, delay, and RUE remaining battery
based strategy offers a delay performance between the other two strategies.

As shown in Fig. 5, for the delay performance with AMC, the rate and RUE
remaining battery based strategy still has the worst delay performance. We can
notice that the rate based strategy has the best delay performance under cer-
tain distance condition, but the rate, delay and RUE remaining battery based
strategy will be with the best delay performance when distance is larger than a
threshold. The SINR of link is larger while the distance between source and des-
tination nodes is shorter. SINR impacts on the MCS level selection, and higher
SINR and corresponding MCS level corresponds to smaller delay, hence the data
rate based selection has the best performance while the distance between source
and destination DUEs is short. For the relay-assisted D2D mode, although SINR
of each link on the relay path may decrease as the distance becomes larger, the
entire relay-assisted D2D path may still corresponds to the same MCS level due
to the selection cross layer selection criteria.

The delay performance with varying distances between source and destina-
tion DUEs under different channel bandwidths is shown in Fig. 6, which only
illustrates delay performance with AMC. Only two relay selection strategies are
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Fig. 6. End-to-end transmission delay versus distance between source and destination
DUEs under different relay selection strategies. The numbers of CUEs and RUEs are
20 and 10, respectively, the average number of packets arrived in each time slot is set
to 10, and the buffer size of each UEs is 15.

simulated, and the bandwidth’ s influence on the delay performance is straight-
forward.

7 Conclusions

In this paper, we considered the influence of the channels’ time-varying property
on the relay selection scheme for relay-assisted D2D communication in cellular sys-
tem. We took into account the delay criteria based on a queuing model involving
AMC mechanism. The derivation process for the end-to-end transmission delay
of the relay-assisted D2D path was provided. The delay performances were finally
evaluated via simulations to validate the effectiveness of the derivation.

A Appendix

We have obtained the queuing states transition relationship of the Ri-D link in
(9). We can formulate the transition probability from state (Q(i,k)

r,t−1 = ϕr, U
(i,k)
r,t =

e) to state (Q(i,k)
r,t = θr, U

(i,k)
r,t+1 = f) as

p
(i,k)
(ϕr,e),(θr,f) = P(Q(i,k)

r,t = θr, U
(i,k)
r,t+1 = f |Q(i,k)

r,t−1 = ϕr, U
(i,k)
r,t = e), (23)

which can also be further expressed as

p
(i,k)

(ϕr,e),(θr,f) = P(U
(i,k)
r,t+1 = f |U (i,k)

r,t = e)P(Q
(i,k)
r,t = θr|Q(i,k)

r,t−1 = ϕr, U
(i,k)
r,t = e), (24)
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where ϕr, θr ∈ [0, 1, 2, · · · ,K] and e, f ∈ [c1, c2, · · · , cL]. Similar to (12), we
also need acquire the P(Q(i,k)

r,t = θr|Q(i,k)
r,t−1 = ϕr, U

(i,k)
r,t = e) by

P

(

Q
(i,k)
r,t = θr|Q(i,k)

r,t−1 = ϕr, U
(i,k)
r,t = e

)

=
⎧

⎪⎪⎨

⎪⎪⎩

0, if 0 ≤ θr < K, θr < max {0, ϕr − e},
P (Ar,t = θr − max {0, ϕr − e}) , if 0 ≤ θr < K, θr ≥ max {0, ϕr − e},

1 −
K−1∑

θr=0

P (Ar,t = θr − max {0, ϕr − e}), if θr = K.

(25)
Assume that the number of the arrival packets is ξ. To acquire transition

probability, we need to first get the probability of the Ar,t, i.e., P(Ar,t = ξ).
P(Ar,t) is related to U

(i,j)
s,t and Q

(i,j)
s,t−1, which have been discussed in the Sub-

sect. 5.2. We can use P

(

Q
(i,j)
s,t−1 = θs, U

(i,j)
s,t = c

)

to replace P(Ar,t). Theoreti-
cally, we can use stationary probability to replace the transient probability for
a specific queue length, i.e., we can use limt→∞(Q(i,j)

s,t−1 = θs, U
(i,j)
s,t = c) replace

P
(

Q
(i,j)
s,t−1 = θs, U

(i,j)
s,t = c

)

. Accordingly, P(Ar,t = ξ) can be expressed as

P (Ar,t = ξ) =
∑

θs∈[0,1,2,...,K]

Ω
(i,j)
s,(θs,c), for (c = ξ, θs > ξ) or (c ≥ ξ, θs = ξ) (26)

Based on the above calculation, the transition probability for queuing state
of Ri-D link can be obtained. Similar to S-Ri link, there also exists a stationary
probability vector Ω(i,k)

r for the queuing states of Ri-D link. The calculation of
the Ω(i,k)

r is as
⎧

⎪⎨

⎪⎩

Ω(i,k)
r = Ω(i,k)

r P (i,k)
r ,

cL∑

e=c1

K∑

θs=0

Ω
(i,k)
r,(θr,e) = 1,

(27)

where Ω
(i,k)
r,(θr,e) is the element of Ω(i,k)

r , which represents the stationary proba-
bility of the state that θr packets are queued in the buffer of Ri corresponding
to the service state e, i.e.,

Ω
(i,k)
r,(θr,e) = lim

t→∞P

(

Q
(i,k)
r,t−1 = θr, U

(i,k)
r,t = e

)

. (28)

Then the average packet queue length at Ri can be obtained as

Q̄(i,k)
r =

cL∑

e=c1

K∑

θr=0

(

θr × Ω
(i,k)
r,(θr,e)

)

. (29)
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B Appendix

Similar to the transmission delay of the S-Ri link, the transmission delay ν
(i,k)
r

on the Ri-D link caused by queuing at the buffer of Ri can be expressed as

ν(i,k)
r =

Qr
(i,k)

T (i,k)
r

=
Q̄

(i,k)
r

E [Ar,t] ×
(

1 − p
(i,k)
r

) , (30)

where p
(i,k)
r denotes the packet loss rate on Ri-D link due to the buffer overflow,

T
(i,k)
r = E [Ar,t] ×

(

1 − p
(i,k)
r

)

denotes the average throughput of the link, and
E [Ar,t] is the average number of data packets that arrive to Ri in a time slot.
E [Ar,t] can be calculated by

E [Ar,t] =
min{K,U(i,j)

s }
∑

ξ=0

ξ × P (Ar,t = ξ) , (31)

where P (Ar,t = ξ) is given by (26).
The packet loss rate p

(i,k)
r can be calculated as

p(i,k)r = lim
T→∞

T∑

t=1
D

(i,k)
r,t

T∑

t=1
A

(i,k)
r,t

=
E

[

D
(i,k)
r

]

E [Ar]
, (32)

where D
(i,k)
r represents the number of dropped packets on the Ri-D link in the

tth time slot. According to [15], the stationary distribution D
(i,k)
r of D

(i,k)
r,t can

be acquired by

E

[

D(i,k)
r

]

=
min{K,U(i,j)

s }
∑

ξ=0

K∑

θr=0

D(i,k)
r × P (Ar = ξ) × P (Qr = θr) , (33)

and then E

[

D
(i,k)
r

]

can be further acquired as

E

[

D(i,k)
r

]

=
min{K,U(i,j)

s }
∑

ξ=0

K∑

θr=0

max
[

0, ξ−K +max
(

0, θr−U (i,k)
r

)]

P(Ar=ξ)P
(

Q(i,k)
r =θr

)

,

(34)
where Q

(i,k)
r = θr, θr ∈ [0, 1, 2, . . . ,K] is the stationary distribution for the

queuing states, and U
(i,k)
r is determined by the selected MCS level.

By inserting the obtained values of E

[

D
(i,k)
r

]

and E[Ar] into (32), we can
get the transmission delay of Ri-D link.
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Abstract. Multiple input multiple output (MIMO) can greatly improve the
throughput and frequency utilization of wireless transmission systems. In the
IEEE 802.11ax protocol, 4G, 5G, and even future 6G communications,MIMOhas
greatly increased the throughput of transmissions. Proper channel bonding strate-
gies can improve channel utilization and transmission throughput. This paper pro-
poses an outage probability based channel bonding algorithm (OP-CB). OP-CB
calculates the outage probability according to the average signal-to-noise ratio
(SNR) and the threshold signal-to-noise ratio. SNR is affected by transmission
power and transmission distance. And then OP-CB performs channel bonding
according to the outage of data transmission. The algorithm proposed in this
paper can be used in massive MIMO (mMIMO) in 5G and future 6G commu-
nications. Combing the outage probability with the channel bonding technique
can improve the success rate of data transmissions. In addition, we use software
defined network (SDN) to improve the efficiency of the algorithm in 6G network.
The simulation results show that OP-CB can improve the throughput of data trans-
mission by about 40% when the transmission power is low or the transmission
distance is large. OP-BC can also reduce the bit error rate (BER).

Keywords: mMIMO · Outage probability · Channel bonding · 6G
communication

1 Introduction

With the popularity of 5G communication, 6G communication has gradually become a
hot topic. Compared with 4G and 5G communication, the channel frequency used in 6G
communication will be higher, and the number of channels will be much larger. There-
fore, 6G communication will support more users to transmit at a higher rate. In addition,
the combination of IPv6 and 6G networks brings many new features to 6G communica-
tions, which can be used not only in daily communication, but also in industrial fields,
such as the Industrial Internet of Things (IIoT). Studying the reasonable utilization of
channel resources in 6G networks is crucial to improving the overall performance of 6G
networks.
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MIMO builds multiple channels between the sender and the receiver by using mul-
tiple antennas, which greatly improves the channel capacity [1]. Multi-User Multiple-
Input Multiple-Output (MU-MIMO) in IEEE 802.11ax protocol and 8-antenna MIMO
in 4G communication are both typical MIMO systems. The 256–1024 antenna mMIMO
used in 5G communication significantly increases system capacity and realizes reliable
transmission through spatial multi-grading and multiplexing technology, which plays a
key role in mobile communication [2]. In MIMO systems, a good channel binding strat-
egy can maintain good channel utilization while ensuring good transmission quality. 6G
communication is expected to use 10,000-antenna MIMO technology in the terahertz
(THz) frequency band [3]. As shown in Fig. 1, the frequency band used by 6G commu-
nication is much higher than 4G and 5G. In such MIMO systems with more channels, a
reasonable channel bonding strategy is very important.

1.8GHz~2.6GHz 2.6GHz~5GHz 100GHz~10000GHz

Fig. 1. Comparison of 4G, 5G, 6G bands.

D2D communication is also one of the hotspot technologies in 5G at present, and
it is also an attractive research direction in 6G in the future. In the condition of many
densely distributed devices in IIoT, D2D is an efficient communication method. D2D
is a new technology that allows users to communicate directly through shared cellular
resources with or without the control of a cellular system. In this way, the channel
resource utilization can be greatly improved. The mMIMO-D2D systemmodel is shown
in Fig. 2.

Base stations (BS) and users have a large number of available channels. In this model
u1 communicates with other users through the base station, u2 and u3 communicate
directly (D2D) with each other under the control of the base station, and u4 and u5
directly perform D2D communication. In such a communication system with small
transmission power, short transmission distance, and large number of nodes, a suitable
dynamic channel bonding strategy is even more needed.

The IEEE 802.11ax is a typical protocol usingMIMO technology. The channel band-
width of this protocol supports 20 MHz, 40 MHz, and 80 MHz, and even can reach to
160 MHz through the channel bonding mechanism. Focusing on the IEEE 802.11ax
protocol, this paper studies a dynamic channel bonding algorithm. By analyzing the
outage probability and its influencing factors, we proposed an outage probability based
channel bonding (OP-CB) algorithm for channel bonding in MIMO system. The out-
age probability is determined by the average SNR of the channel. Transmission power
and transmission distance are important factors in received average SNR. OP-CB gets
the average SNR based on the collected channel information, and then calculates the
outage probability, and then dynamically bonds the channel according to the outage
probability. The algorithm can be used in massive MIMO (mMIMO) in 5G and future
6G communication.
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Fig. 2. mMIMO-D2D system model.

The rest parts of this paper are arranged as follows: the second part is related work.
The third part introduces the concept of outage probability and its influencing factors.
The fourth part introduces the OP-CB algorithm. The fifth part introduces the simulation
of OP-CB in MATLAB and NS3 and the simulation results are analyzed. The last part
concludes this paper.

2 Related Work

Channel bonding methods in a wireless network can be divided into static channel
allocation, adaptive channel allocation, and variable bandwidth channel allocation. Static
channel allocation allocates channels for each user when the network is deployed and
each user will reduce the channel utilization due to load unbalance. Adaptive channel
allocation considers the change of network states tomake a quick respond and then adjust
the channel allocation of each user. In paper [4], Yuan Zhao et al. proposed a channel
bonding scheme based on packet loss mechanism and introduced a packet discarding
mechanism to help the controller reduce the average delay of the system. In paper [5],
YuKi Takei et al. studied the multi-interface parallel data transmission introduced into
the 802.11n protocol to improve the performance of wireless communication in small
pipes. The results showed that when the communication distance is less than 4 m, using
multi-channel bonding could improve the communication quality. In paper [6], Aslam
et al. studied the signal Rayleigh fading inmassiveMIMO and found that the distribution
of the antenna array had a large impact on the throughput of the fading transmission.
In paper [7], authors analyzed variable channels using game theory in IEEE 802.11ac
networks and proposed a payment-based incentive method to make the system fairer in
channel bandwidth allocation. In paper [8], authors used a power control algorithm. The
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base station adjusted the transmit power of the signal according to the carrier sensing
threshold to allocate a larger transmit power to the busy node. In paper [9], Sergio et al.
discussed dynamic channel bonding (DCB) strategies in spatially dense WLANs. The
result showed that choosing the maximum bandwidth for communication could improve
the throughput for a single transmission. However, it was the unfair competition for
other data transmissions. Therefore, transmissionwith randombandwidth could improve
fairness, in the case of high-density WLANs.

The static channel allocation and the packet loss-based channel bonding mechanism
will cause problems of poor fairness and low channel resource utilization. Although
the random channel bonding strategy has good fairness, it is difficult to meet all data
transmission requirements. This problem is solved in this paper by using a channel
bonding algorithm based on outage probability. According to the calculated outage
probability, combined with the bonding mechanism, different numbers of channels are
bonded to data transmission to achieve efficient data transmission.

3 Description of Outage Probability

3.1 Outage Probability

Definition: Outage probability is an expression of link capacity. When the link capacity
cannotmeet the required user rate (the information quantity I is less than the transmission
rate R), an interrupt event will occur. The probability of an outage event depends on the
average SNR of the link and the channel fading distribution model. In a noise-limited
system, the outage probability is defined as the probability that the instantaneous SNR
is lower than a predetermined threshold SNR [10], which is shown in (1).

Pout = P[r ≤ rth] (1)

In Eq. (1), r represents the instantaneous SNR at the receiver, and rth refers to the
minimum SNR required to meet the transmission requirements, that is, the threshold
SNR. If the instantaneous SNR is higher than the threshold SNR, the quality of service
will be guaranteed. The rth depends on the requirements of the receiver, the type of
modulation, and other factors.We can derive the outage probability based on the average
SNR of the channel and the noise distribution of the channel. From the paper [10], in the
absence of a relay node, the data is sent directly from the source node s to the destination
node d , and the outage probability is shown in Eq. (2).

Pout = 1 − 2rth√
r̄
.K1(

2rth√
r̄
)e−rth(

1
r̄ ) (2)

Where r̄ is the average SNR of the channel. K1 is a first-order modified Bessel function.
When node s communicates with node d through relay node m, the outage probability
is shown in Eq. (3).

Pout = 1 − 2rth√
r̄1.r̄2

.K1(
2rth√
r̄1.r̄2

)e
−rth(

1
r̄1

+ 1
r̄2
)

(3)
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Where r̄1 and r̄2 respectively are average SNR from the source node s to the relay node
m and from the relay node m to the destination node d .

To validate Eq. (3), a Monte Carlo simulation is done. Where SNR is exponentially
distributed, and r̄1 = r̄2, rth = 15, We repeat 1000 times and count the probability that
the instantaneous SNR is less than the threshold SNR under different average SNR. The
result is shown in Fig. 3. It can be seen that the outage probability obtained by theMonte
Carlo algorithm after repeating 1000 times is similar to that calculated by Eq. (3). When
there is no relay node, the conclusion is similar according to Eq. (2).

Fig. 3. Verification of the outage probability formula using the Monte Carlo simulation.

3.2 Factors Affecting Outage Probability

Assuming that the noise power at the receiver remains basically the same asN0, the SNR
at the receiver is defined as Eq. (4).

SNR = Pr
N0

(4)

In wireless transmissions, the relationship between the transmit power, the transmission
gain and loss is given by Eq. (5) [11].

Pr(dBm) = Pt(dBm) + Gt(dBi) + Gr(dBi) − Lpf (dB
)

(5)

Where Pr refers to the received power; Pt refers to the transmit power; Gt refers to the
gain of the transmit antenna; Gr is the gain of the receiving antenna; Typical values for
Gt andGr are 3 and 0, respectively. Lpf is the free space loss. Lpf in 5 GHz band is given
by Eq. (6) [12].

Lpf (dB) = 20 lg f (MHz) + N ∗ lg d(m) + Pf (n) − 28 (6)
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where f is the channel center frequency, and here f is about 5000 MHz, d is the trans-
mission distance, Pf(n) refers to the influence of the n-story interval on the fading, the
typical value here is 16, the typical value of the coefficient N is 30.

According to the above equations, bringing the typical value into the equations, the
relationship between received power Pr , transmission distance d and the transmit power
Pt is as shown in Eq. (7):

Pr(dBm) = Pt(dBm) − 30 lg d(m) − 59 (7)

According to Eqs. (4) and (7), the relationship between SNR, transmit power and
distance can be known: the SNR is positively correlated with the transmit power and
inversely related to the transmission distance.

It can be known from Eqs. (3), (4), and (7) that the outage probability is related to the
SNR,which in turn is related to the transmissionpower and the transmissiondistance.The
outage probability is inversely correlated with the transmit power and positively related
to the transmission distance. We use MATLAB to simulate the relationship known from
Eqs. (3), (4) and (7). The result is shown in Fig. 4, where r̄1 = r̄2, rth = 15, and the
average SNR is calculated from transmit power and transmission distance.

Fig. 4. Relationship between outage probability, transmit power and transmission distance when
OP-CB algorithm is not applied.

As can be seen from Fig. 4, when the transmission power gradually decreases from
20 dBm or the transmission distance gradually increases from 1 m to 100 m, the outage
probability rapidly becomes large and approaches 1. When there is no relay node, the
conclusion is similar according to Eq. (2).

According toEqs. (2) or (3),We can increase the channel SNRor reduce the threshold
SNR to reduce the outage probability.
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According to Shannon formula shown in Eq. (8), If the channel capacity C is kept
constant and the channel bandwidth B increases, the required SNR (i.e., threshold SNR)
can be reduced.

C = B log(1 + SNR) (8)

Therefore, when the transmission distance is large or the transmission power is low,
the SNR at the receiver is relatively low. We can increase the transmission bandwidth by
bonding more channels to reduce the outage probability. In addition, we have simulated
different numbers of transmit and receive antennas in our previous work [13]. The rela-
tionship between SNR and channel capacity proves that under the same SNR condition,
the increase of the number of bonded channels will increase the channel capacity and
increase the data transmission rate.

4 OP-CB: Outage Probability Based Channel Bonding

OP-CB can be used in single-hop networks and multi-hop networks (This article only
considers the case where there are 0 or 1 relay nodes for explanation) in MIMO systems.
It is a dynamic channel bonding algorithm. The receiver calculates the outage probability
based on the collected transmission power, transmission distance, number of hops and
other information. If the outage probability is larger than the set threshold (10% in this
paper) outage probability, bond more channels until it is less than the threshold outage
probability. In this way, we can reduce the outage probability of data transmission and
improve the transmission quality.

4.1 Working Process of OP-CB

The pseudocode of OP-CB is roughly shown in Table 1. Line 1 to 2 show that the nodes
first scan the channels, to get the CSI and store it in matrix CI. Line 3 to 5 show that the
source node or relay node adds SNR of the current hop to the REQ and sends it to the
next hop to establish a connection. Line 6 to 19 show that the destination node selects the
channel with the highest SNR based on the information in the finally received REQ and
then calculates the outage probability. If the calculated outage probability is greater than
the threshold outage probability (20%), add bonding channels. Line 20 to 22 describes
the process of updating the system after data transmission is completed.

In order to implement the above algorithm, the base stations in 6G network need
to exchange CSI and coordinate work. Because of the high frequency band used for
6G communication, the single-hop transmission distance is relatively short according to
Eq. (6). Therefore, compared to 4G and 5G communication, more base stations need to
be set. What’s more, in the 6G era, people’s range of activities has expanded from the
ground to the air. In order to ensure the complete coverage of the network, 6G network
will integrate the ground network and the air network, and the network topology will
expand from two dimensions to three dimensions. To make a large number of base
stations work in coordination, we use SDN to coordinate and control the base stations
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Table 1. pseudocode of OP-CB.

1: Nodes scan all channels to get channel state information (CSI);

2: Nodes store the information in matrix CI; 

3: //For relay node or source node:  

4: Add current_SNR to REQ; 

5: Send REQ to next-hop node; 

6: //For destination node: 

7: While non-solved REQs exist:

8:  If free channels exist:

9:         Choose channel with the highest SNR;

10:         Do compute outage probability; 

11:        While Pout > 0.2:

12:            Add bonding channels to decrease outage probability;

13:        End While

14:        Update CI; 

15:    End If

16:    Else:

17:        Return No free channel;

18:    End Else      

19: End While

20: Transmit data;

21: If data transmission finished: Release channels; 

22: Update CI; 

in a certain area, which makes the data forwarding between base stations more efficient.
The three-dimensional 6G network using SDN controllers is shown in Fig. 5. Under
the control of the SDN controller, CSI is transmitted from the user to the base station.
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After determining the number of bound channels, the base station sends channel binding
information to the user.

Fig. 5. 6G network with SDN controllers.

4.2 Analyze of OP-CB

Combining the outage probability with the channel bonding algorithm, we can control
the bandwidth to adjust the threshold SNR of the data transmission. If the success rate
of data transmission is to be guaranteed, it is necessary to ensure that the average SNR
of data transmission is greater than the threshold SNR. We can bond multiple channels
for transmission and increase the transmission bandwidth to reduce threshold SNR.

We use MATLAB to show the working process of OP-CB and evaluate it. Figure 6
is a comparison of the results of the outage probability at different SNRs using and not
using the OP-CB algorithm. The number of channels bonded in OP-CB is shown in
Fig. 7. The average SNR ranges from 1 to 40, and the SNR is exponentially distributed.
The threshold SNR is set to 15 dB. The threshold of the outage probability set here is
0.2.

It can be seen that in the process of changing the SNR from 40 dB to 1 dB, when
the OP-CB algorithm is not used, the outage probability is rapidly increased. When the
SNR is about 23 dB, it exceeds 0.2. With the SNR gradually decreasing, the outage
probability increases rapidly.

When using OP-CB, as the SNR is gradually reduced from 40 dB to 1 dB, the
outage probability gradually become larger. But when the outage probability reaches 0.2
(SNR is about 16 dB), multiple channels are bonded for data transmission, and outage
probability is reduced. As SNR decreases further, the outage probability continues to
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Fig. 6. Comparison of outage probability results with different SNRs with OP-CB algorithm and
normal channel bonding.

Fig. 7. Number of channels bonded at different SNRs using the OP-CB algorithm.
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increase.Whenoutage probability reaches 0.2 again (SNR is about 16dB),more channels
are bonded. Until the SNR is less than about 5, there are not enough channels to use for
data transmission, so the outage probability is greater than 0.2. It can be seen that after
using the OP-CB algorithm, the overall outage probability is significantly smaller than
that of the unused OP-CB algorithm.

As can be seen from Fig. 6 and Fig. 7, when the OP-CB algorithm is used, as the
SNR gradually decreases, the number of bonded channels increases in order to keep the
outage probability as small as possible. According to the IEEE 802.11ax protocol, 1, 2,
4, and 8 channels can be bonded with bandwidths of 20 MHz, 40 MHz, 80 MHz, and
160 MHz, respectively.

It can be seen that OP-CB controls the outage probability of data transmission to a
small value while saving channel resources as much as possible.

5 Simulations and Results Analysis

The simulation of this paper is divided into two parts. Firstly, we use MATLAB to
compare the transmission rate andbit error rate (BER)usingOP-CB, bondingmechanism
and normal channel bonding. Then we use NS3 to simulate and compare the throughput
with and without the OP-BC algorithm.

TheMATLAB simulation uses the simulation toolMATLAB2016a and the operating
system is the window 10 home version. The simulation tool used in the NS3 simulation
is NS3.26, and the operating system is Ubuntu16.04 LTS.

5.1 Simulations on MATLAB

A. Simulation Scene and Parameter Settings. In the simulation scenario, there are 8
antennas available for the base station. The topology is shown in Fig. 2. User 7 commu-
nicates with the base station through user 6.When using bondingmechanism, 2 channels
are bonded between user 6 and the BS, and 1 channel is bonded between user 6 and user
7. When using normal channel bonding, 1 channel is bonded between user 7 and user
6, and 1 channel is bonded between user 6 and BS. When using OP-CB, the number of
bonded channels is dynamically determined by the outage probability. Other simulation
parameters are shown in Table 2.

Table 2. Parameter settings of simulation on MATLAB.

Parameter name Parameter value Parameter name Parameter value

Transfer protocol IEEE802.11ax Number of users <4

Data block length 9byte Frequency band 5 GHz

Modulation model 256QAM RTS/CTS open

Number of antennas 8
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B. Simulations Results and Analysis. Figure 8 is a comparison of the data transmis-
sion rate as a function of SNR when different channel bonding methods are used. When
using the OP-CB algorithm, the channel bonded is determined according to the outage
probability, and the outage probability is calculated by comparing the current SNR with
the threshold SNR (10% in the simulation). When the outage probability is too large, the
base station allocates multiple channels for the current data transmission, reducing the
outage probability. The simulation results show that using OP-CB algorithm can obtain
higher data transmission rate, and with the increase of SNR, the rate of increase is faster
than using other methods.

Fig. 8. Comparison of transmission rates in three cases.

Figure 9 shows the error bit rate comparison of data at the receiver when different
channel allocation mechanisms are used. When the OP-CB algorithm is adopted, the
final result obtained is optimal among the three channel allocation methods. When the
SNR exceeds 13, the BER is first reduced to near 0.

5.2 Simulations on NS3

A. Simulation Scene and Parameter Settings. Use NS3 to simulate both single-hop
and two-hop transmissions. The network topologies are respectively shown in Fig. 10a
and Fig. 10b.

In the single-hop scenario in Fig. 10a, the source node s1 and the source node s2
communicate with the node BS using channels 36 and 52, respectively. In the two-hop
scenario in Fig. 10b. The source node s1 communicates with the destination node d1
through the relay node n using channel 36, and the source node s2 also communicates
with the destination node d2 through the relay node n using channel 52.
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Fig. 9. Comparison of transmission bit error rate (BER) in three cases.

Fig. 10. NS3 simulation network topologies.

The distance between the source nodes s1, s2 and the BS node in the single-hop
network remain equal and changes synchronously. In the two-hop network, the distance
between the relay node and the source node s1, s2 and the destination node d1, d2
also remains equal and changes synchronously. In both network topologies, the transmit
power remains the same. Other simulation parameters are shown in Table 3.

B. simulation Results and Analysis. Figure 11 shows the comparison of the through-
put of the used and unused OP-CB algorithms with the data transmission distance in a
single-hop network topology. Figure 11a shows that the source nodes s1 and s2 do not
use the OP-CB algorithm. Since the transmit power and transmission distance are the
same, the throughput of the two transmissions is almost the same, and both decrease
rapidly with increasing distance. Figure 11b shows that s2 uses the OP-CB algorithm and
s1 is not used. It can be seen that before 50 m, the distance is not large enough, s2 does
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Table 3. Parameter settings of simulation on NS3.

Parameter name Parameter value Parameter name Parameter value

Transfer protocol IEEE802.11ac Number of antennas 8

Application layer protocol UDP Number of users 2 or 4

Packet size 1472byte Frequency band 5 GHz

Modulation model 256QAM RTS/CTS Open

not start to bond more channels, and the throughputs of the two transmissions remain
almost identical. When the distance is greater than 50 m, since the outage probability is
greater than the threshold designed in this paper, s2 begins to bondmore channels. As the
distance increases, the throughput of both transmissions decreases, and the throughput
of s2 falls slower than that of s1. More, the overall throughput of s2 is 40%–50% higher
than that of s1. However, when the distance is large, the gap of throughput between s2
and s1 is not very large.

a. s1 not uses, s2 not uses b. s1 not uses, s2 uses

Fig. 11. Comparison of throughput between unused and unusedOP-CBalgorithms in a single-hop
network topology.

Similarly, in the result of the two-hop network topology shown in Fig. 12, while s2
using the OP-CB algorithm and s1 not, and the distance is 60 m, the outage probability
exceeds the set threshold, and s2 begins to bond more channels. The throughput of s2 is
about 40% higher than that of s1. Because of the relay node, the transmission distance is
about twice that of the single-hop network in Fig. 11, when the throughput is basically
the same.

The simulation results show that theOP-CB algorithm considers the outage probabil-
ity of data transmission, which will increase the information volume of the transmission
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a. s1 not uses, s2 not uses b. s1 not uses, s2 uses

Fig. 12. Comparison of throughput between unused and unused OP-CB algorithms in a two-hop
network topology.

channel, achieve a larger data transmission rate under the same SNR condition, and
improve the transmission throughput.

6 Summary and Future Work

The reasonable allocation of channels plays a key role in the efficient and reliable trans-
mission of data in MIMO systems, especially in mMIMO and D2D scenarios in 5G
and future 6G communication. This paper introduces the concept of outage probability,
analyzes the relationship between outage probability and influencing factors such as
transmit power, transmission distance, and bandwidth. We also give related expressions.
Then we propose a channel bonding algorithm based on outage probability. Simulation
results show that in single-hop and multi-hop network topologies, using OP-CB algo-
rithm can improve system throughput, data transmission rate, and reduce data error bit
rate.

For the future work, we will further study the use of deep learning in 6G net-
works (broader spectrum and greater number of channels) to optimize channel allocation
methods based on the various characteristics of channels.
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Abstract. The rapid development of 5th generation mobile networks
(5G) and Internet of Things (IoT) technologies will generate a large
amount of data, the processing and analysis requirements of big data
will challenge existing networks and processing platforms. As the most
promising technology in 5G networks, edge computing will greatly ease
the pressure on network and data processing analysis on the edge. In
this paper, we consider the coordination between compute and cache
resources between multi-level edge computing nodes (ENs), users under
this system can offload computing tasks to ENs to improve quality of ser-
vice (QoS). We aim to maximize the long-term profit on the edge, while
satisfying the low-latency computing of the users, and jointly optimize
the edge-side node offloading strategy and resource allocation. However,
it is challenging to obtain an optimal strategy in such a dynamic and
complex system. Therefore, we use double deep Q-learning (DDQN) to
make decisions to solve the complex resource allocation problem on the
edge and make edge have certain adaptation and cooperation. Ability to
maximize long-term gains while making quick decisions. The simulation
results prove the effectiveness of DDQN in maximizing revenue when
allocation resources on the edge.

Keywords: Collaborative computing · Edge computing ·
Optimization strategy

1 Introduction

As mobile communication and IoT technologies advances, smart cities, health
care systems, etc. are deeply integrated with IoT technologies, and a large
amount of data generated will pose challenges to data analysis and process-
ing. Although the cloud computing [1] platform provides an efficient computing
platform for big data processing, high bandwidth and high latency are unaccept-
able for scenarios with low latency requirements such as industrial control and
real-time analysis.

In recent years, edge computing [2] as a new computing paltform attracted the
attention of researchers, although edge computing does not have a uniform defini-
tion, in essence it is by deploying computing resources at the edge of the Internet,
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thereby reducing service delays, mitigating traffic pressure on the backhaul link
and meeting the computational requirements of low latency applications.

Edge computing and cloud computing, distributed computing, parallel com-
puting, etc. provide the necessary technical means to achieve accurate and fast
integrated computing analysis. Cloud computing is based on platform virtualiza-
tion, distributed storage, and parallel computing, flexible computing resources
are allocated. Edge computing can be used as an extension of cloud computing
[2,3]. It provides ubiquitous and low latency and reliable computing.

However, edge computing has no powerful computing power of cloud com-
puting. When a single computing node has many computing tasks, it is prone
to high latency caused by long task queues. Therefore, edge computing still has
great challenges in deployment and application.

(1) Firstly, the uncertainty of the computing task, due to the uncertainty of
factors such as the size of the computing task, the length of computing time,
and the delay of the task, the workload between edge computing nodes may vary
greatly; (2) Secondly, the workload scheduling of a single node, the task dynamic
scheduling and computing resource allocation between nodes when collaborative
computing between multiple nodes; (3) Finally, the time interval, the most valu-
able part of edge computing is the computing of low latency, so collaborative
computing should meet the requirements of low latency.

To solve the above problems, in this work, we use deep reinforcement learning
agents to determine the relevant nodes of collaborative computing. Specifically,
we are using double deep Q-learning [4,5] to minimize the delay of collaborative
computing and ensure load balancing between nodes.

The rest of the paper is organized as follows: The second part summarizes
the related work of collaborative computing in edge computing. The third part
describes the dynamic system model of edge collaborative computing. We provide
the results of simulation experiments and experiments in the fourth part. Finally,
the fifth part summarizes our work and discusses the direction of future work.

2 Related Work

In recent years, edge computing networks based on multiple access have received
extensive attention from academia and industry. Edge computing eliminates
latency by providing a large number of computing resources for application ser-
vices that require low latency and high computational demands. Although cloud
computing has become very popular due to its powerful computing and flexible
resource allocation strategies. However, because the distance between the cloud
and the end device is typically large, cloud computing services may not provide
assurance for low latency applications in the edge network.

To solve these problems, Edge Computing (EC) [2,3,6] has been studied
to deploy computing resources closer to the user device, which can effectively
improve applications Quality of Service (QoS) that require large amounts of
computation and low latency.
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The computing of the task at the edge is complicated by the complex factors
of computing, storage, caching, network, energy consumption, etc., it is diffi-
cult to make an offload strategy under low latency calculation limits, therefore,
researchers use game theory to solve such problems. Zheng et al. [7] expressed
the dynamic offloading decision process of mobile users as a random game and
proposed an efficient multi-agent random learning algorithm to solve the multi-
user computing offloading problem. Chen et al. [8] proposed a game-based com-
putational offloading algorithm as a solution for MEC multi-user computing
offloading in multi-channel wireless interference environments, with excellent
performance in terms of energy consumption and computational execution time.

In addition, heuristic algorithms or dynamic programming methods can also
be used to solve computational offloading problems. Dinh et al. [9] proposed a
joint optimization computational offloading framework that can improve task
allocation decisions and adjusts the CPU frequency of mobile devices. Mao
et al. [10] proposed a dynamic computational offloading algorithm based on
Lyapunov optimization, which can jointly determine the offloading strategy and
CPU frequency for the MECO problem of energy harvesting equipment.

Recently, researchers have begun to use machine learning or deep learn-
ing to optimize the computational offload strategy for edge computing. Zhang
et al. [11] proposed an intermittent connection cloudlet system based on Markov
decision process for the dynamic offloading problem of mobile users. But in the
literature [12], the author studies the dynamic service migration problem in the
mobile edge cloud and proposes a sequential offloading decision framework based
on the Markov decision process.

Li et al. [13] proposed an RL-based optimization framework to solve the
resource allocation problem in wireless MEC. The framework optimizes the
offloading decision and computing resource allocation by optimizing the total
cost of delay and energy consumption of all UEs. Yang et al. [14] proposed a
computing resource allocation strategy based on deep reinforcement learning for
URLLC edge computing networks with multiple users.

Wang et al. [15] combined deep reinforcement learning and federated learn-
ing frameworks with mobile edge systems to optimize mobile analysis edge com-
puting, caching and communication. Ren et al. [16] considering the dynamic
workload and complex radio environment in the IoT environment, indicate the
decision of the IoT device through multiple Deep Reinforcement Learning (DRL)
agents deployed on multiple edge nodes, and use the federated learning (FL) to
train DRL agents in a distributed manner.

When we consider communication, computing resource allocation, delay con-
straints, etc., the complexity of the edge computing system will be very high,
it is challenging to obtain an optimal strategy in such a dynamic and complex
system. Deep reinforcement learning is an advanced reinforcement learning algo-
rithm that uses a deep Q network to approximate the Q-value action function
[4] and has been utilized in wireless networks to achieve automatic resource
allocation.
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Therefore, we proposed that edge nodes use deep reinforcement learning
agents to determine the allocation of computing resources and the maximum
long-term benefits. Specifically, we use DDQN to make decisions to solve the
complex resource allocation problem on the edge and make edge have certain
adaptation and cooperation. Ability to maximize long-term gains while making
quick decisions.

3 System Model

This paper uses the nodes with computing ability in the edge computing envi-
ronment to analyze, as shown in Fig. 1. Overall, the system is divided into four
levels. The first is the device layer where the user device is located, including
various networked devices of the user, such as mobile phones, IoT, VR, PC, etc.,
which establish connections with the Internet through a wireless network access
point or 5G.

Secondly, the base station, cellular network, wireless network access point,
etc., which the user device is connected. These equipments are located at the
edge of the Internet, connecting users and the Internet, and closest to the user
device. Placing the edge computing nodes here will greatly reduce the delay and
improve the users experience, this paper assumes that the base station has an
edge computing node which user connected to, and the node is marked as a level
1 computing node.

Then there is a level 2 compute node. The level 2 compute node is located
between the level 1 compute node and the cloud computing platform of the core
network. It acts as a collaborator for the compute node of the level 1 compute
node. A level 2 compute node can coordinate a cache, calculation, etc. There are
several levels 1 compute nodes in the area, and the level 2 compute nodes are
close to the user, but not as close as the level 1 node.

Finally, the cloud computing platform is located in the core network. The
cloud computing platform stores the running environment of the user application
and the latest data and can release the file image to the computing node near
the user when needed.

3.1 Communication Model

The system includes M level 1 computing nodes and N level 2 computing nodes,
wherein the level 1 computing node m belongs to M,M = {1, 2, ...,M}, and the
level 2 computing node n belongs to N,N = {1, 2, ..., N}. There are a total of
D,D = {1, 2, ...,D} user devices, and user device d belong to D. Among them, D
devices are divided into M groups, and user devices in each group are connected
to M . For quantitative analysis, time horizon is discretized into time epochs
indexed by i with equivalent duration as φ (in seconds).

We described the network model using a single base station m and the user
device d connected to it. When the device d establishes a connection with the
base station m, the base station allocates W Hz spectrum resources to the device,
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Fig. 1. System architecture diagram.

but the base station channel experiences a time-space change of rayleigh fading,
and following the flat fading model.

We denote sm
i as the channel gain during the epoch i between the device and

an EN m ∈ M , which is assumed static and independently taken from a finite
state space Se. The f tr

i is the transmit power with maximum limitation f tr
max,

which Ais the power of interference plus noise. The transmission speed v of the
user device is calculated as follows:

v = W ∗ log2(1 + sm
i · f tr

i /A) (1)

3.2 Computing Model

We assume that every computing node in the system has the ability to be vir-
tualization, and the application running environment image of the user device
can be found in the cloud. Each level 1 compute node has an IP address and a
remaining computing resource table of other level 1 nodes connected to it and
a level 2 computing node n of the upper level. Within a certain period of time
i, the node connects to the surrounding node and one level 2 node n. The level
1 node m broadcasts its own remaining computing resource pm, pm = (Cm, Sm)
and accepts the remaining computing resource p broadcasts from other nodes,
updating the local resource table based on the broadcast content.

We treat Dm as a set of service requesters, where each requester d belongs
to Dm, connects to the nearest base station m according to its signal strength,
and then sends a request to the compute node m where the base station is
located, where Rd

m, Rd
m = (Ds, Tl, Cr, Sr) is computing request send from user d

to the node m. Where Ds includes the task data and image file globally unique
identifier (GUID), Tl is the computational delay limit of node m, Cr is the
computing resource size required, and Sr is the storage resource size required.
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After node m receives the task request Rd
m, First check the remaining com-

puting resources pm = (Cm, Sm) at the node m, and if the remaining computing
resource pm meets the user computing requirement Cr < Cm&Sr < Sm, then
the service is started. During the service start phase, the node m searches for
the image cache resource image required for the user task computing from the
local cache area. If the image resource is in the local cache area, the image is
loaded from the local cache area and the computing service is started. If there is
no cache image locally, the node download the image file image from the cloud
platform to the node m and start the computing service. When the calculation
ends, the node m returns the computing result to the user device, completes the
computing task of this period, waits for the user to compute the task for the
next period or the user ends the computing command and pay for the task Rd

m.
If the remaining computing resource pm at node m cannot satisfy the user

computing requirement, Cr > Cm‖Sr > Sm, the service cannot be opened
locally, and node m will forward the user request to the node in the comput-
ing resource table that meets the user’s computing requirements, if the node x
accepts the computing task, the user’s computing service will be completed by
the node x, and the base station m performs the transfer function here.

If there is no node in the calculation resource table that meets user require-
ment, the length of the queue determines whether the task is placed in the task
queue or offloaded to the cloud. If the queue at node m is not full, lm < lmax,
the computing task is placed in the local task queue, and the task queue is a
first in first out FIFO model; if the task queue at node m is full lm = lmax, the
computing task is offloaded to the cloud. In summary, the user computing task
Rd

m offload policy pd
m is:

pd
m =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 if Cr < Cm, Sr < Sm and lm = 0, Computed at node m;
1 if Cr < Cx, Sr < Sx and lx = 0, Computed at node x;
2 if Cr < Cx, Sr < Sm and lm < lmax, Waiting in node m;
3 Offload task Rd

m to the cloud.

(2)

3.3 Payment Strategy

After the user’s computing request Rd
m is completed by node m and the com-

puting result is returned to the user device, the user device will pay to the node
m according to the delay of the computing completion delmt . If the computing
is completed within the limited time Tl, the user pays according to the actual
delay time. If the edge node times out to complete the computing task, users
will not pay it.

fed
m =

⎧
⎪⎨

⎪⎩

π ∗ delmt if delmt < Tl, π is the price of edge;
0 if delmt > Tl;
η if task Rd

m failed, and η < 0.

(3)

The delay delmt in this paper is defined as: the time interval between when the user
equipment initiates the calculation request and when the device receives the node
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calculation result. If the computing task is placed at the base station m to which
the user device is connected, the computing delay delmt can be expressed as:

delmt = trd + trres + hm + ctm (4)

Where trd is the time spent on the transmit task Rd
m, and trres is the time it

takes to transmit the result. hm is the time taken by the computing node m to
switch the computing task at the base station, which is a small fixed value.

trd = Ds/v (5)

ctm is the time required for the computing node to complete the computing task.
It is usually related to the CPU frequency frCPU , the size of CPU cache Bca,
and the data size Ds of the task data.

ctm = Ds/(frCPU ∗ Bca) (6)

If the computing task is placed at the neighboring base station x, the delay delxt is:

delxt = trd + trres + hx + ctx + 2 ∗ disx
m/c (7)

Where disx
m is the fixed distance between the base station m and the neighbor

node x, c is the speed of light. Finally, our objective function is:

max
∑

m∈{M,N}

∑

i

fed
m

s.t. ∀d ∈ D,∀m ∈ {M,N}
Cr >= 0, Sr >= 0

(8)

4 Collaborative Computing Strategy Based on Double
Deep Q-Learning

In order to better understand the DDQN agent, we briefly introduce DDQN in
this paper. First, we introduce reinforcement learning. Reinforcement learning
is an important branch of machine learning, agents in reinforcement learning
can learn the actions that maximize the return through interaction with the
environment. Unlike supervised learning, reinforcement learning does not learn
from the samples provided. Instead, act and learn from their own experience in
an uncertain environment.
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Algorithm 1. Collaborative computing framework
1: Initialize:
2: Each edge node loads DDQN model as agent;
3: The compute node m broadcasts its remaining computing power P (Cm, Sm) to

other nodes;
4: Node m receives the remaining computing power broadcast and adds it to the

calculation table C;
5: If: there is computing task Rd

m = (Ds, T l, Cr, Sr) ;
6: The agent takes the node m status s and the task Rd

m as input, s = C ;
7: Generate a decision policy according to action a ;
8: Switch(a): ;
9: case 0: Immediately allocate computing resources and perform computing tasks;

10: case 1: Put tasks into the local task queue q and wait to allocate computing
resources;

11: case 2: Send task to the node in the computing resource table;
12: case 3: Send tasks to the cloud computing platform;
13: Return: Send the results to the user device ;
14: The user pays the node according to the calculation delay and the task resource

allocation amount ;

Reinforcement learning has two salient features: multiple trials and delayed
rewards. Trial testing means weighing trade-offs between exploration and devel-
opment. Agents tend to use the effective actions they have tried in the past to
generate rewards, but it must also explore better new actions to generate higher
returns in the future. Agents must take a variety of actions and gradually get the
most out of it. Another feature of reinforcement learning is that agents should
look at the global, not only considering immediate rewards, but also long-term
cumulative rewards, which are designated as reward functions.

Model-free reinforcement learning has been successfully applied to the pro-
cessing of deep neural networks and value functions [4]. It can directly use the
original state representation as a neural network input to learn the strategy of
difficult tasks [5]. Q-Learning is a model-free reinforcement learning algorithm.
The most important component of the Q-learning algorithm is a method for cor-
rectly and effectively estimating the Q value. Q-functions can be implemented
simply by look-up tables or function approximators, sometimes by nonlinear
approximators, such as neural networks or even more complex deep neural net-
works. Q-learning is combined with deep neural networks, so-called Deep learning
Q-learning (DQN). The formula for Q-learning is:

Qπ(s, a) = E[R1 + γR2 + · · · |S0 = s,A0 = a, π] (9)

The parameter update formula is:

θt+1 = θt + α(Y Q
t − Q(St, At; θt)) �θt

Q(St, At; θt) (10)

Which Y Q
t is defined as:

Y Q
t = Rt+1 + γ · m

a
axQ(St+1, At; θt) (11)
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The formula of deep Q-learning is:

Y DQN
t = Rt+1 + γ · m

a
axQ(St+1, a; θ

′
t) (12)

Improved DQN: double deep Q-learning. In conventional DQN, selecting an
action and evaluating the selected action uses a maximum value that exceeds
the Q value, which results in an overly optimistic estimate of the Q value. In
order to alleviate the problem of overestimation, the target value in DDQN is
designed and updated to

Y Q
t = Rt+1 + γ · Q(St+1, a

a
rgmaxQ(St+1, a; θt); θt) (13)

The error function in DDQN is rewritten as:

Y DoubleQ
t = Rt+1 + γ · Q(St+1, a

a
rgmaxQ(St+1, a; θt); θ

′
t) (14)

Among them, the action selection is separated from the target Q value genera-
tion. This simple technique makes the overestimation significantly reduced and
the training process runs faster and more reliably.

Algorithm 2. Collaborative edge computing strategy based on double deep
Q-learning
1: Initialization:
2: Initialize replay memory: R and the memory capacity: M ;
3: Main deep-Q network with random weights: θ;
4: Target deep-Q network with weights: θ− = θ;
5: For epoch i in I:
6: Input the system state s into the generated Q-network;
7: Compute the Q-value Q(s, a; θ) ;
8: Input the system state s′ into the generated Q-network;
9: Compute the Q-value Q(s′, a; θ) ;

10: Input the system state s′ into the target Q-network;
11: Compute the Q-value Q(s′, a; θ−) ;
12: Compute the target Q-value: ;
13: Y = p(s, a) + γQ(s′, argmax(s′, a; θ), θ−) ;
14: Output: action a ;
15: Record the changed status s′′ and reward f after action a to memory R ;
16: End For
17: Save model.

5 Simulation Results

5.1 Experiment Setup

This paper uses a simulation experiment method to instantiate user device and
edge computing nodes for simulation through Python programming. The operat-
ing system used in the experiment was CentOS7, the processor was Intel E5-2650
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V4, the hard disk size was 480G SSD + 4T enterprise hard disk, and the mem-
ory was 32G. The code interpreter is Python, version 3.6, and the code runtime
dependencies include Tensorflow, Keras, Numpy, Scipy, Matplotlib, CUDA, etc.

The experimental data includes the computational task of the user offloading
to the edge node in the time period i, which is randomly generated by calling
the bernoulli and poisson functions in the Scipy library. The experiment assumes
that the user device has the ability to connect to the network and can offload
computing tasks and receive computing results. Experiments in this paper com-
pared Double deep Q-learning (DDQN), Deep Q-learning (DQN), Dueling deep
Q-learning and Natural Q-learning, where the learning rate is set to 0.001, the
replay memory size is 200, and the total training steps is 12000.

Fig. 2. The result graph shows the training utility (left) and loss (right) changes of
random three nodes.

5.2 Result Analysis

In Fig. 2, the learning curve of agents are shown above, the probability of a user
offloading a task is 0.5, the utility and loss of three nodes are randomly selected
as the display. The left side is the utility of the node, the abscissa is the training
period, a total of 30 cycles are trained, each cycle includes 200 training steps,
and each step of the training will get a utility. After averaging the utility of each
cycle, the utility curve of the agents is got. The utility graph shows that with
the training of the agent, the edge node’s profit gradually increases in a certain
period of time, but as the training increases, the growth rate of utility begins to
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decrease. On the right is the training loss map. The loss is defined as the mean
square error between the target value and the predicted value. A total of 6000
steps are trained, each step will have some fluctuation due to the update of the
weight of the neural network. However, from the trend point of view, the loss is
gradually reduced.

Fig. 3. Rewards obtained by the agents during training.

The reward obtained by the agent in the experiment is shown in Fig. 3.
During the period when training started, the neural network weights had just
been initialized, and the agent could not give a good offload decision. At this
time, the decision was randomly generated, resulting in The calculation of the
received offload task fails and is punished, so the total reward is negative.

Fig. 4. Value changes in agents.

Figure 4 shows the value of the value calculated by the value function in the
agent. At the beginning of the training, the value cannot be well estimated, but
as the training progresses, the value estimation continues to approach the true
level. And reached a stable level in the end.
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6 Conclusion and Future Work

In this paper, we consider the bandwidth, computing and cache resources of the
ENs, benefit from the deep learning and powerful learning ability and decision-
making characteristics, maximize the edge while satisfying the low-latency com-
puting of users at the edge. In addition, it also considers the horizontal and
vertical coordination cache and computing at the edge, which has certain adapt-
ability and can fully coordinate the computing resources at the edge to maximize
the value. However, the DDQN on the EN has a long training period and the
effect is unstable. It needs to train for a while to make better decisions. In addi-
tion, when multiple ENs in the same group perform collaborative computing,
we have not studied the prioritization strategy of computing resources or the
computing resource bidding strategy. Future work we will focus on competitive
bidding and allocation priorities. In addition, the security of users on the edge
is also the focus of research.
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1 Introduction

With the rapidly growing demand of network data volume in mobile 5G and
beyond, mobile data subsidization is envisioned as a promising scheme to bring in
additional revenue for network operator in wireless networks. This scheme allows
users to consume content (e.g., watch video content from HBO, Hulu, and Net-
flix) subsidized by content providers without eating into their data allowances.
Therefore, the scheme motivates users to access and consume more content with-
out being concerned about overage charges, yielding higher revenue to the data
subsidization ecosystem. Data subsidization has become an appealing area of
research since its emergence. There are numerous application examples of data
subsidization programs. Some network operators in the US such as AT&T and
Verizon have proposed the Data Sponsoring Plan and FreeBee Sponsored Data
Plan, respectively, that permit content providers to partly pay for the data con-
sumption fees instead of mobile users themselves [1]. Under the data subsidiza-
tion scheme, the mobile users, i.e., the subscribers of network content services
can offload their data usage fees to content providers. In particular, the data
usage of mobile users is allowed to be partly subsidized, but in return the mobile
users need to receive and view a certain amount of advertisements. Although
the content providers bear the cost of subsidization, the advertisement earn-
ings increases consequently. Clearly, the data subsidization potentially leads to
a mutual benefit for both participants in wireless networks. Meanwhile, this
scheme will guarantee the continuity and efficiency of cellular data service in 5G
and beyond, thereby improving the connectivity of massive number of mobile
devices to heterogeneous cellular networks [6].

The subsidization can be treated as the reward offered to users, and how
to provide appropriate subsidization, i.e., the reward optimization, is naturally
a key concern for the content providers. Furthermore, the data subsidization
scheme can foster greater reward competition among the content providers.
However, the competition for earning from the users among content providers
has not been formally studied in the literature. Moreover, most of the exist-
ing works [2,14,15,17,21] on mobile data subsidization consider that the users
can only consume the content with advertisement (i.e., sponsored content) and
passively accept the corresponding reward. Therein, the only active strategies
of users are to choose how much sponsored content that they demand. How-
ever, the users are able to reject the sponsored content and still consume the
normal content paying full data usage fees without advertisement. The users
aim to maximize their individual payoff in a self-interest manner by finding the
balance between sponsored content and normal content. The strategic behav-
iors of users further make it more challenging to explore the reward competition
among providers. Essentially, when there are tremendous numbers of providers
and users in future mobile data market, the constrained optimization [7] and
traditional game techniques [19,21] are practically inapplicable in terms of the
complexity and scalability. Nevertheless, this has not been well-addressed in
existing literature that motivates the study of this paper.

In this paper, we study the reward optimization for content providers in the
framework of mobile data subsidization by analyzing the rational behaviors of
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both content providers and users. We discern the fact that game theory is a suit-
able analytical tool to address such a two-sided interaction problem [9,10,18].
Therefore, we investigate the interactions among the content providers and mobile
users by formulating a hierarchical Stackelberg game model. The game model is
developed to jointly maximize the profits of content providers, and the utilities of
mobile users. In the game, the content providers are the leaders that determine
the reward offered to users first. Then, the users are the followers that decide on
how much sponsored content and normal content to consume based on the reward
claimed by the leaders. Specifically, the major contributions of this paper are sum-
marized as follows:

1. A hierarchical Stackelberg game is established to model the strategic inter-
actions among multiple content providers and multiple users in the data sub-
sidization system, where the profits of content providers and the utilities of
users are jointly maximized.

2. To explore the reward competition among providers, we then formulate an
Equilibrium Programs with Equilibrium Constraints (EPEC) problem to
characterize the many-to-many interactions among multiple providers and
multiple users. Considering the inherent high complexities of EPEC problem,
we propose to employ the distributed Alternating Direction Method of Mul-
tipliers (ADMM) algorithm to tackle the EPEC problem. Taking advantage
of the fast-convergence property and high scalability of ADMM, we derive
the optimum solutions with reasonable complexity in a distributed manner.

3. Numerical simulations are conducted to demonstrate the analytical results
and evaluate the system performance in the proposed Stackelberg game-based
schemes. The results confirm that with the proposed scheme, the optimization
of the profits of content providers and the optimization of the utility of users
can be jointly attained.

The rest of the paper is structured as follows. Section 2 shows the system
description characterizing the mobile data subsidization system and develops a
hierarchical game framework. We formulate and study the multi-provider multi-
user Stackelberg game in Sect. 3. Section 4 presents the performance evaluation,
and Sect. 5 concludes the paper.

2 Problem Formulation

In this section, we propose the model of mobile data subsidization, and we utilize
a hierarchical game approach to characterize the model and analyze the reward
optimization for content providers therein.

2.1 Mobile Data Subsidization Model

As illustrated in Fig. 1, we consider a 4G/5G system with mobile data subsi-
dization in which there are M heterogeneous Content Providers (CPs) labeled
as o1, o2, . . . , oM , such as the video CPs: Youtube, Netflix, Hulu, and Vimeo.
The CPs can subsidize the mobile data usage of N heterogeneous Mobile Users
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Content provider 1Content provider 1

Mobile user 1

Advertisement No advertisementLess cost More cost

Content provider jContent provider j Content provider MContent provider M

... ...... ...

Mobile user i Mobile user N

... ...... ...

Mobile data 
subsidization

Content 
demand access

Advertisement No advertisementLess cost More cost Advertisement No advertisementLess cost More cost

Fig. 1. Schematics of mobile data subsidization model.

(MUs) labeled as s1, s2, . . . , sN . The MUs can access and consume the content
from different CPs, and the content can be downloaded directly through the
network infrastructure such as 4G/5G base stations. The data usage of MUs can
be partly subsidized by CPs via displaying a certain amount of advertisements.
The CP earns the advertisement revenue when the MU accepts the offered data
subsidization, i.e., the reward. Meanwhile, the MUs are able to reject viewing
the advertisements, and still access and consume the content paying the full data
usage fees without subsidization.

We denote y as the content (volume) demand from an MU, and σg(y) as its
utility derived from enjoying the content, where σ > 0 is a factor representing
the utility coefficient of MU, e.g., a particular valuation between MU and con-
tent. Similar to [5,16], we first define the following function, g(y) = 1

1−αy1−α,
where 0 < α < 1 is a given coefficient. Specifically, g(·) is a non-decreasing and
concave function with decreasing marginal satisfaction, representing the decreas-
ing marginal preference of MUs to content. In traditional content consumption,
the usage-based pricing is popular, i.e., the network operator charges MU si

a certain unit price pi for the volume of content downloaded. Here, the unit
price is the same for all MUs for fairness, i.e., pi = p,∀i ∈ {1, 2, . . . , N}. There-
fore, the utility formulation of the MU with content demand y is expressed by
v(y) = σg(y) − py.

With the data subsidization scheme, the data usage fees for accessing the
content can be partly subsidized by the CP. Denote θ ∈ [0, 1] as a reward factor
of content subsidized by the CP, i.e., θ units of the content is subsidized. There-
fore, if the MU accepts the subsidization, it pays for the rest (1 − θ)y units of
content, with the cost (1 − θ)py incurred to the MU [16]. However, the MU’s
utility of enjoying the content is discounted as it needs to view a certain amount
of advertisement displayed by the CP. We denote la as the amount of advertise-
ment imposed by the CP per volume of content. In what follows, we assume that
la is constant for all content. For example, Hulu plays the same amount of adver-
tisement regularly between videos for all of its subscribers (users). We consider
a normalized la ∈ [0, 1] since the CPs have the amount of advertisements strictly
less than that of the provided content. For the ease of derivation, we define an
auxiliary variable as τ = 1

1+la
, τ ∈ [

1
2 , 1

]
, representing a discounting factor in
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terms of viewing advertisement. The larger the length of the advertisement per
content, the smaller of τ . Therefore, the utility of the MU which has the content
demand y that accepts the subsidization from the CP is formulated as follows:

û(y) = τσg(y) − (1 − θ)py. (1)

2.2 Game Formulation

Without loss of generality, we first assume that the MU, i.e., the buyer, decides
on a fraction of the content demand to access that accepts the data subsidization
(sponsored content), denoted by x, where x ∈ [0, 1]. Then, the fraction of the
content demand of that not accepts the data subsidization, i.e., the normal
content demand of the MU is 1−x accordingly. Note here that the MUs’ actions
(the content volume to be purchased) are normalized to sum up to one, e.g.,
one video content [16]. Nevertheless, the analytical results will not structurally
change even if the content demand is not normalized [16].

Mobile Users in Stage II. Let xi,j and θi,j denote the content demand of MU
si that accepts the data subsidization from CP oj , and the reward factor of CP oj

for MU si, respectively. Given the reward factors θj = {θ1,j , θ2,j , . . . , θN,j} deter-
mined by each CP oj , j ∈ {1, 2, . . . ,M}, each rational MU si, i ∈ {1, 2, . . . , N}
decides the strategies of content demand from different CPs that maximizes its
utility. Specifically, each MU aim to maximize its utility by finding the balance
between the content with subsidization (sponsored content) and that without
subsidization (normal content). Let xi = {xi,1, xi,2, . . . , xi,M} be the content
demand strategies of MU si from all CPs, x−i be the strategies of all other MUs
except MU si, and Θ = {θ1,θ2, . . . ,θM} be the reward strategies of all CPs,
i.e., the reward factors. Therefore, the sum utility of MU si obtained from all
CPs is formulated as follows:

ui(xi;x−i,Θ) =
M∑

j=1

ωi,j

(
τσif(xi,j) − (1 − θi,j)xi,jp

+σif(1 − xi,j) − (1 − xi,j)p
)
,

∀i ∈ {1, 2, . . . , N}, (2)

where
f(xi,j) =

1
1 − α

x1−α
i,j , (3)

and ωi,j is the probability for MU si to choose CP oj to access the content, and
M∑

j=1

ωi,j = 1, ∀i = {1, 2, . . . , N}. For example, ωi,j = 1 (or ωi,j = 0) means that

MU si only access (or not access) the content from CP oj .
Consequently, each MU si needs to choose its optimal strategies xi based on

the strategies of all other MUs except MU si (i.e., x−i) and the reward factors
announced by all CPs (i.e., Θ), by solving the following optimization problem:
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Problem 1. (The MU si sub-game)

maximize
xi

ui(xi;x−i,Θ),∀i ∈ {1, 2, . . . , N},

subject to xi,j ∈ [0, 1].
(4)

Content Providers in Stage I. Let μj denote the advertisement revenue
coefficient of CP oj , and hence μjh(x) represents the advertisement revenue
obtained from MUs that watch the advertisements, in which h(x) is defined by
using the α-fair function [16,19], as follows:

h(x) =
1

1 − γ
x1−γ , (5)

where 0 < γ < 1 which is a coefficient. Each CP oj aims to maximize the
obtained total profit, i.e., the gained advertisement revenue minus the cost of
subsidization offered to MUs, which can be formulated as follows:

Πj(θj ;θ−j ,X,ω) =
N∑

i=1

ωi,j

(
μjh(xi,j) − θi,jpxi,j

)
, (6)

∀j ∈ {1, 2, . . . ,M}, where ω = 〈ωi,j〉 , i ∈ {1, 2, . . . , N}, j ∈ {1, 2, . . . ,M}
denotes the pairing probability between CPs and MUs, θ−j denotes the optimal
strategies of all other CPs except CP oj (θ−j = Θ\θj), and X denotes the opti-
mal strategies of all MUs in terms of content demand, i.e., X = {x1,x2, . . . ,xN}.

By adopting the incentive mechanism method in [20], we can set the proba-
bility of each MU si choosing CP oj as

ωi,j =
θi,j

M∑

k=1

θi,k

. (7)

By observing from (7), we know that the value of ωi,j is larger on condition that
the reward factor offered by CP oj increases given the fixed reward strategies of
other CPs. This indicates that MU si obtains the greater data subsidization from
CP oj . As such, in order to attract more MUs, each CP oj (j ∈ {1, 2, . . . ,M}),
tends to provide greater subsidization (i.e., higher reward factors) to MUs. The
reason is that MUs are more likely to access and consume the content from CP
oj when ωi,j increases. However, each CP oj , ∀j ∈ {1, 2, . . . ,M}, cannot main-
tain the value of reward factor θi,j that is too high to reduce the subsidization
cost. Moreover, when each CP oj determine its reward factors θj for different
MUs, the CP needs to consider the reward factors offered by other CPs (i.e.,
θ−j) as well as the strategies of all MUs (i.e., X). This thereby leads to the
reward competition among CPs. Therefore, the optimization problem for each
CP is defined as follows:
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Problem 2. (The CP oj sub-game)

maximize
θj

Πj(θj ;X,θ−j ,ω),∀j ∈ {1, 2, . . . ,M},

subject to θi,j ∈ [0, 1].
(8)

Considering the inherent leader-follower relations among the CPs and MUs,
we hence model the two-sided interaction problem as a hierarchical game. In
particular, we model the problem as a multi-leader multi-follower Stackelberg
game, in which the CPs are leaders and the MUs are followers. Consequently,
Problems 1 and 2 jointly form a Stackelberg game with the objective of finding
the Stackelberg equilibrium. The Stackelberg equilibrium is defined as a point
where the payoffs of the leaders are maximized given that the followers adopt
their best responses [3]. In the following, we define the Stackeberg game.

Definition 1. Let X∗ and Θ∗ denote the optimal content demand strategies of
MUs (followers) and the optimal reward strategies of CPs (leaders), respectively.
Let xi be the strategy of MU si, x−i be the strategies of all other MUs except
MU si, θj be the strategy of CP oj, and θ−j be the strategies of all other CPs
except CP oj. Then, the point (X∗,Θ∗) is the Stackelberg equilibrium of the
multi-leader multi-follower game provided that the following conditions,

Πj(θ∗
j ,θ∗

−j ,X
∗) ≥ Πj(θj ,θ

∗
−j ,X

∗),∀j, (9)

and
ui(x∗

i ,x
∗
−i,Θ

∗) ≥ ui(xi,x
∗
−i,Θ

∗),∀i, (10)

are satisfied, where X = {x1,x2, . . . ,xN} and Θ = {θ1,θ2, . . . ,θM}.
In the context of game theory, each of the leaders (CPs) or the followers

(MUs) is rational and autonomous making the decision in a distributed man-
ner [8]. In the following sections, we investigate the Stackelberg equilibrium by
analyzing the optimal strategies of the followers and leaders in the game.

3 Multi-CP Multi-MU Game as EPEC

In this section, we investigate the general multi-leader multi-follower game that
incorporates M CPs and N MUs, i.e., the many-to-many interaction. In such a
multi-CP and multi-MU scenario, each MU has multiple CP choices to access the
content, and each CP is able to provide subsidization to multiple MUs to earn
more advertisement revenue. Accordingly, each individual CP competes with
others for the equilibrium, which is constrained by the lower equilibrium among
the MUs. This leads to the Equilibrium Programs with Equilibrium Constraints
(EPEC) problem formulation.

For the EPEC problem, we also follow the basic idea of backward induction
and consider the sub-game problem among MUs with the fixed CP strategies
first. Clearly, we have the following lower equilibrium condition among MUs:
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x∗
i = arg max

xi

ui(xi;x−i,Θ)

= arg max
xi

M∑

j=1

ωi,j

(
τσif(xi,j) − (1 − θi,j)xi,jp

+σif(1 − xi,j) − (1 − xi,j)p
)
,∀i ∈ {1, 2, . . . , N}. (11)

With the anticipation of all MUs’ behaviors as indicated in (11), each CP
oj , j ∈ {1, 2, . . . ,M}, aims to set its reward factors so as to receive the optimal
profit, which is given by

Πj =
N∑

i=1

ωi,j

(
μjh(x∗

i,j) − θi,jpx∗
i,j

)
,∀j ∈ {1, 2, . . . ,M}, (12)

where ωi,j is related to the setting reward factors of all CPs, as indicated in (7).
Therefore, in order to obtain the maximum profit, each CP also needs to consider
the strategies of all other CPs. Since each CP can provide the data subsidization
for multiple MUs simultaneously, we include the following constraint to indicate
the limited total budget in terms of data subsidization held by each CP oj :

N∑

i=1

Pi,jθi,j − Qj ≤ 0, j ∈ {1, 2, . . . ,M}, (13)

where all {Pi,j |i = 1, 2, . . . , N} and Qj are real, scalar constants. In summary,
the CPs’ optimization problems are formulated as the following EPEC problems:

maximize
θj

Πj =
N∑

i=1

ωi,j

(
μjh(x∗

i,j) − θi,jpx∗
i,j

)
,

subject to

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

N∑

i=1

Pi,jθi,j − Qj ≤ 0,

0 ≤ θi,j ≤ 1,
x∗

i = arg maxxi
ui(xi;x−i,Θ),

subject to
{

xi,j ≥ 0,
xi,j ≤ 1,

(14)

for all i ∈ {1, 2, . . . , N}, and j ∈ {1, 2, . . . ,M}.
The EPEC describes the hierarchical optimization problems that contain

equilibrium problems at both the upper and lower levels [11,23]. As aforemen-
tioned, the CPs are independent and rational entities, which aim to maximize
their individual profit. However, maximizing Πj for CP oj affects the profits
of other CPs and the utilities of all MUs. Likewise, the utility maximization of
MU si affects the profits of all CPs. In practice, when the number of CPs and
the number of MUs are large, the centralized optimization in terms of the prof-
its and the utilities of all CPs and all MUs, respectively, is difficult to achieve
the optimal solutions simultaneously. Furthermore, in the multi-CP multi-MU
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scenario, the coordination of multiple conflicting payoffs leads to high complex-
ity to achieve the optimal result. As such, we propose to utilize the distributed
Alternating Direction Method of Multipliers (ADMM) algorithm with the fast
convergence property for the above large-scale optimization problem, which is
guaranteed to converge to the optimum results [12,13,23]. ADMM is an efficient
large-scale optimization tool for solving convex or even nonconvex functions.

3.1 ADMM-Form Optimization Concepts

Before presenting the ADMM implementation for solving the EPEC problem,
we briefly introduce a typical ADMM-form optimization problem. To facilitate
the narrative, we first focus on a simple system with a single provider and N
users. Therein, the objective of the provider is expressed as follows:

minimize
y

L(m) =
N∑

i=1

li(mi)

subject to
N∑

i=1

Gimi − Ti = 0,

(15)

where m = {m1, . . . mi, . . . ,mN}, and li(mi) represents the cost of provider j
if its strategy is mi. Specifically, Gi and Ti are real scalar constants, and mi is
a real scalar variable. li(mi) is convex on mi.

With t denoted as the iteration index, the provider iteratively updates the
value of m such that

m(t + 1) = arg min(H(m)) −
N∑

i=1

λi(t)Gimi + Ψ, (16)

where

Ψ =
ρ

2

N∑

i=1

‖Gimi − Ti‖22. (17)

ρ > 0 is a damping factor, and ‖·‖22 represents the Frobenius-2 norm. Likewise,
the dual variable λ is iteratively updated by

λi(t + 1) = λi(t) − ρ

(
N∑

i=1

Gimi(t + 1) − Qi

)

. (18)

If li(mi) is separable and convex, the ADMM algorithm will eventually con-
verge to the set of stationary solutions [12,13,22,23]. It is worth noting that for
the case of non-convex objective functions, the convergence of ADMM can still
be ensured in certain cases [4].
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3.2 Multi-CP Multi-MU Based ADMM for Solving EPEC

In what follows, we elaborate the iteration process of the Multi-CP Multi-MU
based ADMM that is leveraged to optimize the profits of CPs and the utilities of
MUs in the framework of mobile data subsidization. Specifically, each iteration
is composed of two-layer optimization as follows:

(1) Utility Optimization in lower layer: In the lower layer, each MU si

(i = 1, 2, . . . , N) observes the announced reward factors θ
(q)
i,j from CPs at

the start of each iteration q, and decides on the content demand strategies
towards different CP oj , xi,j (within the strategy space [0, 1]), maximizing
its utility ui(xi). Note that the superscript (q) represents the qth iteration of
the ADMM in the external loop. The objective of each MU si is to maximize
its individual utility ui(xi), and obtain the optimal values of xi. This forms
the internal loop of the ADMM. Hence, the value of xi is updated by each
MU si at each iteration of the internal loop as follows:

x
(q)
i (t + 1) = arg max

(
ui(x

(q)
i )

)
. (19)

During each iteration of the external loop q, the MUs are able to derive a set
of values of content demand, x

(q)
i,j , which maximize their utilities at the end

of the internal loop. t is the index of iteration in the internal loop. At the
same time, these values can be predicted by all CPs, which will be employed
to update the values of θi,j in the higher layer.

(2) Profit Optimization in higher layer: In this layer, the CPs are aware
of the behaviors of MUs due to the first-moving advantage and hence can
predict the content traffic to be transferred to MUs. Specifically, each CP oj

(j = 1, 2, . . . ,M) controls the values of θj within the strategy space [0, 1] to
maximize its profit by invoking ADMM as follows:

θ
(q)
j (t + 1) = arg max

(
Πj(θ

(q)
j )

)
+

N∑

i=1

λ
(q)
i (t)Pi,jθi,j + Ψ, (20)

where

Ψ =
ρ

2

N∑

i=1

∥
∥
∥
∥
∥
∥

M∑

m=1,m �=j

x
(q)
i,m(τ) + Pi,jθi,j − Qj

∥
∥
∥
∥
∥
∥

2

2

, (21)

and τ = t if m > j, and τ = t + 1 if m < j. Specifically, t is the index of
iteration in the internal loop. ρ > 0 is the damping factor, and λ is the dual
variable which will be updated as follows:

λ
(q)
i (t + 1) = λ

(q)
i (t) + ρ

(
N∑

i=1

Pi,jθ
(q)
i,j (t + 1) − Qj

)

. (22)

The updated reward factors θ
(q+1)
i,j are then broadcasted to the MUs for the

next iteration, i.e., the (q + 1)th iteration. This forms the external loop of
the algorithm. The external loop will not terminate until the condition
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∥
∥
∥
∥
∥
∥

M∑

j=1

Πj(p
(q)
j ) −

M∑

j=1

Πj(p
(q−1)
j )

∥
∥
∥
∥
∥
∥

≤ ε (23)

holds, where ε is a pre-determined small-valued threshold.

The detailed steps of the above ADMM algorithm is presented in Algorithm 1.
Moreover, we can obtain the following theorem after analyzing the utility and
profit functions of MU and CP, respectively.

Theorem 1. The utility function of each MU si in (2), and the profit function of
each CP oj in (6) are strictly concave, where i = 1, 2, . . . , N and j = 1, 2, . . . ,M .

Proof. The first-order and second-order derivatives of (2) with respect to xi,j

can be expressed by

∂ui

∂xi,j
=

M∑

j=1

ωi,j

(
τσx−α

i,j − σ(1 − xi,j)−α + θp
)
, (24)

∂2ui

∂x2
i,j

=
M∑

j=1

ωi,j

(
− ατσx−α−1

i,j − ασ(1 − xi,j)−α−1
)

< 0. (25)

We can hence easily conclude with the negativity of (25).
Moreover, we have the profit function of CP oj

Πj =
N∑

i=1

ωi,j

(
μjh(xi,j) − θi,jpxi,j

)

=
N∑

i=1

θi,j

M∑

k=1

θi,k

(
μjh(xi,j) − θi,jpxi,j

)

=
N∑

i=1

⎛

⎜
⎜
⎜
⎝

θi,j

M∑

k=1

θi,k

μjh(xi,j) − θ2i,j
M∑

k=1

θi,k

pxi,j

⎞

⎟
⎟
⎟
⎠

, (26)

∀j ∈ {1, 2, . . . ,M}. To demonstrate the concavity of Πj on θi,j , we need to ensure
the negativity of ∂2Πj

∂θ2
i,j

. We expand the first-order and second-order derivatives

of (26) with respect to θi,j in (27), and (28), respectively:
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∂Πj

∂θi,j
=

N∑

i=1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

μjh(xi,j)
M∑

k=1,k �=j

θi,k

(
M∑

k=1,k �=j

θi,k + θi,j

)2 − pxi,j

2θi,j

(
M∑

k=1,k �=j

θi,k + θi,j

)

− θ2i,j

(
M∑

k=1,k �=j

θi,k + θi,j

)2

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=
N∑

i=1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

μjh(xi,j)
M∑

k=1,k �=j

θi,k − 2θi,jpxi,j

M∑

k=1,k �=j

θi,k − θ2i,jpxi,j

(
M∑

k=1,k �=j

θi,k + θi,j

)2

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (27)

and

∂2Πj

∂θ2i,j
=

N∑

i=1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

(

−2pxi,j

M∑

k=1,k �=j

θi,k − 2θi,jpxi,j

) (
M∑

k=1,k �=j

θi,k + θi,j

)2

(
M∑

k=1,k �=j

θi,k + θi,j

)4

⎞

⎟
⎟
⎟
⎟
⎟
⎠

−
N∑

i=1

⎛

⎜
⎜
⎜
⎜
⎜
⎝

(

2
M∑

k=1,k �=j

θi,k + 2θi,j
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< 0, (28)

where

A = μjh(xi,j)
M∑

k=1,k �=j

θi,k − 2θi,jpxi,j

M∑

k=1,k �=j

θi,k − θ2i,jpxi,j , (29)

and

B = μjh(xi,j)
M∑

k=1,k �=j

θi,k − 2θi,jpxi,j

M∑

k=1,k �=j

θi,k − θ2i,jpxi,j . (30)
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We can then deduce that ∂2Πj

∂θ2
i,j

is negative, and hence validate the concavity of
Πj on θi,j .

Algorithm 1. Multi-CP Multi-MU Based ADMM for Solving EPEC problem
1: Input:

Initial input θi,j ∈ [0, 1], where i = 1, 2, . . . , N , j = 1, 2, . . . , M , a pre-determined small-valued
threshold ε, q = 1;

2: repeat
3: Utility optimization for MUs using ADMM (Internal Loop): MUs observe the announced

reward factors θi,j , and decide on their content demand strategies x
(q)
i,j by evaluating their

derived utilities, ui(xi);
4: Profit optimization for CPs using ADMM (External Loop): CPs predict the MU behaviors

xi,j , and invoke ADMM to perform the maximization for their individual profit Πj . The

optimal reward factor θ
(q)
i,j is obtained by maximizing their profits;

5: q = q + 1;

6: until

∥
∥
∥
∥
∥

M∑

j=1
Πj(θ

(q)
j ) −

M∑

j=1
Πj(θ

(q−1)
j )

∥
∥
∥
∥
∥

≤ ε

Output: The optimal strategies of content demand x∗
i = x

(q)
i , where i = 1, 2, . . . , N ; The

optimal reward factors θ∗
j = θ

(q)
j , where j = 1, 2, . . . , M .

According to [12,13,23], if the optimization problems faced by MUs and CPs
are both convex, the ADMM can converge to the optimum results, i.e., x∗

i ,
i ∈ {1, 2, . . . , N} and p∗

j , j ∈ {1, 2, . . . ,M} in a distributed manner. We further
confirm the convergence of the ADMM in the next section.

4 Performance Evaluation

In this section, we employ numerical simulations to justify the analytical results
and evaluate the system performance metrics in the mobile data subsidization
model, with default network parameters set as follows: α = 0.8, γ = 0.9, la = 0.5,
τ = 1/(1 + 0.5), p = 100, M = 3, and N = 3.

Before evaluating the system performance with the proposed scheme, we
first confirm the convergence of the distributed ADMM algorithm in a data
subsidization system with 3 CPs (μ1 = 10, μ2 = 20, μ3 = 60) with 3 MUs
(σ1 = 5, σ2 = 15, σ3 = 30). The results are presented in Figs. 2 and 3, where
the EPEC problem is solved in an iterative manner. In particular, the results
in Fig. 2 show the convergence of the competition among MUs to achieve the
lower-layer equilibrium, and the results in Fig. 3 show the convergence of the
competition among CPs to achieve the higher-layer equilibrium. Different MUs
and CPs finally achieve different payoffs at the convergence point. We find that
the MU with the higher value of σi will obtain the higher utility as it derives
more benefit from viewing the content. Moreover, the CP with the higher value
of μj has greater competitiveness as it extracts more advertisement revenue from
content traffic, and hence it is able to offer more data subsidization to attract
MUs.
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Then, we study the system performance of a general data subsidization sys-
tem with M CPs and N MUs under the proposed scheme. We assume the utility
coefficients of MUs σi and advertisement revenue coefficients of CPs μj follow
the normal distribution N (σavg, 2), and N (μavg, 2), respectively. Specifically, we
evaluate the performance with different numbers of MUs and CPs, as depicted in
Figs. 4, 5, 6 and 7. From Figs. 4 and 5, we can observe that the total utilities of
MUs and the total profits of CPs both increase with the increase of the number
of MUs. The reason is that the more MUs will consume more “sponsored con-
tent”, which results in more profits of CPs. Nevertheless, as the number of MUs
increases, the marginal increase of the total utilities of MUs and total profits
of CPs both decrease. This is due to the limited data subsidization constraint.
As the total reward is limited, the CP cannot provide enough subsidization for
all MUs when the number of MUs is high. Therefore, the increasing rate of the
total utilities of MUs decreases as the number of MUs increases. The restrained
subsidization from CPs cannot continuously achieve greater profits for them-
selves. Consequently, the increasing rate of total profit of CPs decreases as well.
Furthermore, by comparing different values of σavg, we find that the increase of
the average utility coefficients leads to the increase of total utilities of MUs and
the increase of total profits of CPs. The increase of σavg improves the valuation
derived from viewing the content, which hence promotes the higher willingness
of MUs to access and enjoy the content. This in turn increases the total profits
of CPs.

In addition, we observe from Fig. 6 that the total utilities of MUs increase
but the total profits of CPs decrease as the number of CPs increases. The reason
is that the competition among CPs becomes sharper when there are more CPs
in the system. Each CP competes with other CPs to promote its content traffic
by providing more subsidization for MUs. Therefore, the total profits of CPs
decrease in presence of sharper competition. Meanwhile, the competition among
CPs results in the greater subsidization to MUs, leading to the increase of total
utilities of MUs. Moreover, we find that the increase of the average advertisement
revenue coefficients μavg improves the total utilities of MUs but reduces the total
profits of CPs. The reason is that the higher value of μavg intensifies the reward
competition among CPs in data subsidization system since the CPs can obtain
greater advertisement revenue from the given “sponsored content” traffic. On
one hand, the CPs provide greater data subsidization that incurs more cost, and
hence the total profits are reduced. On the other hand, the greater subsidzation
improve the total utilities of MUs.

5 Conclusion

In this work, we have established a hierarchical Stackelberg game to model the
interactions among content providers and mobile users in the framework of mobile
data subsidization scheme. We have characterized the many-to-many interac-
tions among multiple providers and multiple users by formulating an Equilibrium
Programs with Equilibrium Constraints (EPEC) problem. Moreover, we have
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employed the distributed Alternating Direction Method of Multipliers (ADMM)
algorithm to tackle the EPEC problem by utilizing the fast-convergence proper-
ties of ADMM. Numerical results have been presented to confirm the analytical
solutions and evaluate the system performance with the proposed schemes.
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Abstract. Network abstraction brings the birth of Software Defined
Network (SDN). SDN is a promising network architecture that separates
the control logic the network from the underlying forwarding elements.
SDN gives network centralized control ability and provides developers
with programmable ability. In this review, the latest advances in the field
of artificial intelligence (AI) have provided SDN with learning capabilities
and superior decision-making capabilities. In this study, we focus on
a sub-field of artificial intelligence: machine learning (ML) and give a
brief review of recent researches on introducing ML into SDN. Firstly,
we introduce the backgrounds of SDN and ML. Then, we conduct a
brief review on existing works about how to apply several typical ML
algorithms to SDN. Finally, we give conclusion towards integrating SDN
with ML.

Keywords: Software Defined Networking · Machine learning ·
Artificial intelligence

1 Introduction

The Internet has led to the birth of a digital society in which almost everything is
connected and accessible from anywhere. The network usually involves different
devices, runs different protocols, and supports different applications. With new
network devices, resources and protocols deployed in the network, the network
is becoming more and more complex and heterogeneous. Heterogeneous network
infrastructure enhances the complexity of the network and brings many chal-
lenges in effectively organizing, managing and optimizing network resources [47].

Fortunately, Software Defined Networking (SDN) based on the idea of logi-
cally centralized management proposes a simplified solution for complex tasks,
such as traffic engineering [36], network optimization [21], orchestration, and so
on. In SDN network paradigm, a logic centralized SDN controller manages net-
work devices and arranges network resources. The SDN controller has a overall
perspective of the network by monitoring and gathering the timely status of the
network and configuration information of the network, and supports a stream
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level resource scheduling of the underlying layers. This kind of creation leads
to a huge transformation in the way of networks construction, operation and
maintenance. Therefore, SDN framework can be regarded as a means to solve
multifarious problems in the network from another perspective, and can also be
used to meet the demand of new technologies, such as the IoT and the fifth gen-
eration (5G) [8]. As a promising way to rebuild the network, SDN has become
the frontier of innovation in industry and academia. The Open Networking Foun-
dation (ONF) is a leader in SDN standardization, and it has the support of more
than 100 companies that together accelerate the creation of standards, products,
and applications, such as NEC, Google, IBM, and VMware [26].

However, the key to the success of SDN is whether it can effectively solve
the problems that can not be well solved in the traditional networking archi-
tectures, such as scalability, network awareness, on-demand quality assurance,
intelligent traffic scheduling, and so on. Noteworthily, machine learning (ML)
provides great potential for SDN innovation. The researches shows that ML
technology has been widely used to solve various problems in the network, such
as resource allocation, network routing, load balancing, traffic classification, traf-
fic clustering, intrusion detection, fault detection, quality of service (QoS) and
quality of experience (QoE) optimization, and so on [25]. Meanwhile, SDN cre-
ates conditions for the smooth deployment of ML in the network because of the
unique advantages of SDN, such as programmability, global view, centralized
control, and so on. Firstly, a mass of data is the key point to implement a data-
driven ML algorithm. The SDN controller maintains a overall network view, as
well as can monitor and collect all kinds of network data, which can provide
a lot of timely and historical data for ML algorithms. Secondly, the optimized
solution (e.g., configuration and resource allocation) can be easily deployed in
the network due to the programmability of SDN [47]. Therefore, as a subset of
artificial intelligence, ML technology has gained more and more the interest of
the researchers in the application of SDN technology.

From the view of how to use ML technology to solve the problems faced by
SDN, Xie et al. [47] have reviewed the ML technology which can better solve the
key problems in the development of SDN, and discussed the research of using ML
technology to improve the performance, intelligence, efficiency and security of
SDN. On the other hand, from the standpoint of ML key algorithms, we further
discuss the methods and characteristics of several typical ML technologies in
the application of SDN paradigm. We argue that our work is a complement to
research of Xie et al., to better reveal the important role and broad prospects
of ML in SDN paradigm. In the paper, we first introduce the backgrounds of
SDN and ML. Then, we conduct a brief review on existing works about how to
apply widely-used ML algorithms to SDN. Finally, we give conclusion towards
integrating SDN with ML.
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2 Overview of Software Defined Networking

In this chapter, we will briefly introduce the background of SDN. Firstly, we
discusses the background of the birth of SDN, points out the inevitability of the
emergence of SDN, then introduces the framework of SDN.

2.1 The Origin and Development of SDN

The distributed control and transport network protocols deployed by the dis-
tributed forwarding device are the key point to make traditional Internet suc-
cessful. However, with the rapid development of network, traditional networks
are complex and hard to manage [22]. Therefore, the traditional network archi-
tecture needs to be reformed. The related research of programmable network
provides a theoretical basis for the generation of SDN [45]. Active network [44,45]
allows data packets to carry user programs and can be automatically executed
by network devices. Users can dynamically configure the network by program-
ming, which facilitates the management of the network. However, due to the
low demand and poor compatibility of protocol, it has not been deployed in
the industry. The 4D architecture [18,48] separates the programmable decision
plane (i.e. the control plane) from the data plane, centralizes and automates the
decision plane. Its design idea generates the rudiment of SDN controller [19].
The term SDN was originally used to describe Stanford’s ideas and work around
OpenFlow. According to the original definition, SDN refers to a centralized net-
work architecture, in which the data forwarding plane is separated from the
distributed control and controlled by a remote centralized controller.

In addition, many standardization organizations have joined in the formula-
tion of SDN standards. The Open Networking Foundation (ONF) is a famous
organization specializing in SDN interface standards. The OpenFlow protocol
formulated by this organization has become the mainstream standard of SDN
interface. Many operators and manufacturers have developed according to this
standard. The ForCES Working Group of the Internet Engineering Task Force
(IETF), the SDN Research Group of the Internet Research Task Force (IRTF)
and several working groups of the International Telecommunication Standard-
ization Sector (ITU-T) also aim at the new methods and new technologies of
SDN [12]. The follow-up of standardization organization has promoted the rapid
development of SDN market. With the development and application of 5G com-
munication technology, SDN has become an important enabling technology for
5G. Thus, SDN has broad prospects for development and great research value.

2.2 Network Architecture

The design idea of SDN is to separate the control plane of the network from
the data forwarding plane to realize a centralized network control and provide
a programmable network for developers. Referring to the structure of computer
system, there will be three kinds of virtualization concepts in the SDN archi-
tecture: forwarding abstraction, distributed state abstraction and configuration
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abstraction. According to the original design intention of SDN, the forwarding
abstraction should be able to support any forwarding behavior required by net-
work applications, and hide the implementation information of the underlying
hardware. Openflow is a practical implementation according to this design idea.
Compared with the traditional computer operating system, it can be regarded as
the “device driver” in an operating system. At the same time, the SDN applica-
tions are not affected by the distributed state of forwarding plane, and they enjoy
a unified network view. The unified network view is provided by the distributed
state abstraction. The control plane can gather the distribution state informa-
tion of devices and construct an overall network view so that the applications
can set the network uniformly through the whole network state. Configuration
abstraction can provide users with a more simplified network model. The users
can automatically complete the unified deployment of forwarding devices along
the path, through the application interface provided by the control layer. There-
fore, network abstraction is the decisive factor for generation of SDN architecture
decoupling between data and control planes and providing unified interface.

According to different requirements, many organizations have proposed cor-
responding SDN reference architectures. SDN Architecture was first proposed
by ONF and has been widely accepted in academia and industry. The typical
SDN architecture is shown in Fig. 1. SDN consists of three parts: data plane,
control plane and application plane. The data plane contains a series of for-
warding devices interconnected through wireless channels or wired cables. They
are responsible for data processing, forwarding, and status collection based on
flow tables. The forwarding plane communicate with the control plane by the
southbound interface (SI). The SI defined the communication protocol between
the forwarding elements and the controllers, such as OpenFlow protocol. The
protocol formalize the way that the controllers and the forwarding elements
interact. The control plane includes a series of logically centralized controllers
regarded as the brain of the network. The controller is mainly responsible for the
arrangement of data plane resources, maintenance of network topology, status
information, and so on. The SDN controller can offer the APIs to application
developers. The APIs represent the northbound interface (NI), i.e., a common
interface for developing applications. The application plane includes a variety of
businesses and applications such as load balancers, network routing, firewalls,
monitoring, and so on. The network application program communicates with
SDN controller by NI to control the network reasonably, so as to realize the
business logic of the application program itself.

3 Overview of Machine Learning

The general definition of ML is that intelligent machines learn from experience
(i.e. from available data in the environment) and use learned methods to improve
overall performance [33,38]. In the case, ML technology can be divided into four
groups: supervised, unsupervised, semi-supervised, and reinforcement learning.
In this section, Each category is briefly explained to help the reader understand
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what follows. A more in-depth discussion of ML technology and the basic con-
cepts about ML, please refer to [33,38].

Fig. 1. Illustration of SDN architecture.

3.1 Supervised Learning

Supervised learning methods require predefined knowledge. For example, a train-
ing data set consisting of “input-output combinations” in which the model learns
a function that maps a given input to an corresponding output [38]. The method
needs a test data set that represents the best performance of the current research
system. The test data set can be used to evaluate the performance of the final
learning method [31].

3.2 Unsupervised Learning

Unsupervised learning is carried out without pre-defined knowledge (that is, only
unlabeled data) [38]. Therefore, the system mainly focuses on finding rules or
knowledge in the input data. A common use case of unsupervised learning is
clustering algorithm, which is used to distinguish meaningful groups in input
data according to similar attributes defined by appropriate distance measures
(such as Euclidean distance and cosine distance measure) [34,38].
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3.3 Semi-supervised Learning

The semi-supervised learning model learns from labeled and unlabeled data.
Labeled and unlabeled data may contain random noise in supervised learning
and unsupervised learning [38]. As in many practical applications, since the
data is labeled manually by experts, it is more realistic to collect many labeled
data, while it is easier to collect a large number of unlabeled data [16]. Semi-
supervised learning is superior to unsupervised learning because it contains some
small labeled data [16].

3.4 Reinforcement Learning

The reinforcement learning (RL) model is based on a set of “reinforcement”
in the environment to learn a superior behavior. For example, the system is
rewarded or punished according to whether it works well [38]. Every time the
system interacts with the environment, it gets feedback information, and it will
make full use of the feedback to update its performance [33]. An important prop-
erty of reinforcement learning is Markov property, because of this property, the
subsequent state of reinforcement learning system is determined by the current
state [3].

4 Discussion of Applying Machine Learning to SDN

Due to the great efforts of industry and academia, the role of ML in the network
has been significantly enhanced. ML technology has been widely used to solve
various network-related problems, such as network routing, load balancing, traffic
classification and clustering, fault detection, intrusion detection, QoS and QoE
optimization, and so on. In this section, we will investigate the application areas
of several typical ML methods in SDN.

4.1 Application of Neural Network in SDN

The advantage of neural network (NN) is that it can approximate any function,
but because of the need to adjust a large number of parameters, the compu-
tational cost is very high. Neural network method is used mainly for intrusion
detection [1,14,17], traffic classification [4,28,32], load balancing [15], perfor-
mance prediction [13,39,41], service level agreement (SLA) execution [6,7], solv-
ing the problems of controller placement [2,20] and optimal virtual machine
(VM) placement [30], etc.

In this paper, six application examples are discussed. Sander et al. [41] pre-
sented the design and performance of DeePCCI, a passive congestion control
identification method based on deep learning which only needs to train the traf-
fic of congestion control variables. Compared with the traditional methods, it
can be directly applied to encrypted traffic and easier to expand, because it only
needs the time of arrival information of the packets. To solve the problem of
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weighted controller configuration, He et al. [20] introduced a multi-label classifi-
cation method to forecast the entire network allocation. Compared with decision
tree method and logistic regression method, the neural network method shows
superior results and saves up to two-thirds of the running time of the algorithm.
Carner et al. [13] compared the performance of traditional methods and neu-
ral network methods for network transmission delay prediction. By training a
model, network delay is automatically predicted according to traffic load and
overlapping routing strategy. The M/M/1 network model and NN model are
introduced for network transmission delay prediction in their works. The exper-
imental results show that the network transmission delay predicted based on
neural network has better accuracy than the method based on M/M/1 model.
In [32], the researchers used an 8-layer deep neural network to identify mobile
applications. The quintuple included destination IP address and port number
and so on is used to feature a flow, which is the training data of an 8-layer deep
NN. The experiment show that the recognition accuracy of the trained model
for 200 mobile applications reaches 93.5%. Abubakar et al. [1] introduced a SDN
intrusion detection system using the neural network method, which achieves
97.3% high accuracy in NSL-KDD data sets.

Fig. 2. Atlantic system workflow.

4.2 Application of Support Vector Machine in SDN

The support vector machine (SVM) has the advantage of processing high-
dimensional data sets well, but it is difficult to train large data sets because
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of the large amount of training calculation. The support vector machine method
is mainly used to intrusion detection and traffic classification in SDN paradigm
[10,23,23,24,35,37,43,49].

Silva et al. [43] propose a prototype system called Atlantic for joint abnormal
traffic detection, classification and mitigation in SDN. The Fig. 2 illustrates a
work view of the Atlantic. The Atlantic framework implements anomaly detec-
tion and classification in two stages: lightweight stage and heavyweight stage. In
the lightweight stage, The authors adopt some methods with low computational
cost (such as information theory), The lightweight methods can be called more
continually to quickly remark the potential malicious traffic. In the heavyweight
stage, by using an SVM algorithm to leverage historical knowledge about past
anomalies, the flows are analyzed and classified according to their abnormal
behavior. Atlantic then takes appropriate mitigation measures to automatically
handle malicious traffic, and human administrators manually analyze unknown
traffic. Kokila et al. [23] introduced an approach to detect DDOS attacks on the
SDN controllers. Compared with the traditional classifiers, their method based
on SVM has higher accuracy and lower error rate. Boero et al. [10] used SVM to
detect malicious software based on SDN, and the information gain (IG) measures
were used to select the most dependent features. Their models achieve 80% and
95% malware and normal traffic detection rates. Furthermore, the false alarm
rates of malware and normal traffic were 5.4% and 18.5% respectively. In [37],
the authors implement an application aware traffic classification system using
SVM. The system classifies UDP traffic according to NetFlow records (such as
received packets and bytes). The experimental results show that the classification
accuracy of the model is more than 90%.

4.3 Application of k-Means Clustering in SDN

The k-means clustering algorithm is easy to implement and explain clustering
results, but the calculation cost is linear with the number of training data. k-
means clustering method is mainly used to deploy intrusion detection system in
SDN paradigm [5], routing decision [11], solve the placement problem of optimal
controller [40], and analyze user traffic [9].

Bernaille et al. [9] introduced an approach based on a Simple K-Means algo-
rithm that classified different types of TCP-based applications using a first few
packets of the flows. Budhraja et al. [11] proposed a routing protocol in a strictly
compliant environment. Firstly, the network traffic is divided into multiple risk
ratio clusters by a k-means algorithm in an offline way. Then, the authors adopt
an ant colony optimization (ACO) algorithm to select the path with the least
risk of privacy exposure and compliance for a given data transmission session
in an online way. Sahoo et al. [40] used k-means method to treat the place-
ment of optimal controllers. They compared two kinds of clustering algorithms:
k-Medoids and k-Center. The results of the comparative experiment show that
k-Center algorithm has superior results than k-Medoid algorithm. Barki et al. [5]
compared the performance of four ML methods (i.e., naive Bayesian, k-nearest
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neighbor, k-mean and k-center) in detecting DDoS attacks in SDN. The exper-
iments show that naive Bayesian method achieved the highest detection rate.
However, k-means clustering method achieves good results in processing time.

Fig. 3. p4rl system workflow.

4.4 Applications of Other Machine Learning Methods in SDN

In addition to some common ML approaches mentioned above, the combined
use of other ML algorithms in SDN broadens our thinking for further expanding
the performance of SDN. Apoorv Shukla et al. [42] presents a novel approach for
P4 switch verification. They implement a prototype called p4rl which can use
reinforcement learning model to guide the fuzz testing to verify the P4 switches
automatically during execution time. The Fig. 3 illustrates a work view of the
p4rl framework. First, the regulator sets the behavioral attributes of the net-
work to be verified. It coming with configuration information about the network
is used as the input of reward system which can provide the basis for verification.
At the same time, the authors use an agent based on reinforcement learning to
select variant network actions. These mutated actions are used to guide the gen-
eration of network packets as test cases. The information about how P4 switch
processes the packets is used as the feedback of the reward system. The agent
can updates its next action based on the feedback returned by the reward sys-
tem. The experiment demonstrates that reinforcement learning approach can
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make the fuzzing test process focused and improve the test efficiency. In [29],
the authors propose an architecture of Self-Driving Network. To enhance the
QoE of bandwidth and latency sensitive applications, a ML-based classifier is
introduced to class the current experience states of the applications, then the
states are sent to a state-machine. If a critical event of the application behav-
ior is detected by the state-machine (arising due to a transition among states),
the network controller will execute the corresponding action in order to elevate
the performance of the applications. Wang et al. [46] introduced an improved
behavior-based SVM to classify network attacks. In order to improve the accu-
racy of intrusion detection and accelerate the learning rate in the normal mode
and intrusion mode, the authors use a decision tree method to reduce features.
Firstly, they sort the original feature set and select the features with the best
representation. Then, they use these selected features as the input of the model
to train a SVM classifier. The model also uses ID3 decision tree method for fea-
ture selection. The experimental record on KDD-CUP99 dataset show that the
classification accuracy of the model is 97.60%.

4.5 Comparisons of Different Machine Learning Methods Enabling
SDN

In order to carry out more in-depth research in ML enabled SDN, we further
analyze the characteristics of various ML algorithms in SDN applications.

Overall, the supervised learning algorithm is the common algorithm in intru-
sion detection, because the core task of the intrusion detection system is often
regarded as a classification work. In SDN, ML-based intrusion detection system
has been studied extensively. QoS prediction is usually regarded as a regression
work, while QoE prediction is regarded as a classification work. Therefore, super-
vised learning method can also be well handled the QoS or QoE prediction task.
Nevertheless, the key to using supervised learning is whether it is convenient to
obtain enough labeled training data sets. Compared with supervised learning,
the semi-supervised learning approaches only require a small amount of labeled
data. Thus, the semi-supervised learning approaches are more easily applied
to QoS/QoE prediction. Compared with supervised learning and semi super-
vised learning, RL algorithm has obvious advantages and application potential
in those applications where it is difficult to obtain a large number of training
data. On the one hand, the RL algorithm does not require labeled training data
sets. Moreover, the optimization objectives (such as network delay, bandwidth
utilization, and energy utilization) can be flexibly set through various incentive
functions. Specifically, we discuss the advantages and disadvantages of different
ML algorithms in Table 1.
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Table 1. Strengths and weaknesses of various ML models when applying to SDN

ML Algorithm Strengths Weaknesses

Neural

Network

Once trained, execution speed is fast

The ability to approximate arbitrary functions to

predict complex network data

Work well on high-dimensional network datasets

Expensive computing makes online

training difficult

Hard to guide researchers to set

structure of NN

SVM Work well on both linearly separable and

non-linearly separable dataset

Hard to train large-scale network

datasets

Sensitivity to noise Data in SDN

K-Means Simple to implement deployment in SDN Sensitive to initial points and outliers

Computing increases linearly with

the size of network datasets

RL Working well without prior knowledge can

flexibly handle different optimization objectives

Hard to solve problems in

high-dimensional space

Semi-

supervised

learning

Using labeled and unlabeled data to effectively

deal with situations where subjective datasets,

such as QoE, are difficult to obtain

Rely on assumptions

5 Conclusions

This paper summarizes the research work on the application of ML technology
in SDN paradigm. The research shows that an increasing number of the ML
technologies are used to solve a wide range of network problems. The ML tech-
nologies have been proved to be the valuable means in SDN. The advantages
of ML technology in classification, prediction, and feature extraction can better
solve the security protection, resource allocation, routing, load balancing, and
other issues in SDN. Compared with traditional methods and other artificial
intelligence technologies, ML technology shows a broader application. In addi-
tion, compared with traditional ML technology, deep learning, can provide better
results. However, The ML also brings new challenges to SDN. ML models and
related training data are faced with various security risks [27]. More attention
should be paid to the robustness of ML in confrontational environments.
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Abstract. Improving the user peak rate in hot-spots is one of the origi-
nal intention of design for 5G networks. The cell radius shall be reduced
to admit less users in a single cell with the given cell peak rate, namely
Hyper-Dense Networks (HDN). Therefore, the feature extraction of the
node trajectories will greatly facilitate the development of optimal algo-
rithms for radio resource management in HDN. This paper presents a
data mining of the raw GPS trajectories from the urban operating vehi-
cles in the city of Shenzhen. As the widely recognized three features of
human traces, the self-similarity, hot-spots and long-tails are evaluated.
Mining results show that the vehicles to serve the daily trip of human in
the city always take a short travel and activate in several hot-spots, but
roaming randomly. However, the vehicles to serve the goods are showing
the opposite characteristics.

Keywords: Trajectory mining · Vehicle mobility · Hyper-dense
networks

1 Introduction

With the development of network and microelectronics technology in the past
decades, the network world has gradually expanded its connection between peo-
ple and things as well as between things from that between people. By 2025,
the Internet of Things (IoT) will have more than 55 billion connections, the
report said. The explosive growth of IoT expands the connectivity of the network
and the way of data exchange, such as portable electronic equipment, household
appliances, vehicles and manufacturing devices, and a series of integrated devices
including electronics, software, sensors, drivers and networks. From consumer
wearable devices to industrial production devices, these networked devices can
sense environmental information, be controlled remotely, make decisions and take
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actions by themselves; however, the number of users and their business requests
are unevenly distributed in the network. Especially in the era of IoT, a large num-
ber of business requests are initiated in hot area collectively including indoor,
business center, stadium, factory, farm and other node-intensive areas. Mean-
while, the business type of voice-intensive is changing to that of data-intensive
and connection-intensive.

In order to meet the above requirements, in the fifth generation mobile com-
munication technology (5G), its performance design index not only has high-
speed rate, low delay and large connection, but also proposes the concept of
hyper dense networking for hot areas, that is, improving the cell capacity per
unit area under the condition of mixed multiple network systems. Due to the
cellular characteristics of mobile networks, there are three technologies mainly
to improve cell capacity as follows, increasing spectrum resources, improving
wireless link performance and enhancing cell density respectively.

Hybrid Networking technology, as the multiple networks deployed in the same
area, provides multi-mode terminals to select appropriate network access accord-
ing to business needs and network status; Large Scale MIMO and New Multi-
ple Access technology is to improve the wireless link performance in vertical
space; while Small Cell technology improves the spectral efficiency in horizon-
tal space by increasing the cell density in specific area [23]. In hot area, user’s
mobile behavior under the multiple and hyper dense deployment network greatly
increases the difficulty for the network to guarantee the user service experience
[22]. User’s mobile behavior evolution under multiple networks cooperation is
closely related to the development of hyper dense network technology, therefore,
user’s mobile behavior will significantly affect the data bearing distribution of
different networks, as well as affect the overall performance and user experience
of the network.

With the integrated development of IoT and wireless access technology, user’s
behavior in the network is complex and changeable, because its accessing users
are no longer limited to human portable devices, but also include animals with
sensors and communication devices, as well as machines with autonomous mobile
functions. As the result, analyzing the characteristics of user’s mobile trajectory
under the hyper dense network, is helpful to optimize the network performance
and promote the development of network technology for intelligent manufactur-
ing and interconnection of all things [24].

Recently, Feng et al. [5] summarizes a survey on trajectory data mining,
including main techniques and applications, which a wide spectrum of applica-
tions is driven by trajectory data mining, such as path discovery [3,4,10–12,18],
movement behavior analysis [1,6,15,19], group behavior analysis [14], urban ser-
vice [9,20,21] and so on.

Some of researches focus on human behavior analysis based on raw trajec-
tory data, to understand people’s real demand for transportation, driving pref-
erences, extracting mobility behavioral patterns, which can be used to enhance
utilization efficiency of public transportation [10], improve quality of user sat-
isfaction [4], understand behavior of people moved in geographical context [15].
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Moreover, another work [6] explores individual human mobility patterns by
studying a large number of anonymous position data from mobile phone users
and reveals a high degree of temporal and spatial regularity in human trajec-
tories. While others focus on unhuman behavior analysis based on raw trajec-
tory data, they believe that knowledge discovered with trajectory data mining
techniques helps to improve quality of life in urban areas from several aspects
[8,9,20,21]. Yuan et al. [21] address a problem of discovering regions of different
functions in a city based on a large scale of trajectory data. Liu et al. [9] address
a problem of map inference in a practical setting through inferring road maps
from large-scale GPS traces. Especially, the vehicles behavior analysis based
on trajectory data are of great importance in unhuman field, which abstract
more attention. iPark in the literature of Yang et al.[20] aims to enable park-
ing information, i.e., annotating an existing map with parking zones based on
trajectory data of vehicles. Through analyzing a large scale of trajectory data
collected from electronic vehicles, Li et al. [8] address that how to strategically
deploy charging stations and charging points so that minimizing average time to
the nearest charging station and average waiting time for an available charging
point. Lee et al. [7] collected real users’ data through Garmin-GPS-60CSx hand-
held terminal in the North American environment. Based on a large number
of measured data collected above, a comprehensive moving model reflecting the
characteristics of data samples is proposed. In such researches, real data plays
more and more important role, and comparing with the researches on human
behavior analysis. Thus, in this paper, the urban operating vehicles data will
be used as the raw trajectories to mining and analyzing its characteristics and
patterns and draw some conclusion, which will do some contribution for future
modeling as well as network performance optimization. At the same time, user’s
mobile behavior tends to study the implicit constraints beyond the time and
space information in user’s mobile trajectory, in raw GPS trajectories from the
urban operating vehicles data, there are many kinds of users in the network and
their behaviors are complex and changeable. It is of great theoretical value and
practical significance for the network performance optimization and intelligent
deployment of IoT to study the mobile behavior characteristics of multiple types
of users under the IoT and hyper dense network.

2 Trajectory Data Description

In this paper, the raw GPS data is published from Shenzhen Transportation
Bureau. The trajectories contain 113,503 entries in a single day from the urban
operating vehicles up to five types with the number of 29,218. This big data
are gathered from 12:00 am, Oct. 08, 2018 to 11:59 pm Oct. 14, 2018 in the
local time. The number of raw GPS coordinates in one typical trajectory is
295,966,347. For example, in Fig. 1, it shows the heap map of a random selected
trajectory of the vehicle, which mainly take the activities around the central
part ot the city.

In the following part, the basic definitions which are used throughout the
paper are introduced for data descriptions.
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Fig. 1. The heap map of a random selected trajectory of the vehicle.

Definition 1 (Raw GPS Data): It is a 4-tuple of the form (lat, lon, t, p) where
lat and lon is the vehicle’s latitude and longitude respectively, t is the timestamp
at which the record was tracked, p is the plate number of the vehicle that also
indicates the type.

Definition 2 (Trajectory): It is a sequence of time-ordered raw GPS data for the
specific vehicle in one day.

Definition 3 (Distance): It is a length of a line segment between two given coor-
dinates. The earth radius shall be considered since the coordinates from the raw
GPS data is presented by longitude and latitude respectively.

3 The Feature Extraction Method of the Trajectory

Previously some related work have been proposed that the human mobility
has regularities, which are self-similar, hot-spots and heavy-tail [7,13]. Based
on those discovered regularities and the raw GPS data of several vehicles, an
extraction method of the trajectory is presented to evaluate the vehicle mobility
features from the urban scale in this section.

3.1 Evaluation of Self-Similarity with Hurst Exponent

A system with Hurst statistical characteristics does not need the independent
random event hypothesis of general probability statistics [2]. It reflects the result
of a long series of interrelated events. What happens today will affect the future,
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and what happened in the past will affect the present. Accordingly, the human
always selects a familiar path from the constant location to the temporary desti-
nation, which is called self-similarity. Therefore, the Hurst exponent is adopted
to analyze the self-similarity of trajectories.

The aggregated variance and the R/S methods are full-blown implementa-
tions of Hurst exponent algorithm. However, the candidate raw GPS data are
huge. So the algorithm proposed by Bill Davidson named BD procedure in what
follows is to quantify the self-similarity of way-points, which is far faster than
the conventional algorithm.

Algorithm 1. BD procedure
get the set of raw GPS data L
while Llength ≥ Lthreshold do

Ly = std(L)
Lx = Lx × 2
Llength = fix(Llength/2)
for all index ∈ Llength do

Ltmp = (L(2 × index) + L((2 × index) − 1)) × 0.5
get new L from Ltmp

end for
end while
make the linear fit for Ly and Lx

get Hurst exponent from the slope of the linear fit of log-log plot

3.2 Evaluation of Hot-Spots with Density-Based Clustering

From a macro perspective, human always activates in a constant area, which can
be called hot-spots [16]. However, the urban operating vehicles have public and
specific attributes. It is necessary to cluster trajectory of operating vehicles to
explore whether there are hot-spots. Density-Based Spatial Clustering of Appli-
cations with Noise (DBSCAN) can divide the area with enough high density into
groups, and find clusters of arbitrary shape in noisy spatial database, which can
be applied to the big raw GPS data of operating vehicles [17].

3.3 Evaluation of Long-Tails with Cumulative Distribution Function

The head and tail are two statistical terms, where the head is a protruding part
in the middle of normal curve and the tail is a relatively flat part on both sides.
From the perspective of human mobility, most of the daily trip will focus on the
head, which can be called popular, while the demand distributed in the long-tail
is personalized, scattered and small.

In order to evaluate the long-tail effects of vehicle trajectories, the cumulative
distribution function is introduced as follows.
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Algorithm 2. DBSCAN procedure
get the set of raw GPS data L
get the radius e and minimum points MinPts
for all Li ∈ L do

if Li is the core point then
find all the objects that can reach the density from this point and form a cluster

end if
end for
obtain the clusters with each center Coordinatehot−spots

x,y

Theorem 1. For all the discrete distance from the generated set D, the cumu-
lative distribution function is defined as the sum of occurrence probability of all
values less than or equal to the specific distance d.

FD (d) = P (D ≤ d) (1)

Theorem 2. The generated set D is defined as the time series of travel distance
from vehicles with the most hot-spots as the center. Therefore, the distance di in
the sampling time ti as an element of D is calculated as follows.

di = ‖Coordinatetix,y − Coordinatehot−spots
x,y ‖ (2)

4 Performance Evaluation

Framework of Trajectory Data Mining. The basic data mining can be divided
into two parts, which are data storage and calculation. For the big data that
cannot dealing with the conventional tools, the MongoDB database and the
SPARK calculation are selected in this paper respectively. Those two open source
tools shall be a close combination with the Python language. As it is shown in
Fig. 2, the MongoDB takes responsible for data compression, index, and storage,
while the SPARK is in charge of the data preprocessing and mining of the
trajectory features.

Index structures

MongoDB

Compression

SPARK

Cleaning

Segmentation

Storage systems

PREPROCESSING MINING

Density-Based Clustering

Hurst Exponent

Cumulative Distribution 
Function

Fig. 2. The framework of trajectory data mining.
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Self-Similarity. The BD procedure is adopted to calculate the Hurst value of the
trajectories between the vehicles with blue and yellow license plate. In Fig. 3, it
can be seen that the vehicle with the blue license plate has the lower value of
Hurst, while the yellow vehicle has a litter higher one. From the definition of
the Hurst parameter, the blue license plate that stands for the cabs is random
roaming across the city, and the yellow license plate that stands for the trucks
has a self-similarity path of moving.

Fig. 3. The Hurst values between the vehicles with blue and yellow license plate
respectively.

Hot-Spots. The DBSCAN procedure with the setup parameters listed in Table 1
is adopted to search for the clusters of the specific trajectory. Figure 4 that
stands for the cabs and Fig. 5 that stands for the trucks has show the locations
in one day for a specific type of the vehicle. After the DBSCAN procedure, the
graph is colored based on the clustering results. Therefore, it is seen that the
caps always roam in several certain hot-spots, while the trucks is always moving
by a specific path.

Table 1. Data clustering for DBSCAN parameters.

Parameter Value Unit Illustration

e 1000 m Radius

MinPts 10 Null Minimum points
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Fig. 4. Clustering results of locations by the caps activities in a specific day.

Fig. 5. Clustering results of locations by the trucks activities in a specific day.
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Long-Tails. The cumulative distribution function is introduced in order to eval-
uate the long-tail effects of vehicle trajectories. Figure 6 shows that cabs in the
city always take a short journey, while the distance that the trucks move is
basically steady.

Fig. 6. The curve of the cumulative distribution function for the vehicles of cabs and
trucks respectively.

5 Conclusion

In this paper, a data mining of the raw GPS trajectories is presented from the
urban operating vehicles in the city of Shenzhen. The self-similarity, hot-spots
and long-tails are evaluated as the widely recognized three features of human
traces. Mining results show that the cabs which represent to serve the daily trip
of human in the city always take a short travel and activate in several hot-spots,
but roaming randomly. However, the trucks which represent to serve the goods
are showing the opposite characteristics to cabs. Therefore, the vehicle types
are the key feature of consideration to optimize algorithms for radio resource
management in HDN.
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Abstract. In order to resolve congestion of the random access channel (RAC)
caused by UE’s concentrated access to the network in the process of group paging,
this paper introduces the pre-backoff algorithm on the basis of studying MTC
service characteristics to the group paging mechanism, and proposes the analysis
model based on the group pagingmechanismwith pre-backoff. In the group paging
mechanism with pre-backoff, when monitoring results indicate ongoing of group
paging, all UE within the group, before access, will implement pre-backoff, and
through pre-backoff, different pieces of UE are evenly distributed to a period
of access time to alleviate collisions and conflicts resulted from concentrated
access. Simulation results of three performance indexes, including the probability
of conflict, probability of successful access and delay of average access, are used
to analyze and verify the validity of the analysis model based on the group paging
mechanism with pre-backoff.

Keywords: Machine-Type Communication (MTC) · Random Access Channel
(RAC) · Group paging · Pre-backoff

1 Introduction

As the most important application form of the Internet of Things IOT) for the time being,
Machine-type Communications or MTC for short has brilliant application prospects and
tremendous market potential [1]. Also known as Machine-to-Machine M2M), MTC
has been widely explored and implemented by three major telecommunications service
providers in China, which has helped promote the MTC service development layout
[2]. Nevertheless, the current Long-term Evolution LET) system, a primary supporting
technology of MTC, for commercial use, which was initially designed to meet the needs
of Human-type Communications HTC), has failed to take the mass equipment and emer-
gencies of MTC into consideration. As a result, when a large number of MTC terminals
are switched into the LTE system designed on the basis of Human-to-Human H2H)
communications rules, access congestion would be inevitable. Therefore, it is of vital
significance to improve the LTEmobile network to suit the application and development
of MTC.

Though research into the MTC technology has been a general research interest,
research findings are still limited. Apart from defining MTC service requirements and
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functional structure based on the 3GPP standards,most researchers concentrate on study-
ing the realization of application technologies, system structures and communication
plans but pay little attention to the M2M service modeling and analysis [4]. The tradi-
tional mobile cellular network was originated from H2H communications, and has kept
on evolving and improving according to user demands. Different from H2H communi-
cations,MTC is characterized by a high synchronicity of data transmission, lowmobility
of terminals, high terminal distribution density, etc.

Literature [5] points out that, in receiving group paging information, all user equip-
ment UE) immediately transmits its paging response through the random-access chan-
nel RAC). Simultaneous signal access of all UE might result in serious conflicts of the
RACH within a short period of time. Therefore, this paper, through introduction of the
pre-backoff algorithm, puts forward an analysis model based on the pre-backoff group
paging mechanism under MTC, attempting to address competition conflicts caused by
users’ concentrated access to the network and meet users’ demand for quality of service
QoS).

2 Pre-backoff Group Paging Mechanism Analysis Model

This paper puts forward an analysis model based on the pre-backoff group paging mech-
anism, which can be used to analyze the performance of group paging strategies based on
the pre-backoff algorithm. Three performance indexes, including probability of conflict
PC), probability of successful access PS) and delay of average access DA) are employed
to verify the accuracy and effectiveness of the pre-backoff group paging mechanism.
The method proposed by this paper is not a process of repeated paging but makes use of
the pre-backoff mechanism to expand the transmission of the first preamble to increase
the probability of success at a lower access delay.

In the pre-backoff group pagingmechanism, everyUE should implement pre-backoff
of its first transmission, and adheres to and supports random access of the repeatedly-
transmitted standard LTE. The pre-backoff timer will evenly choose within the scope
from 0 to WPBO.

First of all, the pre-backoff group paging is available at the group paging interval of
the Imax-th RA (Random Access) timeslot. The group paging interval starts from and
ends with the first RA timeslot. The pre-backoff algorithm can delay the first preamble
transmission time to the pre-backoff window, WPBO. The group paging is presented in
Eq. (1). The definitions of various parameters are provided by Literature [6].

m max
__

( )I 1 ( 1)PBO RAR RAR BO
ax PT

RA REP RA REP

W T W WN
TT
             

(1)

Define Mi,S[n] and Mi,F[n] as the number of UE succeeding in transmitting and
failing to send the n-th preamble at the i-th RA timeslot, respectively; Mi[n] as the total
number of UE transmitting the preamble at the i-th RA timeslot; PP as the probability of
the UE successfully receiving the paging information. After the paging information is
received, “PP × M” UE will immediately implement even backoff before transmitting
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the first preamble. Export the total number of UE transmitting the first preamble at the
i-th RA timeslot, Mi [1], from Eq. (2).
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There is no preamble retransmission in the first RA timeslot, so RA in the first RA
timeslot tries to be investigated respectively with other RA timeslots. The number of
successful UE, M1,S[n], UE in fault and M1,F[n] of the first RA timeslot are given by
Eq. (3) and Eq. (4), respectively. Of special note is that, under the initial condition of i
= 1, if n �= 1, then M1[n] = 0.
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(4)

Where, NUL denotes the maximum number of UE which can be confirmed in the
response window; pn denotes the detection probability of the n preamble transmission
under the power slope effect [7], and pn = 1−(1/en); the UE failing at the first RA
timeslot will implement backoff and be resent in the following RA timeslot. The total
number of UE succeeding and failing at every RA timeslot, namely Mi,S[n] and Mi,F[n],
can be respectively given by Eq. (5) and Eq. (6) recursively:
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(6)

If n > 1, the total number at the n-th RA attempt, Mi[n], of UE of the i-th RA
timeslot can be approximately written as Eq. (7), where Mk,F[n − 1] denotes the (n −
1)-th preamble transmitted by UE at the k-th RA timeslot but in vain. The αk,I of UE
suffering from the above failure is retransmitted in the i-th RA timeslot. Kmin and Kmax
represent the minimum and maximum of k, respectively.

   
max

min

, , 1 1
K

i k i K F
k K

M n M n if n


   (7)

In Eq. (7), the upper limit, Kmax, and the lower limit, Kmin, of the transmission
probability, αk,I, can be derived by the sequence chart from Literature [8]. Kmax and
Kmin are given by Eq. (8) and Eq. (9), respectively. If the backoff interval of the k-th
RA is overlapped with the transmitting interval of the i-th RA timeslot, then the UE
failing to transmit the preamble at the k-th RA timeslot will retransmit a new preamble
at the i-th RA. Therefore, αk,I denotes the backoff interval of the k-th RA interval, whose
transmission interval is overlapped with that of the i-th RA timeslot (k < i). At (k − 1)
TRA_REP, the UE transmitting its preamble at the k RA timeslot will recognize the RA
fault after the (TRAR + WRAR) subframe. Every UE failing to send the preamble will
launch its backoff at the time of “(k − 1) TRA_REP + (TRAR + WRAR) + 1”. Therefore,
the backoff interval at the k-th RA timeslot starts at “k − 1) TRA_REP + TRAR + WRAR)
+ 1” and ends at “(k − 1) TRAREP + (TRAR + WRAR) + WBO”. If their backoff fills in
between the (i − 1)th RA timeslot and the i-th RA timeslot, then the UE can upload the
preambles at the i-th RA timeslot. Therefore, the transmission interval of the i-th RA
can be written as “[(i − 1) TRA_REP + 1(i − 1) TRA_REP]”.

When the right boundary of the backoff interval at the k-th RA timeslot arrives at
the left boundary of the transmission interval at the i-th RA timeslot, namely “(Kmin −
1) TRA_REP + TRAR + WRAR + WBO ≥ 1 + (i − 2) TRA_REP”, then Kmin can
be obtained, and written as below:

min
_

1 ( )( 1) RAR RAR BO

RA REP

T W Wi
T

K        
(8)

When the left boundary of the backoff interval at the k-th RA timeslot arrives at
the right boundary of the transmission interval at i-th RA timeslot, namely “(Kmax −
1)TRA_REP + TRAR + WRAR + 1≤(i − 2) TRA_REP”, then k(Kmax) can be obtained, and
written as below:

max
_

1 ( )RAR RAR

RA REP

T Wi
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3 Performance Indexes

Asmentioned above, performance indexes of the analysismodel based on the pre-backoff
group paging mechanism include: (1) Probability of conflict (PC); (2) Probability of
successful access (PS); and (3) Delay of average access (DA).

Among them, probability of conflict (PC) is defined as the ratio of the number of
preambles with collision conflicts and the number of all preambles; probability of suc-
cessful access (PS) is defined as the ratio of the number of UE with success network
access to the total number of UE accessing within the timeslot; delay of average access
(DA) is defined as the period of time from the start of access upon paging to the estab-
lishment of network connection after completion of four steps of random access. Delay
normalization is conducted of all UE with successful access will undergo obtain the
delay of average access, DA [9, 10].

Literature [6] provides the definition for formulas and parameters, including PC, PS
and DA, and these three performance indexes can be given by Eq. (10), Eq. (11), and
Eq. (12), respectively.
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Where, Ti denotes the access delay of UE with successful access via preamble
transmission within the RA timeslot, which can be obtained through Eq. (13):

_( 1)i RA REP RAR RART i T T W    (13)

Of special note is that a high PS, a low PC, and a low DA can be chosen as the desired
results. The larger the backoff window, WPBO, is, the lower the probability of conflict,
PC, is, and the higher the probability of successful access, PS, is, namely the better the
effects of users’ access to the RCA. However, if the pre-backoff window changes, the
delay of average access, DA, of users will change as well. Therefore, it is necessary to
find a suitable value for the backoff window, WPBO.

4 Simulation Results and Discussions

By analyzing MATLAB simulation results of the probability of conflict (PC), success-
ful access probability (PS) and delay of average access (DA), this paper verifies the
effectiveness of the pre-backoff group paging mechanism.
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Fig. 1. Probability of conflict, PC (Color figure online)

Currently, there have not yet been any suitable scenarios which can be used to
compare the performance of the RAN (Radio Access Network) overload control plan
based on the push and pull media. So, this paper compares the group paging strategies
with other push plans. The simulation results of the pre-backoff group pagingmechanism
is shown in Fig. 1, Fig. 2, and Fig. 3. The numerical results are expressed by dots, and
results of 100 repeated random access are adopted for analysis and discussion.

4.1 Charts of Simulation Results

Figure 1 presents the simulation results of probability of conflict (PC), which shows the
probability of conflict of every access of 160 pieces of UE in the group with repeated
access to the RCH for 100 times, when the pre-backoff window,WPBO, is set to different
values. The blue full line in Fig. 1 denotes the probability of conflict when WPBO =
0, namely the probability of conflict (PC) of all UE receiving paging information from
certain group and with direct access to the RCH within the RA timeslot. From Fig. 1, it
can be seen that the probability of conflict, atWPBO = 0 changeswithin the range of 0.5 to
0.85, so the ratio of the number of preambles with collision conflicts to the number of all
preambles during the process of random access is very high, which might cause serious
congestion. In Fig. 1, the green imaginary line represents the probability of conflict
when WPBO = 2. All the 160 users within the group are evenly distributed within two
RA timeslots for random access. When PC is fluctuating within the range of 0.2–0.45,
the probability of conflict significantly declines compared with direct access without
the introduction of pre-backoff. The black imaginary line represents the probability of
conflict when WPBO = 4. The 160 pieces of UE are evenly distributed within four
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RA timeslots via pre-backoff for random access, and PC fluctuates within the range of
0.08–0.20. As the value of the pre-backoff window, WPBO, increases, the probability of
conflict, PC, keeps on declining. The red imaginary line represents the probability of
conflict (PC) when WPBO = 8. All the 160 pieces of UE are evenly distributed within
eight RA timeslots for random access through pre-backoff. PC fluctuates within the range
of 0.02–0.06. When the pre-backoff window, WPBO, is set to be its maximum, 8, the
probability of conflict, PC, turns out to be the minimum.

Fig. 2. Successful access probability, Ps (Color figure online)

Figure 2 shows the simulation results of probability of successful access (PS), where
the blue solid line represents the probability of successful access (PS) when WPBO = 0,
namely the probability of successful access when all UE receiving pagingmessages from
certain group has direct access to the RCH within the RA timeslot. From Fig. 2, one can
observe that the probability of successful access (PS) when WPBO = 0 fluctuates within
the range of 0.03–0.15. Therefore, the ratio of the number of UEwith successful network
access to the total number of UE accessing within the timeslot is very slow, which is
obviously not the desired result. During the process of random access, as many pieces
of UE receiving paging messages as possible are expected to realize successful network
access. The green imaginary line represents the probability of success access (Ps). The
160 pieces of UE within the group are evenly distributed within two RA timeslots for
random access via pre-backoff. When PC is fluctuating within the range of 0.2–0.4, the
probability of successful access (PS), compared with direct access without introducing
pre-backoff, obviously increases. The black imaginary line represents the probability of
successful access (PS) whenWPBO = 4, and PS fluctuates within the range of 0.4–0.7. As
the value of the pre-backoff window,WPBO, increases, the successful access probability,
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PS, continues rising. The red solid line represents the probability of successful access
(PS) when WPBO = 8, and PS fluctuates within the range of 0.6–0.9. When the value of
the pre-backoff window,WPBO, is set to be themaximum, 8, the probability of successful
access (PS) turns out to be the maximum.

Figure 3 displays the simulation results of the delay of average access (DA). Access
delay refers to the period of time from the start of access upon paging to the estab-
lishment of network connection after completion of four steps of random access. Delay
normalization is conducted of all UE with successful access to obtain the delay of aver-
age access, DA. The blue solid line represents the delay of average access, DA, when
WPBO = 0. DA fluctuates around the 7.5 sub-frame. In random access, a low probability
of conflict (PC), a high probability of successful access (PS), and a low delay of average
access (DA) are desired. The green imaginary line represents the delay of average access
(DA) when WPBO = 2. All the 160 pieces of UE within the group are evenly distributed
within two RA timeslots for random access via pre-backoff. DA fluctuates around the
5.8 sub-frame. The delay of average access (DA), compared with that of direct access
without introducing pre-backoff, significantly declines. The black imaginary line repre-
sents the delay of average access (DA) when WPBO = 4, and DA fluctuates around the
5.0 sub-frame. As the value of the pre-backoff window, WPBO, increases, the delay of
average access (DA) decreases slightly. The red solid line represents the delay of average
access (DA) when WPBO = 8. DA fluctuates around the 6.3 sub-frame. As the value of
the pre-backoff window (WPBO) increases, the delay of average access (DA) increases
to the contrary.

Fig. 3. Delay of average access, DA (Color figure online)
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Figure 4 presents the average probability of conflict (PC) andprobability of successful
access (PS) at different numbers of UE with network access. The asterisk indicates the
average probability of conflict (PC) and the circle indicates the average probability of
successful access (PS), both at different numbers of UE with network access. It can be
clearly seen that, without pre-backoff, the number of UE is 160 and, at the moment,
the probability of conflict (PC) is the highest, while the probability of successful access
(PS) is the lowest, which suggests serious congestion. With the increasing number of
pre-backoff windows (WPBO), namely when the number of UE accessing at the same
RA timeslot, the probability of conflict (PC) keeps on declining, while the probability
of successful access (PS) keeps on increasing. This means that the competition conflict
resulted from concentrated user access to the network during the process of group paging
is satisfactorily improved.

Fig. 4. Average PC and PS at different numbers of UE with network access

4.2 Simulation Results and Discussions

The simulation results of Fig. 1, Fig. 2, and Fig. 3 consider the situation when the pre-
backoff window, WPBO, is set to be 0, 2, 4 and 8, respectively. During the process of
simulation, the group size, M, is set to be 160. Figure 1, Fig. 2 and Fig. 3 demonstrate
the simulation results of the probability of conflict (PC), probability of successful access
(PS), and delay of average access (DA). The overall simulation results imply that the
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analysis model can relatively accurately estimate the performance of the pre-backoff
group pagingmechanism at different values ofWPBO. In Fig. 1, the probability of conflict
(PC) decreases as WPBO increases. When the value of WPBO reaches the maximum,
the minimum of PC is obtained. Simulation results also suggest that, as the value of
WPBO increases, the probability of conflict of the pre-backoff paging conflict keeps on
decreasing. This is because the pre-backoff mechanism will expand the access of UE at
the first RA timeslot to the even access of UE at multiple RA timeslots. In Fig. 2, the
probability of successful access (PS) increases as the value of WPBO increases, and PS
reaches its maximum when the WPBO is at its maximum. Simulation results mean that,
as the value of WPBO increases, the probability of successful access based on the pre-
backoff group paging mechanism keeps on rising. In Fig. 3, the delay of average access,
DA, first increase and then decrease, as the value of WPBO increase. Simulation results
provide solid evidence for that the pre-backoff group pagingmechanism can significantly
increase the probability of successful access, and also maintain a low delay of average
access for UE with successful access. In Fig. 4, the average probability of conflict (PC)
and the average probability of successful access (PS), both at different numbers of UE,
are compared. As the number of UE accessing within the same RA timeslot decreases,
the probability of conflict (PC) keeps on decreasing, while the probability of successful
access (PS) keeps on rising. To sum up, the above simulation results can verify the
validity of the group paging mechanism analysis model with the pre-backoff algorithm
introduced, in that, the analysis model can favorably improve the competition conflict
resulted from users’ concentrated access to the network, and also satisfy the requirement
of overload control.

5 Conclusions

All in all, this paper proposes the pre-backoff group paging mechanism as a solution
plan for congestion caused by MTC random access. Simulation results suggest that,
when the group size is large, the pre-backoff method can significantly improve the
performance of the group paging strategy, alleviate the competition conflict resulted
from UE’s concentrated access to the network, and satisfy users’ requirement of access
QoS.
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Abstract. The existing gas drainage monitoring system only can measure the gas
concentration of the drainage, can’t dynamically predict the residual gas and the
drainage cycle of the coal seam according to the drainage parameters. The mining
conditions of deep coal seams have become complicated by the increasing depth
of mining. The measurement of the extraction status becomes more and more
difficult. It is of great practical significance to effectively predict the drainage
time and the gas content of coal seam. In order to increase the gas drainage con-
centration of coal seam under the coal mine, combined with the actual situation
at the coal mine site, a gas drainage pipeline control system was designed and
developed. It is mainly composed of gas sensors, microcontroller, miniature elec-
tric valves, power conversion circuits, and wireless communication modules. In
view of the non-linear, multi-coupling and hysteresis characteristics of gas flow,
a fuzzy control algorithm is adopted by the controller. By measuring the gas con-
centration and pressure of the field extraction pipeline, the microcontroller STM8
working as the control core controls opening of the pipeline valve according to
the fuzzy control law. Finally the purpose of increasing the concentration of the
extracted gas is achieved. Both the fuzzy control algorithm and the system circuit
is designed in detail. The system has the characteristics of long-distance wireless
communication, compact structure and low power consumption. It can increase
the concentration of gas extraction, which is of great significance for the gas
prevention and management and coal mine gas extraction.

Keywords: Gas extraction · Gas concentration · Wireless communication ·
Residual gas · Drainage time

1 Introduction

Coal mine gas (Coal Mine Methane, CMM, also known as gas) extraction technology
which is the main technical measure to prevent gas disaster accidents has also been con-
tinuously improved and developed with the development of coal industry technology,
but the overall level is still low [1]. The informatization, intelligence and standard-
ized and refined means of gas prevention and control technology equipment have just
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started. The collection, transmission, and intelligent identification models of informa-
tion closely related to the hidden dangers of gas accidents are not complete. The keys of
coal mine gas extraction parameter monitoring, engineering construction, management,
effect measurement and inspection have not yet been digitized and informatized. A lot
of data is still in the stage of full manual determination [2].

According to the investigation on the coal mining and discussion with on-site tech-
nical staff, The reasons for low coal gas drainage rate and the existing problems of gas
drainage concentration in coal seam drilling are as follows.

Single-holemetering devices is not equipped in some coalmine pre-drainage project,
so the extraction effect cannot be investigated in time [3]. The gas measuring holes and
control valves is supplied formain pipeline of each roadway but not for extraction branch,
so the gas in branch pipeline is out of control and the leakage of branch will affect the
entire extraction system.

Sometimes the extraction system has to be shut down in order to ensure the gas
concentration throughout the area. In some coal mine gas drainage systems, a regulating
valve and gas measuring hole works for two boreholes and valves is supplied for the sub-
pipelines. In some coal mine gas extraction systems 10 drainage drilling are connected
in parallel to a sub-pipelines. The drainage drilling is provided with regulating valve
and gas measuring hole and the valve is stalled for sub-pipelines so each pipeline is
under control. But the operation of valve is basically manual with wrench. An air leak in
one borehole is sometimes handled by shutting off the whole system which is wasteful
and inefficient. The greater the density of the arranged single-hole metering device, the
more complete and the higher the reference value the data obtained. Themoremonitoring
stations are arranged, the higher the mine construction cost.

There is no effective theoretical guidance but experience for the gas concentration of
drainage pipeline. So the drainage control effect is poor, and there are a lot of drill hole
closing which not only causes lot waste of resources but also leaves security risks for
mine. The extraction concentration of different boreholes in the same area varies greatly
in some mine. There were no online monitoring of pressure, flow and concentration for
branch pipeline and even there were not a flowmeter or detection hole for main pipeline
of pump station. The same situation happens in most gas drainage systems and it is
common to be unable to detect gas drainage volume and analyze source of gas. When
the concentration of most branch pipeline does not reach the usable concentration how
to take advantage of gas is big problem.

Domestic and foreign researches on gas extraction systems have mostly focused on
optimization of extraction technology and systems optimization. In recent years, there
have also been applications of artificial intelligence control technology for gas extraction
pipelines especially branch pipelines.

Zuo Jianghong [4] and Cai Feng [5] analyzed the underground gas drainage method
from the aspects of adjusting negative pressure and sealing process, Jiang Zhigang [6]
found that the optimal negative pressure for drilling varies with the coal seam conditions,
the extraction period, and the sealing conditions. By adjusting the negative pressure, the
optimal gas concentration can be obtained. Wang Zhenfeng [7] proposed that a multi-
stage negative pressure adjustment method can be used during the extraction process
to ensure that the gas extraction concentration is in a safe range for a long time. The
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disadvantage of that system is that the branch valve is still operated bymanual operation.
Jiang Yuanyuan [8] introduced an intelligent system which worked by AT89C52 single-
chip microcomputer as the control core and fuzzy control as algorithms to control of the
gas extraction process. Kaifeng Huang [9] studied a kind of intelligent control system
for coal mine gas mobile extraction system. In order to meet the need of on-line con-
trol, the system uses PLC instead of single-chip microcomputer as the main controller.
Ansai [10] introduced the KJ456 adaptive gas drainage pipeline valve automatic control
system which automatically controls the opening of the pipeline valve through an adap-
tive control strategy to achieve the maximum gas drainage concentration or pure flow.
Zhou Fubao [11] designed a gas intelligent extraction system, which uses the Arduino
controller to control the speed of the gas extraction pump to improve the extraction effi-
ciency ratio and extraction pure volume. This system is relatively complicated, which
is not conducive to the installation of multiple pipelines on site. Wu Yuliang [12] stud-
ied the coal mine gas drainage system based on wireless sensor network, and applied
conventional control and fuzzy control to the gas drainage system. Huang Ruifeng [13]
shows that the extraction concentration can be kept in a safe and available range for a
long time by means of multi-level and multiple regulation.

In short, due to the complexity of gas flow law, there are the following problems in
coal seam gas drainage: accurate mathematical model can not be established, conven-
tional control method is difficult to use, gas multi parameter measurement is needs for
pipeline control, field construction of traditional gas monitoring equipment adopts wired
communication is complex, and the occurrence characteristics and laws of residual gas
need to be further studied.

To solve the above problems, it is necessary to design a gas extraction system to
achieve accurate control of pipelines. Work of the system for improving gas drainage is
to control the pumping pipeline through data acquisition and control algorithm efficiency
and to estimate the residual gas parameters according to the measured data. Combined
with control technology and wireless sensor network and model estimation for gas
drainage, the monitoring system of gas drainage branch is designed. Data parameters
including gas concentration are collected by sensors, the valve operation of pumping
branch can be automatically regulated. The extraction period are estimated.

2 Design of Monitoring System for Coal Seam Gas Drainage
Branch Pipe

2.1 Prototype of System Model Selection

The gas drainage cycle estimation and gas concentration control of gas pre drainage
in Xuyong coal mine are studied as the object. Xuyong coal mine has the following
characteristics. The relative gas emission of the mine is 20.1 m3/t, and the absolute gas
emission 34.29 m3/min, C20 main seam is coal and gas outburst whose gas content is
high and permeability is poor. C20 is chosen as the first coal seam and the protective layer
at the same time. The technology of cutting through coal seam strike and intercepting
longhole drilling is adopted. The drilling is type of ZDY-3200 m, with 73 mm drill pipe
and 120 mm hole diameter. 50 mm PVC pipe with length of 12 m and sealing length of
8 m are reserved in the hole.
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2.2 System Design

The structure diagram of coal seam gas drainage system is shown in Fig. 1. In order
to achieve informatization of coal mine gas drainage, gas concentration and pressure,
flow, temperature and other parameters of pipe network should be collected in time
to gas drainage monitoring system. The system consists of a central node and several
sensor acquisition nodes. Each node includes gas flow, concentration, negative pressure
and other detection devices. Each gas drainage branch pipe is installed with a sensor
acquisition node. Only one central node is needed for a gas drainage face not more
than 500 m in length. The monitoring for drainage branch pipe is achieved by wireless
sensor technology. Fuzzy control [14] is introduced into the control method. Each branch
pipeline is equipped with a controller which collects data of gas concentration, flow rate
and pressure periodically and operates valve for the negative pressure of pipe to gas
concentration.

coal seam

drainage
Branch

drainage
sub-pipeline

drainage main 
pipeline

Main pipeline 
Valve

branch
valve

Go to the 
ground

tunnel air 

Ventilation
gas

central
node

sensor
acquisition node

Fig. 1. Schematic diagram of coal seam gas drainage system

The function of sensor acquisition node is to collect gas drainage pipeline parameters,
and transmit the data to the central node by wireless way. It is mainly composed of
microcontroller, concentration sensor, flow sensor, pressure sensor, temperature sensor,
micro electric valve, wireless communication circuit, etc.

Due to characteristics of the randomness, high nonlinearity and strong coupling
between variables, it is unrealistic to establish an accurate mathematical model of the
pumping system. It is difficult to achieve satisfactory control accuracy by traditional con-
trol algorithm. Therefore, the fuzzy control strategy is adopted for pipeline concentration
control.

The node based on wireless sensor network can be combined with the inherent
monitoring system. The node can be arranged according to the measuring position. The
way of wireless technology networking and data transmission is fit for the complex and
turbulent environment of coal mine. can avoid the influence of wired equipment wiring
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and pipeline movement, and facilitate the installation of equipment for central node and
sensor acquisition node with the change of coal mining position. The adverse factors
caused by wired equipment wiring and device movement with pipeline is avoided. It is
convenient to install the node equipment as pipeline moves.

The sensor acquisition node is installed at the monitoring position of the drainage
pipeline, and the gas concentration, flow rate, pressure and temperature are collected and
converted by node. The intelligent control of gas concentration in the pipeline is coded by
fuzzy control. The fuzzy control algorithm is designed according to staff experience so
that the gas concentration is within the standard production range and the intelligent auto
control of gas concentration is achieved. The acquisition node receives the command
from the central node and sends the collected pipeline gas information back to the central
node through wireless communication.

The central node transmits the data to the remote monitoring substation by bus
communication to realize themonitoring of gas drainage pipeline parameters. The central
node relays the command to the acquisition node through wireless communication, and
the acquisition node transmits the collected information to the central node in order.
The central node will analyze the information received, fit the change data of gas flow,
predict the content and distribution of residual gas, and calculate the drainage cycle for
engineering reference. The central node is mainly composed ofmicrocontroller, wireless
communication circuit, power conversion circuit and display.

When the level of gas in the main pipe is low, the main drainage pipe would be closed
and the ventilation gas and roadway air valve is opened.

3 Design of Fuzzy Controller for Gas Concentration

The sensor acquisition node obtains the gas concentration of the branch pipe, and cal-
culates the reasonable control signal through the fuzzy rule judgment. The signal is
intended to opening of the drainage branch valve so as to adjust the gas drainage flow
and to ensure the minimum gas concentration of the branch pipe.

The fuzzy controller is a kind of double input and single output controller. The
deviation of gas concentration E and the change rate of gas concentration deviation Ec

are selected as the input of fuzzy controller so called two-dimensional fuzzy controller.
The regulating value U of micro electric valve is the output. Two inputs can reflect
the dynamic characteristics of the process, and the control effect is much better than
one-dimensional controller. The Ec is chosen to predict the trend of controlled variables
which is equivalent to the derivative of PID control which is set as input in general large
inertia system, such as boiler temperature control system.

The gas concentration valueEk in the branch pipe is the controlled quantity of system,
E0 is the minimum value, and E is the concentration deviation, E = Ek − E0, where k
for current time. Ec = Ek−1 − Ek is the change rate of concentration deviation, k − 1
for the previous moment. The principle is sectional multilevel negative pressure control
method. Specifically, it is 4-section and 3-level. In the early stage of pumping, there is a
reasonable negative pressure P1kPa. As time goes on, the reasonable negative pressure
will gradually decrease. The reasonable value of negative pressure isPnkPa to later stage.
That value is determined by on-site technicians staff. If the extraction concentration is
too low, even less than 10%, the valve will be closed directly.
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The pseudo code of concentration fuzzy control algorithm is as follows.

The drainage concentration of drilling branch can be expressed as follows (3 * 10
for example)

P3×10 =
⎡
⎣

ρ1,1 ρ1,2 · · · ρ1,10

ρ2,1 ρ2,2 · · · ρ2,10

ρ3,1 ρm,n · · · ρ3,10

⎤
⎦ (1)

P3×10 is the extraction volume concentrationmatrix, ρm,n is the row ofm and column
of n extraction volume concentration.

The flow can be expressed as

F3×10 =
⎡
⎣
f1,1 f1,2 · · · f1,10
f2,1 f2,2 · · · f2,10
f3,1 fm,n · · · f3,10

⎤
⎦ (2)

F3×10 is the pumping flow matrix, and fm,n is the row ofm and column of n drainage
flow.

The pure quantity of gas drainage is the evaluation basis to investigate whether the
gas drainage and drainage pipe network are efficient. The larger the pure flow is, the
more gas content in the target area can be reduced as much as possible. Therefore, the
gas drainage volume is the most important evaluation standard for the drainage effect of
drainage pipe network. Based on themeasured gas flow f and gas drainage concentration
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ρ, the pure gas drainage flow PF can be expressed as PF = ρ × f . The pure flow of
gas drainage system is

PF3×10 =
⎡
⎣

ρ1,1 × f1,1 ρ1,2 × f1,2 · · · ρ1,10 × f1,10
ρ2,1 × f2,1 ρ2,2 × f2,2 · · · ρ2,10 × f2,10
ρ3,1 × f3,1 ρm,n × fm,n · · · ρ3,10 × f3,10

⎤
⎦ (3)

where: PF3×10 is the pure flow matrix of gas drainage. for example, the branch pipe in
the first row and the first column is PF1,1 = ρ11 × f1,1. With the matrix form storage
mode it is convenient for the central node to carry out three-dimensional portrait of the
whole coal seam gas content, gas concentration and change trend.

4 Estimation of Gas Pre Drainage Time

It shows that the quantity of gas pre drainage every day tended to retrogress, which
indicates that pre drainage time can not be extended indefinitely, and there should be a
reasonable time [15]. Reasonable time is not a constant but a variable affected by many
factors. Therefore, reasonable pre drainage time is different for the same coal seam,
while is same for different coal seam. At present, the conventional method to predict the
reasonable pre drainage time is mainly through drilling in the underground to determine
the initial gas drainage amount and attenuation coefficient of the gas drainage volume,
which are determined as important parameters. The precondition of this method is that
the pumping quantity is exponential attenuation.

Another attenuation characteristics different from exponential attenuation is exhib-
ited in different coal mine drainage data. Therefore, combined with the actual data
characteristics, we presented a new method to determine the reasonable pre drainage
time of coal seam gas.

The electromagnetic environment of coalmine is complex so sensorwill be disturbed
or fault, its data will be missing or abnormal. Kalman filter is taken at the central point
to refine the gas flow and concentration data of the main pipe.

The process of coal seam gas drainage, can be approximately equivalent to that of
water tank drainage. The coal seam is equivalent to water tank, and gas to water in a tank,
all branch pipes to a pump, the residual gas content to the water volume, the drainage
flow of water pump to the flow of gas drainage. The relationship between water pump
drainage flow and time is very close to that of gas drainage flow and time as shows in
Fig. 2.

If it is the characteristic of curve I, the initial flow rate is small, and gradually increases
to the maximum value with the extension of time, and then decays. With the continuous
increase of drainage time, the gas flow in the branch pipeline decreases. The rising speed
is different inmanymine,whichmay be a characteristic of lowpermeability outburst coal
seam [16]. The measured curves in references [17] and [18] also show the characteristics
of step response of underdamped second-order systems. If it is the characteristic of curve
II, the decreasing rate of gas flow with time decreases continuously, and the curve shows
a hyperbolic trend,

If the flow curve is close to curve I, it can be expressed by power function formula.
If curve II then the step response formula of the second-order system. If the dotted line
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Fig. 2. Schematic diagram of the water tank pump drainage process

as shown in the Fig. 2 is added to curve I, a step response curve of the second-order
system can still be obtained by translating the coordinate axis. Therefore, the model of
coal seam gas drainage can be represented by a second-order system. The relationship
between pumping flow and time can be approximately expressed by the step response
curve of the second-order system.

The mathematical model of the second order system in Laplace transform is

G(s) = ω2
n

s2 + 2ζωns + ω2
n

(4)

The model parameters ζ andωn are related to the gas flow of coal seam, namely both
of them have a certain functional relationship with coal seam gas content. The input is
step signal of R(s) = R0/s, R0 the signal amplitude. The step response expression of the
second-order underdamped system is

c(t) = L−1[R(s)G(s)] = 1 − e−ζωnt sin(ωd t + β)/(
√
1 − ζ 2) (5)

where L−1 for inverse Laplace transform.
The overshoot is

σ% == e
− ξπ√

1−ξ2 × 100% (6)

peak time is

tp = π/ωd = π/(ωn

√
1 − ξ2) (7)

The overshoot σ% is obtained by maximum value of flow PFm×n which is easy
to get, and the coefficient ξ can be obtained by reverse calculation. The coefficient ωn

can be calculated according to the corresponding peak time tp. When the flow PFm×n

decreases to◿, the settle time can be obtained according to the step response curve. That
settle time is the estimated drainage time. For example, when the steady state value is 1,
the steady-state error◿ = 0.05, ts = 3/ξωn, the unit is day. The estimated of drainage
time is not fixed, but is obtained according to the calculation dynamic of maximum
gas value and steady state value. It is easy to get the maximum value through the data,
while the steady state value is get under condition of the variation of gas flow PFm×n
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within a certain range. Only when the residual gas content and drainage rate meet the
requirements can the estimated of drainage time be matter.

The concrete steps to determine the reasonable pre drainage time of coal seam gas
are as follows:

1) Kalman filter to the data.
2) calculate the maximum gas flow value and corresponding peak time.
3) calculate the initial gas content of coal seam.
4) calculate the residual gas content and extraction rate.
5) according to the steady state flow value, calculate the drainage time.

The average gas data acquisition interval is 1 time/5 min. There are 25920 data in
three months. The first 50 days are the initial training data, the next 20 days an average
sliding window period, 10 days training, another 10 days forecast and adjustment.

Considering of the geological conditions and human factors, the actual reasonable
pre drainage time should be slightly larger than the theoretical calculation results.

5 Calculation of Residual Gas Content

In order to obtain the residual gas content after a period of drainage, the original coal
seam gas content is required first, and the drainage amount of roadway is also considered.

Q = QT + Qc + Qv (8)

where Q for original gas content of coal, m3/t, QT for total amount of gas drainage per
ton of coal, m3/t. Qc for residual gas content of coal, m3/t. Qv ventilation air gas, m3/t.

The residual gas content after gas drainage is calculated according to the following
formula.

Qc = Q− pft + pfv
kG

(9)

where pft for the amount of gas drainage, pft = ρmain · fmain · Dmain, pfv for the amount
of ventilation gas pfv = ρV · fV ·DV, v for ventilation, k for test the influence coefficient
of unit gas pre drainage, k = 1.2, G for the test unit to participate in the calculation of
coal reserves, t, G = L1L2m0γ , L1 is the length of pre pumping drilling of inspection
unit, m; L2 for the width of inspection unit, m; m0 for the average thickness of coal
seam in the test unit, m; γ for the bulk density (pseudo density) of coal, t/m3, ρ for the
average gas concentration and the amount of gas discharged by air, f for the air volume,
m3/min, D for the running time, d.

The gas content at different levels of C19 is calculated by indirect method.

6 Conclusion and Prospect

With the increase of mining depth, the coal seam gas drainage technology will play
a more important role in coal mine gas control. Combined the theoretical research of



238 C. Wu et al.

gas flow with the practical engineering application, this paper points out some problems
existing in the gas drainage of coal seam, analyzes and summarizes the existing problems.
The main conclusions are as follows:

A kind of monitoring system based on wireless communication for coal seam gas
drainage pipeline is designed. Through sensors, microcontrollers, micro electric valves
and wireless communication modules, the gas concentration in the branch pipe is under
the control which is beneficial to ensure the concentration level of gas drainage.

In this paper, the fuzzy control is applied to the monitoring system of the gas
drainage branch pipe, and the sectional multilevel method is presented which improves
the automation level of the gas drainage system.

In this paper, the coal seam drainage model is regarded as a second-order system.
By analyzing the characteristics of the gas drainage data curve, it is concluded that the
second-order system step response curve is a good choice to fit the data, and a new
method for predicting the drainage time is proposed.

Gas drainage involves interdisciplinary fields, and the research to be solved in the
future includes the following aspects: (1) to predict model of coal seam gas drainage
based on deep learning, which provides theoretical basis for intelligent drainage and
prediction of residual gas in coal seam. (2) to develop advanced sensing technology for
key parameters of pumping branch pipe and main pipe, to develop intelligent pumping
equipment based on industrial IOT.
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Abstract. Online education is the complement and extension of cam-
pus education. Aiming at the situation that the mainstream network
speed in online education scenarios is difficult to meet the requirements
for smooth video playback, such as ultra-high-definition video resources,
live broadcast, etc., this paper proposes an A3C-based online education
resource caching mechanism. This mechanism uses A3C reinforcement
learning-based edge caching to cache video content, which can meet the
requirements of smooth video playback while reducing bandwidth con-
sumption and improving network throughput. We use the Asynchronous
Advantage Actor-Critic (A3C) technology of asynchronous advantage
actors as a caching agent for network access. The agent can learn based
on the content requested by the user and make a cache replacement
decision. As the number of content requests increases, the hit rate of the
cache agent gradually increases, and the training loss gradually decreases.
The experimental comparison of LRU, LFU, and RND shows that this
scheme can improve the cache hit rate.

Keywords: Edge cache · Reinforcement learning · Online education

1 Introduction

Online education, as a supplement and extension of traditional classroom edu-
cation, especially during the COVID-19 epidemic, overcomes the limitations and
disadvantages of traditional classroom education and can optimize the alloca-
tion of educational resources and improve the quality of teaching to a certain
extent. However, with the popularity of online education and mobile Internet
access devices, mobile devices (such as smartphones and tablets) are increas-
ingly requesting multimedia services (such as audio, high-definition video, pho-
tos, etc.). The content provider’s network traffic load has increased rapidly, and
the quality of service (QoS) of users has decreased [1].

Online education has the following advantages: small environmental limita-
tions, low teaching costs, and can alleviate the problem of unbalanced teaching
resources. However, online education has high requirements for network infras-
tructure, so the biggest problem it faces is network latency. When users use
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online education and learning, if the network speed can not keep up, there will
be a delay stuck; when transmitting data and lost packets, there will also be a
picture and sound “stuck”. Therefore, connectivity and networking must become
the top priority for online education. However, this is a big challenge for schools
with many distributed network resources.

In online education, some users will have more demand for online courses.
These users may be located in more concentrated areas (urban primary and
secondary schools) or multiple areas (university online education). For users in
the distribution area, how to reduce the propagation flow through local short-
distance communication and effectively reduce the duplicate backhaul traffic has
become a hot research topic.

The emergence of 5G and edge cache can alleviate the dilemma faced by
online education, which reduces latency by storing data locally, thereby obtain-
ing a continuous and better user experience. Edge computing can disperse com-
puting resources and move them closer to data sources. When schools use edge
computing, they will prioritize connections and networks across multiple cam-
puses to eliminate the slow speed, thereby significantly improving the online
education experience for students and teachers. Therefore, it is the general trend
to apply edge caching to online education.

Edge caching is a promising technology that can increase network through-
put, improve energy efficiency, reduce service latency, and reduce network traffic
congestion by caching cache nodes on the edge of a wireless network. Cache nodes
can be placed on base stations and home gateways so that the content requested
by the user is closer to the user, rather than being downloaded repeatedly from
the content service provider over the network.

Therefore, it is very interesting and necessary for some effective prefetching
strategies to place educational resources with high-frequency requests on edge
cache nodes, thereby reducing resource access latency for end-users. We study the
caching and replacement decision problems in BSs, model the content caching of
edge nodes and user requests as Markov decision problems, and deploy a learning
framework based on A3C for content caching of BSs. Based on the results of
simulation experiments, compared with the existing LRU (least recently used),
LFU (least frequently used), and RND (random number deletion) hit rates, there
is a certain improvement.

The rest of this article is organized as follows: In the second part, we introduce
related work; in the third part, we propose problems and algorithms; We conduct
simulation experiments and give the experimental results in the fourth part; the
last part is our research conclusions and future research challenges.

2 Related Work

In recent years, online education resources have grown rapidly, and the network
traffic for educational applications has also increased tremendously, which has
placed a heavy burden on the core network, which has ultimately led to long
delays in resource access and user experience. Edge caching can help solve this
problem by fetc.hing and caching new content.
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In [6], a coordinated mobile edge network that supports caching was dis-
cussed. This network structure mainly reduces the load on the front-end link,
while achieving low-latency and high-rate content delivery.

Recently, researchers have used artificial intelligence (AI) technology com-
bined with edge caching to better understand user behavior and network char-
acteristics. In particular, neural networks placed in edge nodes learn to predict
popular content and make caching decisions. For example, in [2], collaborative
filtering of stack-type automatic coding, recurrent neural network, deep neural
network, and recurrent neural network [3] is proposed to predict the popularity
of content.

The researches in [4] and [5] show that reinforcement learning RL has great
application potential in the content caching scheme design. The author of [4]
proposed a cache replacement strategy based on Q-learning to reduce the traffic
load in the network and used a multi-armed robber MAB to place the cache.

Aiming at complex control problems, [7] proposed a collaborative deep cache
framework for mobile networks based on dual deep q networks. The framework
aims to minimize content acquisition delays and does not require any prior knowl-
edge. [8] proposed a collaborative edge cache architecture based on 5G networks,
which uses mobile edge computing resources to enhance edge cache capabilities,
and proposes vehicle-assisted edge caches in combination with smart car cache
resources. [9] use Q-learning to design the caching mechanism, reduce the back-
haul traffic load and transmission delay from the remote cloud, and propose
an action selection strategy for the caching problem. Find the right cache state
through reinforcement learning.

Although the replay of the experience used by the DQN algorithm can be
said to solve the problem of reinforcement learning satisfying the independent
and identical distribution, it uses more resources and the calculation of each
interaction process, and it needs an off-policy learning algorithm to update the
data generated by the old strategy, [10] put forward the concept of “execu-
tively executing multiple agents in parallel on multiple environment instances”.
Its advantage is that unlike traditional methods using GPUs or large-scale dis-
tributed computing, It is running on a single multi-core CPU, which is the same
task. The asynchronous A3C algorithm has achieved the same or even superior
results, and the cost is a shorter training time. Inspired by this, we will use A3C
technology in edge caching.

3 Edge Cache Model

In the future 5G network architecture, edge nodes (EN) will become an indis-
pensable part. To meet the low-latency and high-traffic network services in online
education scenarios, this study proposes an education resource pre-cache based
on the combination of EN Caching and A3C technology.
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Fig. 1. Edge cache architecture.

3.1 Problem Formulation

The model building is illustrated in Fig. 1. In EN, there is an A3C-based caching
agent. Because the agent involves a series of interactions between the agent
and the environment during the edge caching process, the edge node caching
issues can be modeled as a Markov decision process. The Markov process can be
represented by five key elements:

A group of states S that the agent can really be in; a set of actions A per-
formed by the agent when it moves from one state to another; transition prob-
ability, the execution of a certain behavior a, and transition from a state s,
probability of going to another state s’; reward, the agent performs a certain
behavior a, and transitions from one state s to another state s’ to get reward
probability; discount factor controls the importance of reward and future reward.

Edge caching is to strike a balance between broadband transmission costs
and storage costs. Therefore, caching of popular content is very important. In
general, the distribution of popular content is represented by the Zipf function
distribution, that is, most users often request specific files that account for a
small proportion of the requested content, while most files are rarely requested.

The following is the process by which the agent makes the cache decision:

(1) When a user’s content request reaches EN, the EN first checks whether there
is content requested by the user in the cache, and if so, returns the content
directly to the user.
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(2) If EN checks its own cache and does not find the content requested by the
user, it needs to determine whether the cache is full. If the cache is not
full, the EN node downloads the content requested by the user from the
content provider to the local cache, and is forwarded to the user through
the network.

(3) If the content requested by the user is not cached in the EN cache and the
cache is full. The caching agent (based on A3C) will determine the cache
content to be removed. At the same time, the agent downloads the content
requested by the user from the content provider, transmits it to the user,
and caches the content locally.

3.2 Asynchronous Advantage Actor-Critic

The main idea of the A3C algorithm is to learn and integrate all its experience
in parallel through multiple agents. A3C can produce better accuracy than other
algorithms and has good results in continuous and discrete space. The network
uses multiple agents, and each agent learns in parallel with different exploration
strategies in a copy of the actual environment. The experience gained by the
agents is then integrated to form a global agent. Global agents are also called
core networks or global networks, while other agents are called workers.

Fig. 2. A3C agent structure.
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In A3C. The first ‘A’ is asynchronous. Multiple agents interact with the
environment, a copy of the environment needs to be provided for each agent, and
the states between the agents are asynchronous. The second ‘A’ is the advantage.
The dominant function can be defined as the difference between the Q function
and the value function. The Q function determines how well the behavior is in a
certain state. The value function determines how good the state is the difference
between Q function and value function. It means that the agent performs the
behavior in the state s. The third ‘A’ is an actor-critic. There are two types of
A3C neural network architecture, actors and critics. The role of the actor is to
learn a strategy. The role of a critic is to evaluate the actor’s learning strategy.

There are multiple worker agents in Fig. 2. Each agent interacts with its
own copy of the environment. Then the worker agent learns the strategy and
calculates the gradient of the strategy loss. And update the gradient in the global
network. This global network is updated by each agent. One of the advantages
of A3C is that it does not use experience playback memory. Because there are
multiple agents interacting with the environment and integrating their respective
information into the global network. Information between agents. There is little
or no correlation. Since A3C does not require memory, it can greatly reduce
storage space and calculation time.

3.3 Formula Derivation

The agent tries to maximize the cumulative rewards it receives from the envi-
ronment. The total amount of rewards an agent receives from the environment
is called the reward. The reward function Rt is calculated as follows:

Rt = tt+1 + rt+2 + · · · + rt =
∞∑

k=0

γkrt+k+1 (1)

The policy function maps state to behavior as π. This represents a mapping
from state to behavior. In essence, the policy function indicates what behavior
is performed in each state. The ultimate goal is to find the optimal strategy for
each state to specify the correct behavior, thereby maximizing the reward. The
strategy function π can be expressed as:

π(s) : S− > A (2)

State value function referred to as the value function. Determine the optimal
degree of an agent in a certain state under the strategy. It is usually recorded as
V (s), which represents the value of the state after the policy is executed. The
value function V (s) is defined as follows:

V π(s) = Eπ[Rt|st = s] (3)

Substituting formula (1) into the above Rt value, we get
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V π(s) = Eπ[
∞∑

k=0

rt+k+1|st = s] (4)

State behavior value function. Also called the Q function. Used to indicate
that the agent adheres to the policy π. The optimal degree of specific actions
performed in a state. The Q function is denoted as Q(s), which represents the
value of the behavior taken in a certain state by following the policy π. The Q
function is defined as follows:

Qπ(s, a) = Eπ[st = s, at = a] (5)

The difference between the value function and the Q function is that the value
function is the best way to determine the state. The Q function determines the
optimal degree of behavior in a certain state.

Algorithm 1. A3C-based edge cache algorithm
1: Initialization parameters: T = 0, θ, θ′, θv, θ′

v;
2: Repeat if there is a user content request;
3: dθ = 0; dθv = 0; θ′ = θ; θ′

v = θv; tstart = t; st;
4: Repeat;
5: Perform according to policy π(at|st; θ

t);
6: Receive reward rt and new state st+1 ;
7: t = t + 1; T = T + 1;
8: until st or t − tstart == tmax;

9: R =

{
0

V (st, θ
′
v)

;

10: For i ∈ {t − 1, . . . , tstart};
11: R = rn + γrn−1 + γ2rn−2;
12: θ′ : dθ = dθ + ∇θ′ logπ(ai|si; θ

′)(R − V (si; θ
′
v));

13: θ
′
v : dθv = dθv + σ(R − V (si; θ

′
v))2/σθ

′
v ;

14: End for;
15: update θ using dθ and θv using dθv;
16: Until T > Tmax.

The A3C workflow first resets the worker agent to the global network. Then
start interacting with the environment. Each worker agent learns an optimal
strategy according to different exploration strategies. Next, calculate the value
and strategy loss. Then calculate the loss gradient. And update the gradient in
the global network. The worker agent restarts resetting the global network and
repeats the counting process. The dominant function A(s, a) is the difference
between the Q function and the value function:

A(s, a) = Q(s, a) − V (s) (6)
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According to the above formula, we can get the value loss, which is the mean
square difference between the discount return and the state value:

Lv =
∑

(R − V (s)2) (7)

According to the value loss, the agent can train the A3C neural network,
As the training increases, the value loss will gradually decrease, and the agent’s
reward will continue to increase.

By deploying servers with caching and computing capabilities at the edge of
the network, you can solve low latency problems and ease the burden of high
traffic in the cloud. Specifically, with edge computing, the edge cache can pre-
cache some popular content during off-peak hours. Therefore, during peak hours,
edge caching can reduce transmission delay and front-end transmission burden,
and can also reduce traffic, thereby achieving the goal of improving the network
environment.

In this article, we only focus on the caching strategy, which is to determine the
content and timing of caching or updating the cached content, which is critical
to the overall performance of the cache-enabled communication system. In this
article, we choose the A3C agent with the decision-making ability to cache. A3C
agent continuously improves the performance of the network experience through
continuous interaction and learning with the environment at the network.

4 Experiments and Results

With the rapid development of edge computing and communication technology,
traditional education is changing. Through the application of new technologies,
the utilization rate of existing campus resources can be improved, and the work
efficiency of students and teachers can be improved. Popular teaching content is
cached on edge servers, such as communities, teaching buildings, etc. This way,
the network environment, and user quality are improved.

Simulation experiments verify the effectiveness of the A3C edge cache
method. This article uses the simulation experiment method to simulate the edge
cache node by instantiation. For A3C agents, the actor and critic learning rate
is 0.001. The experiment uses CentOS7, the processor is E5-2650, and the hard
disk size is 480G SSD + 4T. Enterprise hard disk, 32G memory, code interpreter
is Python, version 3.6, code dependent libraries include Tensorflow, Numpy, etc.
User requests in experimental data are randomly generated by calling the Zipf
function in Numpy.

The loss curve of the agent is shown in Fig. 3. The y-axis is the loss value of
the edge node agent, and the x-axis is the edge node agent training cycle. 80%
smoothing is done in Fig. 3 for demonstration. Every 200 times as a training
cycle and record the training loss. In the first 100 cycles, the loss remained at
a high level. On the one hand, the amount of training data was small, and on
the other hand, the worker passed the neural network parameters to the global
network for the update. After several updates, the global network was updated.
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Fig. 3. A3C agent training loss.

Fig. 4. A3C, LRU, LFU, RND hit ratio comparison.

Will reach a level of low loss. As the training progressed, the agent loss gradually
decreased and reached around 0 after the training cycle reached 100, and then
there was a large fluctuation. As the training continued, the fluctuation range
became smaller and smaller, until the fluctuation range was less than plus or
minus 1.

Figure 4 plots the comparative experimental results of A3C, RND, LRU,
and LFU. The y-axis in the graph is the cache hit ratio, and the x-axis is the
number of user requests (the unit is 1000). The cache hit rate we define is the
number of cache hits divided by the sum of hits and misses. At first, due to
the small number of user requests, the hit rates of the four caching strategies
were very low. As user requests increase, training based on A3C caches also
tends to stabilize. LFU, A3C performance is better. As the number of requests
continues to increase, the cache hit rate of RND, LRU, and LFU also gradually
increases, and the advantages of A3C also gradually weaken. Finally, when the
number reaches the highest value, four cache methods reach similar levels. From
the point of view of the caching process, a3c-based edge caching is stronger than
LRU, LFU, and RND caching.
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5 Conclusions and Future Work

In this paper, to alleviate the dilemma of online education facing high latency
and stuttering, we propose an A3C-based edge cache online education architec-
ture. By using resources placed in EN, content caching and hit ratio can be
improved. Edge caching is an important way to improve the efficiency of 5G
network content distribution. However, how to make more effective use of edge
node caches in content storage and delivery still requires further exploration of
computing and communication functions. Besides, the popularity of content will
change with time, and how to design intelligent and adaptive caching mechanisms
is a challenge in the future. We also need to further study how to motivate a
large number of heterogeneous cache nodes to follow effective caching strategies,
while ensuring content and network security.
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Abstract. The trend of Internet of Things (IoT) and wireless network
techniques have resulted in a promising paradigm, and a more rational
and intelligent elevator control system shall be considered. Many previous
works are devoted to improving traffic congestion capability to increase
time efficiency. However, these approaches confront the limitations of
destination perception in advance or there is a steady stream of persons
coming to wait the elevator that may increase the uncertainty of sensing
the traffic load, since the user interface is still around elevator car. In
this paper, an improved elevator system is proposed with remote calling
and cloud scheduling based on low power wireless networks. It enables
users to call the elevator remotely through portable devices, solves the
problem of elevator invalid stop, reduces system energy consumption,
and improves the service life of the elevator. It can match the running
state of the elevator with the multi-user call request, shorten the time
for users to take the elevator, and improve the comprehensive operation
efficiency of the elevator.

Keywords: Elevator scheduling · Low-power wide-area network ·
Narrow Band Internet of Things · Elevator networking

1 Introduction

With the development of the information society, the connection objects of the
network gradually expand from the connection between persons to the connec-
tion among people and things [1]. At the same time, the number of node con-
nections in the network will also exceed 100 billion scale, and the information
society has also moved from the Internet at the beginning of its birth to the era
of IoT, which extends the way of network connection and data exchange, from
consumer wearable devices to industrial production devices [3,5,14,17]. These
terminals can sense environmental information, be controlled remotely, make
decisions and take actions. Therefore, IoT technology plays an important role in
the development of intelligent information society towards a higher level.
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The expected explosive growth of IoT nodes depends on the evolving wireless
communication technology, network infrastructure scale, terminal chip equip-
ment and data and computing center. In recent years, in order to better support
the network access of IoT nodes and meet the needs of IoT comprehensive appli-
cation, IoT wireless access technology also presents the development trend of a
hundred flowers and a hundred schools of thought. For example, in the field of
authorized spectrum, based on the fourth generation cellular mobile communi-
cation (4G) technology, the enhanced Machine Type Communications (eMTC)
supporting voice communication and Narrow Band Internet of things (NB-IoT)
with low-power access technology and tiny packet data reporting service are
developed [11,19]. In the field of unauthorized spectrum, the wireless access
technologies such as WiFi, Bluetooth, ZigBee and Lora have also been widely
deployed to meet the business requirements of different individuals and enter-
prises for node power consumption, coverage distance and transmission rate.
However, because the Cellular Internet of things (CIoT) uses the authorized
spectrum and is deployed by the operators on a large scale, it has better anti-
interference and wide area coverage continuity, which can save the deployment
cost of the user network, reduce the node access cost and guarantee the Quality
of Service (QoS) [21].

Therefore, the trend of IoT and wireless network techniques have resulted in a
promising paradigm, and a more rational and intelligent elevator control system
could be considered [6,12,15]. By the end of 2016, there were more than 15
million elevators running in various buildings around the world, with billions of
people taking elevators every day. Huawei expects 70% of the world’s population
to live in cities by 2050. In the next 20 years, there will be about 3 billion
people entering the city [2,6,7,16]. After so many people enter the city, the
limited space of the city will certainly promote the construction of high buildings,
and the elevator will become more and more important. At present, China is
probably the largest country in the world to carry out urbanization. At the
beginning of 2015, a third-party report showed that in 2014, the proportion of
new elevators in the global market in China was more than 68%, which means
68 of the new 100 elevators were installed in China. Obviously, it is necessary to
deploy multi car elevator system with an intelligent scheduling to improve the
transportation efficiency of large buildings with hyper dense people. However,
due to the instantaneous increase of traffic load and the limitation of elevator
car capacity, the elevator system is still faced with serious traffic congestion
bottleneck in peak hours [5,14].

A lot of previous works are devoted to improve traffic congestion capability
to increase time efficiency. In [4,9,20], it is an optimization of elevator scheduling
that focuses on the stand-alone central controller for peak hours, while lacking
the solution of sensing the external environment of elevator. In [10,18], multi-
functional sensors were equipped at the floors for mainly detecting the passenger
inside and outside the elevator car. However, these approaches confront the lim-
itations of destination perception in advance. Therefore, proactively computing
on the fine-grained traffic load information by the elevator system from each
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floor was proposed in [6,8]. This smart elevator system is to integrate traffic load
by dynamically managing user interface and providing intelligent suggestions to
guide passengers ride to other adjacent floors for time saving and physical health
consideration. However, there is a steady stream of persons coming to wait the
elevator that may increase the uncertainty of sensing the traffic load, since the
user interface is still around elevator car.

In this paper, an improved elevator system is proposed with remote calling
and cloud scheduling based on low power wireless networks. This work adopts
remote call by the general portable equipment, which not only reduces the man-
agement cost, but also solves the problem of inaccurate identification of the num-
ber of incoming persons. The elevator dispatching center in the cloud receives
the call data of users and the running state of the elevator at the same time,
and judges the full load through multi factors. The design reduces the number
of ineffective elevator door opening and closing, while improving the running
efficiency of the elevator. The user call data and elevator data are presented on
the web through the visual interface, which can give the maintenance personnel
a more comprehensive and intuitive elevator operation health state, making the
elevator maintenance become more active, rather than passive maintenance after
failure or accident.

2 System Model

The novel elevator system is based on the layered concept of IoT including the
perceptual recognition layer, network construction layer, cloud computing layer
and application layer, which stands for smart elevators, the floor identification
and related information transmission, the elevator scheduling center and the user
interface, respectively.

In the layered concept of IoT, the perceptual recognition layer is a link
between the physical world and the information world, so the smart elevators can
report the running status and receive the instructions via wireless networks from
the cloud. The network construction layer is a pipeline to exchange the infor-
mation between the physical elevator and the remote control system. Meantime,
with the support of high-performance computing and mass storage technology,
the cloud computing layer organizes large-scale data efficiently and reliably, and
provides intelligent scheduling for elevator applications.

The application layer is an integrated service provider and instructions col-
lector. Thus, the unified interface of human-computer interaction is adopted in
this paper, which is a cross platform architecture ranging from the web browser
to the mobile mini program.

3 Design of Intelligent Elevator System

As it is shown in Fig. 2, users utilize the portable devices to detect the cor-
responding wireless identification signals of their particular floors, and send
the messages including the present floor information, call requests and target
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Fig. 1. The novel elevator system architecture based on the layered concept of IoT.

Elevator 1 Elevator... Elevator L

Elevator remote dispatching system
User ladder data

and
Identify signal

Elevator running 
condition

Scheduling information
(Target floor and full load signal)

Identify 
signal

leave for USER_CURRENT_FLOOR

USER

Elevator local 
control system

Fig. 2. The whole work flow of the intelligent elevator system.



An Intelligent Elevator System Based on Low Power Wireless Networks 257

floor information to the elevator remote dispatching system. Then the elevator
remote dispatching system obtains the elevator stop oor information through
the load evaluation and similarity matching method. In the meanwhile, the stop
oor instruction is sent to the elevator local control system. The local control sys-
tem controls the elevator to the corresponding oor according to the instructions
(Fig. 1).

3.1 Application Layer

As it is shown in Fig. 3, users utilize a WeChat applet to realize the remote call
to the elevator. After the WeChat applet, via Bluetooth, obtains the user’ floor
information and get connected with the server, the user could select the target
floor on it. Then the WeChat applet sends the obtained data, namely the user’s
present and target floor information, to the cloud platform, where the user’s
request data and the running status of the elevator are monitored in the real
time.

Start Socket 
connect

Beacons 
scan

Select 
target floorCall floorEnd

Front-end operation

Websocket

Server

iBeacon

Picker-view

Current
Floor

Data
Target
Floor

Back-end logic

Fig. 3. The user interface design of the mobile mini program.

3.2 Perceptual Recognition Layer

The serial port instruction from the microchip unit is used to control the NB
module to receive data. The operation process of the elevator is simulated on
the single chip microcomputer, and the corresponding data is displayed on the
Organic Light-Emitting Diode (OLED) screen. Meanwhile, the real-time oper-
ation data of the elevator is uploaded, by the NB-IoT module, to the cloud
platform, where the latest call data is downloaded. The specific process of sim-
ulated elevator operation is as follows. When a user has hall request, judge the
position of the elevator relative to the user, thus it is concluded that the direc-
tion of the elevator. The elevator operates to the user’s floor. After opening and
closing the door, the user is successfully received. Then, judge the current posi-
tion of the elevator relative to the user’s target floor, thus it is concluded that
the direction of the elevator. The elevator operates to the user’s target floor,
that is, the user successfully reaches the destination.
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3.3 Network Construction Layer

iBeacon is a low-power Bluetooth technology. The iBeacon device transmits sig-
nals, and the portable device of the user receive and freeback signals. There are
four main data of iBeacon: Universal Unique Identifier (UUID), Major, Minor
and Measured Power. UUID can create a new identifier for the new service. If the
service provider can match the available service with this UUID, it will return
a response. NB-IoT is a new technology in the field of IoT, which supports cel-
lular data connection of low-power devices in Wide Area Network (WAN) so
that NB-IoT is also known as low-power WAN. Compared with wired or cellular
data transmission, NB-IoT has the advantages of low power consumption and
easy installation, which is more suitable for the real-time monitoring of eleva-
tors. Compared with 4G, NB-IoT can also satisfy a large number of connections.
When the iBeacon device transmits signals, the software of the client confirms
the UUID of the iBeacon device at first. After the confirmation, the floor infor-
mation is identified by the major value in the signal and the current floor is
indirectly judged by the Received Signal Strength Indication (RSSI) value. And
then the floor information is sent to the cloud server through the websocket
API. NB-IoT is responsible for data communication between STM32 and cloud
server.

3.4 Cloud Computing Layer

The cloud platform has three main functions: real-time elevator monitoring,
remote elevator request and scheduling optimization. First, the cloud plat-
form receives the information about the elevator location, operation status
and the status of the other sensors through UDP protocol and stores them
in the database. The elevator operation database Elevatordata contains the
fields such as ElevatorFloorElevatorStateElevatorSpeedNumber of People, etc.
The web interface reads the data in the database and presents the correspond-
ing data of the elevator in a visual form. Second, the cloud platform obtains
the users’ call data including the users’ present and target floor through web-
socket protocol, receives the elevator data through UDP protocol and stores
the user data and the elevator data into the database. The user call database
contains the fields UserFloorTargetFloorProcessedinElevator. Then, the follow-
ing full load algorithm is used to judge whether the elevator is full. The fuzzy
clustering algorithm is used to calculate the scheduling scheme. And finally the
dispatching result and full load signal are sent to the elevator.

Scheduling of Elevators. The elevators scheduling procedure is shown as
below in Algorithm 1. EFULL LOAD CONDITION stands for the full load condi-
tion of the elevator, n stands for the current number of people in the elevator,
EUSER NUM THD represents the number of people judging the elevator to be
full, X stands for the number of invalid stop of the elevator, and m is the num-
ber of people in the elevator after it was last opened or closed. This algorithm
can solve the problem of invalid stop of elevator floor. When the elevator is full
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Algorithm 1. Elevators scheduling procedure
while TRUE do

if En < EUSER NUM THD then
if Em is equal to En then

EX=EX+1
if EX > EINV ALID STOP THD then

EX=0,EFULL LOAD CONDITION = 1
else

EFULL LOAD CONDITION = 0
end if

else
EX=0,Em=En,EFULL LOAD CONDITION = 0

end if
else

EFULL LOAD CONDITION = 1
end if

end while

but not exceeding the predetermined threshold, it will not stop the elevator floor
by floor but not able to carry more people, resulting in the waste of power and
time.

Fuzzy Clustering of the Elevator Callings. In the scene of the elevator
calling by various users, it is necessary for the central control to coordinate the
concurrent user callings in order to provide more services. In this paper, a fuzzy
clustering based method is adopted to achieve it. As illustrated in [13], clustering
is the classification of similar objects into different groups, or more precisely, the
partitioning of a data set into clusters, so that the data in each subset share some
common trait, often proximity according to some defined distance measure.

In this paper, the input matrix to be fuzzy clustering is Elevatori
(i = 1, 2, . . . , n) which represents for attribute aggregation about all users
requesting for elevators Ei. It is defined as

Elevatori =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

U1

U2

· · ·
Un

E1

· · ·
El

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

C1 D1 T1

C2 D2 T3

· · · · · · · · ·
Cn Dn Tn

E1 E1 E1

· · · · · · · · ·
El El El

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1)

where U represents for the elevator calling by users, C represents for the floor
that the user locates, D represents for the relative location with the elevator,
T is the user target floor, n represents all users waiting for the elevator, and l
stands for the number of the elevators.

After the data source is formed, it comes to the core of the decision-making
algorithm which is fuzzy clustering. The matrix Elevator is fuzzy similar but it
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maybe not fuzzy equivalent. For the classification of similar objects into different
groups, it is necessary to make Elevator convert to Elevator∗. As Elevator
is fuzzy similar, it exists minimum k (k ≤ n, k ∈ N) to make t (Elevator) =
Elevatork. Meantime, for all l (l ≤ l, l ∈ N), there definitely takes the equation
form Elevatorl = Elevatork so that t (Elevator) is fuzzy equivalent matrix
Elevator∗.

4 System Evaluation
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And target floor operation
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UARTUART
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and NB data forwarding)
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Fig. 4. The real intelligent elevator system.

At present, the elevator protocol is not open to the public, so the operation
process of the elevator is simulated on the single chip microcomputer. STM32 is
adopted not only because of its high performance and low power consumption
but also because of its fast running speed, rich interface and rich communication
modules (Fig. 4).

The specific operation process is as follows. Users select the target floor by
utilizing the Wechat applet in the portable device, mobile phones, for instance.
Then the background process of the applet scans the Bluetooth broadcast sig-
nal at the elevator waiting area. The users’ floor location are identified by the
characteristic value and RSSI signal strength, and the users’ present and target
floor information is sent to the elevator remote dispatching system. Then the call
elevator data is stored in the database. The server sends the new user request,
including the target floor and the user’s floor data to the simulated elevator con-
trol terminal STM32 and sends the elevator floor and the running status of the
elevator to the server. The Grafana monitoring platform displays the running
status of the elevator and the user’s call request in the real time.
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5 Conclusion

Through the low power wireless networks including the NB-IoT and Bluetooth
iBeacon technology, an intelligent elevator system is proposed with remote calling
and cloud scheduling in this paper. The remote elevator calling is presented for
the general portable equipment, which not only reduces the management cost,
but also solves the problem of inaccurate identification of the number of incoming
persons. The elevator dispatching center in the cloud receives the call data of
users and the running state of the elevator at the same time, and judges the
full load through multi factors. The design reduces the number of ineffective
elevator door opening and closing, while improving the running efficiency of
the elevator. The user call data and elevator data are presented on the web
through the visual interface, which can give the maintenance personnel a more
comprehensive and intuitive elevator operation health state, making the elevator
maintenance become more active, rather than passive maintenance after failure
or accident. The elevator entity that installed the proposed system will be tested
for future work.
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Abstract. The rapid development of the Internet of Things has promoted the con-
struction of smart cities around theworld. Research on carbon reduction path based
on Internet of Things technology is an important direction for global low carbon
city research. Carbon dioxide emissions in small cities are usually higher than in
large and medium cities. However, due to the large difference of data environ-
ment between small cities and large and medium-sized cities, the weak hardware
foundation of the Internet of Things and the high input cost, the construction of
a small city smart carbon monitoring platform has not yet been carried out. This
paper proposes a smart carbon monitoring platform that combines traditional car-
bon control methods with IoT technology. It can correct existing long-term data by
using real-time data acquired by the sensing device. Therefore, the dynamic moni-
toring andmanagement of low-carbon development in small cities can be realized.
The conclusion are summarized as follows: (1) Intelligent thermoelectric systems,
industrial energy monitoring systems, and intelligent transportation systems are
the three core systems of the monitoring platform. (2) The initial economic input
of the monitoring platform can be reduced by setting up IoT identification devices
in departments and enterprises with data foundations and selecting samples by
using classification and stratified sampling.

Keywords: Internet of Things · Smart city · Low carbon city · Intelligent control
of carbon emission · Real-time monitoring · Small cities in China

1 Introduction

The Internet of Things (IoT) is an information network, which connects information
from any object in the world to the Internet through information sensing devices such as
radio frequency identification (RFID), function sensors, global positioning systems, laser
scanners, etc., for intelligent identification, monitoring and management of objects [1].
It is estimated that in 2020, 30 billion information sensing devices will be put into use,
including some information-sensing devices such as vehicles embedded in electronic
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software and household appliances [2]. The real-time monitoring platform based on
Internet of Things technology realizes early warning and decision making by using
identifiable, capturable and sharable data, which is able to achieve the storage, query,
analysis, mining and understanding ofmassive sensing data through Internet technology.

Intelligent low-carbon technology based on the Internet of Things is an important
direction for the research of global low-carbon cities. Exploring and advancing the
way to achieve smart carbon control has become the epoch topic of for government
and urban designers [3]. For example, through RFID (Radio Frequency Identification)
technology and the development of an electronic environmental protection sign system,
cars can be classified and controlled according to different emission standards, on the
basis of which, a low-carbon traffic zone is established to gain an aim of low-carbon
traffic, energy conservation and emission reduction [4]. In addition, some scholars have
proposed a future urban low-carbon communitymodel supported bydigital infrastructure
and data management systems, which constitutes a smart, sustainable and inclusive
growth strategy through cloud computing and IoT [5].

In China, a county or county-level city with an urban population of less than 500,000
is called a small city. According to the study, carbon emissions in small urban areas with
low levels of urbanization are usually three times higher than those in big cities [6].
However, the low-carbon technology based on Internet of Things technology has not
yet been launched in small cities in China. On the one hand, the technical system needs
to be further improved. On the other hand, it is also affected by the differences in car-
bon emissions pathways in small cities and the limitations of the economic foundation.
Firstly, the main influencing factors of carbon emissions in large cities such as traffic
congestion and high population density are not applicable to small cities. However, the
carbon emissions generated by industrial enterprises account for 50% of carbon emis-
sions in small cities. Therefore, in the small-city smart city-controlled carbonmonitoring
technology, the objects and data collected by the Internet of Things perception layer are
quite different from those of large cities. Secondly, as the economic development level
of small cities in China still has a large gap with big cities, the new generation of mobile
broadband network technology, internet technology and digital management technology
have not been fully popularized in households and businesses. It leads to the results that
the perception of real-time data on carbon emissions still requires a large number of
hardware devices such as sensor technology, micro-electro-mechanical systems and so
on, while the investment of this equipment will cause the economic cost burden of small
cities. Therefore, the smart city carbon control method based on the Internet of Things
in small cities still needs to consider both the precision monitoring and the economic
cost.

The purpose of this paper is to build a smart low-carbon monitoring platform applied
to small cities inChina basedon Internet ofThings technology. Itmainly solves twomajor
problems: 1) constructing a real-timemonitoring system tomonitor carbon emission data
from carbon sources in Chinese small cities; 2) initially implementing a smart carbon
monitoring platform for small cities with lower cost hardware investment.

The rest of the paper is organized as follows. The second part briefly reviews the
existing related research. The third part puts forward the construction of the smart station
monitoring platform based on IoT. The fourth part takes Changxing as an example to
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explore the actual construction steps of the monitoring platform. The fifth part discusses
how to implement a low-cost, high-precision, intelligent carbon-based system based on
a limited source of perceptual data.

2 Literature Survey

The carbon control monitoring in small cities mainly relies on the continuous devel-
opment and renewal of carbon emission estimation and measurement technology. It is
mainly divided into three research stages: 1. the first stage, the calculation method of
energy consumption carbon emissions based on IPCC calculation method; 2. the second
stage, the carbon emission coefficient estimation based on big data; 3. the third stage,
the real-time carbon emission measurement method with IoT as the core.

Since direct data on CO2 emissions is difficult to obtain, most scholars often use
existing energy consumption data and estimate it according to the calculation method
provided by IPCC [7]. This is also one of the most common method. The 2006 IPCC
guidelines for national greenhouse gas inventories provide two methods for estimat-
ing carbon dioxide emissions based on energy consumption. Firstly, the departmental
analysis method, also known as top-down, uses the energy consumption data of trans-
portation, industry and so on with their related emission coefficients for conversion. For
example: (Yanchun Yi) obtained data on energy consumption in 108 prefecture-level
cities in China, such as: raw coal, fuel coal, and fuel oil data, and introduced the carbon
emissions measurement model of the 2007 IPCC (Formula 1) to calculate urban car-
bon emissions and analyze urban carbon emission levels and their influencing factors
[8]. Secondly, the per capita consumption law, also known as bottom-up, uses data of
natural gas, gas and others from urban residents to estimate carbon dioxide emissions.
(Chou-Tsang Chang) Some scholars obtained data on gas consumption and electricity
consumption of households in eight administrative districts of the Taichung metropoli-
tan area in Taiwan, and converted gas and electricity consumption data based on carbon
dioxide conversion coefficient to estimate the carbon dioxide emissions of city build-
ings [9]. In China, the energy consumption data from relevant departments can only
be obtained in large and medium-sized cities, which are constituted with administra-
tive units of prefecture-level cities, while the data of small cities including counties as
administrative units are usually unavailable. Therefore, the carbon emission estimation
of small cities adopts a top-down energy consumption decomposition method, which is
based on the departmental analysis method to estimate the total carbon emissions of the
production, living, and transportation sectors of the prefecture-level cities, to estimate
the carbon emission of different parts, including economic output value, total population,
and traffic road mileage. Etc.

With the development of network big data technology and the popularity of remote
sensing technology, carbon emission estimation methods are experiencing a revolution.
Many scholars have explored the estimation methods of total carbon emissions based on
real-time population, occupational and commuting data, urban nighttime lights data, and
car ownership number. Among them, the research on the estimation of carbon emissions
from transportation and residential carbon emissions are the most common direction. In
the carbon emission estimation of transportation, based on the interaction mechanism
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between carbon emissions and different elements, including residents’ transportation
[6, 10, 11], urban occupational residence balance and urban built environment factors,
to determine the carbon emission impact coefficient under different factors, and then
estimate the carbon emissions. Among the methods for estimating carbon emissions in
residential life, the most commonly used method is according to night lighting data. For
example, a recent study validated and simulated urban carbon dioxide emissions based
on nighttime light image data from 327 prefecture-level cities in China [12]. The above
method provides a new idea for carbon dioxide measurement and control methods in
small cities in China.

In recent years, with the rapid development of Internet of Things technology, smart
low-carbon technology has formed a cross-disciplinary research field with urban intelli-
gent infrastructure research. By implanting inductive equipment, including urban infras-
tructure of electricity, energy and transportation, and mobile communication facilities, it
is possible to monitor, analyze, and intelligently guide urban low-carbon operations and
form an early warning mechanism. Among them, the research on the Internet of Things
technology for car carbon emissions is of a great number. Somne studies suggest that the
Bus Stop Interface (BSI) can be installed at a specific bus stop, and the optimal driving
route can be generated according to the driver’s destination selection, thereby reducing
traffic time [13, 14] and road congestion time to reduce traffic carbon emissions. At the
same time, the application of smart grid technology also provides a real-time monitoring
method for the finemanagement of carbon emissions [15]. Thus, it can be further applied
to low-carbon logistics [16], low-carbon energy conservation [17] and so on.

The continuous updating of carbon emission measurement technology provides
many methods to support the control and monitoring of carbon emissions in small cities.
However, each method has certain limitations in carbon monitoring in small cities: 1)
Estimation techniques based on IPCC and big data methods can cover major consumer
sectors of carbon emissions. However, due to the characteristic of static data, its timeli-
ness is low, and it is difficult to support the application field of real-time monitoring; 2)
Based on the carbon emission monitoring technology of Internet of Things technology,
Real-time monitoring and refined management of carbon emissions can be achieved.
However, it has high requirements for mobile internet and smart grid technology and
hardware, and it still cannot achieve comprehensive coverage in the carbon accounting
of the living and production sectors. Combining the advantages and disadvantages of the
above methods, taking into account the practical basis and economic cost of the applica-
tion of IoT technology in small cities, this paper introduces a real-time data monitoring
and correction method for the IoT, based on traditional carbon emission measurement
method, to initially construct a smart city carbon monitoring system and application
platform for small cities.

3 Proposed Framework

3.1 System Framework with the Linkage of “Long Term Data – Real Time Data”

Based on the IPCC-based carbon inventory method, the carbon emission consumer
departments of small cities mainly include public power and heat, industrial production
processes, transportation, service industries, and residential lives. The power and heat
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energy consumption in the service industry and the residential life department has been
calculated in the public power heat department, and other energy consumption such as
gas is negligible. Therefore, the two departments are eliminated. The main departments
that jointly monitor “long-term data-real-time data” in small cities are identified, which
are the thermal power sector, the industrial sector, and the transportation sector. On this
basis, a real-timedata acquisition system is constructedbasedon the revised requirements
of long-term data. They also constitute the three major systems of the framework of the
intelligent carbonmonitoring platform,which are thermal-electricitymonitoring system,
energy monitoring system of industrial process and transportation monitoring system
(Fig. 1).

Fig. 1. “Long-term data - real-time data” linkage of carbon monitoring system framework

Thermal-electricity monitoring system is a real-time monitoring system based on
sensing devices such as smart power meter and intelligent heat meter. It includes three
major systems: residential life, industrial production, and public facilities. The carbon
emission estimation results of long-term data are corrected in real time through real-time
data of three systems.

Energy monitoring system of industrial process is to realize the correction of indus-
trial process carbon emission measurement results through variable calculation, based
on real-time data monitoring of material consumption and energy consumption data in
industrial technology processes.

Transportation monitoring system includes passenger and cargo transportation sys-
tems and resident travel systems. The passenger and cargo carbon emission monitoring
system is a real-time monitoring of the emission with magnetic the induction equipment
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and cameras monitoring the emission standards of passenger and freight vehicles, vehi-
cle load and transit time in real time. Through the monitoring of fueling in town gas
stations, the carbon emissions of residents in small cities are estimated.

3.2 Collection Method of Basic Environmental Data

It takes a long time for smart sensing devices based on individuals, families or vehicles
to be popularized in small cities. Considering the feasibility of the implementation of the
Internet of Things in small cities, data collection should be carried out in management
departments and enterprises with certain data foundations. Based on the sociological
survey method of sample sampling, the real-time fluctuation estimation technology of
carbon emission is realized (Table 1).

Thermal-Electricity Monitoring System. Residential life system: Sampling methods
for different capacity and different social structure settlements in small cities by sampling
method. According to the proportion of the population, the sample cell is taken, the smart
meter and the smart heat meter are replaced, and the sample data is collected to realize
the real-time estimation of the residential thermal energy consumption.

Industrial production: Industrial enterprises above designated size are themain group
of industrial land. Therefore, smart meters and smart heat meter systems are installed
in such enterprises to realize real-time estimation of electric energy consumption of
industrial enterprises.

Public service facility: Public service facilities are divided into city level, community
level and neighborhood level. Urban-level public service facilities such as city-level
hospitals, schools, and shopping malls account for more than 70% of electricity and heat
energy consumption. Therefore, intelligent thermoelectric system monitoring is carried
out only for city-level public service facilities. Then through the coefficient conversion,
the overall facility energy consumption is obtained.

Energy Monitoring System of Industrial Process. There are large differences in car-
bon emissions from production processes in different industries. Therefore, energy con-
sumption monitoring is selected for industrial enterprises whose energy consumption
accounts for more than 20% of all industrial processes in small cities. Energy con-
sumption monitoring devices and material total monitoring device are arranged in the
production process that generates carbon emissions for real-time monitoring purposes.

Transportation Monitoring System. Passenger and cargo transportation: With the
highway entrance and exit and section speed monitoring equipment, the speed, fuel
consumption standard, driving history of passenger and freight cars are collected. And
through the highway traffic flow ratio coefficient, real-time carbon emissions data of
transit passenger and freight systems in small cities are estimated.
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Table 1. Data attributes and acquisition methods of long-term data and real-time

Carbon monitoring
system

Long-term data Real-time data

Data attribute Data Sources Subsystem Acquisition
method

Data attributes
and devices

Thermal-electricity
monitoring system

Power energy
consumption

Statistical data Residential
living

Stratified
sampling

Electricity
and heat
energy
consumption:
Intelligent
power meter
Intelligent
heat meter

Industrial
production

Stratified
samplingThermal

energy
consumption

Statistical data

Public service
facility

Classification
sampling

Energy monitoring
system of
industrial process

Energy
consumption
of raw
materials and
process
streams

Statistical data Subsystem by
industry type
(energy
consumption
accounting
for more than
20% of all
industries)

Classification
sampling

Industrial
consumption
energy
consumption:
Energy
consumption
monitoring
device
Material total
monitoring
device

Transportation
monitoring system

Passenger
and cargo
transportation

Data
decomposition
estimation

Passenger
and cargo
transportation

High speed
station data
acquisition

Speed, fuel
consumption
standard,
driving
history:
Geomagnetic
sensor, camera
device

Residential
travel

Sample survey Residential
travel

Gas station
data
collection

Amount of
gasoline:
Oil quantity
monitor

Resident travel system: Real-time monitoring and daily statistics on the amount of
gasoline in small city gas stations. Estimate the dynamic trend of carbon emissions from
residents’ travel through the amount of gasoline. The amount of gasoline in small city
gas stations ismonitored in real time and daily statistics. Andwe use the trend of gasoline
volume to replace the trend of carbon emissions in car travel.

3.3 Carbon Emission Measurement Correction Method Based on Real Time
Data

Typical sample collection and departmental integration methods are selected for real-
time data. The carbon emission method is different from the traditional static data



270 H. Zhang et al.

calculation method, and it is difficult to perform simple calculation using superposi-
tion. Therefore, this paper uses the coefficient of variation method to perform real-time
dynamic data monitoring based on traditional carbon emission measurement results.

Public Power and Thermal Department. Estimate the total carbon emissions of
energy consumption in public utilities and thermal systems respectively. The calculation
method is as follows:

CEPh =
∑2

j=1
CErj(1 + Rrj)+

∑2

j=1
CEij(1 + Rij)+

∑2

j=1
CEpj(1 + Rpj)

Among them, CEph is the revised real-time total carbon emissions for the public
electric power department. CErj, CEij, and CEpj respectively represent the basic carbon
emission values of residential, industrial, and public services, and they all use the cal-
culation method provided by IPCC to estimate the static energy consumption data of
each department. Rrj, Rij, and Rpj are respectively calculated coefficients of real-time
monitoring data of the three departments, and the calculation method is as follows:

Rr =
∑n

1

�CER · rn
Pn

/
∑n

1

CER · rn
Pn

;

Ri =
∑n

1
�CEI/

∑n

1
CEI;

Rp = α
(∑n

1
�CEP/

∑n

1
CEP

)
;

Among them, CER , CEI , CEP represent real-time energy consumption
changes of the three sectors, n is the number of samples, rn is the proportion of popula-
tion in different types of residential areas, and α is the energy conversion coefficient of
total public service facilities and urban public service facilities.

Industrial Production Department. Based on the energy consumption monitoring of
the production links of typical enterprises, the real-time data of carbon emissions are
obtained to correct the total carbon emissions of existing industrial production processes.
The calculation method is as follows:

CEPP = CE
′
pp

(
1 + Rpp

)
,

Among them, CEpp is the real-time total carbon emissions corrected by the industrial
sector. CE

′
pp is the basic carbon emission value of industrial production processes calcu-

lated by static data. Rpp is the coefficient of variation calculated for real-time monitoring
coefficient. The calculation method is as follows:

Rpp =
∑n

1
(�CEPP · rn)/

∑n

1
(CEPP · rn)

Among them,�CEPP is the real-time change value of energy consumption in indus-
trial production, and rn is the proportion of energy consumption of enterprises in different
scales.
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Transportation Department. The transportation sector uses top-down traditional esti-
mation methods for road carbon emissions. It uses highway mileage to decompose
provincial and municipal transportation carbon emissions data. In addition, the carbon
emissions of residents’ travel are converted by the coefficient of resident car ownership.
However, the above methods all result in great errors. Therefore, this paper uses the
real-time energy consumption carbon emission data of passengers and freight vehicles
on transit roads to replace the original road carbon emission estimation method. Mean-
while, the estimation of carbon emissions in the real-time gasoline fueling capacity of
the gas station is to replace the resident car ownership.

3.4 Smart Control Carbon Monitoring Platform System

The Internet of Things usually has three characteristics. One is comprehensive sensing,
that is, using sensors and other devices to acquire object information at any time. The
second is reliable transmission. The sensor network is combined with the Internet to
transmit object information to the Internet. The third is intelligent processing, using
intelligent algorithms such as cloud computing and fuzzy recognition to analyze and
process the data, and then realize intelligent control of objects [18, 19]. Based on this,
this paper proposes a framework for Intelligent Control CarbonMonitoring Platform for
small cities in China (Fig. 2), which mainly includes the basic environment data layer,
database and information management layer, computing layer and management control
layer.

Basic Environment Data Layer. The base environment data layer includes a percep-
tual environment, sensing devices, and long-term data ends collected by traditionalmeth-
ods. The sensing environment is the industry, transportation, and residential area; the
sensing equipment includes various sensors, chips, cameras, etc.; the long-term data end
collected by the traditional method refers to the energy consumption data collection of
different departments in the unit by the carbon emission inventory method.

Database and Information Management. Thedatabase and informationmanagement
are divided into two parts: database and informationmanagement. The database includes
energy consumption data of the public power and heat departments, industrial production
departments and transportation departments. The information management layer mainly
loads, optimizes, transforms and integrates the data.

Calculation Layer. Computational layer refers to the use of cloud computing, program-
mingmodels, fuzzy computing and other intelligent calculationmethods to calculate and
analyze the carbon emissions of energy consumption data in the database, and build a
real-time measurement model of carbon emissions.

Management Control Layer. The management control layer refers to the relevant
management decisions realized after data analysis. Among them, for the industrial sector
it can achieve over-standard warning, control and monitoring decisions; for the trans-
portation sector it can implement road restrictions, vehicle limit and other decisions; for
the family it can achieve building energy warning, energy supply adjustment and other
decisions.
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Fig. 2. The Layer of smart carbon monitoring platform system
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4 Empirical Research

4.1 Empirical Introduction

The county of Changxing is affiliated to Huzhou City, Zhejiang Province. It is located
on the southwestern shore of Taihu Lake between Suzhou and Hangzhou. The county
governs 3 streets, 9 towns and 2 townships. The population of Changxing County is
233,200. Through the accounting of carbon emissions in Changxing County for many
years, its carbon emissions are mainly concentrated in the energy industry, which is
mainly based on electricity production, and the production process of building materials
industry, which ismainly based on cement production (Fig. 3). And the carbon emissions
of transportation and residential life are relatively low. In terms of carbon emission
characteristics, Changxing has the representativeness of small cities in China.

Fig. 3. Trends in carbon emission ratio of sub-sectors in Changxing (2010–2017)

4.2 Basic Environmental Data Acquisition Method of Changxing

Public Power and Heat Department. Residential life system: According to the clas-
sification method of low floor area ratio (0.8–1.1), medium floor area ratio (1.2–1.4),
and high floor area ratio (>1.4), the settlement was sampled according to the proportion
of the population, and finally 7 sample samples were obtained. It is proposed to install
smart thermoelectric devices for the residents of the seven communities.

Industrial production system: Select 20 or more companies in different industries to
install smart thermoelectric devices.
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Public facility: Intelligent hotspot installations were carried out for 9 educational
facilities (technical schools, secondary schools, primary schools), 8 integrated and
specialist hospitals, and 7 cultural and sports facilities.

Industrial Process Department. According to the carbon emission list of Changxing
County, the energy consumption of cement rotary kiln in the building materials industry
accounts for 90% of the energy consumption of all industrial production. Therefore, only
9 samples of cement production enterprises are monitored for industrial process energy
consumption.

Transportation Department. The intelligent monitoring equipments are installed at
the super-superior station, interval speed, and camera of 18 highway entrances and
exits. And oil monitoring and sensing equipment was installed at 29 gas stations in the
county and townships.

4.3 Smart Carbon Monitoring Platform System of Changxing

On the basis of basic data collection, database and information management layer, com-
puting layer and management control layer are built. The carbon emission real-time
monitoring system is constructed by sensing equipment monitoring, combining carbon
emission measurement correction methods with intelligent calculation methods such as
data cloud calculation and fuzzy calculation. And it can simulate the future trend of
carbon emissions according to the consumer sector (Fig. 4).

Fig. 4. Intelligent carbon monitoring platform in Changxing
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5 Discussion

Based on the construction of “long-term data-real-time data” linkage control carbon
monitoring system, this paper explores the real-time correction technology of traditional
carbon emission measurement methods. And the intelligent control carbon monitoring
platform system based on the Internet of Things was initially constructed. In this process,
we mainly discuss the following issues, focusing on the characteristics and limitations
of carbon control in small cities:

The small city carbon control system based on the Internet of Things technology
mainly focuses on industrial thermoelectric systems, industrial production processes
and transportation systems, and is quite different from large and medium cities. The
focus of carbon control in large and medium-sized cities is mainly concentrated in two
aspects: (1) carbon emission control brought by residential energy consumption under a
large population concentration [20] and (2) carbon emission control of residential travel
caused by traffic congestion [21]. The focus of carbon control in small cities focuses
on (1) industrial energy consumption and carbon emissions from industrial produc-
tion processes and (2) carbon emissions control for passenger and freight transportation.
Therefore, low-carbon transportation and low-carbon residential Internet of Things tech-
nologies with application prospects in large cities are not very effective in controlling
carbon in small cities. And increasing the IoT management and control methods for
industrial processes and transit traffic is more targeted.

Selecting departments and enterprises with data foundations to collect data can
reduce the input cost of the carbon monitoring platform and increase the possibility
of application of IoT technology in small cities. The application of Internet of Things
technology in large and medium-sized cities is often based on massive data analysis
obtained from the extensive use of mobile communication devices and sensing devices
[22]. However, for small cities, the data environment of their individual level is poor,
and it is difficult to realize a large investment in IoT hardware devices in a short period
of time. Therefore, the sensing equipment and the estimation model are deployed at the
urban management department and enterprise level with a certain data foundation to
avoid the dilemma of the implementation of the Internet of Things technology at the
individual level in small cities.

The combination of Internet of Things technology and traditional data statistics
methods is an important means of low-carbon management in small cities. Compared
with small cities, the spatial structure, social structure and built environment of large
and medium-sized cities show strong complex features. The perception, learning and
simulation of the individual behavioral characteristics and life patterns of the Internet
of Things technology make up for the gap in the management level of big cities. But
for small cities, their demographic, spatial and economic structures are relatively stable
and simple. And Individual IoT data environment is still immature. Therefore, the sam-
pling method of sociology can still be used to solve the problem of unsatisfactory data
environment through reasonable stratification and classification sampling. And through
the combination of Internet of Things technology, real-time statistical results can be
achieved.
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6 Conclusion

The application of existing Internet of Things technology in low-carbon fields is often
based on the superior data base, rapid economic development and low-carbon manage-
ment system in large cities. However, it is not fully applicable to small cities with poor
economic levels and weak data environment. In view of the above problems, this paper
constructs a carbon-controlled monitoring system linked to “long-term data-real-time
data”, which is an exploration of the correcting method of traditional carbon emis-
sion measurement. Based on this, the intelligent carbon monitoring platform is initially
constructed. This study provides a preliminary framework for the smart city carbon
monitoring platform in small cities, but it still needs empirical support to explore the
experience in data collection, processing and analysis.
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Abstract. It is of great significance to study 5G positioning as the series of new
technologies introduced by 5G not only meeting the needs of communication
but also improve the positioning accuracy and help achieving indoor and outdoor
seamless navigation and positioning. However, 5G base stations and devices are
far from popular, and the standards of 5G positioning has not fully formed. Thus,
simulation is the main research method for studying 5G positioning. Accordingly,
we propose a 5G positioning simulation experiment scheme and give its flow
chart. The implementation ideas and the specific processes of the three consisted
parts of the simulation experiment including scene generation, signal propagation
simulation and position estimation are introduced. Furthermore,we carry out some
experiments to verify the 5G simulation environment established by the scheme
and make a simple discussion about the results.

Keywords: 5G · Location · Simulation · Channel modeling

1 Introduction

In recent years, the development of the fifth-generation (5G) mobile communication
system is in full swing. Enhanced mobile broadband (eMBB), massive machine type
communication (MMTC), and ultra reliable & low latency communication (URLLC)
are the three main application scenarios of 5G [1]. In order to meet the needs of the
above scenarios, many new technologies and features have been introduced by 5G,
including high-frequency carrier and large bandwidth, massive multiple-input multiple-
output (MIMO) and beamforming, ultra-dense network (UDN), device-to-device (D2D)
[2] and others. These technologies can solve communication problems and also provide
a lot of key features required for positioning, making 5G positioning be of great research
value. The traditional global navigation satellite system (GNSS) is hard to apply to indoor
environment. The databases of fingerprints used in Wi-Fi and Bluetooth positioning are
difficult to build. By comparison, 5G positioning is expected to achieve both accuracy
and convenience, and realize indoor and outdoor seamless navigation and positioning.

Currently, there are two ideas for 5G positioning. One is to establish a 5G-based
assisted-GNSS (A-GNSS) system [3] basedon the evolutionof the existingLTEnetwork-
based A-GNSS. The other is to regard the 5G network as a satellite positioning network
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on the ground [4]. Each 5G base station is similar to a pseudo-satellite, the base station
receives the GNSS signal for its own positioning, and uses the time service to obtain
a high precision time reference and maintain synchronization in the network. Its syn-
chronization accuracy can reach nanoseconds [5]. And thus, time synchronization is a
precondition for positioning in this paper. Base station can simultaneously broadcast the
communication information and the positioning information, as shown in Fig. 1. Accord-
ing to the known base station location, base station can locate the user by receiving and
processing the positioning information.

Fig. 1. Schematic diagram of 5G positioning

This paper adopts the second idea and proposes a 5G positioning simulation scheme
with reference to the GNSS system. The scheme has the following advantages:

(1) The scheme avoids the complex signal processing process. It has improved amature
channel simulator from the perspective of positioning, which makes the acquisition
of observations easier and reduces the difficulty of simulation.

(2) The scheme has rich parameter/scene settings, making it convenient to study the
impact of different factors on the positioning which mainly including the num-
ber of base stations using for positioning, the distribution of base station, line of
sight(LOS), non-line-of-sight (NLOS), multipath, and carrier bandwidth.

(3) The scheme introduces the map of real world and will play a guiding role when
deploying base stations.

(4) The scheme is able to learn from the rich research results in GNSS field to solve
5G positioning problems.
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2 Related Work

2.1 Development of Mobile Location and New Features of 5G

Researches on the use of mobile communication systems for positioning have increased
since the enactment of the E911 Act in the United States, generating a variety of posi-
tioning technologies such as the cell ID (CID) positioning in the 2G era, and the observed
time difference of arrival (OTDOA) positioning in the 3G and 4G eras [6, 7]. The posi-
tioning effect of 5G is expected to make a breakthrough [6, 7] (see Table 1) cause the
new technologies introduced. These key technologies are briefly described below.

Table 1. Positioning effect comparison of communication standard in different generations.

Generations Positioning error Orientation estimation Positioning delay

2G >100 m None >1 s

3G >50 m None >1 s

4G <50 m None >1 s

5G (expected) <0.1 m <1° �1 s

1. High frequency carrier and large bandwidth can reduce the multipath effect due to
the sparsity of high frequency carrier channel, and its large bandwidth can improve the
resolution of time measurement and positioning accuracy. 2. MIMO and beamforming
can enhance coverage and improve the accuracy of angle measurement. 3. The UDN
structure of the base station improves the probability of LOS communication between
the user and base stations, helping to achieve high precision positioning and indoor
positioning. In addition, the newly-introduced device-to-device (D2D) communication
through 5G standard makes it possible to achieve cooperative locating of equipment,
which is helpful to solve the problem when it lacks reference station [8].

Based on these new features, the researchers conducted a series of studies on 5G
positioning.

2.2 Research Status and Relevant Standards

Positioning is quite complex because there are a lot of problems to be solved such as
frequency selection, waveform designing, channel modeling, the acquisition of observa-
tions and the derivation of localization algorithms [9, 10]. The research of 5G positioning
also has many categories.

There are two main categories in terms of the overall structure of positioning. One is
to establish a 5G-based A-GNSS system or similar system [3], and the other is to extend
the 5G network into a pseudo-satellite system [4], using pseudo-range for positioning.
As far as the current researches go, more studies have conducted based on the second
structure (see Table 2).

In terms of frequency band for positioning, these two carrier frequencies (sub6 GHz
and millimeter wave band) will coexist for a long time in 5G network due to the need of
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Table 2. Major research directions of 5G positioning

Directions Content

Frequency band Sub6 GHz, Millimeter wave

Signal waveform Common waveform/self-designed

Positioning strategy Uplink signal of network side/downlink signal of user side

Time synchronization Requirement, error source, solution

Channel Modeling METIS, WINNER II, 3GPP, NYU

both coverage and rate. The two kinds of signals show different features in many aspects
due to the differences in frequency, and thus different researches on the two frequency
bands have been conducted. Koivisto M et al. made a detailed study on the architecture
and positioning method of 5G positioning system in sub6 GHz frequency band. They
deduced the theoretical performance of 5G positioning [11], and proposed the method
of multi-layer filtering to gradually extract the observations and position [12]. They also
considered the effect of synchronization. In the research of millimeter wave positioning,
Wymeersch H et al. [6] focused on vehicle positioning. They comprehensively analyzed
the impact of 5G new features on positioning, summarized the relevant research direc-
tions of 5G positioning, and gave a theoretical positioning accuracy of the millimeter
wave band. Shahmansoori A et al. [13, 14] had a more detailed study. Under the car-
rier of 30 GHz, they derived the Cramer-Rao Lower Bound in 5G positioning under
LOS/NLOS with TOA and DOA as observations.

In addition, some scholars have also done research on waveform, positioning strat-
egy, time synchronization and other aspects. Cui et al. [8] and Dammann A et al. [15]
made a detailed comparative study separately to discuss the influence of different sig-
nal waveforms on the positioning effect. Abu-Shaban Z et al. explored the impact of
using the uplink/downlink on the positioning effect [16]. Li H et al. studied the require-
ments of time synchronization for 5G positioning [17], and explored the factors affecting
synchronization and the degree of the effects.

The channel model plays an important role in 5G positioning. Firstly, the channel
model contains the geometric relationship and propagation information between the
observed value and the position to be estimated, and the accuracy of the position esti-
mation is highly dependent on this information [9]. Secondly, the channel model can be
used to derive positioning algorithms, and analyze the positioning performance [18, 19].
Finally, constructing a 5G positioning simulation environment also requires a channel
model to provide observations. Therefore, articles or standards on 5G channel modeling
are also introduced. At present, there is no unified standard for channel modeling of
5G. The commonly-used channel models include METIS [20], WINNER II [21], and
related models of 3GPP [22]. It is worth mentioning that Rappaport T S et al. proposed
a new channel models of 5G based on a large number of actual measurements and had
compared performance with the 3GPP model [23, 24]. At the same time, they developed
a channel simulator which was open soured [25].
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Not only does the academic community care about 5G positioning, the industry also
regards positioning as an important part of 5G in the future. The 3GPP has established
a series of standards on positioning [26, 27]. The concept of 5G positioning has been
extended in the standards, which is not a single method, but comprehensively adopts var-
ious current mainstream positioning methods, including A-GNSS, OTDOA, enhanced
CID, Wi-Fi, Bluetooth, and air pressure positioning. It coincides with the current idea
of multi-source integration, and it is also a major direction for future research.

In summary, there are three aspects can be studied in 5G positioning: (1) design
aspects, including frequency selection, signal coding, andwaveform designing; (2) inter-
ference, including multipath effect, LOS, NLOS and so on; (3) system requirements,
including base station synchronization, the positioning strategy, and the solution of dif-
ferent requirements of locating and communicating such as base station distribution and
base station-user interaction modes.

It can be noted that most of the articles are verified by simulation. Simulation is
an important research method when 5G base stations and devices are not popular, and
the standards of 5G positioning have not yet fully formed. However, only few article
focus on the construction of 5G simulation environment. Therefore, how to establish
an effective simulation environment may be a major obstacle. Based on this, this paper
studies the system architecture of 5G positioning and proposes a simulation experiment
scheme, and perform the implementation of simulation as verification, which will be
significant references for researchers.

3 Scheme of the Simulation Experiment

The flowchart of 5G positioning proposed in this paper is shown in Fig. 2. The thought
was inspired by works [11, 12] of Koivisto M et al. The user moves in uniform motion
along a certain track in a certain scene, and makes a positioning request at regular
intervals. At this time, the channel simulator simulates the signal propagation process,
and gives the observations, that is, the time of arrival (TOA) and the angle of arrival
(AOA). After the observations have been imported, the positioning program estimates
the user’s position and sends it to the user, completing a circle of positioning.

According to the above process, the simulation experiment of 5G positioning can be
divided into three parts: scene generation, signal propagation simulation, and position
estimation. The implementation steps are discussed below.

3.1 Scene Generation

The scene for positioning is the basis of simulation experiment. Both authenticity and
complexity need to be considered in scene generation. Referring to the scenes in the sim-
ulation guide provided by authoritative organizations not only can reduce the workload,
but also improve the reliability of the simulation. The scene used in this paper refers to
the map of Madrid in the simulation guide [20] provided by Metis.

Two methods are taken to generate scene in this paper. One is to generate scene
randomly by the program, and the other is to import data from open source maps (such
as Open Street Map) with appropriate modification. These two methods have the same
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Fig. 2. Flowchart of 5G simulation experiment

positioning principles and processes. The introduction of the real map can increase the
practical value of the simulation, for example, guiding the layout of the base station to
obtain a better positioning effect, so we adopt these two methods.

Firstly, random scene generation is described. Four scene elements including build-
ings, roads, base stations and trajectories are finally selected after investigation [11, 12].
Random scene generation is based on buildings. And buildings with regular form are
considered in this paper, which means the buildings are arranged in a square matrix, and
the intervals between the buildings are equal and regarded as visual roads. The properties
of the building include length, width, height and location information. The simulation
guide [20] is the main reference for setting length, width and height, while the location
information can be set randomly, just make sure the calculation is convenient. Then,
base stations need to be generated. Combining the reality and simplifying it, we assume
that base stations are randomly distributed on edge of the buildings [20]. So the base
stations can be generated after obtaining data of the buildings. Another issue is how to
confirm the number and distribution of the base stations. According to the conclusions
in [12, 22, 28], the user can perform line-of-sight communication with the base station
in 80% of cases when the base station interval is not more than 50 meters. We use this
as a basis to deploy the base station. After that, the data of roads need to be generated.
This paper specifically designs the topology structure for the road network. The roads
and the directions are represented by the connection relationship of the intersections,
and the connection relationship between the roads is also generated. The coordinates of
the intersection are generated based on the building coordinates.

Next, scene generation by importing an open source map is briefly described. The
open source map that contains the buildings information and the topological information
of the road is stored in ExtensiveMarkup Language (XML) format. It is parsed by python
script and saved separately as a text file of a specific format. By reading the text file can
reproduce the buildings and the roads, then the base station is generated based on the
similar principle as described above. The topological relationships between the roads are
automatically generated based on the information contained in the XML file. Without
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additional processing, the generated map can be used in the subsequent experiments just
like the random map.

At this point, the generated scenes can meet the needs of the experiment for 5G
positioning, and the effect is shown in Fig. 3.

Fig. 3. Scenes of positioning. The left is the scene generating randomly and the right is the scene
generated according to Open Street Map (OSM).

According to the positioning process, a track randomly generated on the simulation
scene after the scene is generated. The trajectory generated in this paper is based on
the road network. It includes two generation rules [11]: 1. when comes across the inter-
section, it will randomly turn to the other three directions but cannot return the way it
came from; 2. the trajectory is considered to be over after six turns or when it go out of
the map. It is easy to obtain the trajectory required for the experiment according to the
above two generation rules and the road network data. The trajectory is represented by
a series of road numbers, similar to the polyline. To achieve periodic positioning, the
trajectory is split into a series of points based on a certain distance, and the coordinates
of the points are recorded. The splitting can be realized from the point of vector or linear
equation according to the line string of track and the known coordinates. The track point
is the minimum unit of positioning in the simulation experiment.

3.2 Signal Propagation Simulation

The track points are taken out in turn from the obtained aggregate of points. Several
base stations closest the track points are selected as the reference station for positioning.
The standard of selection is the Euclidean distance, and the number of selected base
stations can be set as needed. The signal propagation simulation can be conducted after
the base stations being selected. The simulation experiment uses the channel simulator
of New York University (NYU), an open source channel simulator of 5G developed
by Rappaport et al. based on a large amount of measured data [25]. The simulator is
simple and easy-to-use, and can provide plentiful parameters. And its simulation results
improve compared with the commonly-used models such as WINNER and 3GPP [29].
Thanks to the open source of the software, the simulator after proper modification can be
seamlessly integrated with the scene of positioning. Then the operation and principle of
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the simulator will be briefly introduced, and how to use the simulator to conduct signal
propagation will be discussed.

The simulator is easy to operate. The simulation process is automatically completed
by the program after the parameters are manually set. The input parameters are mainly
used for channel and antenna setting [25]. As far as the impact on the simulation process
is concerned, the most critical parameters are the scene parameters (sceType) and the
environment parameters (envType). The simulator selects different built-in parameters
for the subsequent simulation operations based on the combination of different scenarios
and environments. These built-in parameters are from the statistical data obtained in field
experiments under similar combinations by Rappaport team, which can better match the
real environment. The simulator conducts signal propagation simulation in 12 steps as
shown in Fig. 3. It finally gives the key values required for channel modeling, mainly
including power distribution of the angle of departure, power distribution of the angle
of arrival, omnidirectional power delay profiles, directional power delay profiles and
small-scale power delay profiles. Several key steps are described below (Fig. 4):

Fig. 4. The process of signal propagation simulation

(1) Path loss model [25]. The path loss model adopted by NYU satisfies the following
formula:

PL = 20 lg

(
4π

d0
λ

)
+ n10 lg

(
dist
d0

)
+ dist × aFA + � (1)

PL represents the path loss; d0 = 1 m is the reference distance of free space; λ is
the carrier wavelength; n = 2 is the path loss index; dist is the distance between the
base station and the user; aFA is the atmospheric attenuation factor and � is the shadow
fading, which satisfies the normal distribution with a mean value of 0 and standard
deviation of 4 dB. It is worth noting that the values of n and the distribution of � are
different as parameters are different in different scene and environment.
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(2) Simulation of multipath delay and angle

Two concepts time cluster and lobe are introduced to simulate the distribution of
multipath signals in time and space dimensions, respectively in order to simulate the
multipath in amore real way [30]. The time cluster refers to themultipath signal reaching
the receiving end intensively in a certain period of time, and the lobe describes the spatial
aggregation of the multipath signal. These two concepts are not firstly proposed in this
simulator, but in previous models or literature the multipath signals of the same time
cluster belong to the same lobe by default. However, Rappaport et al. had different
research results [30]. This is also reflected in the simulator. Time clusters and lobes are
generated separately with no binding between them.

According to the source code, the simulator completed the simulation of multipath
in steps 3, 4, 5, 7, 10, and 11 step by step. In step 3, the number of time clusters and lobes
that occur during a signal propagation process is simulated. According to the measured
data, the number of time clusters obeys a uniform distribution of 1–6, and the number
of lobes of the transmitting and the receiving end satisfies the Poisson distribution. And
the parameters are obtained from the measured data and built in the simulator. In step
4, the simulator simulates the number of multipath signals in each time cluster, which
obeys a uniform distribution of 1–30. In step 5, the simulator simulates the appearance
time of each multipath signal relative to the time cluster, it satisfies the formula derived
from the measured data. In step 7, the simulator simulates the appearance time of each
time cluster. The appearance of the time cluster obeys the exponential distribution. On
this basis, the duration of the cluster and the correction of cluster spacing are added. In
step 10, the simulator simulates the absolute propagation time of each signal, by sum up
of the quotient obtained by dividing the distance by the speed of light, the result of step
5 and step 7. In step 11, the angle of arrival and the angle of the departure of the signal
are simulated. The space is equally divided according to the number of lobes, and then
an angle is randomly selected as the central angle in each aliquot. For each signal, first
randomly select the interval in which it falls, then it will fall near the central angle of the
interval, and the distribution of obedience is Gaussian or Laplacian, and the parameter
is angle. The angle value and the specific distribution are obtained from the measured
data and are built in the simulator.

The propagation delay and the angle of departure and arrival of 5G signals are
gradually generated during the simulation process of the channel simulator, which are the
observations required for positioning. But there is a contradiction between the original
simulator and the experiment of positioning that is the distance and angle of signal
propagation are randomly generated by the simulator but the positional relation between
the user and the base station in the positioning scenario is fixed. The contradiction is a key
issue to be solved in this paper. It is solved by modifying the simulator based on the in-
depth study on the simulator code. The specific idea is to calculate the geometric position
relationship between the user and each base station at each track point, including the
distance and angle, and then input it as a parameter into the channel simulator. After that,
the random generation of the channel simulator is changed to a semi-random generation
based on the input parameters. The output is the delay and angle from the user to each base
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station. Therefore, the simulation of the signal propagation process and the acquisition
of observations are completed.

3.3 Position Estimation

Position estimation is the final process after completing the simulation of signal propa-
gation and obtaining the TOA and DOA data. It is not difficult to make an observation
equation based on the known geometric relationships. The result of position estimation
can be obtained after the observation equation is linearized and solved iteratively by the
least squares.

The observation equation is as follows:

Zi(k) =
⎡
⎣AODAzi

AODele

Ct

⎤
⎦ =

⎡
⎢⎢⎣
arctan y−ys

x−xs
arctan z−zs√

(xs−x)2+(ys−y)2√
(xs − x)2 + (ys − y)2 + (zs − z)2

⎤
⎥⎥⎦ (2)

Zi(k) is the observation value of the i-th base station at time k; AODAzi is the angle of
arrival in the horizontal direction; AODele is the angle of arrival in the vertical direction;
t is the propagation delay and C = 3× 108 m/s. (xs, ys, zs) is the coordinates of the i-th
base station closest to the user at time k; (x, y, z) is the coordinates of the user at time k.

Linearize the Eq. (2) at the approximate coordinate X0(k) and gain:

Zi(k) = Hi(k)x(k) + Z0
i (k) (3)

Where Hi(k) is the linearized Jacobian matrix; Z0
i (k) is the approximate value of

the observation at X0(k) and x(k) is the difference between X0(k) and the true position
(x, y, z). The specific expressions are listed below:
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d2 represents the geometric distance from the base station toX0(k) and d3 represents
the length of projection on the plane where X0(k) lies.
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In formula (3), let:

z(k) =

⎡
⎢⎢⎢⎢⎣

Z1(k) − Z0
1(k)

...

Zi(k) − Z0
i (k)

...

⎤
⎥⎥⎥⎥⎦H(k) =

⎡
⎢⎢⎢⎢⎣

H1(k)
...

Hi(k)
...

⎤
⎥⎥⎥⎥⎦

Then:

z(k) = H(k)x(k) (4)

For Eq. (4), the least square solution is

x(k) =
(
HT(k)H(k)

)−1
HT(k)z(k) (5)

Then, the estimation of the user’s location is:

X̂(k) = X0(k) + x(k) (6)

The above is a complete process of position estimation. Usually, there are some
requirements for the positioning accuracy. Thus, it is often difficult to meet this require-
ment by performing estimation only once. It is generally necessary to improve the
accuracy by an iterative method.

The algorithm is as follows:

Al orithm 1 Least Square
Input:
O
1.While 
2. Calculate 
3. 

4.
5.e

X0(k) = [
x0, y0, z0

]T can be initially given by the user through GNSS, or can
be assumed to be the center position of several nearby base stations. It is then iter-
ated continuously according to the above algorithm until it meets the given accuracy
requirements.

4 Experiment and Discussion

The 5G simulation environment can be built up based on the previous section, however,
it needs to be verified whether it is effective or it can support further research. For this
purpose, some important factors that will influence the positioning effect are found out.
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These factors are used in experiments as variable, and we can test the environment by
observing whether the results change as expected or not. At the same time, there are
many meaningful results in these experiments to be described. However, the reason is
not the theme of this paper.

We get the positioning results from the observation Eqs. (2). These important factors
can be found by analyzing the observation Eqs. (2). TOA and AOD finally decide the
results, so each factor that affects TOA and AOD will influence the positioning effect.
Considering the whole propagation process, such factors mainly include the number of
base station, LOS/NLOS, multipath effect, and carrier frequency & bandwidth. Besides,
in GNSS positioning, the distribution of base station will affect the Geometry dilu-
tion of position which has great influence in positioning result. The distribution may
also have influences as our scheme is based on GNSS. In here, factors and experiments
settings are listed in Table 3.

Table 3. Settings of simulation experiments

Scene and
estimation
method

Carrier
frequency
and
bandwidth

Number
of base
stations

Base station
distribution

LOS/NLOS Multipath
effect

Random
map + least
squares

3.5–100
28–400
77–800

1/2/3/4 None None None

Random
map + least
squares

3.5–100
28–400
77–800

1/2/3/4 Random/Adjustment None None

OSM map
+ EKF

3.5–100
28–400
77–800

1/2/3/4 Random/Adjustment LOS/NLOS Single/multi

Experiments were conducted in the simulation environment according to the exper-
imental settings described above. Only a few representative results were selected to dis-
play and discuss because the results of the experiments were numerous and somewhat
repetitive.

4.1 The Influence of the Number of Base Stations for Positioning

The number of base station decides the number of observation. Each base station will
offer three observations. As there are three unknowns to be solved, 1 base station is
needed at least. Adding base stations can make positioning result get better. In this
experiment,we test the simulation environment’s ability of simulating the specific impact
of the number of base stations on the positioning effect.

Positioning was performed using a 3.5 GHz–100 MHz signal on the random map.
Under the condition the base stations were randomly set, the number of base stations
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used for positioning increased from one to four. The location estimation was performed
by the least squares, and the positioning effects of different number of base stations are
shown in Fig. 5.

Fig. 5. Results of influence of different number of base stations for positioning

The results include the upper part and the lower part. The upper part shows the
effect of the number of base stations on the Position Dilution of Precision (PDOP).
PDOP characterizes the influence of measurement error on the final result of positioning.
Generally speaking, the smaller the PDOP is, the better the observation condition is. The
horizontal axis is the Track Point ID, represents different track points, and the vertical
axis is the PDOP. The upper images show the PDOP value at each track point. The lower
part shows the influence of the number of base stations on the positioning accuracy. Here,
the horizontal axis is still the Track point ID, but the vertical axis is �, which represents
the geometric distance in meters between the estimation result and the true value. The
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lower images show the positioning result on each track point. The later experimental
results also conform to the above description.

There is no PDOP value when there is only one base station in Fig. 5 because there
is no redundant observation with only one base station. When further analysis is carried
out, it can be found that some outliers greatly affect the performance of the graphics as
shown in Fig. 5. These outliers are actually the points with large positioning error, for
example, the iteration does not converge.By adding constraints to the programof position
estimation, these points can be found and eliminated, and the success rate of positioning
can be used to characterize this situation. The success rate of positioning obtained by
dividing the total number of experiments by the number of successful experiments under
a certain condition of experiment. The success rate of positioning with different number
of base stations is shown in the table below (Table 4).

Table 4. Success rate and number of base stations

The number of base stations 1 2 3 4

The success rate of positioning 98.56% 98.56% 99.64% 100%

On the basis of the above, the following results are obtained by removing the outliers
(Fig. 6).

From the perspective of PDOP, the PDOP values are different with different number
of base stations. As a whole, the more the base stations there are, the smaller the PDOP
is. Specifically, the PDOP becomes smaller in most points when the number of base
stations increases from 2 to 3, and when the number increases from 3 to 4, only points
with larger PDOP can become smaller. In addition, the PDOPs at different track points
are different when the number of base stations is the same. It may be caused by different
distribution of base stations. From the perspective of positioning accuracy, the results are
similar to that of PDOP, that is the more the number of base stations there is, the higher
the accuracy of positioning is. The positioning accuracy is about 2 m when the number
of base stations increases from 1 to 2, and it is about 0.1 m when the number of base
stations increases from 3 to 4, neither of them have obvious improvement. However, the
positioning accuracy changes significantly when the number of base stations increases
from2 to 3.Additionally, the positioning accuracy is different on different track points. In
general, the positioning accuracy is agreed with the curve of the PDOP. The positioning
accuracy is low when the PDOP is large, and the positioning accuracy is high when the
PDOP is small, which is similar with GNSS.

4.2 Distribution Influence of the Base Station

InGNSS system, the geometrical distribution of satellites has a large impact on the results
of positioning. Itmay also have influence in the proposed scheme.This experiment is used
to test whether the environment can explore the influence of the geometrical distribution
of base stations.
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Fig. 6. Result of influence of different number of base stations for positioning (without outliers)

In the OSM map, the frequency of the signal used for positioning is set to 3.5 GHz–
100 MHz; the number of base stations used for positioning is 4, and the estimation
method of positioning is least squares. The geometric distribution of the base station and
the final effect of positioning are shown below (Figs. 7, 8 and 9).

Comparing the scene graphs before and after the base station supplementation (Fig. 7,
Fig. 8), it can be seen that two base stations are added on both sides of the scene, and
a total of four base stations are added. It can be seen from the result graph (Fig. 9) that
before the base station is supplemented, there are three regions in the trajectory with
large PDOP, correspondingly, resulting in three regions with large errors of positioning.
By supplementing the base station, it can be seen that the PDOP of the original three
regions is greatly reduced, and the accuracy of positioning is improved. It can be seen
that the arrangement of the base station has a great influence on the positioning accuracy.

The simulation program in this paper can represent the real-time positioning effect of
the user in the scene in the form of error ellipse. It is also the basis for supplementing the
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Fig. 7. Base station in random Fig. 8. Base station with judgement

Fig. 9. The influence of the arrangement of the base stations

base station, that is, supplementing the base stations in the area where the error ellipse is
large. The experimental results show that supplementing a small number of base stations
in key areas can greatly improve the effect of positioning. The simulation program in
this paper helps to find these key areas.

4.3 Multipath Effect

The multipath effect still exists in the 5G positioning, and this experiments is to test
can it be studied through the simulation environment established in this paper. All path
signals are weighted to calculate their observations according to the received intensity of
signal, then the positioning under the multipath effect is simulated, and the positioning
result of the first-path used as reference.
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Localization was performed using a 3.5 GHz–100 MHz signal on the OSMmap; the
number of base stations used for positioning is 4 under the condition that the base stations
are supplemented. The effect of positioning with EKF under the first path/multipath is
as follows (Fig. 10):

Fig. 10. Multipath effect

The accuracy of the first-path positioning by using the EKF method is lower than
that obtained by using the least squares. The main reason is that there is no iteration in
EKF code in this paper in order to improve efficiency.

The experimental results showed that the multipath and the first path have the same
PDOP but quite different positioning effect. The main reason is that the multipath intro-
duces large measurement error. Multipath effect in 5G positioning still has a great influ-
ence on the effect of positioning. It is a must to eliminate the impact of multipath in
order to achieve high-precision positioning. It can be seen that most of the positioning
errors are still in the range of 5 m–10 m in the multipath environment, which can meet
the needs of most location services if the accuracy requirement is not very high.

4.4 LOS/NLOS

Choosing different LOS/NLOS parameters can simulate signal propagation in both LOS
and NLOS environments. With this, the simulation environment of this paper may have
ability in studying the influence of line-of-sight on the effect of positioning, and it is
tested in this experiment.

In the channel simulator, the observations are different under LOS and NLOS con-
ditions. While in the LOS condition the arrival angle of the first-path signal is corrected
so that the difference between the arrival angle and the departure angle is maintained
at 180°, then all the multipath are adjusted according to the corrected results, so that
their characteristics satisfy the LOS condition better. And this correction is not con-
ducted in the NLOS condition. In order to fully demonstrate the difference between
LOS and NLOS, multipath position is used to compare the influence of LOS and NLOS
on positioning.

Localization was performed using a 3.5 GHz–100 MHz signal on the OSM map;
the number of base stations used for positioning is 4 under the condition that the base
station is supplemented. The effect of positioning using EKF under LOS/NLOS is as
follows (Fig. 11):
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Fig. 11. LOS/NLOS effect

The results show that the positioning error in the NLOS condition is larger than that
in the multipath effect, and the positioning error of about 5 m is expanded to nearly
20 m. Therefore, it is essential to ensure the LOS in order to achieve high-precision
positioning. That is, a high-density base station network is the basis for high-precision
5G positioning.

4.5 Other Findings

There are some other findings in this article except for the above representative
experiments.

In this paper, the positioning effects of different carrier bandwidth signals are tested.
In various combination scenes. The positioning effect is somewhat different but not
significant. In short, carrier bandwidth signals with frequency from 3.5 GHz to100 Mhz
work best in the simulation program.

Comparing the positioning effects of EKFand least squares, the least squares requires
more positioning base stations andbetter geometric distribution, and its positioning effect
is slightly better than EKF. Two methods are used depending on the actual positioning
condition. EKF is preferred in poor positioning condition while the least squares are
used when the positioning condition is superior.

5 Conclusion

As one of the most popular technologies, 5G can be used not only in the field of commu-
nication, but also in the field of positioning. This paper first discusses the general idea of
5G positioning, namely 5G A-GNSS and pseudo-satellite. Next, new 5G technologies
can help locating are introduced, including millimeter wave, MIMO and beamforming,
and UDN. At the same time, the current research and standards related to 5G position-
ing are classified and explained, mainly comprising frequency, waveform, positioning
strategy, time synchronization, channel model and so on.

We have proposed a 5G positioning simulation experiment scheme and presented its
flow chart. Then the implementation ideas and the specific processes of the three main
parts of the simulation experiment including scene generation, signal propagation simu-
lation and position estimation are introduced. On this basis, we have carried out a large
number of experiments by changing the system settings, and obtained corresponding
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experimental results. The ability of the simulation environment established in this paper
has been verified, and the factors affecting the effect of 5G positioning have been briefly
analyzed.

Certainly, there are still some shortcomings in this article. We only use the channel
simulator on a relatively basic level. We haven’t fully utilized its powerful capabilities
on simulation thus it is difficult to effectively simulate the impact of carrier bandwidth
on positioning. We haven’t optimized the algorithm used for positioning either. These
are the aspects we will study in the future.

Acknowledgments. This researchwas supported by theNationalKeyResearch andDevelopment
Program of China (2018YFC0809804).
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Abstract. Mobile edge computing (MEC) provides computing resources for lots
of Internet-of-things (IoT) devices in intelligent agriculture, improving the effi-
ciency of agriculture. The energy harvesting efficiency of wireless power MEC
system can be improved through combining unmanned aerial vehicle (UAV) tech-
nique. In this paper, we propose an UAV powered cooperative anti-interference
mobile edge computing strategy for intelligent agriculture, in which IoT devices
transmit their information through distinct subcarriers. Required energy for infor-
mation transmission of UAV is minimized through optimizing power allocation.
Simulation results demonstrate the performance of our proposed strategy.

Keywords: Wireless power transfer (WPT) · Mobile edge computing ·
Cooperation · UAV

1 Introduction

With the maturity and commercial deployment of Internet-of-Things (IoT), smart appli-
cations have beengradually applied to intelligent agriculture.Due to the explosive growth
of IoT devices in intelligent agriculture systems, a variety of real-time environmental
information needs to be collected for ensuring yield and quality, insufficient computing
resources have become a problem [1, 2].

MEC technology is able to provide cloud computing services for IoT devices, and
assist IoT devices in completing computation-intensive and time-critically tasks through
wireless access networks [3]. However, inadequate battery supply for IoT devices can
impact MEC performance severely. WPT is able to provide sustainable and low-cost
energy supply for low-power mobile devices from radio frequency (RF) signals, greatly
extending the standby time of mobile devices [4]. [5] studied aWPT collaborative MEC
system, aim at minimizing the emission energy under the energy consumption and delay
constraints. A binary computation offloading strategy for multi-user WPT based MEC
networks was studied in [6], which maximized the total computing rate of the mobile
device by optimizing transmission rate and computation selection mode.

IoT devices are usually located in remote areas in intelligent agriculture. If the IoT
device exceeds the range of wireless communication during the communication process,
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it will cause the communication with MEC to fail [7]. Because of its highly flexible
characteristics, UAVs have been widely used in a variety of scenarios [8]. Moreover, the
energy transfer efficiency is improved through theUAV-assistedwireless power transmis-
sion structure to create a short-distance power transmission link in [9]. In [10], optimizing
the power allocation and trajectory of UAVs which are equipped with MEC servers and
provide services for multiple mobile devices within a limited range, minimizes the total
consumed energy.

However, WPT enabled wireless communication networks are vulnerable to the
double “near-far” effect. IoT device located far away from ET acquires less energy but
needs to communicate for a long distance. Through cooperation between closer-device
and farther-devices, communication performance can be improved. The cooperation of
the devices in wireless powered communication was studied in [11] to surmount the
double “near-far” effect, in which the closer-device uses the same channel to assist the
farther-devices, causing interference.

In order to surmount the interference in the process of IoT devices’ cooperation, we
propose an UAV powered cooperative anti-interference mobile edge computing strategy
for intelligent agriculture, where the IoT device which is closer to the UAV transmits
the information of the farther IoT devices and its own information by utilizing distinct
subcarriers.

2 System Model and Problem Formulation

2.1 System Model

The UAV powered MEC network consists of one UAV and two IoT devices IoD1 and
IoD2. We assume that IoD1 and IoD2 need to accomplish computationally intensive
latency critical tasks. IoD1 and IoD2 obtain energy from UAV throughWPTmethod and
use the harvested energy to accomplish their computation tasks with partial offloading.
IoD1 and IoD2 transmit their tasks with half-duplex mode. We adopt a harvest-then-
offload protocol for wireless powered computation offloading, which uses a block-based
TDMA structure with the duration of each block being T seconds.

Let Ii and Oi denote the size of the input computation data and output data, respec-
tively. Assuming themaximum tolerable delay time Ti = T (i ∈ {1, 2}) of IoD1 and IoD2
are the same. Since input data is much larger than output data, i.e., Oi � Ii. We just
consider the time of the WPT and uplink offloading as the total latency of the proposed
UAV powered MEC system.

The signal is OFDM modulated on K subcarriers, and the subcarrier set is denoted
as N = {1, 2, · · · ,K}. In order to surmount the interference, IoD2 utilizes first half of
subcarriers k ∈ GI to relay the tasks of IoD1 and the other half subcarriers k ∈ GI to
transfer its own offloading tasks to UAV, where GI ∈ N and GI ∈ N .

In the first period T
3 , UAV transmits signal to IoD1 and IoD2 over subcarrier k with

power pk at the same time, which is equally allocated. The harvest energy of IoDi is
given by

Ei
h = T

3

K∑

n=1

viγi,kpk , i ∈ {1, 2} (1)
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where vi denotes the energy conversion efficiency at IoDi, γi,k denotes the channel power
gain on subcarrier k from UAV to IoDi.

In the second period T
3 , IoD1 uses harvest energy to send offloading task to IoD2

with power p1,k . The offloading task L1,2 is given by

L1,2 = T

3
B

K∑

k=1

log2

(
1 + p1,kγ3,k

N2

)
(2)

where B denotes the channel bandwidth of subcarrier, γ3,k denotes the channel power
gain on subcarrier k from IoD1 to IoD2, and N2 denotes the receiver noise power at the
IoD2.

The energy consumed by offloading tasks from IoD1 to IoD2 is given by

E1
off = T

3

K∑

k=1

p1,k (3)

In the third period T
3 , IoD2 uses harvest energy to forward the IoD1’s offloading task

to UAV over subcarrier k ∈ GI with power p21,k . The offloading task L2,1 is given by

L2,1 = T

3
B

∑

k∈GI

log2

(
1 + p21,kγ4,k

N0

)
(4)

where γ4,k denotes the channel power gain over subcarrier k from IoD2 to UAV, and N0
denotes the receiver noise power at the IoD2.

Meanwhile, IoD2 sends its own offloading task to UAV over subcarrier k ∈ GI with
power p22,k . The offloading task L2 is given by

L2 = T

3
B

∑

k∈GI

log2

(
1 + p22,kγ4,k

N0

)
(5)

The energy consumed by offloading tasks from IoD2 to UAV is given by

E2
off = T

3

⎛

⎝
∑

k∈GI

p21,k+
∑

k∈GI

p22,k

⎞

⎠ (6)

Thus, the offloading tasks size of IoD1 with the relaying of the IoD2 is given by

L1 = min
{
L1,2,L2,1

} = L2,1 (7)

The rest of data Ii − Li need to be computed locally at IoDi, which should satisfy

(Ii − Li(p))Ci/fi ≤ T (8)
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where Ci denotes the amount of computing resources required to calculate 1-bit input
data, fi denotes the CPU frequency.

The minimum offloading data of IoDi is denoted as

Li(p) ≥ M+
i (9)

where Mi = Ii − fiT/Ci, (x)+ = max{x, 0}.
The energy consumption of IoDi for local computation is given by

Ei
loc = (Ii − Li)CiQi (10)

where Qi = kif 2i , ki is the effective capacitance coefficient, depending on the chip
architecture.

Therefore, IoDi’s saving energy is denoted as

Ei
s(P0,p) = Ei

h − Ei
off − Ei

loc (11)

where p = [p1,k , p21,k , p22,k ].

2.2 Problem Formulation

In order to minimize the transmission energy of the UAV, the power allocation is opti-
mized under the time delay constraint and the task size constraint. The optimization
problem is given by

(P1) : min
p

P0 (12)

subject to

E1
s (P0,p) ≥ 0 (13a)

E2
s (P0,p) ≥ 0 (13b)

M+
1 ≤ L1(p) ≤ I1 (13c)

M+
2 ≤ L2(p) ≤ I2 (13d)

3 Optimal Solution

P1 can be equivalently converted into P2, which is given by

(P2) : min
p

P0 (14)
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subject to

P0 ≥

K∑
k=1

p1,k + 3C1Q1
T

(
I1 − L2,1

)

v1
K∑

k=1
γ1,k

(15a)

P0 ≥

∑
k∈GI

p21,k + ∑

k∈GI

p22,k + 3C2Q2
T (I2 − L2)

v2
K∑

k=1
γ2,k

(15b)

m1 ≤ p21,k ≤ m2 (15c)

n1 ≤ p22,k ≤ n2 (15d)

where the value of m1, m2, n1 and n2 come from the equations L2,1 = M+
1 , L2,1 = I1,

L2 = M+
2 , L2 = I2, respectively. Considering M+

1 ≤ L1,2 ≤ I1, the range of p1,k is
m3 ≤ p1,k ≤ m4.

Let

f =
K∑

k=1

p1,k − C1Q1B
∑

k∈GI

log2

(
1 + p21,kγ4,k

N0

)
(16)

From (15a), we can see that when f reaches its maximum value, P0 reaches its
minimum value. Calculating the first derivation of f with p1,k and p21,k , we can get

∂f

∂p1,k
= 1 (17a)

∂f

∂p21,k
= − C1Q1Bγ4,k

ln 2
(
N0 + p21,kγ4,k

) (17b)

Therefore, we can draw the conclusion that f increase monotonically with p1,k and
decrease monotonically with p21,k .

Let

y =
∑

k∈GI

p21,k +
∑

k∈GI

p22,k − C2Q2B
∑

k∈GI

log2

(
1 + p22,kγ4,k

N0

)
(18)

From (15b), we can get that P0 reaches its minimum value when y reaches its
maximum value. Calculating the first derivation of y with p21,k and p22,k , we can get

∂y

∂p21,k
= 1 (19a)

∂y

∂p22,k
= 1 − C2Q2Bγ4,k

ln 2
(
N0 + p22,kγ4,k

) (19b)
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We canfind that y increasemonotonicallywith p21,k .When p22,k = p∗
22,k = C2Q2B

ln 2 −
N0
γ4,k

, dy
dp22,k

= 0. Thus, we can conclude that y decreases with p22,k when p22,k < p∗
22,k

and increases with p22,k when p22,k > p∗
22,k .

The minimum value of P0 can be given by

P0 = max{P01,P02} (20)

where P01 and P02 are the minimum value of P0 obtained from (15a) and (15b), respec-
tively. By analyzing the relative value of p21,k and p22,k as follows, we can obtain both
values of P01 and P02.

Case 1. When p21,k = m1, the minimum value of P01 is given by

P01 = 1

v1
N∑

k=1
γ1,k

[
N∑

k=1

m4 + 3C1Q1

T

(
I1 − M+

1

)
]

(21)

(a) When n1 ≤ p∗
22,k ≤ n2, the minimum value of P02 is given by

P02 = max

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∑
k∈GI

m1+ ∑

k∈GI
n1+ 3C2Q2

T

(
I2−M+

2

)

v2
N∑

k=1
γ2,k

∑
k∈GI

m1+ ∑

k∈GI
n2

v2
N∑

k=1
γ2,k

(22)

(b) When p∗
22,k < n1, the minimum value of P02 is given by

P02 =

∑
k∈GI

m1 + ∑

k∈GI

n2

v2
N∑

k=1
γ2,k

(23)

(c) When p∗
22,k > n2, the minimum value of P02 is given by

P02 =

∑
k∈GI

m1 + ∑

k∈GI

n1 + 3C2Q2
T

(
I2 − M+

2

)

v2
N∑

k=1
γ2,k

(24)

Case 2. When p21,k = m2, the minimum value of P01 is given by
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P01 =

N∑
k=1

m4

v1
N∑

k=1
γ1,k

(25)

(a) When n1 ≤ p∗
22,k ≤ n2, the minimum value of P02 is given by

P02 = max

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∑
k∈GI

m2+ ∑

k∈GI
n1+ 3C2Q2

T

(
I2−M+

2

)

v2
N∑

k=1
γ2,k

∑
k∈GI

m2+ ∑

k∈GI
n2

v2
N∑

k=1
γ2,k

(26)

(b) When p∗
22,k < n1, the minimum value of P02 is given by

P02 =

∑
k∈GI

m2 + ∑

k∈GI

n2

v2
N∑

k=1
γ2,k

(27)

(c) When p∗
22,k > n2, the minimum value of P02 is given by

P02 =

∑
k∈GI

m2 + ∑

k∈GI

n1 + 3C2Q2
T

(
I2 − M+

2

)

v2
N∑

k=1
γ2,k

(28)

4 Simulation Results

The channel is modeled as Rician fading, since the signal strength of the line-of-sight

signal is stronger than that of the indirect signal, which is modeled as γk =
√

M
M+1 f̃ +

√
1

M+1 f̂ (k), whereM = 3, f̃ denotes the line-of-sight deterministic factor, f̂ (k) denotes
the Rayleigh fading. The number of subcarriers is K = 32 and the total bandwidth is
$32$ MHz. For simplicity, we set vi = 1.0, ki = 10−28 and the receiver noise power
N0 = N2 = N . The block time T = 0.3–0.5 s. The CPU frequency fi = 0.50GHz. The
number of CPU cycles required per bit of data is Ci = 1000 cycle/bit.
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Figure 1 shows the relationship between UAV’s minimum transmit power and the
blocking time T with different values of input data Ii when N = 10−6 W. In this
condition, the distance between UAV and IoD1, UAV and IoD2, and IoD1 and IoD2 are
set to be d1 = 5 m, d2 = 3 m and d12 = 3 m, respectively. From Fig. 1, we can discover
that as the size of the input calculation data increases, the minimum transmit power of
the UAV increases as well. This is because the IoT devices consume more power to
transmit data to UAV and compute locally as the input data size increases. We can also
find in Fig. 1 that the minimum transmit power of UAV increases as T decreases. This
is because in the case of shorter block time, in order to finish the transmission, the IoT
devices require a higher transmission rate, which will lead to the UAV transmitting more
power to provide energy for the IoT devices.

Fig. 1. Minimum transmit power of UAV versus T

Figure 2 shows the minimum transmit power of UAV versus noise power with dif-
ferent values of input data Ii when T = 0.4 s. In this condition, the distance parameters
are set as same as Fig. 1. In Fig. 2, we can find that the minimum transmit power of UAV
becomes smaller when the receiver noise power becomes smaller. That is because with
a certain amount of offloading data, as shown in (2), the lower noise power, the lower
power required.
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Fig. 2. Minimum transmit power of UAV versus N

5 Conclusion

In this paper, an UAV powered cooperative anti-interference mobile edge computing
strategy is studied. To overcome the interference, utilizing the power harvested from
the UAV broadcasting, different subcarriers was used by IoT devices to transmit the
information to UAV for offloading. In addition, we formulate a power optimization
problem.By optimizing the power allocation of IoT devices under the premise ofmeeting
the delay and the scale of computing task, UAV’s transmit power can be minimized.
Simulation results prove the performance of the proposed strategy is effective and meets
the expectation.
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Abstract. We present a system-level analysis for drone mobile net-
works on a finite three-dimensional (3D) space. A performance bound-
ary derived by deterministic random (Brownian) motion model over
Nakagami-m fading interfering channels is developed. This method allows
us to circumvent the extremely complex reality model and obtain the
upper and lower performance bounds of actual drone mobile networks.
The validity and advantages of the proposed framework are confirmed
via extensive Monte-Carlo (MC) simulations. The results reveal several
important trends and design guidelines for the practical deployment of
drone mobile networks.

Keywords: Drone cellular networks · System-level analysis ·
Stochastic geometry theory · Performance boundary · Monter-Carlo
(MC) simulations

1 Introduction

The exponential growth of wireless data services driven by mobile smart devices
(e.g., smartphone, pad) has triggered the investigation of assisted terrestrial
networks in the era of the Internet of Things (IoT) [1]. However, it’s a crucial
task under the circumstances of large-gatherings (e.g., sports games, concerts)
and natural or man-made disasters (e.g., floods, earthquake). Due to the advan-
tages of Unmanned aerial vehicles (UAVs), UAVs assisted cellular network is
considered a prominent solution for enhancing or recovering terrestrial cellular
networks, which has attracted great attention in both academia and industry
recently.Therefore, the fifth-generation (5G) communication system also consid-
ers the application of low-altitude drones in the system [2].

Among current wireless network researches, there are many published works
related to the UAVs assisted networks, many works in the literature consider
simplified movement models (e.g., fixed height around a circle). However, the
reality is more complicated than these models and we can only obtain drone
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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system performance in simple cases using these models. In [3], Poisson cluster
process was applied to distribute user and drone hover in a certain height above
cluster center in order to compare the performance of millimeter wave (mmWave)
and sub-6 GHz. The work in [4] converted the problem of three-dimensional space
into two-dimensional plane by distributing drones in a fixed altitude. In [5] the
authors concluded that a cellular network with an omnidirectional antenna can
support drone base stations downlinks and control channels in a low altitude,
but a high altitude is still struggle. The authors in [6] investigated the coverage
probability and average achievable rate in the post-disaster area by using two
cooperative drones in a fixed height. This paper provides a unified model for
performance analysis of drone mobile networks and obtain the lower and upper
bounds of actual drone mobile networks by introduced deterministic motion
model and 3D Brownian motion model. We explicitly account for certain con-
straints, such as small-scale and large-scale fading characteristics depending on
line-of-sight (LOS) and non line-of-sight (NLOS) propagation, and the impact
of drone mobility based on 3D deterministic random (Brownian) motion. The
analytical formulations are validated via Monter-Carlo (MC) simulations.

Notation

X is a matrix; x is a vector; T , †, and + are the transpose, Hermitian, and
pseudo-inverse operations; Ex[.] is the expectation; Pr[.] is the probability; Fx[.]
is the cumulative distribution function (CDF); Px[.] is the probability density
function (PDF); Lx[.] is the Laplace transform (LT) function; |x| is the modulus;
‖x‖ is the Euclidean norm; I(.) is the identity matrix; H(.) is the Heaviside
step function; δ(.) is the Delta function; CN (μ, ν2) is the circularly-symmetric
complex Gaussian distribution with mean μ and variance ν2; Γ (.) and Γ (., .) are
the Gamma and incomplete (upper) Gamma functions; G(κ, θ) is the Gamma
distribution with shape parameter κ and scale parameter θ, respectively.

2 Preliminaries

In this word, we consider a large-scale UAV network in which K BSs (i.e., drones)
are deployed on the finite 3D ball of radius R according to a homogeneous PPP Φ
with spatial density λ at time t = 0. Let KLOS and KNLOS respectively denote the
number of drones experiencing LOS and NLOS propagation (i.e., K = KLOS +
KNLOS) at time t = 0. Based on the stationary property of PPP, and Slivnyak’s
theorem [7], the analysis is carried for a typical user o assumed to be located at
the origin.

The drones, equipped with M transmit antennas, are considered to be serv-
ing a user per resource block. Let hT

b ∼ CN (0, IM) denote the small-scale fading
channel between the typical user o and its serving drone b. Here, we utilize
the Nakagami-m distribution, which can capture a wide range of small-scale
fading conditions through tuning of the parameter m. Considering the drones
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apply conjugate-beamforming (CB), the intended (from drone b) small-scale fad-
ing channel power gains under LOS and NLOS propagation are distributed as
gb ∼ G (

mM, 1
m

)
and gb ∼ G (

M, 1
m

)
, respectively. The interfering (from drone i)

small-scale fading channel power gains under LOS and NLOS propagation are
distributed as gi ∼ G (

m, 1
m

)
and gi ∼ G (1, 1), respectively [8].

The path-loss function is defined as

L(r) = max
(
β0, β1r

−α
)

(1)

where r is the distance, β0 is the minimum coupling loss, β1 is a constant param-
eter of the path-loss function, and α is the path-loss exponent. All channels

undergo free-space path-loss, i.e., α = 2. Moreover, β1 = 1
ε

(
c

4πfc

)2

, where

c = 3 × 108 m/s is the light speed, and fc is the carrier frequency. For LOS
(LLOS(r)) and NLOS (LNLOS(r)) links, ε = εLOS = 1 dB and ε = εNLOS = 20
dB, respectively [9].

We utilize the following function for the probability of LOS propagation

Pr
[
LOS, r(.) = r

]
=

{
1 if r ∈ [0,D)
0 if r ∈ [D,R]

(2)

where D denotes the critical distance. Under this model, given the drones
follow from a homogeneous PPP Φ, the average number of LOS and NLOS
drones in a 3D ball of radius R are respectively K̄LOS = 4

3πD3λ and K̄NLOS =
4
3π

(
R3 − D3

)
λ.

We consider the cellular association strategy in which the typical user o
connects to the drone b which provides the greatest received SINR.

Lemma 1. Considering there are KLOS LOS drones (i.e., KLOS > 0) uniformly-
deployed on the finite 3D ball of radius D, the CDF and PDF of the distance
between the typical user o and its serving LOS drone, rb,LOS, are respectively
given by

Frb,LOS(r) = 1 −
(

1 − r3

D3

)KLOS

, 0 ≤ r ≤ D (3)

Prb,LOS(r) =
3r2KLOS

D3

(
1 − r3

D3

)KLOS−1

, 0 ≤ r ≤ D. (4)

Proof: The result follows from [10, Theorem 2.1] with n = 1, d = 3.

Lemma 2. Considering there are KNLOS NLOS drones (i.e., KLOS = 0)
uniformly-deployed on the finite 3D ball double-bounded by radii D (< R) and
R, the CDF and PDF of the distance between the typical user o and its serving
NLOS drone, rb,NLOS, are respectively given by

Frb,NLOS(r) = 1 −
(

1 − r3 − D3

R3 − D3

)KNLOS

, D ≤ r ≤ R (5)
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Prb,NLOS(r) =
3r2KNLOS

R3 − D3

(
1 − r3 − D3

R3 − D3

)KNLOS−1

, D ≤ r ≤ R. (6)

Proof: The proof, omitted due to space limitations, follows from the probability
distribution of a double-bounded random process given in [11, Eqn. (3)].

3 Unified Framework

In this section, we present a stochastic geometry-based model for performance
analysis of drone mobile networks. By introducing Slivnyak’s theorem, the anal-
ysis is carried for a typical user o assumed to be located at the origin.

3.1 3D Brownian Motion

The drones are considered to be mobile according to a 3D Brownian motion
(BM). At time t > 0, the movement of an arbitrary drone can be captured
through the following stochastic differential equation (SDE) [12].

dl(t) = σ db(t) (7)

where l(t) = {lx(t), ly(t), lz(t)} is a vector for the Cartesian coordinates at
time t, b(t) = {bx(t), by(t), bz(t)} represents the standard BM (i.e., Wiener pro-
cess) vector at time t, and σ is a positive constant (e.g., representing aver-
age velocity). Here, we consider bx(t), by(t), bz(t) ∼ N (0, t). The correspond-
ing Euclidean distance with respect to the origin at time t can be formulated
as r̂(t) =

√
l2x(t) + l2y(t) + l2z(t). Here, the mobility model should account for

the finite volume of the 3D ball as well as the LOS/NLOS propagation condi-
tions. Hence, we consider the case where (i) the mobile LOS drone cannot be
at a distance larger than D with respect to the origin at any given time, i.e.,
rLOS(t) = max (0,min (D, r̂(t))), and (ii) the mobile NLOS drone cannot be at
a distance smaller than D and larger than R with respect to the origin at any
given time, i.e., rNLOS(t) = max (D,min (R, r̂(t))).

Lemma 3. With the 3D BM mobility model under consideration, the CDF and
PDF of the mobile LOS drone distance with respect to the origin at time t (i.e.,
rLOS(t) = max (0,min (D, r̂(t)))) are respectively given by

FrLOS(t)(w) =
(

1 +
2√
π

Γ

(
3
2
,

w2

4σt

)
(H(w − D) − 1)

)
H(w) (8)

and

PrLOS(t)(w) =
(

1 +
2√
π

Γ

(
3
2
,

w2

4σt

)
(H(w − D) − 1)

)
δ(w)+

(
2√
π

Γ

(
3
2
,

w2

4σt

)
δ(w − D) − w2

2
√

π (σt)
3
2

exp
(

− w2

4σt

)
(H(w − D) − 1)

)

H(w).

(9)
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Lemma 4. With the 3D BM mobility model under consideration, the CDF and
PDF of the mobile NLOS drone distance with respect to the origin at time t
(i.e., rNLOS(t) = max (D,min (R, r̂(t)))) are respectively given by

FrNLOS(t)(w) =
(

1 +
2√
π

Γ

(
3
2
,

w2

4σt

)
(H(w − R) − 1)

)
H(w − D) (10)

and

PrNLOS(t)(w) =
(

1 +
2√
π

Γ

(
3
2
,

w2

4σt

)
(H(w − R) − 1)

)
δ(w − D)

+
(

2√
π

Γ

(
3
2
,

w2

4σt

)
δ(w − R)

)
H(w − D)

−
(

1
2
√

πw

(
w2

σt

) 3
2

exp
(

− w2

4σt

)
(H(w − R) − 1)

)

H(w − D).

(11)

Next, we aim to characterize the distribution of the reference transmitter-
receiver distance based on the 3D BM mobility and LOS/NLOS propagation
models under consideration.

Corollary 1. The closest transmitter-receiver distance for the serving LOS
drone becomes equivalent to the 3D BM mobility model with the following drones
spatial density [13]

λ =
3 log

(
1 − H(w)√

π

(
2H(w − D)Γ

(
3
2 , w2

4tσ

)
− 2Γ

(
3
2 , w2

4tσ

)
+

√
π
))

4πD3 log
(
1 − w3

D3

) (12)

Corollary 2. The closest transmitter-receiver distance for the serving NLOS
drone becomes equivalent to the 3D BM mobility model with the following drones
spatial density

λ =
3 log

(
1 − H(w−D)√

π

(
2H(w − R)Γ

(
3
2 , w2

4tσ

)
− 2Γ

(
3
2 , w2

4σt

)
+

√
π
))

4π (R3 − D3) log
(
1 − w3−D3

R3−D3

) . (13)

3.2 Deterministic Motion

Next, we consider the case where the movement of the drones is deterministic
such that they move at a constant speed towards a target. At time t > 0, the
corresponding Euclidean distance with respect to the origin is given by

r̂(t) = r0 − vt (14)

where r0 is the distance at time t = 0 and v is the constant speed, respectively.
Note that a negative value for v indicates movement in the opposite direction and
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vice versa. Here, we need to account for the finite volume of the 3D ball as well
as the LOS/NLOS propagation conditions. Hence, we consider the case where (i)
the mobile LOS drone cannot be at a distance larger than R with respect to the
origin at any given time, i.e., rLOS(t) = max (0,min (D, r̂(t))), and (ii) the mobile
NLOS drone cannot be at a distance smaller than D and larger than R with
respect to the origin at any given time, i.e., rNLOS(t) = max (D,min (R, r̂(t))).

Lemma 5. With the deterministic mobility model under consideration, the
CDF and PDF of the mobile LOS drone distance with respect to the origin
at time t (i.e., rLOS(t) = max (0,min (D, r̂(t)))) are respectively given by

FrLOS(t)(w) = H(w)

(

1 + (H(w − D) − 1)
(

1 − (vt + w)3

D3

)KLOS
)

(15)

and

PrLOS(t)
(w) = δ(w) + (H(w)δ(w − D) + (H(w − D)− 1)δ(w))

(
1− (vt + w)3

D3

)KLOS

−H(w)(H(w − D)− 1)
3KLOS(vt + w)2

D3

(
1− (vt + w)3

D3

)KLOS−1

. (16)

Lemma 6. With the deterministic mobility model under consideration, the
CDF and PDF of the mobile NLOS drone distance with respect to the origin at
time t (i.e., rNLOS(t) = max (D,min (R, r̂(t)))) are respectively given by

FrNLOS(t)(w) = H(w − D)

(

1 + (H(w − R) − 1)
(
R3 − (vt + w)3

R3 − D3

)KNLOS
)

(17)

and

PrNLOS(t)(w) = δ(w − D)

(

1 + (H(w − R) − 1)
(
R3 − (vt + w)3

R3 − D3

)KNLOS
)

+ H(w − D)

(

δ(w − D)
(

R3 − (vt + w)3

R3 − (H(w − R) − 1)D3

)KNLOS
)

− H(w − D)

(
3KNLOS(vt + w)2

R3 − D3

(
R3 − (tv + w)3

R3 − D3

)KNLOS−1
)

(18)
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3.3 SINR Formulation

The received SINR at the reference user o is given by

SINR =
X

I + σ2
(19)

where

X = pgbL(rb) (20)

and

I =
∑

i∈Φ\{b}
pgiL(ri) (21)

with p and σ2 respectively used to denote the transmit power and noise variance.

3.4 SE Formulation

Theorem 1. The average rate (in nat/s/Hz) of the typical user is given by

E [log (1 + SINR)] =
∫ +∞

0

∫ +∞

0

1 − FSINR|rb=r[γ]
1 + γ

dγ Prb
(r) dr (22)

where FSINR|rb=r[γ] and Prb
(r) denote the CDF of the SINR conditioned on

rb = r and the PDF of the transmitter-receiver distance (given in Lemma 1 ),
respectively.

4 Numerical and Simulation Results

In this section, we evaluate the performance of 3D deterministic random (Brow-
nian) motion model. To confirm our framework, we use MC methods to obtain
simulation result in different scenarios.

4.1 Impact of Number of Antennas

To gain insight into the effect of different number of antennas, we provide results
using deterministic model, stationary model and 3D Brownian model via MC
simulation in Fig. 1. A key point to note is that due to the deterministic model
is the most ideal movement model and the 3D Brownian model is the most worst
movement model, so in Fig. 1 the deterministic model curves are the upper bound
of reality and the 3D Brownian model curves are the lower bound of reality. Also,
SE increases as the number of antennas increases and we can obtain the better
performance of drone mobile networks by adjusting the number of antennas.
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Fig. 1. Spectral efficiency against different number of antennas, m = 2, R = 100 m, D
= 18 m, λ = 10−5/m3, v = 3 m/s, p = 20 W.

4.2 Impact of Nakagami-M Fading Parameter

We evaluate the Nakagami-m fading parameter’s impact on spectral efficiency.
Figure 2 shows the drone mobile networks performance with different Nakagami-
m fading parameter. We observe that when the Nakagami-m fading parameter
increase s, some curve’s SE decrease and the other curve’s SE increase. The
reason is that when the serving drone move three second based on deterministic
movement model, the channel of serving drone b becomes LOS, but other curve’s
channels are still NLOS (i.e., the channel function is different), and we can find
that the performance of SE at time t = 3 is better than time t = 0. We can
derive the SE of drone mobile networks in different channel cases.
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Fig. 2. The Nakagami-m fading impact on Spectral efficiency, M = 4, R = 100 m, D
= 18 m, λ = 10−5/m3, v = 3 m/s, p = 20 W.

4.3 Impact of Different Drone Velocity

We explore the influence of different drone velocity under different movement
strategies at time t = 0 and time t = 3 in Fig. 3. A key point we can find
that the drone velocity has a huge impact on SE, especially on deterministic
movement model and 3D Brownian movement model. So we can obtain the
performance boundaries when we change the velocity of drone, but also need to
consider the security issues at high velocity.
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Fig. 3. The drone velocity impact on Spectral efficiency, M = 4, m = 2, R = 100 m, D
= 18 m, λ = 10−5/m3, p = 20 W.

4.4 Impact of Different Deployment Density

We examine the influence of drone deployment density in improving drone mobile
networks under various movement model and different time. Since the deploy-
ment density of drones largely determines the economic cost and network perfor-
mance of drone mobile network, it is necessary to study the impact of deployment
density on system performance. Figure 4 represents the performance of SE in dif-
ferent drone deployment density and we can find that there is a best deployment
density around λ = 3 × 10−5/m3. Therefore, in practical applications, we can
optimize the system performance and cost by adjusting the deployment density.
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Fig. 4. The serving drone deployment density impact on Spectral efficiency, M = 4, m
= 2, R = 100 m, D = 18 m, v = 3 m/s, p = 20 W.

5 Conclusion

This paper provides a system-level analysis of the drone mobile networks. In
order to make the drone mobile networks model closer to the actual application
scenario, this paper explores the feasibility and performance of the determin-
istic random (Brownian) motion model, and also explicitly account for some
parameters of the drone networks, such as the impact of drone mobility based
on deterministic random (Brownian) motion. Then we derive the expressions
of SINR, average rate through the mathematical tools provided by stochastic
geometry theory. We also validated the theoretical derivation by Monte Carlo
simulation. The simulation results confirm the feasibility of the deterministic
random (Brownian) motion model. In the follow-up study, we will use this as a
basis to analyze the performance of drone mobile networks after the introduction
of MIMO.

References

1. Turgut, E., Gursoy, M.C.: Downlink analysis in unmanned aerial vehicle (UAV)
assisted cellular networks with clustered users. IEEE Access 6, 36313–36324 (2018)



322 J. Huang et al.

2. Chetlur, V.V., Dhillon, H.S.: Downlink coverage analysis for a finite 3-D wireless
network of unmanned aerial vehicles. IEEE Trans. Commun. 65(10), 4543–4558
(2017)

3. Yi, W., Liu, Y., Nallanathan, A., Karagiannidis, G.K.: A unified spatial framework
for clustered UAV networks based on stochastic geometry. In: 2018 IEEE Global
Communications Conference (GLOBECOM), pp. 1–6. IEEE (2018)

4. Alzenad, M., Yanikomeroglu, H.: Coverage and rate analysis for unmanned aerial
vehicle base stations with LoS/NLoS propagation. In: 2018 IEEE Globecom Work-
shops (GC Wkshps), pp. 1–7. IEEE (2018)
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Abstract. This paper proposes a method based on kernel density estimation
(KDE) and expectation condition maximization (ECM) to realize digital mod-
ulation recognition over fading channels with non-Gaussian noise in the cogni-
tive radio networks. A compound hypothesis test model is adopt here. The KDE
method is used to estimate the probability density function of non-Gaussian noise,
and the improved ECM algorithm is used to estimate the fading channel parame-
ters. Numerical results show that the proposed method is robust to the noise type
over fading channels. Moreover, when the GSNR is 10 dB, the correct recogni-
tion rate for the digital modulation recognition under non-Gaussian noise is more
than 90%. Gaussian noise, and the improved ECM algorithm is used to estimate
the fading channel parameters. Numerical results show that the proposed method
is robust to the noise type over fading channels. Moreover, when the GSNR is
10 dB, the correct recognition rate for the digital modulation recognition under
non-Gaussian noise is more than 90%.

Keywords: Cognitive radio · Modulation recognition · Fading channel ·
Non-Gaussian noise · Alpha stable distribution

1 Introduction

With the rapid development of communication technology and the increasing tension
in spectrum resources, cognitive radio technology has become one of the key tech-
nologies to solve these problem [1]. In the cognitive radio network (CRN), spectrum
sensing technology and spectrum access technology are particularly important. Among
them, spectrum sensing technology not only needs to accurately detect the occurrence
of authorized user signals, but also needs to identify the modulation type of authorized
user signals [2]. Then we can determine the authorized user information, such as the
type of service, the strength of the service, and so on. CRN technology is easily affected
by fading channels, inter-user interference and electromagnetic pulse noise. This inter-
ference and noise often highlights that the probability density function is a thick tail
of non-Gaussian distribution [3]. Therefore, it has practical engineering significance to
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study the digital modulation signal identification method under non-Gaussian fading
channel in CRN.

Several algorithms have been reported to solvemodulation recognition based on non-
Gaussian noise. Some scholars have studied the digital modulation recognition under
the alpha stable distributed noise model. Some have studied the modulation recognition
under the mixed Gaussian noise distribution. In [4], a novel modulation classification
method was proposed by using cyclic correntropy spectrum (CCES) and deep residual
neural network (ResNet). CCES is introduced to effectively suppress non-Gaussian noise
through the designated Gaussian kernel. In [5], T. Dutta et al. proposed a cyclostation-
ary (CS) property based on FB classification technique under non-Gaussian impulsive
noise condition. CS features perform well at low signal to noise ratio (SNR). But the
performances of the classifiers degrade due to the presence of the impulse noise. In [6],
Hu Y H et al. used fractional low-order wavelet packet decomposition and neural net-
work recognition method, but this method has poor recognition performance under low
GSNR. In [7], under the selective channel, the Gaussian mixture model is used to model
the noise, and the identification problem of the amplitude phase modulation signal is
studied. In the actual communication process, the signal is affected by the fading of
channel besides a lot of non-Gaussian noise. In [8], D. E. Kebiche et al. investigated the
performance of the Rao-test based detector for wideband spectrum sensing under non-
Gaussian noise in a multi-carrier transmission framework. It showed that the Rao-test
based detector combined with the universal filtered multicarrier (UFMC) outperforms
the traditional OFDM based system in a realistic non-Gaussian noise environment. In
[9], a signal identification method based on normalized fractional low-order cumulants
for alpha-stable distributed noise fading channel was proposed. When the GSNR is low,
the classification and recognition performance is poor. In [10], S. Hu, Y. Pei et al. pro-
posed a low-complexity blind data-driven modulation classifier which operates robustly
over Rayleigh fading channels under uncertain noise condition modeled using a mixture
of three types of noise, namely, white Gaussian noise, white non-Gaussian noise and
correlated non-Gaussian noise. The performance of proposed classifier approaches that
of maximum likelihood classifiers with perfect channel knowledge.

In view of the above problems, this paper proposes a new method of modulated
signal recognition under the alpha stable distributed noise fading channel. Firstly, the
kernel density estimation algorithm is used to estimate the probability density function of
the alpha stable distribution noise. The improved Expectation ConditionalMaximization
algorithm is then used to estimate the fading channel parameters. Finally, the modulation
type of the signal is identified according to the composite hypothesis test model. The
simulation results show that when the characteristic index of alpha stable distribution
noise is 1.5 and the GSNR is 10 dB, the recognition rate of the signal in the fading
channel is more than 90%. It can be seen that this method is effective and feasible.
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2 System Model

Let B be the number of classes of all possible modulation types in the set of signals to
be identified. The transmitted signal of class b can be expressed as:

sb(t) =
∞∑

m=−∞
smbg(t − nT ) (1)

where T is the symbol period of the transmitted signal, g(t) is the shaping filter function,
and smb ∈ sb is the signal value of a certain modulation method. In CRN, the model of
the received signal r(t) can be described as:

r(t) =
L−1∑

l=0

hlsb(t − τl) + ω(t) (2)

where L is the number of paths in the fading channel, τl is the time delay of each path, hl
is the attenuation range of each path, and ω(t) is the alpha stable distribution noise. The
received signal is sampled at the receiving end by the sampling period Ts We assume
that the time delay τl generated by each path is an integer times the sampling period and
that the number of sampling points of the time delay after sampling is still represented
by τl , the sampled received signal can be expressed as:

r[k] =
L∑

l=0

hlsb[kTs − τl] + ω[k], k = 1, 2, · · · , k (3)

where K is the signal length, {hl}L−1
l=0 and {τl}L−1

l=0 are unknown channel parameter. Since
the alpha stable distribution does not have a uniformclosedPDF,ω(t) is usually described
by a feature function [11], which is expressed as:

φ(θ) = exp
{
jμθ − γ |θ |α[1 + jβsgn(θ)ω(θ, α)

]}
(4)

where sgn(θ) is a symbolic function,

sgn(θ) =
⎧
⎨

⎩

1, θ > 0
0, θ = 0
−1, θ < 0

, ω(θ, α) =
{
tan
(
απ
/
2
)
, α �= 1

2
π
log|t|, α = 1

γ ≥ 0 is the dispersion coefficient, also known as the scale coefficient, α is called the
characteristic index and its value range is 0 < α ≤ 2. When α = 2, the alpha stable
distribution noise is converted into Gaussian noise. The parameter β(−1 ≤ β ≤ 1) is a
symmetrical parameter that determines the symmetry of the distribution. When β = 0,
the alpha stable distribution is called the sαs distribution. The parameter mu is called
the positional parameter. For the sαs distribution, if 0 < α < 1, μ is the median. If
1 < α ≤ 2, μ is the mean. If μ = 0 and γ = 1 are satisfied, the alpha stable distribution
is called the standard alpha stable distribution.
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3 Modulation Identification Under Alpha Stable Noise and Fading
Channel

3.1 Probability Density Function Estimation of Alpha Stable Distributed Noise

We assume that each sample in the sample setX = {X1,X2, · · · ,XN } is independent and
obeys the distribution of PDF as p(X ). The PDF is estimated using the Kernel Density
Estimation (KDE) [12].

First we estimate the probability density in a small area. If a small area R is in the
space where the sample is located, the probability that a random variable X is in the area
R is

PR =
∫

R
P(X )dX (5)

known by the definition of binomial distribution, the probability that k of the N
independent and identically distributed samples of the sample set are in the area R
is:

Pk = Ck
NP

k
R(1 − PR)N−k (6)

where Ck
N represents the number of combinations of k values randomly taken from N

values. Then we get the expectation of k : E[k] = k = NPR.Therefore, the estimate of
PR can be expressed as:

PR = k

N
(7)

When p(x) is continuous and the volume of R is sufficiently small, it can be considered
that p(x) in R is a constant, then Eq. (5) can be expressed as:

PR =
∫

R
p(x)dx = p(x)V (8)

where V is the volume of R. Substituting (7) into (8), we have:

p̂(x) = k

NV
(9)

So we have completed the probability density estimation in a small area. But the prob-
ability density function estimated in this way is not continuous. Therefore, this paper
uses the KDE method. When the small volume is fixed, the small volume of sliding is
used to estimate the probability density of each point.

We assume that X is a d-dimensional vector, each small volume is a hypercube, each
dimension has an edge length of h′ and each small volume has a volume of V = h′d The
d-dimensional unit window function is used to calculate the number of samples falling
into each small volume:

φ(u1, u2, · · · , ud )

{
1, |ui| ≤ 1

2 , i = 1, 2, · · · , d
0, other

(10)
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At this time, φ
( x−xi

h′
)
can be used to determine whether the sample Xi is in a cube whose

center is X and whose edge length is h′. Let the number of observation points be N , then
the samples falling in the above cube can be expressed as follows:

kN =
N∑

i=1

φ

(
x − xi
h′

)
(11)

Substituting Eq. (11) into Eq. (9), a PDF estimate at point x is:

P̂(x) = 1

N

N∑

i=1

1

V
φ

(
x − xi
h′

)
(12)

From a nuclear perspective, we can define the kernel function as:

K(x, xi) = 1

V
φ

(
x − xi
h

)
(13)

The estimate of the PDF can be regarded as using the kernel function to perform
interpolation operation on the sample within the range of values. Its expression is:

K(x) = 1

2
√

π
exp

(
−1

2
x2
)

(14)

In short, a kernel density estimation process needs to move the kernel function to the
position of each observation. And then select the global bandwidth to control the smooth-
ness of the probability density function and the expansion of the kernel function. The
revised evaluation formula is:

f̂ (x) = 1

N

N∑

i=1

1

h
K

(
x − xi
h

)
(15)

3.2 Estimation of Fading Channel Parameters

In this paper, based on the principle of ECM algorithm [13], combined with the model
of modulation recognition under non-Gaussian fading channel, the parameter estimation
steps of the proposed fading channel are as follows:

1) E-step: Under the assumption Hb(b = 1, 2, · · · ,B) corresponding to each modu-
lated signal, we calculate the conditional expectation of the logarithm likelihood
function of the complete data. We have:

Q
(
θ, θP|Hb|

)
= E

[
log(p(c|θ,Hb))|o,θp,Hb

]

=
∑

h

log(p(c|θ,Hb))P
(
h|o, θp,Hb

)
(16)
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where B is the number of modulation modes in the alternative set. Considering that the
distribution of

{
r[k]Kk=1

}
and {sb[k]}Kk=1 is different, log(p(c|θ,Hb)) can be written as:

log(p(c|θ,Hb))

= log

(
K∏

k=1

p(r[k], sb[k],Hb)

)

=
K∑

k=1

log

(
1

Nb
p(r[k]|sb[k], θ)

)
(17)

where:

p(r[k]|sb[k], θ)

= 1

N

N∑

n=1

1

hλn
K

⎛

⎜⎜⎜⎝

r[k] −
L−1∑
l=0

hlsb[kTs − τl] − ωn

hλn

⎞

⎟⎟⎟⎠ (18)

By Bayesian theory:

p(h|o, θp,Hb)

=
K∏

i=1

P
(
sb[k]|r[k], θP,Hb

)

=
K∏

i=1

1

Nb

p(r[k]|sb[k], θp)
P(r[k]|θp,Hb)

(19)

where:

p
(
r[k]|sb[k], θp

)

= 1

N

N∑

n=1

1

hλn
K

⎛

⎜⎜⎜⎝

r[k] −
L−1∑
l=0

hpl sb
[
kTs − τ

p
l

]− ωn

hλn

⎞

⎟⎟⎟⎠

p
(
r[k]|θp,Hb

)

= 1

Nb

∑

sb[k]

⎡

⎢⎢⎢⎣
1

N

N∑

n=1

1

hλn
K

⎛

⎜⎜⎜⎝

r[k] −
L−1∑
l=0

hpl sb
[
kTs − τ

p
l

]− ωn

hλn

⎞

⎟⎟⎟⎠

⎤

⎥⎥⎥⎦ (20)

Finally, Q
(
θ, θP

)
can be obtained:

Q
(
θ, θp|Hb

)
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=
K∑

k=1

∑

sb[k]

[
log

(
1

Nb
p(r[k]|sb[k], θ)

)
1

Nb

p(r[k]|sb[k], θp)
p(r[k]|θp,Hb)

]
(21)

2) M-step: This process maximizes the Q
(
θ, θP

)
in the E-step to find a new estimate

of the unknown parameter and then substitutes it as the known quantity into the next
iteration.

θ̂ = argmax
θ

Q
(
θ, θp|Hb

)
(22)

The E-step of the ECM algorithm is the same as the EM algorithm, and each M-
step is replaced with several simpler conditions to maximize the CM-step. For a certain
hypothesis, the unknown parameter vector θ = {h1, · · · hL, τ1, · · · , τL} is divided into
θ1 = {h1, · · · , hL} and θ2 = {τ1, · · · , τL}. That is, the unknown channel parameter vector
is θ = {θ1, θ2}, s = 2 Each unknown parameters is given an initial value before the
iterative process begins. In the iteration, keeping θ

p
2 of the current iteration unchanged,

we derivate Q(θ, θp|Hb) to θ1 and let its derivative be 0. We get the estimation θ
p+1
1

of θ1 in the next iteration. Then keeping the value of θ
p+1
1 unchanged, we derivate

Q
(
θ, θP|Hb

)
to θ2 and let its derivative be 0. We get the estimate θ

p+1
2 of θ2 in the

next iteration. When the set convergence condition is satisfied, the iteration stops. The
obtained parameter estimation value is the final unknown parameter estimation value of
the iteration under the p + 1th assumption.

3.3 Modulation Recognition Based on Compound Hypothesis Test

The recognition method based on the likelihood function describes the recognition pro-
cess as a compound hypothesis test process. The modulation mode corresponding to the
maximum hypothesis in the (logarithmic) likelihood function of the received signal is
determined as the modulation mode of the signal [14].

We use the KDE method to estimate the PDF of alpha stable noise distribution.
Combing

p(r[1], · · · , r[k]|Hb)

=
∏K

k=1

∑Nb

i=1
p(r[k]|sbi[k])P(sbi[k]|Hb) (23)

P(sbi[k]|Hb) = 1
/
Nb (24)

we obtain:

p(r[1], · · · , r[K]|Hb)

=
∏K

k=1

1

Nb

∑Nb

i=1
p(r[k]|sbi[k]) (25)
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whereNb represents the possible number of values of the amplitude of the bthmodulation
signal. It can be seen that the probability density distribution of the received signal is
equal to the probability density distribution of the noise when the transmitted signal is
known. This knowledge can be obtained by the estimation method of the fading channel
parameters. Therefore, the process ofmodulation recognition under non-Gaussian fading
channels is expressed as:

Ĥ = argmax
Hb

log(r[1], · · · , r[K]|Hb) (26)

where Hb(b = 1, 2, · · · ,B) indicates the modulation type of the received signal Sb.

4 Simulation Results and Analysis

In order to verify the effectiveness of the method, simulation experiments are carried
out by MATLAB simulation software. The simulation parameters are set as follows:
the signal set to be identified is BPSK, QPSK, 16QAM and 64QAM, which are four
commonly used digital modulated signals. The noise is additive standard τl distributed
noise. The carrier frequency of the modulated signal is 10 kHz. The code element rate
is 1200 baud. The roll-off factor of the shaping filter is 0.35. The sampling frequency
is 40 kHz. The number of signal sampling points is 3000 and the multipath channel
is ITU_V_B channel of Rec.ITU-RM.225. The number of Monte Carlo simulations is
2000.

Fig. 1. Identification performance of signals under different GSNR

When α = 1.5, hopt = 0.7, the recognition performance of the signal at different
GSNR is shown in Fig. 1. It can be seen from Fig. 1 that the recognition performance
of different signals under the fading channel increases as the GSNR increases. When
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the GSNR is 10 dB, the recognition accuracy of different signals is more than 90%. It
can be seen that the proposed identification method has good recognition performance
under the fading channel. It is effective and feasible.

When hopt = 0.7,GSNR = 10 dB, the recognition performance of the signals under
different characteristic indices is shown in Fig. 2. It can be seen from Fig. 2 that the
recognition performance of different signals under the fading channel increases as the
characteristic indices increases. When α is greater than 1, the correct recognition rate of
different signal recognition is above 85%. When α = 2, the correct recognition rate of
different signals under the fading channel is 100%. It is shown that the proposed method
is not only suitable for non-Gaussian noise fading channels, but also has good recognition
performance under the environment of Gaussian noise fading channels. Therefore, the
proposed method is robust to different noise types.

Fig. 2. Identification performance of signals under different characteristic indices

5 Conclusion

Aiming at the problem of modulation recognition in non-Gaussian fading channel in
cognitive networks, this paper proposes a modulation recognition model based on com-
pound hypothesis test suitable for this scenario. Under thismodel, the probability density
function of non-Gaussian noise is estimated by the kernel density estimationmethod. The
parameters of the fading channel are estimated using an improved expectation condition
maximization algorithm. The simulation results show that the proposed identification
method is effective and feasible under non-Gaussian noise fading channels and robust
to different noise types.
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Abstract. Linear threshold model is one of the widely used diffusion
models in influence maximization problem. It simulates influence spread
by activating nodes for an iterative way. However, the way it makes acti-
vation decisions limits the convergence speed of itself. In this paper, an
improvement is proposed to speed up the convergence of Linear threshold
model. The improvement makes activation decisions with one step ahead
considering the nodes which will be activated soon. To assist in activation
decision making, the improvement introduces a new state and updates
state transition rules. The experiment results verify the performance and
efficiency of the improvement.

Keywords: Linear threshold model · Performance · Influence
maximization · Convergence speed

1 Introduction

Social network platforms such as Facebook, WeChat, Twitter, etc., have become
widely used mediums that people communicate with each other. As one of the
most important problems in social network analysis, the problem of influence
maximization has attracted tremendous attentions [15,20,26]. It aims to find a
small set of influential nodes so that the influence of those nodes can be spread
most widely. Although the problem is first raised in the field of marketing, it
exists in many other fields such as political movements [16], rumor controlling
[29,31], and so on.

Diffusion models are critical for solving the influence maximization prob-
lem since they can simulate the spread of influence, Linear threshold model
(LT model) [17] is one of the most widely used diffusion models. It simulates
influence spread by activating nodes in an iterative way. In each iteration, a
activation decisions are made only according to the nodes activated in previous
iterations. The nodes activated in current iteration are not counted for any acti-
vation decision made in the same iteration, which limits the convergence speed
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of LT model. Although many efforts have been made on the improvement of LT
model [2,7,23,27], how to improve the convergence speed of LT model is still an
open issue.

In this work, we focus on the problem of the convergence speed of LT model.
To deal with the problem, an improvement is proposed to activate nodes with
one step ahead considering the nodes which will be activated. Concretely, the
improvement makes activation decisions according to not only active nodes but
also the inactive nodes to be activated soon. To identify those inactive nodes,
the improvement introduces a new state for them, that is, ready-active state,
and new state transition rules.

The rest of this paper is organized as follows: related work is reviewed in
Sect. 2 followed by motivation in Sect. 3. The proposed approach is elaborated
in Sect. 4 and evaluated in Sect. 5. Finally, the paper is concluded in Sect. 6.

2 Related Work

Influence maximization is one of the most important problems in the areas
of social network analysis, and has attracted much attentions in recent years.
Domingos and Richardson [8,24] first study the influence maximization problem
in probabilistic environments. Kempe et al. [17] prove that the influence maxi-
mization problem is an NP-hard problem, and propose LT model to simulate the
process of information diffusion. In LT model, each node of a social network is
only in one of the following two states: inactive state and active state. LT model
starts with the assumption that all the nodes are in the inactive state except the
set of seed nodes which are initialized in the active state.

Many researches have been carried out to select the set of seed nodes. Kempe et
al. [17] propose a simple greedy algorithm approximating the optimum with a fac-
tor of (1−1/e). Various variants of the greedy algorithm, e.g. CELF [18], CELF++
[12], constrained greedy algorithm [33], etc., have been proposed to improve the
efficiency of the simple greedy algorithm. In addition to greedy algorithms, many
different algorithms, e.g., centrality based algorithms [9,10,25], community based
algorithms [3,19,28,32], influence estimation based algorithms [21,22], etc., are
also exploited to identify the set of seed nodes. Besides the work on the selection
of seed nodes, many efforts are put on the improvement of LT model.

Various researches concern on competitive environments in which more than
one player competes with each other to influence the most nodes. He et al. [13]
proposed a competitive LT model to block the influence of competing products.
Bozorgi et al. [3] extend LT model to give each node a decision-making ability
about incoming influence spread. Galhotra et al. [11], Zhang et al. [30] and Yang
et al. [29] concern on the improvement of LT model to allow a node to be either
positive or negative in the speed process of information or influence. Zhang
et al. [14,34] and Caliò et al. [5] revise LT model to spread influence according
to trust/distrust relationships. Chan et al. [6] propose the non-progressive LT
model to deal with the case in which active nodes may become inactive. Although
much efforts have been made on the improvement of LT model, the convergence
problem of the model is still an open problem.
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For the convenience of presentation, all the notations in this work are
described in Table 1.

Table 1. Notations

Notations Description

G A directed graph

E The edge set of G

V The vertex set of G

v A vertex, e.g., vi represents the ith vertex of V

θa Activation threshold of a node

Na
i The active neighbor set of vi

Nr
i The ready-active neighbor set of vi

State(vi) The state of node vi

InfTo The influence to a node

InfTo
p The potential influence to vi

Inf(vi, vj) The influence of vi to vj

3 Motivation

LT model is proposed to simulate the spread of influence by Kempe et al. [17]. In
LT model, a social network is denoted as a directed graph G = (V,E), where V
represents the set of nodes, and E expresses the set of directed edges. Each node
can only be in one of the following two states: the active state and the inactive
state. ((∀vi)vi ∈ V ), vi can transmit from the inactive state to the active state
if function (1) is satisfied. Otherwise, it stays in the inactive state.

Σvj∈Na
vi

Inf(vj , vi) ≥ θa (1)

LT model starts with a small set of seeds. All the nodes regarded as seeds
are initialized in the active state while all the other nodes in inactive state.
LT model updates the states of nodes in an iterative way and converges if no
inactive nodes are activated any more. It decides whether an inactive node can
be converted to the active state according to the influence from its neighbors
which are activated in previous iterations. The influence from the nodes being
activated in the current iteration is not counted, which limits the convergence
speed of LT model.

In this work, we aim to make an improvement on LT model to accelerate
its convergence. The improvement makes activation decisions according to the
influence from not only active neighbors but also the inactive neighbors which
will change into the active state.
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4 LT Model with One Step Forward Looking

In this section, we elaborate the improvement of LT model. The improvement
aims to speed up the convergence speed of LT model with one step ahead con-
sidering the nodes which will be activated. Concretely, in each iteration, the
improvement calculates the influence to an inactive node according to its active
neighbors and inactive neighbors which will be activated soon. If the calculated
influence overpasses θa, the inactive node changes into the active state.

4.1 State Transition

To activate a node, the improvement calculates the influence from its active
neighbors, and some of its inactive neighbors. Here, the inactive neighbors indi-
cate the inactive nodes which will change from the inactive state to the active
state in the next iteration. To distinguish those inactive neighbors form other
inactive neighbors, we introduce the ready-active state.

Fig. 1. Node state transition

Definition 1. Ready-active state. (∀vi)((vi ∈ V ) and State(v
i
) = inactive),

vi is in the ready-active state if vi satisfies the following conditions: (1) the
influence from all the active neighbors of vi reaches up to or overpasses the
predefined threshold, and (2) no activation operation has been performed on vi.
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Definition 2. Potential influence. (∀vi)((vi ∈ V ) and State(vi) = inactive),
the potential influence of v

i
indicates the influence from its ready-active neigh-

bors. It is calculated by function (2).

InfTo
p = Σvj∈Nr

i
Inf(vj , vi) (2)

In the function, inf(vj , vi) represents the influence from v
j

to vi, Nr
i repre-

sents the ready-active neighbor set of v
i
. It can be calculated according to the

existing influence models. After adopting the ready-active state, state transition
is performed according to the following rules:

Rule 1. Perform an activation operation on an inactive node if the influence from
the active neighbors of that node reaches or overpasses an predefined threshold,
and change that node into the active state.

Rule 2. Change an inactive node into the ready-active state if the influence
from its active neighbors does not reach the predefined threshold, but the influ-
ence from its active neighbors and the potential influence from its ready-active
neighbors reach or exceed the predefined threshold.

Rule 3. Change the state of a ready-active node into the active state after
performing an activation operation on that node.

Figure 1 shows the state transition in the improvement. According to the
figure, an inactive node can be transited into the ready-active state or active
state. It can also keep being in the inactive state. If Con.1 is satisfied, it keeps
being in the inactive state. If Con.2 is satisfied, it changes into the active state.
If Con.3 is satisfied, it changes into the ready-active state. A ready-active state
can only change into the active state only if Con.4 is satisfied.

4.2 Influence Propagation

The improved model propagates influence in an iterative way as LT model does.
However, it is different from LT model by considering ahead the inactive node to
be activiated soon, that is, the actve-ready nodes. It first initializes seed nodes
in the active state and all other nodes in the inactive state and starts iterations.
In each iteration, it calculates the influence and the potential influence to each
inactive node, and performs state transition according to Rules 1 to 3. The
iteration converges if the difference in the number of the nodes activated during
two adjacent iterations is less than a predefined threshold.

Algorithm 1 shows the influence propagation in the improved model. We take
Fig. 2 as an example to illustrate the influence spread with the improved model.
In the initial state, v2 and v5 are regarded as seed nodes, the states of the two
nodes are active, and the remaining nodes are inactive.

In the first iteration, v2 has an influence on v1 exceeds θa and v1 transitions
to an active state. Similarly, v4 also becomes active. The sum of influence of v2

on v3 and the potential influence of v4 on v3 exceeds θa, and v3 is changed into
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Algorithm 1. Influence propagation in the improved model
Input:: seeds, G(V,E)
Output: total number of the nodes activated
1: actives ← seeds
2: do
3: num=actives.size();
4: inactives ← obtain the inactive neighbors of the nodes in seeds
5: for each node in inactive do
6: calculate the influence to that node, that is InfTo;
7: if InfTo ≥ θa then
8: activate the node and updata the state of that node to be active;
9: insert that node to actives

10: else
11: calculate the potentional influence to that node, that is InfTo

p

12: if InfTo + InfTo
p ≥ θa then

13: activate vi
14: insert vi to actives
15: end if
16: end if
17: end for
18: while (actives.size()–num ≥ ξ)
19: return num

the ready-active state, the activation operation is performed on v3 , and v3 is
changed into the active state. The remaining nodes keep being inactive.

In the second iteration, the influence to v6 comes from v3 overpasses θa, and
v6 is changed into the active state. The sum of the influence of node v5 on v7

and the potential influence of v6 on v7 exceeds θa, so v7 changes into the ready-
active state, the activation operation is performed on v7 , and v7 is changed into
an active state. The remaining nodes keep being inactive.

In the third iteration, v7 has an influence on v8 that exceeds θa, so v8 changes
into the active state. Similarly, v9 is also activated. The other node states remain
unchanged.

In the fourth iteration, no nodes can be activated, so the iteration converges.

5 Experiment and Evaluation

In this section, we elaborate the abundant experiments conducted to evaluate
the improved model by comparing with LT model, and discuss the experiment
results.

5.1 Data Sets and Environment

We use six-real-world data sets in our experiments. All these data sets are col-
lected from Stanford Large Network Dataset Collection [1]. All these data sets
are in different scales and expressed in directed graphs. The details of those data
sets are described below.
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Fig. 2. Information dissemination based on the improved model

• soc-Epinions1 data set: This data is collected according to the trust relation-
ship interaction on the website. It includes 75879 nodes and 508837 edges.
Each vertex describes a reviewer and each edge denotes the trust relationship
between two reviewers.

• soc-sign-epinions data set: This data set is extracted from Epinions.com. It
contains about 131828 nodes and 841372 edges. Each vertex represents a user,
and edge describes one user described by one vertex trusting the other user
described by the other vertex.

• email-EuAll data set: This network is generated according to the email data
from a large European research institution. It includes 265214 nodes and
420045 edges. Each node corresponds to an email address. Each edge describes
that at least one email is sent from one node to the other node.

• web-NotreDame data set: This data set is collected from the web site of the
University of Notre Dame. It includes 325729 nodes and 1497134 edges. Nodes
represent pages from the web site and edges represent hyperlinks between
those pages.

• wiki-Talk data set: This data set is collected from Wikipedia which is a
free encyclopedia written collaboratively by volunteers around the world. It
includes 2394385 nodes and 5021410 edges. A node represents a Wikipedia
user. An edge represents one user at least edits a talk page of the other node.

• soc-LiveJournal1 data set: This data set is collected from a free online commu-
nity with almost 10 million members. It includes 4847571 nodes and 6899373
edges. Nodes represent members and edges represent friendship of members.
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Fig. 3. Execution time on different data sets

Table 2. Configuration of the big data platform

Hardware layer HDFS Spark

Audit/Node 24 File block 256 Parallel tasks/actuators 7

Memory/Node 32G Number of copies 3 Working node A 19

Hard disk/Node 3TB Data node 19 Actuator number/work node 1

Tocal nodes 20 Nodes 19 Worker 1
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All the experiments are conducted on the big data platform which is deployed
on the cluster consisting of 20 severs. The details of the platform are described
in Table 2. We choose execution time and the total number of activated nodes
as the metrics to evaluate our work.

5.2 Result Discussion

The evaluation of our work is performed by comparing with LT model when
different seed selection algorithms are adopted. Cg denotes the seed selection
algorithm based on influence spread in a constrained greedy way algorithms
[33]. MaxDegree and PageRank describe the algorithm selecting seeds according
to Max degree policy [17] and PageRank algorithm [4], respectively.

Fig. 4. Actived node comparison
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Cg+ours, MaxDegree+ours and PageRank+ours denote the results of the
corresponding seed selection algorithms combined with our model, respectively.
Cg+LT, MaxDegree+LT and PageRank+LT describe the results of those algo-
rithms with LT model, respectively. All the results shown in this subsection are
the average results of 100 independent runnings.

Figure 3 shows the execution time of our model and LT model on different
data sets. In the figure, the x axis represents the total number of seeds selected
by different algorithms. The y axis expresses the execution time of our model and
LT model spreading influence with the selected seeds. According to the figure,
our model converges faster than LT model on all data sets no matter which
algorithm is used to select seeds.

More details, our model performs best on Soc-Epinions1 data set, soc-sign-
epinions data set, wiki-Talk data set and soc-LiveJournal1 data set with 450
seeds, 350 seeds, 500 seeds and 50 seeds selected by PageRank algorithm, respec-
tively. It performs best on email-EuAll data set and web-NotreDame data set
with 450 seeds selected by MaxDegree algorithm. Our model improves the
performance of LT model by about 59%, 53%, 54%, 46%, 63% and 67% on
Soc-Epinions1 data set, soc-sign-epinions data set, email-EuAll data set, web-
NotreDame data set, wiki-Talk data set and soc-LiveJournal1 data set in the
best case.

In the worst case, our model still obtains obvious performance improvement
on four data sets, that is, Soc-Epinions1 data set, web-NotreDame data set,
wiki-Talk data set and soc-LiveJournal1 data set. It improves the performance
by 13% at least and 37% at most on these four data sets. Our model exhibits the
similar performance with LT model on soc-Epinion1 data set and email-EuAll
data set.

Averagely, our model obtains performance improvement on 32.7%, 33.75%,
34.01%, 31.6%, 54.38% and 32.3% on the six data sets, respectively.

To evaluate the ability to spread influence, we compare the models on six data
sets with the same seeds, respectively. The corresponding results are described
in Fig. 4, where the x axis and y axis represents the amount of seeds and that
of the activated nodes, respectively. According to the figure, our model activates
the same number of nodes as LT model, that is, our model exhibits the similar
ability to spread influence to LT model. That means our model improves the per-
formance of influence spread while guaranteeing the efficiency when comparing
with LT model.

6 Conclusion

LT model is one of the diffusion models widely used in the solutions of influence
maximization. In this work, we focus on the convergence problem of LT model.
We analyze the reasons limiting the convergence speed of the model and propose
an improvement of that model. The improved model makes activation decisions
according to not only active nodes but also the inactive nodes to be activated
soon. The experiment results on abundant datasets verify the performance and



An Improved Linear Threshold Model 343

efficiency of the improved model. In the future, we will research the application
of Linear threshold model in competitive environments.
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Abstract. The rapid growth of the number of IoT devices in the net-
work has brought huge traffic pressure to the network. Caching at the
edge has been regarded as a promising technique to solve this problem.
However, how to further improve the successful transmission probability
(STP) in cache-enabled multi-tier IoT networks (CMINs) is still an open
issue. To this end, this paper proposes a base station (BS) joint trans-
mission scheme in CMIN where the nearest BS that stores the requested
files in each tier is selected to cooperatively serve the typical UE. Based
on the proposed scheme, we derive an integral expression for the STP,
and optimize the content caching strategy for a two-tier network case.
The gradient projection method is used to solve the optimization prob-
lem, and a locally optimal caching strategy (LCS) is obtained. Numerical
simulations show that the LCS achieves a significant gain in STP over
three comparative baseline strategies.

Keywords: IoT networks · Cache-enabled networks · Joint
transmission

1 Introduction

The rapidly growing number of mobile IoT devices on the network has led to
explosive growth in the demand for mobile data traffic. Deploying multi-tier
edge base station (BS) to form a heterogeneous network (HetNet) has become
an effective solution to meet these demands [1]. However, densely deployed BSs
will inevitably cause high inter-cell interference. As one of the downlink coordi-
nated multipoint transmission (CoMP) transmission techniques, joint transmis-
sion (JT) [2], where a user is simultaneously served by several BSs, can effectively
mitigate the interference. Based on the recent observation that a large portion of
the traffic is caused by repeatedly downloading a few popular contents, caching
the popular contents at the edge of the IoT network, such as edge BSs, IoT
devices, can greatly reduce the traffic burden of IoT network.
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Published by Springer Nature Switzerland AG 2020. All Rights Reserved

X. Wang et al. (Eds.): 6GN 2020, LNICST 337, pp. 345–356, 2020.

https://doi.org/10.1007/978-3-030-63941-9_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-63941-9_26&domain=pdf
http://orcid.org/0000-0003-4038-3619
http://orcid.org/0000-0002-5671-266X
http://orcid.org/0000-0002-6011-9885
https://doi.org/10.1007/978-3-030-63941-9_26


346 T. Feng et al.

The concept of caching technique has been extensively studied in the recent
years. The authors of [3] design an optimal tier-level caching strategy for Het-
Nets. This work is extended to a K-tier multi-antenna multi-user HetNets sce-
nario by [4]. In [5], the authors design an optimal caching strategy in heteroge-
neous IoT networks to improve the offloading rate for backhaul links. [6] jointly
optimizes content placement and activation densities of BSs of different tiers to
reduce the energy consumption for heterogeneous industrial IoT networks. [7]
investigates the influence of JT on caching strategy and obtains a locally opti-
mal solution in the general case and a globally optimal solution in some special
cases. Based on this work, the authors of [8] study the advantage of introduc-
ing local channel state information into JT and design an algorithm for locally
optimal caching strategy in IoT networks. [9] studies the tradeoff between the
content diversity gain and the cooperative gain and proposes an optimal caching
strategy to balance the tradeoff.

However, all the aforementioned works that jointly consider JT and caching
technique in multi-tier networks only limit the content caching strategy design
to the single-tier BSs. That is, only one tier of BSs in the network have cache
capacity, the BSs of other tiers do not have the ability to cache. Moreover, the
BS cooperation is just limited to the BSs from the same tier. In this paper, the
content caching strategy with BS JT is studied in a cache-enabled multi-tier IoT
network (CMIN). Different from the existing literature, every tier of BSs in our
model has cache capacity to store a limited number of contents. JT scheme is
adopted in this work, under which the user is jointly served by the nearest BSs
that cache the requested content from each tier. So that the BS cooperation is
“vertical” (i.e., cross-tier) rather than “horizontal” (i.e., in-tier) considered in
the existing literature. Based on the JT and caching model, integral expressions
for the successful transmission probability (STP) are derived for an M -tier IoT
network case and a special case of two-tier network. Then, a locally optimal
caching strategy (LCS) for the two-tier IoT network is obtained by maximizing
the STP of the network using the gradient projection method (GPM). Finally,
simulation results demonstrate the LCS achieves significant gains in STP over
several comparative baselines with BS JT.

2 System Model

2.1 Network and Caching Model

We consider a downlink large-scale CMIN consisting of M tiers of BSs, where
the set of BS tiers is denoted as M = {1, 2, · · · ,M}. The BSs in the m-th tier
are spatially distributed as an independent homogeneous Poisson point process
(PPP) Φm, with density λm and transmission power Pm, m ∈ M. The locations
of the BSs of all tiers are denoted by Φ, i.e., Φ =

⋃
m∈M Φm. We focus on

the analysis of a typical user equipment (UE) u0, which is assumed to locate
at the origin without loss of generality. When the typical UE is served by a
BS located at xm ∈ R

2 from the m-th tier, the signal power it receives can
be expressed as Pm‖xm‖−αm |hxm

|2, where ‖xm‖−αm and |hxm
|2 correspond to
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large-scale fading and small-scale fading, respectively; αm > 2 denotes the path-
loss exponent; hxm

models the Rayleigh fading between the typical UE and the
BS, i.e., hxm

d∼ CN (0, 1) or channel power |hxm
|2 d∼ Exp(1) [1].

The CMIN considered in this paper has a content database denoted by N =
{1, 2, · · · , N}. There are N ≥ 1 files in the database, whose sizes are assumed
to be equal and normalized to one for ease of analysis. The popularity of file n
is denoted as an ∈ [0, 1]. Here, we assume the popularity distribution follows a
Zipf distribution [3], i.e.,

an =
n−γ

∑
n∈N n−γ

, for ∀n ∈ N , (1)

where γ ≥ 0 is the Zipf exponent. Each UE randomly requests one file according
to the file popularity distribution in one time slot.

Small-BS Signal
Content 
DatabaseUEMacro-BS

Fig. 1. Illustration of a two-tier cache-enabled IoT network with joint transmission
scheme. There are four different files in the database, which are indicated by four
different colors. The colors of the UEs represent the files they request. In this scenario,
N = 4, C1 = 3, C2 = 1.

In tier m, each BS has a limited cache size Cm which can store at most
Cm different files out of N . In this paper, we consider a random caching
scheme [3,10], in which the file n is stored in a BS from tier m randomly
with probability tmn ∈ [0, 1], which is called the caching probability. Denote
by Tm = [tm1, · · · , tmN ] the caching probability vector of all N files for tier
m, which is identical for all BSs in tier m. Given Tm, one BS from tier m can
randomly choose Cm files to store, using the probabilistic content caching policy
proposed in [10]. Let tn = [t1n, · · · , tMn]T be the caching distribution of file n,
and T = [t1, · · · , tN ] be the caching probability matrix for all files and all BS
tiers. The rows and columns of T correspond to Tm and tn and further corre-
spond to different tiers and different files, respectively. Due to the limited cache
size, we have [3,10]:
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0 ≤ tmn ≤ 1, ∀m ∈ M, n ∈ N (2)
∑

n∈N tmn ≤ Cm, ∀m ∈ M (3)

Note that the BSs that cache file n from the m-th tier can also be denoted
as a homogeneous PPP Φm,n, with density λm,n = tmnλm, and the remaining
BSs that do not cache file n from tier m are denoted as Φm,−n, with density
λm,−n = (1 − tmn)λm, according to the thinning theorem for PPP.

2.2 Joint Transmission

Assume that the typical UE u0 requests file n in current time slot. We adopt
a joint transmission scheme in which the typical UE u0 is served jointly by the
nearest BSs that cache the requested file from each tier, as shown in Fig. 1.
Therefore, the cooperative BS set denoted by Cn can be defined as

Cn � {{xk,n,0}| xk,n,0 = arg max
x∈Φk,n

‖x‖−αk ,∀k ∈ K}, (4)

where xk,n,0 represents the nearest BS to u0 from tier k that stores file n; K ⊆ M
is the set of indexes of tiers to which each cooperative BS belongs, and let
K � |K| denote the number of elements in K. Note that due to the effect of T,
there may be a tier m so that all BSs from this tier do not store file n if tmn = 0,
i.e., the BSs from this tier do not participate in JT. Therefore, there are up to
K ≤ M BSs to jointly transmit file n to u0. In order to focus on the performance
analysis of the cache-enabled HetNet, we assume that all the BSs from every tiers
are not equipped with backhaul links, which means when the file n is not stored
in any BS because of the limited BS storage, i.e., tmn = 0 for ∀m ∈ M, the file
request can not be satisfied, and a transmission failure occurs, which is referred
to as a cache miss case. The sum of the desired non-coherent signal yields a
received power boost to improve the received signal-to-interference-plus-noise
ratio (SINR). Based on the JT scheme described above, the received signal at
u0 when requesting file n can be written as

yn =
∑

x∈Cn

P
1/2
ν(x)‖x‖−αν(x)/2hxXn

︸ ︷︷ ︸
desired signal

+
∑

x∈Φ\Cn

P
1/2
ν(x)‖x‖−αν(x)/2hxXx

︸ ︷︷ ︸
interference

+Z,
(5)

where ν(x) returns the index of tier to which a BS located at x belongs, i.e.,
ν(x) = m iff x ∈ Φm; X denotes the symbol jointly sent by the cooperative BSs,
which is the desired symbol of u0; Xx denotes the symbol sent by the BSs located
outside Cn, which is regarded as interference symbol to u0; Z

d∼ CN (0, N0)
models the background thermal noise.

2.3 Performance Metric

Since the strength of interference in HetNets is usually much stronger than that
of the thermal noise, it is reasonable to neglect the impact of the thermal noise
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and just consider the interference-limited network, i.e., N0 = 0. The SIR of the
typical UE u0 requesting file n is given by

SIRn =

∣
∣
∣
∣
∣

∑

x∈Cn

P
1/2
ν(x)‖x‖−αν(x)/2hx

∣
∣
∣
∣
∣

2

∑

x∈Φ\Cn

Pν(x)‖x‖−αν(x) |hx|2 =

∣
∣
∣
∑

k∈K P
1/2
k ‖xk,n,0‖−αk/2hk,n,0

∣
∣
∣
2

M∑

m=1
PmIm

, (6)

where Im =
∑

x∈Φm\{xm,n,0} ‖x‖−αm |hx|2 is the interference caused by all BSs
from tier m normalized by the transmission power Pm. In this paper, we employ
the STP as the system performance metric. When u0 requests file n, the trans-
mission will succeed if the received data rate at the UE exceeds a given threshold
r [bps/Hz], i.e., log2(1 + SIRn) ≥ r. Furthermore, the STP is defined as

q(T) � Pr [SIR ≥ τ ] =
∑

n∈N
anqn(tn), (7)

qn(tn) � Pr [SIRn ≥ τ ] denotes the STP when u0 requests file n, and the second
equality holds due to the total probability theorem. For notational simplicity,
we define the ratios of transmission power and BS density as Pij � Pi/Pj and
λ̂ij � λi/λj , respectively.

3 Analysis of Performance Metric

In this section, we first derive the expression of STP for a given caching probabil-
ity matrix T. Then verify the obtained expression using Monte Carlo simulation.

For ease of notation, we first have the following definitions:

F (α, x) = 2F1

(

− 2
α

, 1; 1 − 2
α

;−x

)

− 1, (8)

where 2F1 (a, b; c; d) denotes the Gauss hypergeometric function.

Theorem 1. The STP for the joint transmission scheme considered in this work
is given by

q(T) =
∑

n∈N
anqn(tn), (9)

where qn(tn) is expressed as

qn(tn) =

∞∫

0

∞∫

0

· · ·
∞∫

0

qn,R0(tn, r)
∏

k∈K
fRk,0 (rk) dr. (10)

R0 = [R1,0, · · · , Rk,0, · · · ] , k ∈ K is the distance vector between the typical UE
and its serving BSs, i.e., Rk,0 = ‖xk,n,0‖, and r is a realization of R0; fRk,0 (rk)
is the probability density function (PDF) of Rk,0, which can be given by

fRk,0 (rk) = 2πλktknrke−πλktknr2
k . (11)
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qn,R0(tn, r) is the STP conditioned on R0 = r and is given by

qn,R0 (tn, r) =
∏

m∈K
exp

⎛

⎝−F

⎛

⎝αm,
τ

∑
k∈K Pkm

rαm
m

r
αk
k

⎞

⎠ πλmtmnr2m

⎞

⎠

×
M∏

m=1

exp

⎛

⎝−πλm(1 − tmn)
sinc(2/αm)

(
τ

∑
k∈K Pkmr−αk

k

) 2
αm

⎞

⎠ ,

(12)

where, sinc(x) = sin(πx)
πx .

Proof. According to the total probability theorem, we have (9). Next, we calcu-
late qn(tn). As illustrated before, the interference can be categorized into two
types: 1) the interference caused by the BSs in Φm,n which are farther away
from u0 than the serving BS from tier m; 2) the interference caused by the BSs
in Φm,−n which may be closer to u0 than the serving BS from tier m. For the
second case, if there are no BSs that store file n, i.e., tmn = 0, all the BSs in
the tier m are interfering BSs. Therefore, the interference from tier m can be
rewritten as Im = 1(tmn > 0)Im,n + Im,−n, where 1(•) is the indicator function;
Im,n �

∑
x∈Φm,n\{xm,n,0} ‖x‖−αm |hx|2 and Im,−n �

∑
x∈Φm,−n

‖x‖−αm |hx|2.
The received signal power of u0 is S =

∣
∣
∣
∑

k∈K P
1/2
k ‖xk,n,0‖−αk/2hk,n,0

∣
∣
∣
2

. Con-
ditioning on R0 = r, we can obtain the conditional STP as

qn,R0(tn, r) = Pr [SIRn ≥ τ |R0 = r]

= EIm

[

Pr

[

S ≥ τ

M∑

m=1

PmIm

∣
∣
∣
∣
∣
R0 = r

]]

(a)
= EIm,n,Im,−n

⎡

⎣e
− τ

∑M
m=1 Pm(1(tmn>0)Im,n+Im,−n)

∑
k∈K Pkr

−αk
k

⎤

⎦

(b)
=

∏

m∈K
EIm,n

[

e
− τPmIm,n

∑
k∈K Pkr

−αk
k

]
M∏

m=1

EIm,−n

[

e
− τPmIm,−n

∑
k∈K Pkr

−αk
k

]

�
∏

m∈K
LIm,n

(sPm, r)
M∏

m=1

LIm,−n
(sPm, r)

∣
∣
∣
∣
∣
s= τ

∑
k∈K Pkr

−αk
k

,

(13)

where (a) follows from that S
d∼ Exp

(
1

∑
k∈K Pkr

−αk
k

)

; (b) is due to the indepen-

dence of the homogeneous PPPs; LIm,n
and LIm,−n

represent the Laplace trans-
forms of the interference Im,n and Im,−n, respectively, which can be derived as
follows
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LIm,n
(sPm, r) = EΦm,n,|hx|

[
e

−sPm

∑
x∈Φm,n\{xm,n,0}‖x‖−αm |hx|2]

(a)
= EΦm,n

⎡

⎣
∏

x∈Φm,n\{xm,n,0}
E|hx|

[
e−sPm‖x‖−αm |hx|2

]
⎤

⎦

(b)
= EΦm,n

⎡

⎣
∏

x∈Φm,n\{xm,n,0}

1
1 + sPm‖x‖−αm

⎤

⎦

(c)
= e

−2πλm,n

∫ ∞
rm

(
1− 1

1+sPmr−αm

)
rdr

= e
−F

(
αm, sPm

r
αm
m

)
πλmtmnr2

m ,

(14)

where (a) is due to the independence of the channels; (b) follows from |hx|2 d∼
Exp(1); (c) is from the probability generating functional for a PPP and convert-
ing from Cartesian to polar coordinates. Similarly, we have

LIm,−n
(sPm, r) = EΦm,−n,|hx|

[
e

−sPm

∑
x∈Φm,−n

‖x‖−αm |hx|2]

= e
−2πλm,−n

∫ ∞
0

(
1− 1

1+sPmr−αm

)
rdr

= e− πλm(1−tmn)
sinc(2/αm) (sPm)(2/αm)

.

(15)

Then, remove the condition R0 = r, qn(tn) can be obtained as

qn(tn) =

∞∫

0

∞∫

0

· · ·
∞∫

0

qn,R0(tn, r)
∏

k∈K
fRk,0 (rk) dr. (16)

The proof of Theorem 1 is completed.

From Theorem 1, we can know that even though the expression of the STP
is in integral form, the Gaussian hypergeometric function can be effectively cal-
culated with a numerical method when the number of tiers of the network M is
small. Figure 2 plots the STP q(T) versus τ with and without JT, respectively.
From Fig. 2, we can see that the derived analytical expression of STP with JT
matches the corresponding Monte Carlo results perfectly. Besides, the STP of the
system with BS JT has been greatly improved compared to the non-cooperation
scheme, which confirms the effectiveness of the BS JT.

Next, a special case is considered, where the tier number M = 2.

Corollary 1 (STP for the Two-Tier HetNets). For the two-tier network
where M = 2, let α1 = α2 = α, the STP is given by

qt(T) =
∑

n∈N
anq̃n(tn), (17)

where
q̃n(tn) =

∫

R2+

Q1,2(u1,u2,t1n)Q2,1(u2,u1,t2n)du, (18)
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Fig. 2. STP q(T) versus τ . M = 3, N = 9, C1 = 7, C2 = 5, C3 = 3, γ = 1, α1 = 4.3,
α2 = 4, α3 = 3.8, λ1 = 1/(2002π) m−2, λ2 = 5/(1002π) m−2, λ3 = 1/(502π) m−2,
P1 = 46dBm, P2 = 32dBm, P3 = 23 dBm, T1 = [1, 1, 1, 1, 0.8, 0.7, 0.6, 0.5, 0.4], T2 =
[1, 1, 0.8, 0.7, 0.6, 0.5, 0.4, 0, 0], T3 = [0.8, 0.7, 0.6, 0.5, 0.4, 0, 0, 0, 0]. In the Monte Carlo
simulations, the BSs are deployed in a square area of 1, 000×1, 000m2, and the results
are obtained by averaging over 105 independent realizations.

Qi,j (x, y, z) = z exp (−xz − zAi,j(x, y) − (1 − z)Bi,j(x, y)) , (19)

Ai,j(x, y) = xF

⎛

⎜
⎝α,

τ

1 + Pji

(
λ̂ji

x
y

)α
2

⎞

⎟
⎠ , (20)

Bi,j(x, y) =
x

sinc(2/α)

⎛

⎜
⎝

τ

1 + Pji

(
λ̂ji

x
y

)α
2

⎞

⎟
⎠

2
α

. (21)

From Corollary 1, we can observe that the STP is not only influenced by the
caching probability tn, the path-loss exponent α, and the SIR threshold τ but
also affected by the ratios of transmission power Pij and BS density λ̂ij , respec-
tively, when M = 2.

4 STP Maximization

In this section, we maximize the STP by optimizing the placement probability
matrix T for the two-tier IoT network. The optimization problem for this case
can be formulated as

Problem 1 (Maximization of STP for Two-Tier IoT network).

max
T

qt(T)

s.t. (2), (3),
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where the objective function is given by Corollary 1. Let T� = [T�T
1 ,T�T

2 ]T be
the optimal solution of this problem. From Problem 1, we can observe that the
constraint set is convex, whereas the convexity of the objection function is hard
to determine because of its complicated expression. Therefore, a locally optimal
solution can be obtained using the gradient projection method (GPM) [11], the
procedure of which is summarized in Algorithm 1. In Step 3 of Algorithm 1, the
stepsize s(k) satisfies

Algorithm 1. Locally Optimal Solution to Problem 1
1: Initialize ε = 10−6, k = 0, kmax = 106, and tmn(0) = Cm

N
, for ∀n ∈ N , m ∈ {1, 2}.

2: repeat

3: For ∀n ∈ N , m ∈ {1, 2}, compute t̄mn(k + 1) = tmn(k) + s(k) ∂qt(T(k))
∂tmn(k)

, where

s(k) satisfies (22).
4: For ∀n ∈ N , m ∈ {1, 2}, compute the projection tmn(k + 1) =

[t̄mn(k + 1) − u�
m]10, where the scalar u�

m satisfies
∑

n∈N [t̄mn(k + 1) − u�
m]10 =

Cm, [x]10 = max{min{1, x}, 0}.
5: k ← k + 1.
6: until |tmn(k + 1) − tmn(k)| < ε, for ∀n ∈ N , m ∈ {1, 2} or k > kmax.

lim
k→∞

s(k) = 0,
∞∑

k=0

s(k) = ∞, (22)

and the partial derivative ∂qt(T(k))
∂tmn(k) = an

∂q̃(tn(k))
∂tmn(k) is given by

∂q̃n (tn)
∂tin

=
q̃0n (t1n, t2n)

tin
+

∫

R2+

(−Ai,j (ui, uj) + Bi,j (ui, uj) − ui)

× Qi,j (ui, uj , tin) Qj,i (uj , ui, tjn) du, t1n > 0, t2n > 0,

(23)

where i, j ∈ {1, 2}, i 
= j. By using Algorithm 1, a locally optimal caching
strategy (LCS) can be obtained.

5 Numerical Results

In this section, some simulations are conducted to compare the LCS obtained
by Algorithm 1 with three baseline strategies, i.e., MPC (most popular caching)
[12], IIDC (i.i.d. caching) [13] and UDC (uniform distribution caching) [14]. Note
that the three baselines also adopt a joint transmission scheme. We focus on a
two-tier IoT network with randomly deployed macro BSs and small BSs. Unless
otherwise noted, we set M = 2, N = 100, C1 = 30, C2 = 20, γ = 1, α1 = α2 = 4,
λ1 = 5/(2002π)m−2, λ2 = 1/(502π)m−2, P1 = 43dBm, P2 = 23dBm, τ = 0dB.
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Fig. 3. Comparison of the LCS with three baseline strategies.

Fig. 4. Locally optimal caching probability vector T�
1 versus file index n.

Fig. 5. Locally optimal caching probability vector T�
2 versus file index n.
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Figure 3 shows the comparison between the LCS and the three baseline
strategies. From Fig. 3, we can observe that the LCS outperforms all the three
baselines. In particular, when τ is small, the LCS is consistent with the IIDC;
however, when τ is large, the LCS is consistent with the MPC. This is because
that when τ is small, caching more different files can provide higher file diver-
sity; and when τ is large, caching the most popular files can guarantee the most
frequent file requests, which is more meaningful for improving the STP.

Figure 4 and Fig. 5 depict the locally optimal caching vector T�
1 and T�

2,
respectively. From the figures, one can see that files of higher popularity have
higher probability to be cached at BSs. Furthermore, there exist a situation
where we have 1 ≤ N1 < N2 ≤ N that satisfies t�1 = t�2 = · · · = t�N1

= 1,
t�i ∈ (0, 1) for all i ∈ (N1, N2) and t�N2

= t�N2+1 = · · · = t�N = 0 for each tier, as
illustrated in [8, Remark 2].

6 Conclusion

In this paper we studied the caching probability optimization in cache-enabled
multi-tier IoT networks with base station joint transmission (JT). We devel-
oped a JT scheme and derived the STP expression for the K-tier cache-enabled
IoT networks when adopting random caching scheme. Then the locally optimal
caching strategy (LCS) was obtained by using the gradient projection method.
Simulations were conducted to verify the established STP model and compare
the LCS with three baseline strategies, i.e., MDP, IIDC and UDC. The results
showed that LCS outperforms all the three baselines in terms of STP.
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Abstract. Clustering analysis has been widely used in many areas. In
many cases, the number of clusters is required to been assigned artifi-
cially, while inappropriate assignments affect analysis negatively. Many
solutions have been proposed to estimate the optimal number of clusters.
However, the accuracy of those solutions drop severely on overlapping
data sets. To handle the accuracy problem, we propose a fast estimation
solution based on the cluster centers selected in a static way. In the solu-
tion, each data point is assigned with one score calculated according to a
density-distance model. The score of each data point does not change any
more once it is generated. The solution takes the top k data points with
the highest scores as the centers of k clusters. It utilizes the significant
change of the minimal distance between cluster centers to identify the
optimal number of the clusters in overlapping data sets. The experiment
results verify the usefulness and effectiveness of our solution.

Keywords: Clustering · The number of clusters · Density · Distance

1 Introduction

Clustering analysis is one of the ways to perform unsupervised analysis [1]. It is
dedicated to dividing data into clusters with the goal of the similarity between
data within the cluster and minimizing the similarity between data between clus-
ters [2]. It has been widely used in many areas such as image processing, bioinfor-
matics, in-depth learning, pattern recognition and so on. Clustering analysis can
be classified into partition-based clustering, density-based clustering [3], grid-
based clustering, hierarchical clustering [4] and so on [5,6]. However, in many
cases, the number of clusters must be assigned artificially, while inappropriate
assignments affect analysis results negatively. If the number of clusters is much
larger than the actual number of clusters, the resulting clustering results will
be very complicated and the characteristics of the data cannot be analyzed.
If the number of clusters is much smaller than the actual number of clusters,
some valuable information will be lost in the clustering results. The loss of this
information leads to the inability to obtain valuable information in later data
mining.
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Therefore, many solutions have been proposed to determine the optimal num-
ber of clusters. Some solutions utilize cluster validity Indexes, e.g., DB Index [7],
I Index [8] and Xie-Beni Index [9], to determine the optimal number. Some solu-
tions exploit heuristics to deduce the number. For example, the solution of Laio
et al. [10] is one of those solutions. It estimates the optimal number according
to density and distance (the density of data and the distance between). How-
ever, the heuristic still needs to input the number of clusters artificially, and
cannot fully cluster automatically. Recently, Gupta et al. [11] propose a solution
to identify the optimal number according to the last leap and the last major
leap of the minimal distances between cluster centers. However, when running
on overlapping data sets, the accuracy of most of those solutions drops severely.

In order to solve the problem of poor estimation of cluster numbers on over-
lapping data sets, we propose an algorithm that focuses on cluster number esti-
mation on overlapping data sets. And this method has a very fast speed. The
solution selects cluster centers in a static way. It generates a score for each data
point according to a density-distance model. The score of each data point does
not change any more once it is generated. The solution takes the top k data
points with the highest scores as the centers of k clusters. It utilizes the sig-
nificant change of the minimal distance between cluster centers to identify the
optimal number of the clusters in overlapping data sets.

The rest of this paper is organized as follows: we review the relevant published
work in Sect. 2. After analyzing the estimation problem of the number of the
clusters in overlapping data sets in Sect. 3, we elaborate our solution in Sect. 4.
The experimental results are discussed in Sect. 5. Finally, the paper concludes
in Sect. 6.

2 Related Work

It is very important to determine the number of clusters which data points are
grouped into, especially for partition-based clustering solutions. However, it is
not easy to estimate the optimal value of the number. Fortunately, cluster valid-
ity Indexes [12–16] provide a useful tool for the estimation. Davies and Bouldin
[7] proposed DBI index based on inter-cluster similarities to obtain the best clus-
ter number. Xie and Beni [9] put forward Xie-Beni Index based on intra cluster
compactness and inter cluster separation, and utilize the index to determine the
optimal number. Bensaid [17] and Ren et al. [18] improve the solution of Xie
and Beni to enhance the reliability and robustness of that solution, respectively.
Some other validity Indexes [19], e.g., Bayesian Information Criterion (BIC) [20],
diversity [21], intra-cluster coefficient and inter-cluster coefficient [22], are also
exploited to estimate the number of clusters. To obtain better estimation, some
solutions even apply multiple indexes in the estimation [5].

In addition to cluster validity indexes, some other factors are also utilized for
the estimation. The solutions proposed by Wang et al. [23] and Laio et al. [10]
perform the estimation according to the factors related to density. Concretely,
the solution of Laio et al. calculates a produce of density and distance for each
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data point and estimations the number of clusters based on those products.
Because the user is required to input the number of clusters according to the
visualization. Therefore, it is impossible to process data in batches. Recently,
Gupta et al. [11] observed that the last significant drop of the distance between
cluster centers indicated the natural number of clusters. Based on the obser-
vation, they proposed the Last Leap solution (LL) and the Last Major Leap
solution (LML) to estimate the natural number of clusters.

Many algorithms already have a very high accuracy for determining the num-
ber of clusters in some simple data sets. However, when running on the data sets
with overlapping clusters, the accuracy of those solutions drops severely. Here,
the overlapping data set refers to a data set with no obvious boundary between
clusters. For example, Fig. 1 shows a non-overlapping two-dimensional data set,
and Fig. 2 shows an overlapping two-dimensional data set. At the same time, a
detailed explanation of the notions mentioned below is shown in Table 1.

Fig. 1. Non-overlapping Fig. 2. Overlapping

3 Motivation

Given a data set-P , P = {p1, p2, . . . , pm}, where (∀pi)pi ∈ R
d, partition-based

solutions try to divide P into k subsets noted as C1, C2, . . ., Ck. Each of those
subsets is known as a cluster and identified by a cluster center. Partition-based
solutions require users to offer the number of clusters, i.e., the number of k,
which indicates that users are involved in the procedure of clustering somehow.
To make sure that clustering is truly unsupervised, clustering solutions should
be equipped with the ability of estimating the optimal number of clusters. The
objective of this work is to search for the optimal number from a set-K =
{ki|ki ∈ N∗and ki < kmax and kmax =

√
m}.

Gupta et al. observed that the last significant drop of the minimal distances
between cluster centers indicates the optimal number of clusters. Based on the
observation, they proposed the Last Leap solution (LL) and the Last Major Leap
solution (LML). LL and LML work well on the data sets in which the clusters are
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Table 1. Notions.

Notions Description

P Data set

C Center set

M Data set size

K Number of clusters

kmax Maximum number of clusters

Weight Density weight

Ph
pi

Relative high-density point set

dist Density-bound minimum distance

scored·d Density-distance score

cls Cluster center closeness

kbreak The break value describes the minimum value of k which satisfies that cls(k) > 1

f Calculate the change of minimum distance between center points

ρ Density mean of the dataset

ki The number of clusters is i

well-separated and have equal sizes and variances. They even do better than most
solutions. However, they encounter severe accuracy degradation on overlapping
data sets. Many other solutions also have the same problem on overlapping data
sets. In this work, we focus on the accuracy problem on overlapping data sets,
and try to find a solution for that problem.

4 A Fast Estimation Solution

In this section, we elaborate a fast estimation solution for the number of clusters
in overlapping data sets. The minimum distance between the center points is
used to measure the change in the degree of separation between clusters. The
solution exploits a density-distance model to select cluster centers in a static
way. In order to realize the automatic determination of the number of clusters,
it is necessary to use the formula to determine the degree of change in distance.
However, when the value of k is greater than the optimal value, the following
situations are likely to occur. On the whole, the distance between the center
points has not changed much at this time. But from a local perspective, it is a
big change. This leads to misjudgment. Therefore, we use the tightness of the
center point to narrow the K value range to avoid the distance between the center
points being too small. Finally, we take the number satisfying the constraint of
the minimum distances as the optimal number of clusters.

4.1 Selecting Cluster Centers

Density-based clustering solutions have the ability of selecting global optimal
points as cluster centers without iterations. In order to the performance of clus-
tering, Laio et al. proposed a fast clustering algorithm based on the cluster cen-
ters selected based on the products of the density and distance of each data point.
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Here, the distance of a data point represents the minimum distance between that
point and any other point which has higher density than that point. The algo-
rithm has the ability which can select proper cluster centers in non-sphere and
strongly overlapping data sets.

In order to avoid the influence of outliers on judging the change in minimum
distance between the center points, we introduce the density-distance model
designed based on density weight. Density weight is defined to measure the
importance of the density of a data point.

Definition 1. Density weight. (∀pi)pi ∈ P , the density weight of pi describe
the importance of ρ(pi) in deciding whether to accept pi as a cluster center. It
is calculated by Function 1.

weight(pi) =
ρ(pi)

ρ
(1)

Definition 2. Relative high-density point set. (∀pi)pi ∈ P , the relative
high-density point set of pi consists of the points which have a higher density
than pi. It is noted as Ph

pi
, and described as

Ph
pi

= {pj |∃(pj ∈ P and ρ(pj) > ρ(pi))}.
Definition 3. Density-bound minimum distance. (∀pi)pi ∈ P , the density-
bound minimum distance represents the minimum distance from pi to any point
with higher density. It is denoted as distmin·ρ(pi), and calculated by Function 2,
where dist(pi, pk) = (pi − pk)2.

distmin·ρ(pi) = min(pk∈Ph
pi

)dist(pi, pk) (2)

Definition 4. Density-distance score. (∀pi)pi ∈ P , the density-distance
score of pi is defined to measure whether pi is suitable for a cluster center.
It is denoted as scored·d(pi).

The density-distance score is calculated by a density-distance model.
The score can be calculated according to Function 3. Considering Function 1,

Function 3 can be transformed into function 4.

scored·d(pi) = ρ(pi) · weight(pi) · dist(min·ρ)(pi) (3)

scored·d(pi) =
ρ(pi)2

ρ
· distmin·ρ(pi) (4)

The Points with high density-distance scores are more suitable for being
cluster centers than the points with low scores. Therefore, the interference of
outliers is reduced by assigning lower scores.

To select cluster centers quickly, our approach calculates a density-distance
score for each data point, and sorts all these data points in the descending orders
of density-distance scores. (∀ki)ki ∈ K, it takes the top ki data points as the
centers of ki clusters.
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4.2 Adjusting the Search Space of the Optimal Number

The aim of our solution is to find the optimal number of the clusters in an over-
lapping data set from a search space described by S = {1, 2, . . . , kmax}. The size
of the search space is decided by kmax. If kmax is much larger than the optimal
number of clusters, some relatively close data points are probably selected as
cluster centers. Those data points lead to the misjudgement on the significant
changes of the minimum distances between cluster centers. This results in the
erroneous estimation of the optimal number of clusters. Furthermore, the too
large value of kmax increases additional search cost.

To avoid the erroneous estimation and the additional search cost, we intro-
duce the definition of cluster center closeness. Cluster center closeness is intro-
duced to assist the proper assignment of kmax. It describes the tightness among
cluster centers. The lower value of the closeness indicates the sparser distribution
of the cluster centers, and vice versa.

Definition 5. Cluster center closeness. The cluster center closeness of k
clusters describes the adjacency of those centers. It is noted as cls(k) and calcu-
lated by Function 5.

cls(k) =
distm·f ·c(dist, countρ<ρ)

min
ci∈Ck,cj∈Ck and i�=j

dist(ci, cj)
(5)

In Function 5, distm·f ·c(dist, countρ<ρ) describes the minimum distance of
the centers. It is calculated by Function 6, where countρ<ρ denotes the total
number of points of which the densities are smaller than the average density.

distm·f ·c(dist, countρ<ρ) =
dist · countρ<ρ

m
(6)

The case that cls(ki) exceeds 1 indicates that some centers of the ki clusters
from the same cluster. This means that ki overpasses the optimal number of
clusters. In this situation, it is unnecessary to search the optimal number from
ki to kmax. Here, we define break value to describe ki in this situation.

Definition 6. Break value. The break value describes the minimum value of k
which satisfies that cls(k) > 1. It is denoted as kbreak and calculated by Function 7

kbreak = min
ki∈Kand cls(ki)>1

ki (7)

To improve performance and avoid misjudgement, it is necessary to exclude
the values from kbreak to kmax from the search space for the optimal number
of clusters. The new search space is described as S′ = {ki | ki ∈ N∗and ki <
kbreak}. Consequently, the cluster center set is also adjusted to be consistent
with the change of the search space. Actually, it is narrowed to only include
(kbreak − 1) points with the highest density-distance scores.
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4.3 Identifying the Optimal Number of Clusters

Cluster centers are selected only according to density-distance scores. Concretely,
The top k data points with the highest scores are taken as the centers of k
clusters, while the top k + 1 data points with the highest scores are taken as
the centers of k + 1 clusters. Therefore, cluster centers can be selected ahead.
Correspondingly, the minimum distance between cluster centers is fixed for a
given number of clusters.

Based on the observation of Gupta et al., the significant change of the mini-
mum distance between cluster centers is exploited to identify the optimal number
of clusters. Furthermore, the optimal number is identified according to the last
significant change. Here, we utilize Function 8 to discover any significant change.

f(Ck, Ck+1) =
min

ci∈Ck,cj∈Ck and i�=j
dist(ci, cj)

min
ci∈Ck+1,cj∈Ck+1 and i�=j

dist(ci, cj)
(8)

If f(Ck, Ck+1) reaches up to or overpass a predefined threshold, the significant
change of the minimum distances occurs when k increases to (k + 1). All the
significant changes of the minimum distances can be discovered by calculating
the values of f(Ck, Ck+1) when the number of cluster increases from 1 to kbreak.
The number related to the last significant change of the minimum distances is
taken as the optimal number of clusters.

The framework to estimate the optimal number of clusters is described as
following:

Step 1. kmax ← √
m;

Step 2. Calculate a density-distance score for each data point according to
Function 4;

Step 3. Select the top Kmax points with the highest density-distance scores as
centers of Kmax clusters;

Step 4. Calculate a cls(k) for each k from 1 to kmax according to Function 5;

Step 5. Calculate kbreak, and reconstruct the search space of the optimal number
as S′;

Step 6. Calculate all the significant change of the minimum distances between
cluster centers according to S′ and Function 8;

Step 7. Take the element related to the last significant change of the minimum
distances in S′ as the optimal number.

5 Experiments and Discussion

In this section, we present extensive experiments on artificial data sets and real
data sets to evaluate our approach. In the experiments, we compare our approach
with ten different solutions. Before going into details, we introduce the data sets
and performance metrics used in the experiments.
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5.1 Data Sets and Metrics

To evaluate our approach, we carried out extensive experiments on thirteen data
sets. This includes nine overlapping data sets and four non-overlapping data sets.
The overlapping data sets are SM2, Flame, SM5, SM6, SM8, Wine, Seeds, Iris
and Ionoshpere. Five of those data sets are artificial data sets and the rest of
the data sets are real data sets. There are also four non-overlapping data sets,
namely A-N-O-1, A-N-O-2, A-N-O-3 and A-N-O-4. The details of these data sets
are described in Table 2. Nine artificial data sets are shown in Fig. 3.

(a) SM2 (b) Flame (c) SM4

(d) SM5 (e) SM8 (f) A-N-O-1

(g) A-N-O-2 (h) A-N-O-3 (i) A-N-O-4

Fig. 3. Distribution of data sets

Accuracy and execution time are adopted as two metrics used to evaluate
our approach. Accuracy is exploited to measure the effectiveness of our approach
while execution time is utilized to measure the performance.
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Table 2. Details of dataset.

Number Dataset Features Clusters Instances

1 SM2 2 2 403

2 Flame 2 2 240

3 SM4 2 4 3200

4 SM5 2 5 2600

5 SM8 2 8 4400

6 Iris 4 3 150

7 Seeds 7 3 210

8 Wine 13 3 178

9 Ionoshpere 34 2 351

10 A-N-O-1 2 7 264

11 A-N-O-2 2 5 306

12 A-N-O-3 2 3 280

13 A-N-O-4 2 2 1100

In evaluation, our approach is compared with ten different approaches showed
in Table 3. All those approaches are executed 20 times on all of the data sets
and all the results discussed in the rest of this section are the average results of
the 20 executions.

Table 3. Approaches to be compared with ours

Approaches Selection criteria for k Min no. of clusters

PC [28] max 2

ZXF [30] Knee 2

LL max & 1 1

LML max & 1 1

I Index [8] max 2

BIC max 2

CH Index [24] max 2

CE [25] min 2

FHV [26] min 1

Jump [27] max 2

Our approach max & 1 1
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5.2 Experiment Results and Analysis

We track the 20 executions of each approach on the overlapping data sets and
record the estimated number of clusters in Table 4. If an approach gets two
different numbers of clusters in a data set during 20 executions, the results are
record as the two number separated by a slash. If an approach obtains multiple
numbers of clusters, the results are described as two numbers connected by a
dash. One of the two number is the obtained minimal number, and the other is
the obtained maximal number.

According to the Table 4, LML estimates the number of clusters correctly
only on the Iris data set. BIC does better than LML. It obtains the correct esti-
mation on SM2 and SM8 data sets. Jump and I also exhibit relatively high accu-

Table 4. Estimation of the optimal number of clusters in overlapping data sets

Approaches Iris Seeds Wine Ionoshpere SM2 Flame SM4 SM5 SM8

PC 2 2 2 2 2 2 2 2 2

ZXF 6 6 6 4–7 6 4 10/11 11–14 9/11

LL 2 2 2 1–9 1 4 1/2 2 8

LML 3 2 2 1–9 1 4 3/55 2 8–12

I 3 3 7 2 2 4 3 3 2

BIC 8–12 14 13 15–18 2 4 3 3/15 8

CH 3 3 13 2 2 8 2 2 8

CE 2 2 2 2 2 2 2 2 2

FHV 2 1 1 1 1 1 1 1 2

Jump 3 3 10–13 2 12–18 4 2–56 2–50 8

Our approach 3 3 3 2 2 2 4 5 8

Table 5. Estimate of the optimal number of clusters in non-overlapping data sets

Approaches A-N-O-1 A-N-O-2 A-N-O-3 A-N-O-4

PC 7 5 3 2

ZXF 7 5 3 10/11

LL 7 5 3 2

LML 7 5 3 2–32

I 7 5 3 2

BIC 7 11 8 2

CH 7 11/12 4 2

CE 7 5 3 2

FHV 7 5 3 2

Jump 7 5 3 2

Our approach 7 5 3 2
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Fig. 4. The correct number of each method on the overlapping data set and the non-
overlapping data set.

Table 6. Execution time of approaches

Approaches A-N-O-1A-N-O-2A-N-O-3A-N-O-4Iris Seed WineIonoshpereSM2 FlameSM4 SM5 SM8

PC 2.23 2.40 2.47 18.16 1.37 2.05 1.58 4.17 13.492.26 145.4491.73279.05

ZXF 2.22 2.30 2.50 18.21 1.37 2.03 1.57 4.13 13.632.24 148.9 92.75259.20

LL 2.25 2.29 2.44 18.11 1.36 2.04 1.61 3.98 13.792.26 151.7592.85260.87

LML 2.22 2.29 2.44 18.14 1.40 2.04 1.58 3.98 13.672.34 152.1093.35260.65

I 2.23 2.30 2.45 18.14 1.37 2.13 1.58 4.06 13.742.25 153.1294.22261.63

BIC 2.23 2.28 2.42 18.17 1.35 2.02 1.57 3.96 13.792.41 143.8192.52261.83

CH 2.21 2.28 2.44 18.15 1.35 2.04 1.56 3.94 13.442.41 143.9193.85263.74

CE 2.18 2.23 2.39 18.21 1.32 1.99 1.53 3.99 13.722.39 144.7593.40262.61

FHV 2.23 2.29 2.44 18.28 1.40 2.09 1.62 4.06 13.762.29 143.8393.84272.38

Jump 2.28 2.34 2.48 18.27 1.39 2.08 1.60 4.05 13.582.26 143.1992.83269.28

Our approach0.027 0.033 0.028 0.20 0.0150.0330.0320.066 0.0490.034 1.03 0.7241.70

*Each execution time is measured in second.

racy. They estimate the number of clusters correctly on 4 overlapping datasets.
They are followed by CE, and PC which estimate the number of clusters cor-
rectly on 3 data sets. CH can correctly estimate the number of clusters on the
five data sets. Among those solutions, our approach does best. It estimates the
number of clusters correctly on all the overlapping data sets.

We also evaluate the accuracy of our approach on non-overlapping data sets,
and describe the results in Table 5. According to the table, BIC and CH estimate
the number of clusters correctly on two data sets, while LML and ZXF do better.



368 X. Zhang et al.

They correctly estimate the number of clusters on three data sets. PC, LL, I,
FHV, CE, Jump and our approach does best. They obtain the results consistent
with the natural number of clusters on each of the non-overlapping data sets.

Figure 4 shows the accuracy of each method on overlapping and non-
overlapping data sets. Based on the estimation on both overlapping data sets
and non-overlapping data sets, our approach exhibit highest accuracy than all
of the other solutions.

In addition to effectiveness, we also evaluate the performance of our approach
on all of the data sets. Concretely, we calculated the average execution time of
all the approaches and depict the results in Table 6. According to the Table,
our approach spends less time on each of the data sets than each of the other
approaches does. Our approach spends 0.015 s to 1.7 s on those data sets, while
other approaches take 1.32 s to 279.05 s.

Our approach estimates the number of clusters with higher performance than
other solutions do. All the other solutions exhibit the similar performance on the
same data set.

Our approach exhibits highest performance in all the approaches for two
reasons. The first reason is that our approach selects cluster centers in a static
way. It calculates a score for each data points. Once a score is calculated, it will
not change any more. Our approach takes the top k data points with the highest
scores as the centers for k clusters. The other way to choose a cluster center is
through iteration. When certain conditions are met, the iteration will stop and
the center point will be obtained. The second reason is that our approach narrow
the search space of the optimal number of cluster, and hence degrading search
cost.

6 Conclusion

In this work, we focused on the problem to estimate the optimal number of clus-
ters in overlapping data sets. To deal with the problem, we proposed a fast esti-
mation approach. The approach selects cluster centers in a static way according
to density and distance. It utilizes the significant change of the minimal distance
between cluster centers to identify the optimal number of clusters. The experi-
mental result demonstrated the usefulness and effectiveness of our approach. In
the future, we will conduct research on estimating the optimal number of the
clusters in more complex data sets.
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Abstract. For the reason of the variability and mobility of VANET’s topology, it
is easy to be attacked by attackers. This paper proposes two detection methods for
TCP Synchronize Sequence Numbers (SYN) flood attacks and UDP traffic flood
attacks in combination with the requirements of the rapid and real-time detection
for malicious nodes in the security of the 5G VANET, and to enhance the ability
to identify and detect malicious nodes. For the TCP SYN flood attack, the number
of access requests with the same node ID is limited, and the number of semi-
connections in Road Side Unit (RSU) is adjusted. For the UDP traffic flood attack,
the RSU is used to monitor and analyze the data traffic of each node in VANET.
Through the feasibility analysis, the above two detection methods can effectively
detect flood attacks in VANET, thus assisting the network defense mechanism to
ensure network security. Thereby providing guarantee for the security of VANET
in the 5G communication environment.

Keywords: VANET security · 5G · Flood attack · TCP SYN flood · UDP traffic
flood

1 Introduction

As an intelligent system for the application of the Internet of Things in transporta-
tion systems, VANET is an integrated application and extension of related technologies
such as computers, Internet, mobile communication networks, and Internet of Things
[1]. VANET plays an important role in easing urban traffic pressure, reducing traf-
fic accident rates, improving road utilization, and unmanned driving. 5G VANET uses
5G network-based C-V2X technology, which mainly includes four major communi-
cation scenarios: vehicle-Cloud communication: vehicle and VANET service platform
interaction information through 5G network; vehicle-vehicle communication: vehicle to
vehicle via LTE/5G-V2X technology interaction information; vehicle-road communica-
tion: vehicle and road infrastructure facilities use LTE/5G-V2X technology to interac-
tion information; vehicle-people communication: vehicle and user intelligent terminals
interaction information through 5G networks. The emergence of 5G communication
technology has helped the development of VANET. The characteristics of low latency
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and high speed will improve the performance and reliability of VANET. However, due
to the open network environment of the VANET, the mobility of nodes, and the dynamic
structure of the topology, it is vulnerable to be attacked by attackers and causes serious
security problems. Therefore, VANET security is an important part of the research field
of VANET.

The security threats of wireless communication in the 5G VANET scenario can be
divided into three categories: traffic attacks cause network overload, identity forgery
causes information leakage or misjudgment, and malicious interference causes system
errors. Flood attacks are the main aspect in traffic attacks. Through the research on the
flood attack problem faced by VANET, this paper mainly detects the two attack modes
of TCP SYN flood attack and UDP traffic flood attack. The main research contents are
as follows:

For the architecture of VANET adopting the TCP protocol, when the vehicle node
initiates a connection request to the RSU and initializes, the RSU uses the SYN header
to perform a “Triple handshake” connection with the vehicle nodes, The attacker can
quickly initiate a large number of connections in a short time. The requests cause the
RSU to fail to respond, thus consuming a large amount of RSU computation processing
resources until the service is denied. For this TCP SYN flood attack, the node’s ID
restriction method is used for detection and defense. When the node sends a access
request, the RSU records the node’s ID. When the same ID sends the access request
multiple times in a short time, the node’s requests should be restricted. For the node’s
ID that has already existed in the network, its request packet will no longer be accepted.
At the same time, the RSU shortens the TCP handshake half-connection suspension
timeout period and closes the request connection initiated by the duplicate ID.

For the architecture of VANET using the UDP protocol, when a normal node in the
network is hacked into a malicious node and initiates a traffic attack, the RSU will be
targeted. A malicious node will frequently broadcast data packets to other nodes. The
destination address of the data packet is the RSU, and a large number of data packets
occupy network bandwidth resources and RSU’s computing processing capability in
a short time. For such flood attacks, RSU is used to monitor the data traffic of nodes
in the network in real time. RSU counts the data traffic of each node, calculates the
traffic average value according to the time period, and records the source address of
the received data packet. If the node data traffic average value is higher than the normal
value and the data packet source address frequency is too high in a certain period of time,
the node may be determined to initiate a flood attack and isolate it. In addition, UDP
packet verification is added to analyze the availability of the data packet and improve
the detection accuracy.

5G technology protects the safety of connected cars. With its powerful mobile band-
width, 5G communication technology can reach a peak rate of 20 Gbit/s, support lower
latency (≤10 ms), higher reliability (>99.99%), and more terminal connections (1 mil-
lion terminals can be connected per square kilometer) [2], which can meet the safety
communication needs of VANET In the detection of SYN TCP flood attacks, the high
reliability of 5G can improve the detection performance; in the detection of UDP flood
attacks, 5G can guarantee the real-time nature of traffic detection with low latency
characteristics.
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The second section of this paper introduces the current research status of VANET
security and flooding attack detection. The third section introduces TCP SYN flood and
UDP traffic flood attack methods and corresponding detection methods; the feasibility
analysis is carried out in the fourth section; finally, summarize the full text.

2 Related Work

VANET is defined by the China IoT School-Enterprise Alliance. VANET is a network
that integrates information such as vehicle location, vehicle speed, and vehicle travel
path. It can collect the environment and status information of the vehicles and their
surroundings through wireless devices such as GPS, radio frequency, sensors and cam-
eras [3]. Then the related information is transmitted through the Internet technology,
and finally the relevant analysis technology is used to process the information, thereby
more effectively realizing the traffic of the vehicles and improving the overall traffic
efficiency of the city. Since the rise of VANET in recent years, relevant security defense
measures have not been improved in time. At present, there are still many security prob-
lems in VANET, which have occurred from malicious attacks by attackers, with serious
consequences.

In 2010, researchers at Rutgers University in Southern Carolina demonstrated how
to crack the car’s internal network and counterfeit the tire pressure sensors’ informa-
tion of some car brands. Even destroyed the TPMS system over 40 meters away through
wirelessly interfering. At the LasVegas hacking conference in 2013, two hackers demon-
strated how to attack the Toyota Prius and Ford Mavericks control systems to achieve a
series of operations such as sudden braking, including high-speed driving, brake failure,
and steering of the steering wheel [4]. In 2015, two security researchers demonstrated
a vulnerability in the car’s “Uconnect” feature of Chrysler’s Jeep Cherokee, remotely
invading and controlling the target vehicle, and freely controlling the entertainment sys-
tem, wipers, steeringwheel, engine, etc. At the beginning of 2017, the safety weather van
of VANET had been urgently transferred to the data security and privacy of customers. In
June, a database of dealers in the United States was attacked, involving sales data leaks
from more than 10 million vehicles. In December, Nissan Motor officially announced
that its financial company database data information was stolen by hackers, customers’
personal information and loan information were all stolen [5]. MegamosCrypto pro-
tection systems from Audi, Porsche, Bentley and other Volkswagen brands were also
breached.

At present, many scholars have conducted research on the detection of malicious
nodes in VANET. How to meet the requirements of low-latency, high reliability, high
speed, large capacity, and high security in high-density vehicle scenarios is the challenge
faced by 5G VANET and the focus of related research. However, most of the existing
literature research on flood attack detection is based on traditional wired networks and
wireless sensor networks, and few researchers have studied the flood attacks in VANET.
The current research status of flood attack detection is as follows:

In [6], for SYN Flood attack on the target computer, the detection function is set on
the target computer. If it finds that receives SYN packets for the local machine without
responding, it is considered to be subjected to a SYN flood attack and refuses to connect
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with it. However, this method is not suitable for the scenario where vehicle nodes in
VANET frequently access the network and is likely to cause misjudgment.

The most obvious feature of UDP traffic flood attack is that the traffic is greatly
increased. It is also a commonmethod based on traffic changing detection. The real-time
defense mechanism (DDM) of DHCP flooding attack is proposed in [7]. The dynamic
peak estimation model is established by using two key parameters of real-time DHCP
traffic average speed and IP pool margin to evaluate whether the port is attacked. If it
is attacked, the mitigation model starts defense. In the mitigation model, the IP pool
cleaning is performed by using the response feature of the Address Resolution Proto-
col (ARP). The intra-period interception mechanism is designed to intercept the attack
source, which can reduce the blocking and minimize the interception to the user. The
impact of normal use. The shortcoming of this method is that the computational pro-
cessing capability of the node and the RSU is relatively high, otherwise the real-time
performance of the defense cannot be met.

Literature [8] proposed a method for constructing a new SYN-agent that uses the
TCP header reservation flag to inform the server of a complete the triple TCP handshake.
If it is a SYN-attack, there should be no further ACK after this. After a short period of
time, the half-open TCP connection is removed from the proxy. Therefore, the TCP
SYN flood attack is avoided to make a large number of TCP semi-connections occupy
resources. This method is applicable to a scenario where the nodes are relatively fixed.
In VANET, the vehicle enters and exits the network at any time, and the detection is
difficult.

Literature [9] proposed a SYN Flood attack mitigation method based on supervised
learning classification method, which identifies and blocks SYN Floods before they
reach their targets, thus preventing resource consumption and performance loss. This
method selected a classifier and adjusts parameters according to the policy and change
characteristics of the SYN Flood attack, but the learning attack strategy occupies a large
amount of computing resources of the RSU.

Literature [10] proposed an effective method to detect and defend against UDP
flood attacks under IP spoofing types. This method utilizes a Bloom filter-based storage
efficient data structure and an IPWedge Reference DetectionMethod. It achieves higher
detection rate while defending against UDP flood attacks with IP spoofing, and has lower
storage and computational costs. However, this method does not consider the availability
of attack packets.

The detection method for traditional network flood attacks is not applicable to
VANET. Considering the actual network environment of VANET, combined with the
low-latency and high-reliability characteristics of 5G communication, this paper pro-
poses a detection method for TCP SYN and UDP traffic flood attacks in VANET. 5G
communication technology can meet the needs of single-vehicle uplink and downlink
data rates greater than 10 Mbit/s, 50 Mbit/s in some scenarios, latency of 3-50 ms, and
reliability greater than 99.99%. At the same time, it can meet the real-time interactive
data of vehicles, roads and pedestrians, and the high data transmission demand of up
to TB-level per day [11]. The application of 5G communication technology in the low-
latency and high-mobility VANET scenario solves many problems and challenges faced
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by the current VANET, and enables the VANET to obtain better performance under
high-speed movement [12].

3 Principles and Methods of Flood Attacks

3.1 TCP SYN Flood

In the process of establishing a connection with TCP, a “Triple handshake” is required.
As shown in the figure, first handshake:When the TCP network establishes a connection,
the client sends a SYN packet to the server and enters the SYN_SENT state, waiting
for the server to confirm. The second handshake: After receiving the SYN packet, the
server confirms the SYN of the client and sends a SYN+ACK packet to the client. The
server enters the SYN_RECV state, which is the half-connected state [13]. The third
handshake: After receiving the SYN+ACK packet of the server, the client feeds back
the ACK response packet to the server. After receiving the response packet, the server
completes the successful TCP connection, as shown in Fig. 1.

Fig. 1. Triple handshake.

The attacker uses the defect of the TCP “Triple handshake” connection mechanism
to initiate a SYN attack. The attacker controls malicious node to initiate a connection and
attempts to access VANET. Themalicious nodemasquerades as a normal node to initiate
a connection request to the RSU as a client. After receiving the SYN+ACK packet of the
server in the second handshake phase, the malicious node does not continue to complete
the third handshake, and does not return the ACK response packet to the server, so
that the server remains half-connected. After the attacker initiates multiple connection
requests, the server will suspend the corresponding number of half-connected states. As
a VANET relay server, the RSUwill gradually be exhausted by a large number of useless
half-connected state processing resources, rejecting other connection services, resulting
in normal legal vehicle nodes unable to access VANET, as shown in Fig. 2. The attack
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Fig. 2. TCP SYN flood attack.

motivation of the TCP SYN flood attack is to exhaust the computing resources of the
RSU.

The rapid mobility of the vehicle nodes and the multilateral nature of the network
topology are essential characteristics. It also determines that the network access request
is more frequent in this network environment, and the harm caused by the SYN flood
attack is more serious.

3.2 UDP Traffic Flood Attack

UDP is a connectionless protocol and does not require any connection to be made to
transmit data. The attacker sends a large number of UDP packets to the RSU [14]. The
RSU is busy processing the UDP packets and cannot process normal packet requests
or responses. A large number of useless UDP packets carry a large amount of network
traffic quickly occupying network bandwidth resources, causing network congestion to
reject other normal services, as shown in Fig. 3.

In addition, in the UDP flood attack, the attacker sends a large number of UDP
packets or malformed UDP packets with fake IP addresses. These fake IP addresses do
not exist in current VANET, and the destination IP address of the packets will never
be available. So these packets will always be forwarded within the network, resulting
in continuous attack traffic, and the target node does not get back information to cause
system resources to run out or even crash. The malformed UDP packet will not be parsed
after the node receives it. Therefore, after the node receives the packet, it detects whether
it is normal. The incomplete abnormal packet will be discarded, but the detection and
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Fig. 3. UDP traffic flood attack.

discarding of the packet requires the node to calculate the processing resource. Many
malformed data packets will occupy large detection computing resources of the node
until the computing power of the node is exhausted, causing the target node to denial of
service.

The attacking mode is that the attacker places the malicious node in VANET in
advance, or attacks normal nodes in the network and capture control to becomemalicious
nodes. Since UDP is based on a connectionless protocol, the node and the RSU do
not continuously maintain a connection, and the member nodes of VANET change
constantly. So it is difficult to detect the malicious node causing the UDP flood attack
in VANET.

4 Detection Method

4.1 Detection for TCP SYN Flood Attack

Because the TCP SYN flood attack utilizes the TCP “Triple handshake” process, the
server will suspend the half-connection and wait for the client to acknowledge the ACK
packet. Therefore, one of the keys to detecting the SYN flood attack is to detect the
authenticity and availability of the client’s SYN packet. If a client continuously sends a
SYN packet request to the network, but does not respond to the ACK packet to the server,
causing the server to suspend a large number of half-connected states, it can detect that
the client initiates a TCP SYN flood attack. Secondly, limiting the number of server-side
TCP half-connections and the timeout period can alleviate the SYN flood attacks sent
by attackers.

In the practical application environment of VANET based on 5G technology, the IP
of the vehicle node requesting to access the network is detected, and the IP of the node
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that has entered the network is recorded in the RSU. The IP that has entered the network
cannot be requested to enter the network again; the IP address of the node that has not
entered the network limits the number of network access requests per unit time.When the
node requests to access the network, it sends a SYN packet to the RSU. The RSU detects
the source node IP of the packet. If there is too many access requests from duplicate IPs
in a short period of time, the RSU can identify the node of the IP as amalicious node. The
RSU adopts a policy that restricts the IP packet, and the SYN packet that discards the IP
does not respond. The detection of flood attacks on the RSU side is mainly to monitor the
number and time of TCP half-connected states. When the RSU suspends many vehicle
nodes access requests, significantly exceeding the normal mean, it can be assumed that
the RSU may be under TCP SYN flood. At this point, the RSU needs to shorten the
TCP handshake half-connection suspension timeout period and close the duplicate IP-
initiated request connection, as shown in Fig. 4. Under the low-latency conditions of 5G
technology, the timeout needs to be further reduced to accommodate fast connections.
In this way, the flood attack can be effectively dealt with, the computational pressure
of the RSU to handle the half-connected state is alleviated, and the normal legal node
requesting the network access is not greatly affected, and the normal access of the vehicle
nodes in VANET is guaranteed.

Fig. 4. TCP SYN flood detection method.

4.2 Detection for UDP Traffic Flood Attack

Due to the variability of the composition of the vehicle network node, the identity of the
node is difficult to authenticate. Before the vehicle node sends the UDP data packet, the
legality of the node cannot be known. Therefore, in the case of UDP traffic flood attacks,
it is better to monitor node’s traffic. The RSUmonitors the data traffic of each node in the
network to analyze whether the traffic is abnormal. There are also two ways to monitor
traffic: First, the RSU directly monitors the data traffic sent and received by each node in
the network, and performs traffic change statistics. However, in this way, each time the
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node sends and receives data, the RSU must monitor and sample it, which will occupy a
large amount of computing resources of the RSU and occupy much network bandwidth.
Second, the vehicle node counts the source IP address of the data packet when receiving
the data packet, and generates a traffic statistics data packet, where the packet includes
the data source IP address, the destination IP address, and the data packet size. Each
node performs traffic statistics packets and uploads them to the RSU. The RSU collates
and counts the traffic statistics of each node. Because the UDP packet of the node is
sent to multiple nodes, the traffic condition of the source node is counted by multiple
nodes, thus avoiding the contingency difference of the individual nodes and improving
the credibility. After the RSU counts the traffic changes of each node according to the
time interval, it can be compared with the normal ones. The difference is due to the
increase in the amount of data reported by the vehicle or the surge in data traffic caused
by the flooding attack. Due to the high-bandwidth and low-latency characteristics of 5G,
the average value of traffic needs to be adjusted in real time according to the different
states of ordinary VANET communication and 5G communication to adapt to different
network conditions. Therefore, the RSU can detect a malicious node that initiates a UDP
flood attack inside VANET. The detection method is shown in Fig. 5.

Fig. 5. UDP traffic attack detection mode.

In addition, an attacker may send many UDP packets with a fake destination IP
address. At this condition, the destination IP address connectivity of the UDP packet
in the network is detected and analyzed. If the destination IP does not exist in the
RSU routing list or is not connectable, the forwarding of the packet is stopped. It is
also necessary to detect the integrity and availability of UDP packets to avoid the large



382 Y. Xie et al.

amount of malformed data packets occupying the computing power of the vehicle nodes
or RSUs.

5 Experimental Analysis

5.1 Detection Method for TCP SYN Flood Attack

In the VANET application environment, once the RSU is attacked by the TCP SYN
flood, other legitimate vehicles cannot enter the network normally. The road conditions
and vehicle emergency information on this road cannot be accepted in time. The RSU
analyzes all the captured SYN packets, and obtains the statistics of the SYN packets sent
by each node. The RSU detects the suspended half-connection status in real time, and
detecting the number of these TCP half-connections can effectively determine whether
it has been attacked by SYN flood. RSU reduces the half-connection waiting time can
alleviate the calculation and buffering pressure, and effectively prevent the same vehicle
ID from launching a network access request multiple times to maliciously attack the
RSU to occupy network access request resources. While detecting and mitigating TCP
SYN flood attacks, this method can also ensure that other legitimate vehicle nodes can
access the network normally.

5.2 Detection Method for UDP Traffic Flood Attacks

WhenVANET is attacked byUDP traffic flood attack, it will lead to denial of service. The
most important feature of UDP traffic flood attack is traffic changes. By monitoring the
characteristics of traffic changes, traffic flooding in VANET can be effectively detected,
and current limiting measures can be taken in time. The UDP flood detection method
in this paper enables the RSU to collect the traffic statistics of each node in VANET in
time, so that multiple nodes can be statistically analyzed. Combined with UDP packet
verification detection, the legality of UDP packets in network traffic is analyzed, and
the analysis capability of traffic in the VANET is further enhanced, and the detection
accuracy is improved. This method can not only detect abnormal changes in traffic in
time, but also accurately detect the flooding node.

6 Conclusion

In this paper, by analyzing the attack principle of TCP SYN flood attack and UDP traffic
flood attack in detail, combined with the special network application environment of the
5G VANET, the detection methods for the above two flood attacks are proposed. For the
TCP SYNflood attack, themethod of restricting the repeated network access request and
adjusting the number and time of TCP half-connections is adopted, which effectively
alleviates the flooding of the SYNpacket and ensures that the legal vehicle node normally
enters the network; for the UDP traffic flood attack, the whole network node is adopted.
The method of traffic monitoring and UDP packet check validity effectively mitigates
UDP traffic flood and improves detection accuracy.
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The two types of flood attacks in this article also have limitations. The detection
method for the TCP SYN flood attack will be affected by the network changes. The
average traffic in the detection method for UDP flood attacks will be affected by 5G
network conditions, and the detection performance of both will be affected by mobility
of the vehicles. When multiple nodes attack at the same time, the detection effect may
not be ideal.
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1 Introduction

The fifth-generation (5G) contributions to meet the requirements of data trans-
mission and real-time state perception of industrial control network. Moreover,
the next-generation (B5G/6G) will address the major opportunities and face new
challenges, not only to create more new technologies, protocols and applications,
but also to bring more security risks, such as coordinated cyber-physical attacks,
cross-layer attacks etc. On the one hand, attackers can use acquired knowledge
of target network to carry out cross-layer attacks on the Cyber-Physical Sys-
tems from the information domain to the physical domain; On the other hand,
attackers can cooperate with each other and use their own resources to launch
multi-directional and multi-target cyber-physical attacks; The study of cross-
layer attack has completed in [1]. This paper will analyze the impact of CCPA
combined with different attack strategies on the cascading failures of smart grid.

An incident in 2015 involving Ukrainian power systems was seen as a coor-
dinated cyber-attack (CCA), where attackers injected malicious commands into
the cyber domain, causing a breakdown in the physical domain for several hours
[2]. Continuous attacks on Venezuelan power grid on March 7 and 8, 2019
resulted in power supply interruptions in 18 states across the country, which
has once again caught the attention of scientists. As a major threat to the ICT
infrastructure of power systems [3], CCAs are described as an organized cyber
disruption, in which the attackers may have a well-organized plan to launch
multiple cyber-attacks intended to compromise the same target [2].

With the increasing prevalence of terrorism and sabotage activities, the power
grid is becoming more vulnerable to various kinds of cyber and physical attacks
[4]. In the future, the attackers may launch cyber and physical attacks at the
same time and collaborate to finish the task by sharing the same (multiple)
targets and attacking them simultaneously. Coordinated cyber-physical attacks
(CCPAs) on smart grids could lead to undetectable line outages, leading to a
need for topology preservation and load-redistribution attacks that trigger cas-
cading failures [5]. An exploration of potential attack goals (AGs) will contribute
to clarifying the target, rather than blindly anticipating attack strategies. A coor-
dinated cyber-physical attack following these AGs will maximize the destruction.

Liu et al. [6] proposed a framework that models a class of cyber-physical
switching attack in smart grid systems to demonstrate how attack construction
on a linearized version of the system still executes on nonlinear and realistic
models of the system. Deng et al. [7] proposed CCPAs in smart grid by utilizing
cyber attacks to mask physical attacks which can lead to power outages and
potentially cause cascading failures. CCPAs used a false data injection attack
vector based on phasor measurement unit (PMU) to avoid physical attacks being
detected. The mathematical model of locally coordinated cyber-physical attacks
is proposed to use incomplete network information in order to cause undetectable
transmission line outages [8]. Liu et al. [9] developed coordinated cyber-physical
attack based on variable structure systems theory to enable large-scale power
system disturbances. Since CCPAs on its critical infrastructure can cause dis-
astrous human and economic losses, a stochastic game-theoretic approach is
proposed to generate the optimal strategies that defenders can adopt to pro-
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tect the smart grid against CCPAs [10]. Tian et al. [11] investigated Multilevel
Programming-Based CCPAs and the countermeasure with one leader and multi-
ple followers in smart grid. Lakshminarayana et al. [12] proposed a moving target
defense (MTD) strategy to detect coordinated cyber-physical attacks (CCPAs)
that consists of a physical attack and followed by a coordinated cyber attack.

The rest of the paper is organized as follows. Section 1 introduces the model
of coordinated cyber-physical attacks that contains identification evaluation of
cyber and physical attack goal, CCPA based on optimal attack strategy and
CCPA based on saturation attack strategy. Section 2 shows the experimental
results and analyzes the reasons for the results. Finally, Sect. 3 draws relevant
conclusions and presents future work.

1.1 Identification of Cyber and Physical Attack Goals (AGs) [13]

In order to generate an attack sequence of CCPA, the first thing to do is to
identify the cyber AGs and physical AGs. As a characteristic of the power grid,
power flow can cause the redistribution of voltage and frequency following the
breakdown or failure of a substation. Therefore, physical AGs not only rely on
the power flow, but also depends on the characteristic of network structure. Due
to the coupling relationship, cyber AGs are mainly related to its coupled physical
AGs, degree and dependency.

When analyzing the power-flow process, we ignore the internal complex
changes in the power system and directly analyze the results by using active
power P and reactive power Q as the load of the substations. When the
load Li =

√
P 2

i + Q2
i of a substation i is over a certain threshold range

[(1−α)∗Li, (1+α)∗Li], it will fail due to overload. However, the threshold value
relies on the capacity of the network and reflects the robustness of the network
itself. This means that an overloaded or underloaded substation will malfunc-
tion, triggering the load redistribution again. By simulating attacker behavior,
it is possible to reveal which substations are likely to cause more substation
failure; in this way, these substations can easily be highlighted as AGs. The mal-
function condition of a substation occurs when the substation’s load exceeds the
network’s capacity.

The impact of nodes is used to describe the importance of each substation. A
larger impact represents a failed node can cause more node failures. Therefore,
Failure Node Set (FNS) is defined as a collection of failed nodes caused by the
failure of a substation k, which is used to evaluate the impact of the failed
substation k. Differences in parameter α may result in a different FNS. We use
Formula 1 to assess the impact of the substations and adopt the average of IM
under all tolerance parameters in order to evaluate physical AGs.

IM
αj

i =

{
n(FNS

αj

i ), FNS
αj

i = FNS
αj

Max

n(FNS
αj

i ) − n(FNS
αj

Max

⋂
FNS

αj

i ), otherwise
(1)

where n(FNS
αj

i ) represents the size of FNS of substation i under tolerance
parameter αj . FNS

αj

Max

⋂
FNS

αj

i is the intersection of FNS
αj

Max and FNS
αj

i .
If FNS of substation i is contained by a maximum FNS, it is insignificant and will
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not be used as an attack goal. It means that a substation with a larger n(FNSi)
and a smaller n(FNSMax

⋂
FNSi) has a bigger probability of node i being

attacked. Hence, the probability of nodes being physical AGs is described as:

ProbP
i = μ ∗ ID+

i

ID−
i

∗ 1
M

M∑

j=1

Im
αj

i (2)

where ProbP
i denotes the probability that substation i will be selected as an

AG for the power grid, and ID+
i and ID−

i represent dependence out-degree and
dependence in-degree of node i, respectively. αj denotes a tolerance parameter
j that reflects the capacity of the network to deal with overload. M denotes the
number of tolerance parameters.

The ultimate goal of the attackers is to destroy physical devices, and they may
select cyber AGs in order to control the failure of these physical AGs. Because
the coupling relationship is the same, we will use Formula 1 as the function of
AGs in the communication network.

Due to the coupling relationship, cyber nodes that control key substations
become more important. The large-degree nodes are usually transfer stations for
information collection and data transmission via the communication network
and are of great significance to network security. As such, these factors should
be taken into account when calculating the probability of nodes being cyber AGs
in a communication network:

ProbC
i = μ ∗ ID+

i

ID−
i

∗ Di

DMax
∗

∑

CRij=1

ProbP
j (3)

where ProbC
i represents the probability that cyber node i will be an AG in a

communication network. Di denotes the degree of node i, while DMax is the
maximum value of the degree of all nodes. CRij = 1 represents a coupling link
from cyber node i to physical node j.

Based on the probability of nodes being AGs, the attacker may choose the
cyber and physical nodes with higher probability as the target of CCPA. By
simulating the CCPA scenarios in real situations, we design two attack strategies:
optimization attack strategy (OAS) and saturation attack strategy (SAS). The
OAS is to select the least AGs to maximize the attack effect when attacking
the same number of AGs. The SAS is to cover every cyber and physical AGs
without redundant attack, and select the least number of AGs to make the
attack achieve the effect of attacking all AGs. Cyber attack (CA) refers to the
invasion, attack and destruction of important nodes in information system by
means of information technology. However, Physical attack (PA) refers to the use
of violent means, special tools or weapons to destroy important power stations
in the power network one by one.

1.2 CCPA Based on Optimal Attack Strategy

The optimal attack strategy for coordinated cyber physical attacks is to find
the optimal attack sequence and achieve the effect of exceeding cyber attacks
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or physical attacks. The CCPA based on optimal attack strategy algorithm is
designed to generate attack sequences by searching for cyber or physical AGs.
From the perspective of the attack effect, the number of nodes in attack sequence
is less than that of cyber attack or physical attack, and its attack effect is better
than that of cyber attack and physical attacks.

We design the objective function Max{∗} of the OAS to satisfy the conditions
of formulas (5)–(9). The purpose of formula (4) is to find the attack sequence
with the best attack effect when attacking the same number of AGs. Formula (5)
represents the same number of cyber and physical nodes being attacked, which
is a constant.

Max(OA(tP + tC)) = Max(fP + fC) (4)

s.t.
num(tP + tC) = m (5)

0 < num(tP ) ≤ N (6)

0 < num(tC) ≤ N (7)

OA(tP + tC) ≥ PA(tP1 ), num(tP1 ) = m (8)

OA(tP + tC) ≥ CA(tC1 ), num(tC1 ) = m (9)

Where fP and fC represent the number of failed physical nodes and failed
cyber nodes, respectively. tP and tC denote the set of the physical and cyber AGs,
respectively. m is the number of cyber and physical AGs. num(∗) denotes the
number of ∗. OA(∗), CA(∗) and PA(∗) represent the attack effect of CCPA Based
on optimal attack strategy, cyber attack and physical attack of ∗, respectively.
t∗1 represents a set of ∗ different from t∗.

The main steps of Algorithm 1 are as follows:

Step 1: Initialization. The first N cyber AGs are taken as the cyber candidate
sequence CyberAGs in order of degree. The first L physical AGs are taken as
the physical candidate sequence PhysicalAGs, and the coupling relationship
matrix CRij is obtained.
Step 2: Traverse all nodes of the physical candidate sequence. If there are
cyber nodes coupled with it that belong to the information candidate sequence
CyberAGs, then remove these nodes from the CyberAGs, named as delete-
CyberAGs( ).
Step 3: Traversing the cyber candidate sequence CyberAGs, if the CyberAGs
contains nodes AGP

i and meets the condition of CRAGC
i AGP

j
= 1, and then

removing them from the physical candidate sequence PhysicalAGs.
Step 4: Cyber physical attack sequence: attacksequence is equal to Cyber-
AGs+PhysicalAG



Two Attacking Strategies of Coordinated Cyber-Physical Attacks 389

Algorithm 1: The CCPA based on optimal attack strategy is used to
identify the attack sequence of cyber and physical AGs.
Input: AGP = (p1, p2, ..., pm),DC ,CRij ,L
Output: attacksequence
deletecyberAGs ← null
deletephysicalAGs ← null
cyberAGs ← null
physicalAGs ← null
attacksequence ← null
for i = 1;i < N ;i + + do

cyberAGs.add(DC
i )

physicalAGs.add(AGP
i )

end
for i = 1;i < N ;i + + do

for i = 1;i < L;i + + do
if CRij == 1 then

deletecyberAGs.add(AGC
j )

end

end

end
cyberAGs.removeAll(deletecyberAGs)
for i = 0;i < N ;i + + do

for j = 0;j < L;j + + do
if cyberAGs.contain(AGC

j ) && CRji == 1 then
deletephysicalAGs.add(AGP

i )
end

end

end
physicalAGs.removeAll(deletephysicalAGs)
attacksequence ← cyberAGs + physicalAGs

1.3 CCPA Based on Saturation Attack Strategy

A saturation attack strategy of CCPA involves an attack sequence of cyber
and physical AGs. Saturation attacks strategy cover the whole range of AGs,
excluding repeated attacks. Such an attack sequence does not contain redundant
attacks where the same AG is repeatedly attacked or where two AGs are attacked
to produce the same attack effect.

We design the objective function Min{∗} of the SAS to satisfy the conditions
of formulas (11)–(15). The purpose of formula (10) is to find the attack sequence
of the least number of AGs to make the attack achieve the effect of attacking all
AGs without redundant attack.

Min(num(tP + tC)) (10)

s.t.
SA(tP + tC) = PA(tP2 ) + CA(tC2 ) (11)
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0 < tP ≤ N (12)

0 < tC ≤ N (13)

num(tP2 ) = m (14)

num(tC2 ) = m (15)

Where fP and fC represent the number of failed physical nodes and failed
cyber nodes, respectively. tP and tC denote the set of the physical and cyber AGs,
respectively. m is the number of cyber and physical AGs. num(∗) denotes the
number of ∗. SA(∗), CA(∗) and PA(∗) represent the attack effect of CCPA Based
on saturation attack strategy, cyber attack and physical attack of ∗, respectively.
t∗2 represents a set of ∗ different from t∗.

CCPA based on saturation attack strategy is an attack mode that covers all
attack goals, and it eliminates redundant attacks and repeated attacks. A redun-
dant attack means that two different attack targets produce the same attack
effect, and a repeated attack means that one target is attacked multiple times.
Algorithm 2 describes the attack sequence generation process for a saturated
attack. The steps are as follows:

Step 1. Initialization n cyber AGs, cyber candidate sequence Cyber-
AGs=null, the first n physical AGs, physical candidate sequence Physi-
calAGs=null, the coupling relationship matrix CRij is obtained.
Step 2. Traversing all the nodes of the cyber candidate sequence CyberAGs,
traversing all the nodes of the physical candidate sequence PhysicalAGs, if
the condition meets CRAGC

i AGP
j

= 1, removing the physical node j from the
deleteAGs and removing failure node set getFNS(AGP

j ) that contains physical
node j from the node set deleteAGs.
Step 3. Traverse all the remaining nodes of the physical candidate sequence
PhysicalAGs. If the deleteAGs does not contain nodes AGC

j , the physical
candidate sequence PhysicalAGs will be added.
Step 4. Cyber physical attack sequence: attacksequence is equal to
CyberAGs + PhysicalAGs.

2 Experiments and Analysis

In order to verify the effectiveness of CCPA based on different attack strategies,
we used a fraction of the practical smart grid as experimental data. The smart
grid consists of power grid and communication network, in which cyber nodes
are coupled with physical nodes by two-way coupling link with one-to-one corre-
sponding. Figure 1(a) shows that the power grids is composed of 154 substations
and 192 transmission lines. Here, square nodes represent generators and circu-
lar nodes represent substations. The communication network is constructed by
154 cyber nodes and 153 communication lines in Fig. 1(b), in which the control
centers are represented by square nodes and monitoring/controlling nodes are
represented by circular nodes.
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Algorithm 2: The CCPA based on saturation attack strategy is used to
identify the attack sequence of cyber and physical AGs.
Input: AGP = (p1, p2, ..., pm),AGC = (c1, c2, ..., cn),
CRij

Output: attacksequence
deletephysicalAGs ← null
cyberAGs ← null
physicalAGs ← null
attacksequence ← null
for i = 1;i < AGC .length;i + + do

cyberAGs.add(DC
i )

for j = 0;j < AGP .length;j + + do
if CRij == 1 then

deletephysicalAGs.add(AGP
j )

deletephysicalAGs.addAll(getFNS(AGP
j ))

end

end

end

for j = 0;j < AGP .length;j + + do
if !deletephysicalAGs.contain(AGP

j ) then
physicalAGs.add(AGP

j )
end

end
attacksequence ← cyberAGs + physicalAGs

No matter what attack strategy or method is adopted, the first thing an
attacker has to do is to identify the attack goals. In order to achieve the desired
attack effect, the appropriate attack goals should be chosen based on different
attack strategies. According to the formula (2), we can get the probability of
substations being physical AGs in Fig. 2(a). The greater the probability of the
node, the easier it is to be selected as the target of attack. Similarly, the prob-
ability of cyber nodes being AGs can be computed by the formula (3) in Fig.
2(b). In the case of limited attack resources, an attacker may select a certain
proportion of nodes as attack goals according to his own situation.

The optimal attack strategy is to find an optimal attack sequence when the
same proportion of nodes are attacked, so that the attack effect of CCPA is
better than other attacks under the same conditions. Figure 3(a) shows that
the network layers and distribution of physical and cyber AGs. Labels “C” and
“P” represent cyber and physical AGs, respectively. The x-axis represents the
distribution of cyber or physical AGs between nodes 1 and 154. We assume that
10% of nodes are selected as targets in the case of limited resources, so 15 cyber
AGs and 15 physical AGs can be found by Algorithm 1. The attack sequence
consists of cyber AGs and Physical AGs. When the same proportion of nodes
are attacked, the CCPA based on OAS has a significantly better attack effect
than PA and CA, as shown in Fig. 3(b).
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Fig. 1. The network structure diagram of smart grid. (a) Power grid. (b) Communica-
tion network.
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nodes being cyber AGs.
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Fig. 3. The CCPA based optimal attack strategy. (a) The network layers and distri-
bution of AGs. (b) Comparison of attack effects of cyber-attack (CA), physical attack
(PA) and CCPA based on OAS.

The saturation attack strategy is to cover each node as much as possible
without considering resource consumption or having sufficient resources, while
avoiding redundant attacks. According to Algorithm 2, 30 cyber AGs and 9
physical AGs can be identified in Fig. 4(a), which has the same attack effect
with 30 cyber AGs and 30 physical AGs. The tolerance α has a greater impact
on the robustness of smart grid, so we calculate node loss of CCPA based on SAS
to compare with PA and CA. It is clear that CCPA based on SAS has better
attack effect than CA and PA regardless of α = 0.3,α = 0.4 and α = 0.5 in Fig.
4(b).

In order to better show the node loss under different attack types, we show
the curve of the cascading failure process by attacking the nodes one by one in
Fig. 5. The black curve, red curve and blue curve represent the process of node
loss under CCPA based on SAS, CA and PA, respectively. It is easy to see from
Fig. 5(a), (b) and (c) that the ranking of node loss is CCPA based on SAS >
CA > PA regardless of α = 0.3, α = 0.4 and α = 0.5. This means that CCPA
may become an attack mode that attackers are willing to choose, because it is
difficult to defend and has higher attack effects.
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Fig. 4. The CCPA based saturation attack strategy (a) The network layers and distri-
bution of AGs. (b) Comparison of attack effects of cyber-attack (CA), physical attack
(PA) and CCPA based on SAS under different tolerances α.
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3 Conclusion

In this paper, the optimal attack strategy and saturation attack strategy are
proposed and applied to CCPA. Through experiments, we can draw the following
conclusions: 1)When the same number of nodes are attacked, a set of attack
sequence can always be identified by OAS to achieve a higher attack effect; 2) In
order to achieve the same attack effect, the saturated attack strategy can find
the attack sequence of fewer nodes regardless of α = 0.3, α = 0.4 and α = 0.5;
3) whether based on OAS or SAS, the CCPA has a better attack effect than CA
and PA.

In fact, Coordinated Cyber-Physical Attacks not only include the coordina-
tion of different attack strategies and means, but also the coordination of the
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multi-directional and multi-targets. This require us to find an effective integrated
defense mechanism or strategy to deal with CCPAs. At the same time, we also
found an unconventional phenomenon from the experimental results, that is,
different attack sequences composed of the same cyber and physical nodes have
different attack effects on the cascading failure of smart grid.

In the future, there are a few points worthy of our in-depth study as follows:1)
Research on analyzing the effect of different attack sequences on cyber-physical
systems; 2) Research and identification of multiple types of attack strategies; 3)
Research on cooperative defense model against CCPA.
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Abstract. Security and privacy concerns are increasingly important
when massive data processing and transferring becomes a reality in the
era of the Sixth Generation (6G) Networks. Under this circumstance,
it becomes a trend that the enterprises tend to host their data and ser-
vices on private clouds dedicated to their own use, rather than the public
cloud services. However, in contrary to the well-investigated total cost of
ownership (TCO) for public clouds, the analytic research on the cost of
purchase and operation for private clouds is still a blank. In this work, we
first review the state-of-the-art TCO literature to summarize the mod-
els, tools, and cost optimization techniques for public clouds. Based on
our survey, we envision the TCO modeling and optimization for private
clouds by comparing the differences of features between public and pri-
vate clouds.

Keywords: Cloud computing · Total cost of ownership · Case study

1 Introduction

It took ten years for the network infrastructure to evolve from 4th generation
(4G) to 5th generation (5G). According to Moore’s Law, the expected waiting
time for the 6th generation (6G) network will be even shorter. According to pre-
dictions, the bandwidth will be increased to terabytes, with which the users are
able to exchange a large volume of data in a short time. Under this circumstance,
security and privacy are increasingly important, since the risks of data leakage
and the potential damages to service hijack are dramatically grown at the same
time.
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Meanwhile, cloud computing has been widely adopted by startups and well-
established enterprises, thanks to its prominent elastic and on-demand features.
The flexibility of on-demand usage reduces development, service deployment,
and maintenance costs. Huge data computation, backup, and recovery tasks
have become easier with the cloud. The cloud computing market is expanding.
Many large, medium, and small enterprises will choose to invest in cloud ser-
vices [24] to enjoy the benefits of cloud computing, but risks often accompany
the investment. For a company that provides cloud services or uses cloud ser-
vices, how to stabilize development and revenue is also a key success factor. On
the one hand, operating an enterprise with cloud-based IT infrastructure can
improve the stability of the enterprise and bring intuitive benefits. A number of
articles in the financial and business domain have reported the cloud computing
business models, such as the VE model [46] and Cloud Business Model Frame-
work (CBMF) [69]. More discussions and studies about business models can be
found at [5,7,13,16,38,40,48]. On the other hand, analyzing Return On Invest-
ment (ROI) can also increase the value of investment. ROI analysis and modeling
methods in cloud computing have been discussed in [4,37,64]. Cost analysis and
optimization modeling can effectively help decision-making and increase profit
under the premise of guaranteeing service quality [39].

Nevertheless, the privacy and security problems of cloud services are never
fully solved. The tenants have no choice but surrender their data and programs to
the public cloud providers, who may not be trustworthy if the data is extremely
sensitive. To address this concern, cloud providers propose private cloud ser-
vice, which is typically deployed inside the organization and is typically behind
the firewall [74]. Private cloud enhances the enterprise customers’ confidence to
embrace the cloud since it is an isolated solution that can prevent data from
being transmitted to the public network. It maximizes the customers’ control
over their data, provides improved security and service quality [52]. In addi-
tion, the local network within a private cloud also reduces network latency and
improves transmission quality. The isolation, low latency, and security of private
cloud make many applications possible to deploy on the cloud, such as the Indus-
trial Internet of Things (IIoT) [9], Federal Learning [29], and Cluster Learning
[35].

From the users’ perspective, the cost efficiency is always a key metric when
considering cloudization. On the other hand, cloud providers also need to evalu-
ate their profits in the cloud business. Hence, the total cost of ownership (TCO),
a standard approach in analyzing the cost of purchase and operation of an asset,
is a critical topic for both parties. By definition, the TCO in cloud computing
covers the capital and operational costs of building, using, and maintaining a
cloud data center. It involves all direct and indirect costs, such as the cost of
cloud service providers purchasing, deploying, operating, and maintaining assets,
and the cost of cloud users renting cloud resources. Due to the importance of
TCO, the analysis and optimization methods for public cloud and hybrid cloud
have been well investigated. However, few work has been devoted to the cost
analysis associated with private clouds. In this work, we survey the literature on
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public cloud TCO analysis methods and the optimization solutions that mini-
mize the TCO of a cloud service. We compare and contrast the similarities and
differences between public and private clouds from a TCO perspective and pro-
vide an in-depth discussion on what else can be further optimized to accomplish
a lower TCO in a private cloud.

The remainder of the paper is organized as follows. We present an overall
review of existing works on TCO in Sect. 2. Afterwards, we compare the pub-
lic and private cloud from TCO optimization perspective in Sect. 3. Section 4
concludes the work and envision the TCO research for private clouds.

2 Literature Review

TCO was first being studied in the business domain by Ellram since 1993 [15].
She claimed that TCO modeling is constructive for business parchment deci-
sion making, ongoing supplier management, and understanding of indirect costs.
However, she also pointed out that the quantification and measurement of TCO
is complexity [14]. In 1999, Milligan suggested that accurate total cost measure-
ment is elusive due to the lack of analysis methods [43]. Thus, one of the leading
research directions in TCO is to find an accurate modeling and measurement
method. Later, Degraeve and Roodhooft illustrated the application of TCO in
the supply chain domain. They split purchasing activities into three levels cor-
responding to three different expenses. Then, they built a mathematical model
to optimally select suppliers such that the total cost of ownership is minimized
[72]. As the IT industry rising in 2004, few scholars began to study TCO in the
information technology domain. They have worked on topics such as revenue
analysis in IT by taking advantage of TCO [4], how to utilize TCO to decide
whether to adopt open-source software in IT companies [31,45], and optimiza-
tion models to decrease the cost of IT infrastructure [1]. After cloud computing
entered the market, some researchers analyzed the business value of cloud com-
puting and mentioned that cloud providers should pay attention to the cost [27],
while few studies took the modeling of TCO in cloud computing in to consider-
ation. Although Patel and Shah presented a cost model to calculate the cost of
building a data center, they did not take indirect costs such as maintenance cost,
operation cost, and labor cost into consideration [50]. TCO in cloud computing
was finally studied by Li et al. in 2009. A cloud cost amortization model is built
to make it possible to calculate the direct and indirect cost of cloud computing
infrastructures. Their model can be divided into eight parts: server cost, soft-
ware cost, network cost, support and maintenance cost, power cost, cooling cost,
facilities cost, and real-estate cost. They also implemented an interactive tool
for cloud providers to calculate cloud TCO [33]. Scholars begin to pay much
more attention to models and tools to analyze TCO in cloud computing and the
optimization to reduce TCO.

In order to give the readers better comprehension on the landscape of the
cloud computing TCO research, we classified the surveyed papers into groups as
shown in Fig. 1. The selected papers are mainly divided into two groups: models
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and tools for cloud TCO, and cost optimization methods. For the papers related
to models and tools, we will further divide into two subclasses from the per-
spective of cloud computing providers and cloud computing users respectively.
For the papers related to cost optimization methods, we will further classify
them into three topics: task scheduling, resource scheduling, and heterogeneous
resource optimization. More details on the classification system are in the fol-
lowing.

Fig. 1. Our proposed classification system of cloud computing TCO papers.

– Models and Tools for Cloud Computing TCO (Sect. 2.1): We consider papers
that provide modeling methods or tools to measure or calculate TCO for cloud
computing providers or users. These studies can be further categorized into
two classes based on their viewpoints: models and tools for cloud providers
and models and tools for cloud users.

– Cost optimization (Sect. 2.2): We consider papers that optimize cloud com-
puting TCO by optimizing one aspect of resources in cloud computing. Each
work focus on different optimization directions. Such studies can be further
categorized into three groups: task scheduling, resource scheduling, and het-
erogeneous resource optimization.

2.1 Models and Tools

In cloud computing, a model and tool that measures the total cost of ownership
can help analyze investment risk, manage cloud resources, and improve the effec-
tiveness of decision making. The modeling and tools related papers are roughly
categorized into two classes: (i) Modeling and tools for Cloud Providers and (ii)
Modeling and tools for Cloud Users. They are surveyed in the following.

Models and Tools for Cloud Providers. The cost has been known as one
of the most important factors for cloud providers. Moreover, there is significant
capital consumption, such as cloud data center construction, service software
development, maintenance. So, cost evaluation will be helpful for revenue esti-
mation, investment risk analysis, and decision making. From the perspective of



Private Cloud in 6G Networks 401

cloud providers, the research of cloud TCO modeling and tools can be further
classified into two subclasses, (i) TCO breakdown and (ii) energy cost models
and tools.

TCO Break Down. The primary purpose of cloud total cost of ownership break-
down research is to provide cloud providers with a measurement of cost. It focuses
on the modeling approaches of server cost, software cost, network cost, support
and maintenance cost, power cost, cooling cost, facilities cost, and real-estate
cost.

In 2009, Li et al., as the pioneers, first solved the problem that the lack of
a method to measure TCO. They proposed a cloud cost amortization model
to calculate the total cost, and further use the model to find VM utilization
cost given the number of running VMs [33]. Later, researchers studied cloud
TCO breakdown under different business models. In 2015, Filiopoulou et al.
applied the system of system (SoS) method to reorganize each part of the total
cost. They regraded each type of cost as a subsystem of cloud computing and
illustrated a cost modeling framework for each subsystem [17]. In 2016, Simonet
et al. demonstrated a TCO breakdown modeling method for distributed cloud
computing (DCC). Besides, they categorized DCC actors into five levels and
presented related cost models [56]. It provides a detailed reference for cloud
providers who intend to invest distributed could computing.

Through the above studies, researchers showed an overview of cloud TCO
breakdown. However, they either overlooked some detailed cost measurements for
some terms in the formulation or overlooked the cost calculation under some spe-
cific business scenarios. In real business, the cost can be significantly altered by
different business scenarios and other dynamic factors such as application migra-
tion, timely changed resource utilization rate, and satisfactory network depend-
ability and availability. In the rest of the subsection, we will review researches
that focus on cost modeling for one aspect of TCO breakdown.

In 2011, Mencer et al. demonstrated a cost model for software development
in cloud computing. They believed that the computational efficiency and devel-
opment cost of the software would be affected by different abstraction level pro-
gramming languages. By analyzing software development cost and TCO, they
concluded that TCO is not necessarily minimized by minimizing programming
effort because programming efforts might be related to conditions of servers [41].
In 2013, Sun and Li illustrated a labor cost model to calculate labor efforts in
a service migration scenario. They quantified the skill level of employees and
built a probabilistic model to estimate the number of persons needed per day
to finish migration [61]. Omana et al. proposed an analyzing method for cloud
providers to determine whether to replace aged assets. By measuring the cost of
power, cooling, physical space, asset attachments, and IT support, they utilized
statistical methods to examine the relationship between asset cost and resource
capacities, such as the number of CPU cores and memory. They finally mined
some useful results to help decision making and device management [24].

Thanakornworakij et al. did a cloud TCO research on the premise of ensur-
ing system availability and satisfying service-level agreement (SLA), and quality
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of service (QoS). They modeled the cost of servers, network, software, power,
cooling, facilities, maintenance, and availability. Then, they obtained the rela-
tionship between the number of devices needed and revenue under 99% system
availability, which is beneficial for cloud providers to define the right size of the
data center [62]. Sousa’s research team presented a modeling strategy under a
similar scenario. They introduced Mean Time to Failure (MTTF) and Mean
Time to Repair (MTTR) to build a detailed maintenance cost model. They fur-
ther derived a Stochastic Model Generator for Cloud Infrastructure Planning
(SMG4CIP) which concerned both dependability and cost requirements [58,59].

Furthermore, some studies presented modeling methods for dynamic factors
in cloud TCO such as resource utilization cost. Although [33] tried to use the
ratio of running VMs to model utilization cost at a given time point, they can
only get a rough result because the cost of running VMs depends on other
frequently changed variables like CPU rate. As a follow-up study of [33], in
2013, Vrček and Brumec pointed out that many cloud TCO related studies
ignored some hidden variables to build cost models, such as CPU utilization
rate, data transmission rate, system load. They utilized CPU rate per hour to
build a cost model and analyzed how the CPU rate affects the total cost in cloud
computing [66]. Their study offered some vital insight into cloud computing
TCO. Since time dimension can be added into the cost model, cloud providers
can generate flexible strategy by analyzing per hour cost. Molka and Byrne had
a similar idea that an accurate prediction model of resource utilization rate can
derive an accurate utilization cost calculation. They demonstrated a prediction
model using an online nonlinear autoregressive method and then formulated a
model to calculate the real-time cost using CPU utilization data [44]. If there
are some more accurate prediction model that can be applied and plugged in
[44], cloud providers can obtain more accurate information to make decisions.
Some research about resource prediction can be found in [54]. In 2017, Singh et
al. also took account of the resource utilization rate to calculate utilization cost.
They captured the effect of the relinquishment of cost and revenue [57].

Energy Cost Modeling and Tools. With the development of cloud computing and
its convenience, the energy and electricity power consumed by cloud data center
per year increase dramatically [51], which leads to a higher expense to operate
a data center. An investigation indicated that energy cost account for 42% of
all expenditure per month in data center until 2011 [22]. Thus, energy cost, as
part of the total cost of ownership, gradually becomes a focus of cloud providers’
concern. We survey some representative energy cost modeling methods and tools
as follows.

In 2010, Yu and Bhatti thought [33] ignored approaches to gain specific values
in the energy cost formulas. They pointed out there is a lack of an information
model that collects energy usage and resource usage data for devices for cloud
providers to manage assets. They proposed a Scalable Energy Monitor (SEM)
architecture to measure energy consumption and further to calculate energy cost
[71]. Later in 2012, Uchechukwu et al. studied a detailed energy cost modeling
method. They divided energy into static and non-static parts where energy con-
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sumed by storage, computation, and communication is modeled. By analyzing
cost using their measurement, they found it is possible to save energy costs [65].
In the same year, Chen et al. had a similar idea. They built a model with a static
part and a dynamic part, and further developed an analytic tool to measure and
summarize energy consumed by different tasks [8]. Recently, some researchers
focus on establishing more advanced models. In 2018, Jawad et al. illustrated
a smart Power Management Model (PMM) to schedule power by adapting a
Nonlinear Autoregressive Network with Exogenous Inputs and Neural Network
based forecasting algorithm (NARX-NN) [26].

Models and Tools for Cloud Users. In general, cloud users are small com-
panies or startups who rent cloud services from cloud providers to operate their
businesses. There are three types of service in cloud computing: Infrastructure
as a Service (IaaS) that provides computation power and data storage, Platform
as a Service (PaaS) that provides developers platforms and Software as a Ser-
vice (SaaS) that allows users access software service by light-weight clients [40].
Besides, there are different cloud providers in the market with different pricing
models [55], such as Amazon EC2, Microsoft Azure, Google Compute Platform.
It is not trivial for cloud users to choose the optimal leasing solution from the
intricate market. Several representative papers are selected to illustrate methods
and tools to analyze TCO from the perspective of cloud users.

In 2009, Kondo et al. first found monthly cost can be decreased drastically
by deploying tasks on cloud servers instead of on Volunteer Computing (VC)
platform [28]. Later in 2011, Han introduced the concept of cloud TCO from
the perspective of cloud users. He presented a detailed analysis of TCO by com-
paring cloud service with local storage and servers [23]. Inspired by [23,28], in
2012, Martens et al. first contributed the TCO measurement for cloud users.
They summarized cost variables to be considered by cloud users when rent-
ing cloud services, and proposed cost models for IaaS, PaaS and SaaS [39]. In
2013, Martens and his team continued their research on TCO models. They
demonstrated a deployment planning strategy for cloud users and presented
more detailed cost models for IaaS, PaaS and SaaS [67].

Additionally, some researchers focused on developing tools and methods that
compare different cloud providers and estimate resources acquired by users’ ser-
vices or applications to further provide an optimal leasing plan. Liew and Su pro-
posed a tool called CouldGuide which can predict the cloud computing resources
required, and helps users select the most suitable leasing scheme from multiple
cloud service products with different pricing modes according to user policy,
such as maximizing performance or minimizing cost [34]. Aniceto et al. gave a
more detailed deployment strategy for small IT companies as cloud users. They
abstracted the resource into the number of instances, and built a statistical
model using historical data to predict the number of instances demanded at the
moment. The authors further categorized cloud products into reserved instances
and on-demand instances according to the pricing model. They finally reduced
32% cost compared with only adapting on-demand deployment by formulating
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a mixed deployment strategy [47]. In 2018, Ghule and Gopal further proposed
a comparison framework for cloud users to analyze the difference between IaaS
cloud providers by defining suggestive comparison parameters, such as reliability,
performance, serviceability [18].

2.2 Cost Optimization

In above sections, we reviewed modeling methods and tools to measure TCO. It
may be not enough for providers or users to make an optimal decision. In order
to sustain a thriving business in enterprise, it is an effective way to maximize
profit by optimizing and reducing the total cost of ownership. In cloud com-
puting, many papers studied cost optimization from different aspect. We survey
and summarize several representative papers from the aspect of task scheduling,
resource scheduling and heterogeneous computing.

Task Scheduling. As cloud providers, all users’ operation requests will be
executed in provider back end. Effectively scheduling tasks requested by users
can improve service quality, reduce system latency, and reduce costs. We select
several typical studies. They adopted different optimization methods in different
application scenarios and finally achieved certain results.

Pandey et al. optimized the general task scheduling problem in cloud com-
puting, and solved the Task-Resource Scheduling Problem by using the Particle
Swarm Optimization (PSO)-based Heuristic optimization method. They min-
imized the cost of task execution to reduce the operating costs of the TCO.
The proposed PSO method can achieve lower cost than BRS (best resource
selection) algorithm, and the PSO can converge faster than the GA (Genetic
Algorithm) [49]. Zhang et al. further considered the scheduling strategy when
tasks can be executed parallelly. They proposed the DeCloud architecture which
is responsible for scheduling users’ data requests from a centralized data storage
center. They presented Generic Searching Algorithm (GSA) and Heuris Search-
ing Algorithm (HSA) to schedule parallel and non-parallel tasks respectively.
Finally, their method is better than greedy search and random search [73].

Resource Scheduling. As a typical resource scheduling problem in cloud com-
puting, elastic computing has always been a concern of cloud providers. Over-
provisioning will lead to lower resource utilization, thus increasing cloud comput-
ing operating costs. Under-provisioning will result in unmet user requirements
and reduction of service quality. We survey two cost-related resource scheduling
studies as below.

Each research team has different focuses and directions on this issue. Wu
et al. demonstrated an optimization model to schedule resource in SaaS. They
minimized the cost by minimizing resources allocated to VMs while meeting SLA
and QoS requirements. Their proposed algorithm can reduce the cost by 50%
compared to the base algorithm, ProfminVio [70]. Mao et al. viewed VM (Virtual
Machine) as the unit of recourse, and considered several factors including the
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type of VM, the startup latency of the VM, and the deadline of the task to
construct an auto scaling schedule strategy. They performed different types of
tasks by scheduling different kinds of VMs, and finally got a lower cost compared
with using fixed VM type under the condition of satisfactory performance and
deadline [36].

Heterogeneous Computing. Companies may encounter business situations
that require a mix of local computing resources and exogenous public cloud
computing resources, which is common in hybrid clouds. Some studies have found
that it is possible to optimize the cost of reducing the amount of investment
required by the enterprise by optimally allocating the workload or task quota
for local and heterogeneous resources.

In 2010, Trummer et al. utilized the COP (Constraint optimization problem)
method to minimize the rental cost of external cloud services such that the cost of
the enterprise is minimized [63]. However, their research did not analyze the cost
of local resources. Thus, it cannot give a global optimal cost solution. Bittencourt
and Madeira proposed HCOC (Hybrid Cloud Optimized Cost) scheduling algo-
rithm. It enables computing tasks in a hybrid cloud to be dynamically assigned
to local resources (private clouds) or external sources (public clouds). Their
method can effectively improve the efficiency of task completion, and reduce
the cost compared to greedy schedule algorithm [3]. In 2015, Laatikainen et al.
focused on the optimization of the storage costs of hybrid clouds. They first for-
mulated the measurement of hybrid cloud storage costs and then analyzed the
impact of refining the reassessment interval on the cost savings attainable by
using hybrid cloud storage. Finally they obtained that shortening reassessment
interval and the acquisition of public cloud storage capacity allows the volume
variability to be reduced, yielding a reduction of the overall costs [30].

3 Overall Comparison Between Public and Private Cloud

Many cloud service providers start to deliver the entire data center as a whole
cloud computing solution to customers, such as Alibaba Cloud Apsara Stack [21],
Dell EMC [25], HPE Helion Open-Stack [11], Microsoft Azure Stack [42], which
deploys public cloud software in a smaller private cloud, providing customers
with customized, secure, low-latency private cloud services.

In the reviewed works above, most of them are related to cost modeling and
optimization methods in public or hybrid clouds while private cloud is seldomly
mentioned. In this chapter, we hope that by comparing and contrasting the
public and private cloud environment, readers can draw a better understanding
of the differences and similarities between public and private cloud, thus better
understand the total cost of owning a private cloud and possible ways that can be
attempted to optimize the cost. Table 1 gives a brief comparison of characteristic
of public and private cloud.

As shown in the table above, both public and private clouds can provide
IaaS, PaaS, and SaaS services, but they have significant differences in the other
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Table 1. Comparison of characteristics between public cloud and private cloud.

Characteristics Private cloud Public cloud

Service Type IaaS, PaaS, SaaS IaaS, PaaS, SaaS

Service Users Large Organizations General Public or Small Startups

Device Ownership Users Cloud Service Providers

Deployment Location User’s Data Center Cloud Provider’s Data Center

Quality of Service Stable Unstable

Data Security High Low

Use Cost High Low

Scalability Scale-out Only Elastic Computation

Maintenance Technician/Service Provider Public Cloud Service

Procurement High Customization Low Customization

nine areas. The users of private cloud services are large organizations, communi-
ties and enterprises, such as government departments while public cloud orients
to general public users, small companies and startups. In general, private cloud
users need to pay more in the initial stage because they need to purchase a
complete cloud computing infrastructure, while public cloud users only pay for
the rental service in on demand price. For private cloud users, high costs usually
are accompanied by stable cloud service quality and high data security. Since
the private cloud is deployed in the user’s data center, the user can have an
isolated network built within the domain of an intranet to stably run the ser-
vice. Meanwhile, data security is guaranteed because users can manage data
autonomously. In contrast, since the public cloud is deployed in the data center
of the service provider, the public cloud user needs to access the cloud service
through the public network (Internet), and the quality of service often depends
on the network quality between the user side and the public cloud data center.
Since public cloud users don’t know where their data is physically stored, there is
a hidden risk of data leakage. In terms of procurement, since private cloud users
may need to carry some personalized services, their infrastructure will also need
to be customized. Servers in the private cloud can be highly customized where
users can select the model specification according to the business requirement,
while the public cloud server has a low degree of customization. Generally public
providers purchase servers suitable for the multi-tenant technology.

3.1 The Difference from Cloud Provider’s Perspective

In this section, we will analyze the similarities and differences between public
cloud providers and private cloud providers in analyzing TCO from two aspects.

Procurement, Deployment and Maintenance. When creating a data
center strategy, it is hard for public cloud providers to predict the exact
user demands. So they need to adopt high-performance computing servers,
implement scalable storage and networks to meet the increasing demand for
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compute-intensive, storage-intensive, or IO bandwidth-intensive workloads. Pri-
vate clouds, on the other hand, can get their customer requirements directly from
their customers so the demands are more predictable than public clouds. How-
ever, to better meet each customer’s business objects, each private cloud data
center has to be customized in a certain level. This customization leads to huge
personnel costs for private cloud providers. Furthermore, public cloud is deployed
in carefully chosen sites that can be managed and continuously improved by
providers, whereas the private cloud is deployed on customers’ sites. In order
to maintain the quality of service (QoS) and meet the Service Level Agreement
(SLA), both public and private cloud service providers need to provide sufficient
support on hardware maintenance, disaster recovery or the ability of service
scale-in/scale-out, etc. On-site supports are offered by private cloud providers,
which also increases the cost of owning a cloud data center for cloud provider’s
aspect. Therefore, a more flexible planning tools and automated deployment and
maintenance tools are crucial for private cloud providers to lower their TCO,
compared to public cloud providers.

Resource Scheduling. Public cloud service providers have realized resource
pooling and on-demand cloud instances by leveraging virtualization, multi-
tenant and elastic computing technology. By optimizing the resource scheduling
algorithms, resource utilization is evidently increased. Equipment idle time and
equipment operating costs can be reduced. Virtualization technology is also the
fundamental in private clouds. Recently, many companies use light-weighted vir-
tual machine, dockers, as the container to carry their applications [2]. Private
cloud providers still need to develop resource scheduling strategies to optimally
allocate resources to each docker carrying user business applications. The effec-
tiveness of the resource scheduling strategy becomes even more crucial for private
cloud since any waste of resource will reflect directly on the customer bill.

3.2 The Similarities and Differences from Cloud User’s Perspective

As summarized in Table 1, there is a significant difference between public cloud
users and private cloud users in nature. Generally, public cloud users are general
public, small companies, and startups, and they usually cannot build a data
center of its own due to the lack of funds. The public cloud’s pay-as-you-go
mode can meet the user’s demand for resource on-demand, so that such users
can quickly deploy their own business. In contrast, most of private cloud users are
governments, large and medium-sized enterprises and communities. They have
higher requirements for network service quality and data security, and initially
have sufficient funds to purchase data centers. Compared with public cloud users,
the cost spent by private cloud users in a short period of time would be much
greater than that of public cloud users by nature. According to some studies,
in the case of Amazon, if users need to operate their business for more than 18
months, the invested cost of public cloud users may be equal to or more than
that of private cloud users [10].
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Use and Maintenance. Both public cloud users and private cloud users need
to develop their own commercial applications on the top of infrastructure using
IaaS. The cost of application development depends on the technology stack and
technology architecture used by the users. Some PaaS cloud services enable users
to quickly complete application development or allows users to adapt the out-
sourcing API interface to complete product release. Thus, the development costs
can be further reduced. For example, Google App Engine [20] can help users
quickly establish a web application development; Cloud Healthcare API [19] can
provide an intelligent healthcare interface that enables users to complete the
development related to smart healthcare. On the SaaS side, public cloud users
can use the software on the cloud to complete business tasks directly, such as
Dropbox [12] to complete the task of cloud storage. PaaS and SaaS private cloud
users may need to work harder if they choose to develop their own PaaS and
SaaS applications for security reasons.

From the perspective of operation and maintenance, public cloud users
need to have certain operation and maintenance knowledge of servers and net-
works. For private cloud users, there are usually professionals from private cloud
providers side to sustain the basic operation and maintenance, which greatly
reduces the cost of learning and training professionals.

Security and Network Reliability. Security and confidentiality are long-
term issues in the public cloud [60]. Since public cloud users’ data is stored in
remote data centers, users may have concerns about confidentiality of data. If the
data center crashes, users will also face data loss issues. Although public cloud
multi-tenant technology increases the utilization of hardware resources through
virtualization technology, multi-tenant environments may lead to potential data
leakage caused by side-channel attacks [53]. The public cloud’s latency may also
affect the user’s profit, if the user’s business is latency sensitive [68]. Compared to
the public cloud, private cloud users can manage and back up data autonomously
because the infrastructure of the private cloud is completely owned by users.
Since the network is relatively independent and the network traffic does not go
through the public network, the delay will be much lower. Therefore, the risk of
private cloud users in terms of security, network reliability and latency will be
much lower than that of public cloud users.

Cloud Evaluation. For public cloud users and private cloud users, due to
different charging standards of different providers, the choice of cloud service
providers directly affects the cost of their investment. For public cloud users,
there are some tools to help them choose the service provider and rental solution
that best suits their requirements, such as [18,32,34]. However, there are no
tools to provide users with a comparison of private cloud providers. This is
not a trivial problem because private cloud users need to compare private cloud
service offerings in terms of investment costs, business value benefits, security and
stability, and IT cost savings. On the other hand, cloud users need to estimate
the amount of computing and storage resources consumed by their own business
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before adopting cloud computing solutions. Public cloud and private cloud users
can control their costs by evaluating and predicting the resource requirements.
Rodrigo N. Calheiros et al. proposed EMUSIM that can help users evaluate and
predict the resources that will be consumed by their own business after migrate
to cloud [6].

4 Conclusion

Nowadays, cloud computing is widely adopted for personal or organization use.
How to help users and providers better understand their costs of owning a cloud
service, so they can further optimize their usage or ways to build the service
to lower the overall TCO has become the next question. Many have provided
breakdowns of TCO calculation for public cloud, but few has discussed how TCO
is different for the private cloud. In this work, by discussing the similarities and
differences between public and private clouds in terms of server procurement
and deployment, software, operations and maintenance and resource allocation
algorithms, we hope to shade a light on the unique points that people can look
at for TCO optimization of private clouds.
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Abstract. The power information network is becomingmore andmore important
in the safe and efficient production operation of the mine power system. Mean-
while, the power information network may be subject to security risks, such as
malicious virus attacks, which poses challenges to mine safety production. Based
on the complex network theory, this paper proposes a complex network model of
the power information network. Aiming at the possible attack risk of the power
information network, the SIR epidemic model is used to analyze and research on
the evolution process of the power information network risk. On this basis, two
immunization strategies are proposed to suppress the continuous propagation of
power information network security risks. The immunization process of the power
information network is simulated to verify the significance of the immunization
strategy in the process of power information network security risk transmission.

Keywords: Mine power information network · Complex network · Risk
propagation · Infectious disease model · Immune strategy

1 Introduction

As a special information communication network of the power system, the power infor-
mation network takes responsibility to the power system production and management,
as well as plays an important role in the safe and stable operation of the power system
[1]. With the development of smart grid, the application of power information network
is more and more widely used in mine power production operation. The power informa-
tion network system for smart mines is a comprehensive information platform, which is
proposed to meet the demand of data exchange and informatization. The construction
and implementation of the system is able to solve the problem of data sharing and inte-
gration between the application systems of the mine power grid and at the same time
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provide global graphics, global data permissions and data exchange services. Therefore,
the information islands problem is solved for many application systems within the mine
power grid. Various data resources are able to be interconnected among application
systems promoting the informatization of mine power grids.

However, in the process of production operation, the safety margin of the power
information network is also continuously reduced, and the power information network
has potential hiddendangers. If effective prevention and control strategies are not adopted
during the risk contagion, it is easy to cause the local failure at the beginning. Even it
develops into an avalanche-like cascading failure, which causes the network to collapse
and seriously affects the safe production operation of the power system. This poses a
challenge to the constructionof a safe and reliable power informationnetwork.Therefore,
issues of security risks of the power information network should be paid attention to.

From some early analysis of power information network security risk propagation
process, the power information network is a typical complex network. The analysis
method of complex network added to the analysis process has the better revelation of
the overall dynamic propagation behavior process of the information network system. In
1999, Barabási and Albert constructed a complex network model of scale-free networks
[2], whose scale-free feature widely existing in various real networks is a typical feature
of complex networks. Similarly, the research [3] shows that the power dispatch commu-
nication data network is also a scale-free network. Based on the above theory, literature
[4] studied the influence of power information network on power system network. As
well as the cascading failure propagation process of power information network is ana-
lyzed based on the complex network model of scale-free network. The above analysis
of the communication of security risks in the information and communication network
does not take into account the source and form of the risk nor the propagation law of
the risk. Literature [5] did research on the hidden dangers of the power information
network originated from malicious attacks, such as hackers, computer viruses, Trojan
horses, etc. Therefore, the security protection against these malicious attacks is needed.
Literatures [6] studied the spreading of computer viruses in communication networks.
Authors found that the spreading of computer viruses and biological viruses are similar,
proposed a computer virus SIR infectious disease model. However, the two literatures
above analyze the communication networkwithout considering combination of the com-
plex network theory. The topology of the communication network itself is also not taken
into account in the process of virus propagation. In addition, the electric power informa-
tion network has a complex network structurewithout scale characteristics. The intrusion
and spreading of viruses in the network are also random and accidental. These charac-
teristics have an impact on the risk propagation process. However, research of these
aspects is not considered in the above literatures. The index of the network reliability,
vulnerability and other indicators are the evaluation method of network system security
[7]. For the power information network, in order to effectively resist various malicious
attacks and ensure the safe and stable operation of the power system, it is necessary to
screen out the relatively vulnerable position of the power information network. However,
these problems are not quite well presented only depending on the reliability analysis
of the network. Therefore, it is necessary to take corresponding measures to conduct
vulnerability analysis on the power information network. Literature [8] pointed out that
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node importance measurement is of great significance for studying the vulnerability
of complex networks. Literature [9] and literature [8] proposed corresponding evalua-
tion methods of node importance of complex networks, which provided new ideas for
vulnerability analysis and further immune optimization of complex networks.

This paper analyzes the topology of this particular complex network of power infor-
mation network. As well as combined with the propagation characteristics of risk, the
authors study the SIR model of power information network risk propagation and the
optimized immune strategy of power information network. In the end, the simulation is
constructed and analyzed.

2 The Foundation of Complex Network Model of Electric Power
Information Network

The power information network can be regarded as a complex network which is com-
posed of nodes and lines. A complex network model is established by abstractly sim-
plifying an actual power information network. Therefore, it is easy to analyze the
topology structure and risk propagation process of the power information network. At
present, complex networks are used to evaluate several basic statistical attributes of their
characteristics, including degree, clustering coefficient and shortest path.

(1) The degree of the node. In the network, the degree refers to the number of nodes
which are directly connected to the node i. The value of degree is represented by
ki. The average degree is the average value of all nodes in the complex network,
the value of <k>, shown as,

〈k〉 = 1

N

∑N

i=1
ki (1)

(2) Degrees distribution. The degree distribution refers to the number of nodes with a
degree value of k accounts for the proportion of the total number of nodes in the
entire complex network, defined as Pi(k).

(3) The shortest path length. There are usually multiple paths between any two nodes
i, j in a complex network. The path with the fewest number of connected edges is
defined as the shortest path length, which is denoted by dij. The average value of
all the shortest path lengths is the average shortest path length L of this complex
network, shown as,

L = 1

N (N − 1)

∑n

ij
dij (2)

(4) Clustering coefficient C. The clustering coefficient C of complex networks is an
important parameter evaluating the aggregation degree of nodes in complex net-
works. The size of the clustering coefficient indicates the degree of small grouping
within the network. The aggregation coefficient of the entire network is:
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C = 1

N

∑N

i=1
Ci (3)

3 Research on the Spatiotemporal Evolution of Security Risks
in Electric Power Information

After the nodes of the power information network are randomly invaded by malicious
viruses, the risk propagation process of the entire network is usually propagated from
a single attacked failure node to its neighbors. Therefore, the neighboring nodes may
also have failure. The risk further spreads to its neighboring nodes and gradually spreads
to more nodes. If effective preventive measures are not adopted in time, this spreading
trend is possible to be very serious. As a result, most nodes have failure due to malicious
attacks in the end. Even the entire power information network is systemic collapsed.
Since the power network depends on the control of the power information network,
there may be a large-scale power outage in the end.

After being maliciously attacked, the nodes of the power information network can
return to normal by manually repairing. This scenario is similar to the SIR model in
infectious disease theory. Therefore, the SIR model can be used for analogy and fitting
when establishing the risk propagation model of the power information network. The
SIR model can be used to describe the transmission process, that is, the infected person
has immunity after returning to health. Authors study the power information network
with a total of N nodes. During the propagation process, N keeps constant. After a node
is attacked, it will not be delayed for a long time regardless of a failure or continuing
spreading to other nodes, which is similar to the incubation period of infectious diseases.
In this case, the nodes of the power information network can be divided into three
categories: S-type nodes, I-type nodes and R-type nodes. S-type nodes, which have not
been infected, represent susceptible nodes in the power information network. Type I
nodes represent nodes that have been infected in the power information network. The
risk can continue to spread to other type S nodes from type I nodes. R-type nodes indicate
repaired nodes. These nodes have immunity andwill not continue to be infected by I-type
nodes for a certain period of time. At time t in the propagation process, S(t) is defined
as the proportion of S-type nodes to the total number of nodes N. Similarly I(t) and
R(t) have the same definition. β represents the probability of infected S-type nodes. γ

represents the probability that the type I node returns to normal. The differential equation
is:

⎧
⎪⎨

⎪⎩

dS(t)
dt = −βS(t)I(t)

dI(t)
dt = βS(t)I(t) − γR(t)

dR(t)
dt = γ I(t)

(4)

The spatio-temporal evolution of risk transmission is analyzed in the complex net-
work of electric power information network by using the SIR infectious disease model.
This is certain to obtain the whole process of the network from infection to gradual cure.
Figure 1 shows the change process with the time of the proportion of three nodes in the
network.
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Fig. 1. Three kinds of nodes change curve with time

4 Research on Optimization of Immune Strategy for Power
Information Network

For the spread of infectious diseases, the cost-effectiveness of pre-vaccination is much
higher than that of post-treatment. There is a similar principle for the risk propagation
of the power information network. That is to say, the nodes are selected for pre-immune
strengthening, which can greatly reduce the repair cost after the failure of the power
information network. Literature [10] mentioned this pre-immunization strategy. If it is
an infectious disease of people in the society, the process of vaccination will be affected
by the individual’s subjective willingness. What should be noticed is that individuals
may not be vaccinated in time, even people refuse to vaccinate. So it is not convenient to
apply simply the infectious disease immunitymodel.However, there is no such a complex
problem in the power information network. Each node does not have the same subjective
willingness as the general population. This ideal objective scenario is convenient for us
to apply infectious disease immunity strategies to the power information network.

With the above theoretical conditions, the specific infectious disease immunization
strategies are considered. At present, there are three effective immunization strategies:
random immunization, acquaintance immunization and targeted immunization.

Random immunization randomly selects some nodes from the network nodes for
immunization. There is no additional condition for this kind of immunization. First,
acquaintance immunization randomly selects a proportion of nodes from a complex net-
work with a total number of N nodes, and then neighbor nodes are randomly selected
from each selecting node to be immunized. Targeted immunization is specific to spe-
cific complex network structures. Some nodes play an important role in the transmission
process of infectious diseases. If nodes are infected, the intensity of the infectious dis-
ease will eventually be stronger. While eventually the spread intensity will be relatively
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weaker if they are not infected. This scenario inspires us to identify these important nodes
according to the relevant indicators of the nodes. This is the idea of targeted immunity.

Literature [11] pointed out that, in contrast, targeted immunity is a good idea provided
that we have mastered the index information of each node of the network. In this paper,
the information acquired of the relevant power information network are qualified to
use the targeted immune method. Literature [10] presented that these important nodes
can be better identified by selecting the node degree as an index. Literature [8] further
introduces the topological coincidence degree of neighbor nodes, which are integrated
with the node degree to better identify these important nodes.

This paper comprehensively considers the node importance evaluation algorithm in
terms of the node degree and the neighboring node’s topological coincidence degree.
The specific algorithm is as follows:

It is generally acknowledged that the larger the node degree, the more important the
node is in the network [12]. However, the importance of a node in a complex network not
only depends on the degree of the node, but also depends on the degree of dependence
of the neighbor node on the node. What is called neighbor node refers to the low-order
neighbor node within two hops. If there is no other connection between the two nodes b
and c which are connected to the node a, the information can only be transmitted through
the node a. On the condition that the node a fails, the information cannot be transmitted.
If there is a common neighbor node d between b and c with the exception of the node a,
the central position of the node a weakens, and the robustness of the system increases.

Through the above discussion, the similarity of the node domain can be defined. The
higher the similarity of the node domain, the lower the dependence of the entire complex
network on the node is. This means that the importance of the node is relatively low.
The similarity is defined as sim(b, c). If there is no connection between nodes b and c,
it is the equivalent of the result of the first formula. If there is a connection, then it is
equal to the second result, which is the value 1. The formula is as follows:

sim(b, c) =
{ |n(b)∩n(c)|

|n(b)∪n(c)|
1

(5)

A node importance evaluation index LLS(i) based on domain similarity is proposed
by combining the degree of the node. The formula is as follows:

LLS(i) =
∑

b,c∈n(i) (1 − sim(b, c)) (6)

n(i) represents the neighbor nodeof the node i. TheLLS index comprehensively considers
the similarity between the degree of the node and the neighbor node. The larger the LLS
value, the more important the node is.

The above are the two power information network immunization strategies. The
algorithm flow chart of the two strategies is as follows (Fig. 2):
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Fig. 2. Comparison of two immunization strategies

5 Analysis of Examples of Electric Power Information Network

Based on the above model and immune strategy, 54-node power information network
[13] and 26-node power information network [1] were used for simulation verification
separately.

First, the first algorithm of the target immune strategy is applied to the power infor-
mation network. Degrees are regarded as indicators, the nodes are arranged in order of
degree. As well as the degree of each node is obtained. So that the first five nodes from
largest to smallest are selected to be immunized (Figs. 3 and 4).

Then the second algorithm is applied to the 54-node power information network.
That is to say, the second algorithm is a node importance evaluation algorithm that com-
prehensively considers the degree of overlap between the node degree and the neighbor
node topology. The LLS(i) value of each node is calculated. And the largest five Nodes
are to be selected to be immunized.

The non-immunized model and the model after these two immunizations are com-
pared and simulated. The comparison results are shown in the figure (Figs. 5 and
6):

In the figure, the number of initial infected nodes will gradually increase. With
optimization of the two immunization strategies, the number of infected nodes is at a
lower level and no longer growing. Therefore, the infection process is controlled. The
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Fig. 3. 54 node degree distribution diagram

Fig. 4. 26 node degree distribution diagram

total number of infected nodes is effectively reduced by both strategies. An immune
strategy that comprehensively considers the degree of node and topological overlapping
degree of the neighbor node is better than the target immune strategy, which validates
the previous theoretical ideas.



422 C. Ma et al.

Fig. 5. 54 node network infection node number change diagram

Fig. 6. 26 node network infection node number change diagram

6 Conclusion

Based on the complex network theory, the SIR epidemic model is adopted to analyze and
study the evolution process of power information network risk in this paper. The target
immune strategy and the immune strategy are used, which comprehensively considers
the degree of overlap between the node degree and the neighbor node topology. The
power information network immune process is simulated to verify the effectiveness of
these two immune strategies in the power information network security risk propagation
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process. When the most important nodes are identified more accurately for immune
protection, the scale of infection can be further reduced.
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Abstract. Nowadays, Taiwan has been moving closer to aging society. An
increasing number of elderly needs related medical equipment to assist their
lives, such as medicine boxes and walking aids. Many aging people suffer from
chronic diseases and they take pills and nutritional products. However, the elderly
sometimes forgets to take medicines, such as hypertension medicines and other
medicines since their memory degradation. If older person forgets to take pills,
it may cause consequence diseases such as stroke. In addition, it is important
for patients with chronic diseases to follow doctor’s orders. However, there are
too many elderly people with “medication adherence”, this research uses a smart
phone with a smart pill box to supervise and remind the elderly to take medicine.
Considering that most of the users are elderly people who are not familiar with
the operation process of the mobile APP in the smart phone, a novel real-time
transmission of electronic drug orders was developed in the system. It supports
a simple and useful user interface for elderly. In the proposed system, the doctor
completed the diagnosis and sent the electronic drug list from Near-field com-
munication (NFC) to the APP of the elderly through the doctor’s mobile phone
APP at first. Then, the information such as setting the medication time and the
number of days to return to the doctor are set. When it is time to take the medicine
for elderly, the mobile phone APP starts the alarm to remind the user to take the
medicine. In the proposed smart pillbox, we use the Arduino UNO development
board to design, control, and add a time RTC clock module on the board to control
the time. When it is time to take medicine, the servo motor will open/close the
pillbox’s medicine port.

Keywords: Internet of Things · Smart pillbox · Technology assistant tool ·
Near-field communication (NFC)

1 Introduction

With the advent of an aging society, many problems have been entrained. According to
the research and analysis of the prevalence of multiple chronic patients, the prevalence
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of chronic conditions among the elderly (the population over 65 years old) is 73.39%,
and the prevalence of multiple chronic conditions 62.63%. In other words, the average
elderly person suffers from one or more chronic diseases. Therefore, to compliance with
medical order is particularly important for patients with chronic diseases. This article
mainly develops amulti-functional smart pills box based on a smart phone. Since Taiwan
has become an aging society, many elders need to take chronic disease drugs. Due to the
different time and number of drugs, the elders may be confusing or forgetting to take
medicine. In the proposed smart pill box system, it is mainly used to remind the elderly
to take medicine and record the time of medication.

The main functions include: 1. To remind the elderly to use medicine. 2. To send
the doctor’s electronic medicine list to the smart mobile device APP for the elderly. 3.
To supervise the medication for the elderly. In this paper, designing the alarm function
of the mobile APP reminds the elderly to take medicine on time since they sometimes
forget to take the medicine. In addition, the elderly people are not suitable for operating
mobile device applications. This paper uses NFC technology to transfer the medicine
information to the elderly mobile devices. The elderly people do not need to perform
related APP operations. It reminds the elderly people to takemedicine. The smart pillbox
will automatically open the medicine intake port when the medicine is taken. When the
medicine intake port is not closed, it will automatically record that the elderly person
does not take medicine. The APP device proposed in this article will automatically
calculate the time to reclaim the medicine, reminding the elderly to remember to take
the medicine. This article considers the power consumption of the smart pillbox. The
relevant calculations are mainly based on mobile devices to avoid that the pillbox is
disable since the power problems.

We use the Arduino UNO development board as the control of the smart pillbox
and network transmission communication. In the proposed smart pillbox, we use the
micro switch and the servo control to control it to open, and use Bluetooth technology
in the communication part [10] and NFC [9] for transmission, using Bluetooth and
NFC technology for communication transmission can reduce the power consumption of
the transmission. In addition, this paper also designs a mobile device APP to facilitate
the connection with the smart pillbox and design the APP interface for doctors. It is
used to facilitate the transmission of electronic drug orders with the elderly. The system
architecture proposed in this paper has been implemented.

2 Related Works

In [1], remote medical treatment is mainly carried out through the concept of the Internet
of Things. It is assumed that each medicine has an RFID tag. The elder wears a wearable
device to detect physiological information. The doctor can review the health of the elders
through the physiological information. Elders can sense what kind of medicine they take
through wearable devices. This plan mainly uses the concept of Internet of Things to
capture the physiological information of elders.

In the literature [2, 3, 5], the main function of the smart pill box is to remind people
to take the medication. The elderly will be reminded to take the medicine since they
do not take the medication. However, the elderly’s physiological information is not
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recorded and analysis, so that the doctor cannot understand the adaptation of the elderly
to medication.

In [4], physiological information is mainly retrieved through a wearable device. If
the physiological information is collected and then analyzed effectively, it will be great
help to the use of chronic diseases or acute drugs. It also uses physiological information
analysis to understand the elders ’physical condition after taking medication.

In [6], the main purpose is to detect the aching state of the body through the wear-
able device. The long-term detection of physiological information through the wearable
device can effectively make the doctor easier to grasp the disease.

In literature [7] mainly provides the concept of intelligent medical care. Patients with
wearable devices can monitor physiological information for a long time, which allows
doctors to diagnose the condition more accurately. Doctors can also conduct remote
medical consultations to reduce medical costs. Because wearable devices belong to Low
power consumption devices can increase the life span of power.

In the literature [8], it mainly evaluates the needs of the elderly for smart kits. In the
research results, it is found that the elderly has a positive preference for technological
assistance, but the ability to use technology products is low. When using a pill box, it is
necessary to consider the interface operated by the elderly.

3 Proposed Methods

3.1 The System Architecture

There are three functions in the proposal system:

(1) Medication reminder: After the seniors are treated, the doctor will set the medica-
tion time through the mobile device APP and set the consultation time. When the
medication time expires, the smart pillbox will automatically open and the mobile
device will remind the medication to be used. If it has not been turned off and
the time for taking the medicine is exceeded, the alarm signal will be sent to the
smartphone, and the smartphone will record that the pill has not been taken.

(2) Medication time setting: There will be a doctor’s order when the elderly goes to
the doctor. It can be setting on the smart pillbox APP. Consider that most elderly
people are not familiar with the operation process ofAPP, the real-time transmission
of electronic medicine slips are designed in the proposed system. Therefore, the
elderly just goes home and put the medicine into the medicine box according to the
daily points without setting and operating the APP, as shown in Fig. 1.

(3) Supervise medication status: This article will record the medication status of the
elderly and will remind the elderly to re-take the medicine.

3.2 The Development for Doctors

In this article, the function of the doctor-side APP is mainly to record patient data,
transmit the time of taking medicine and the number of days of taking medicine. In the
proposed smart pillbox system, it uses the NFC to transmit the data and the database to
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Fig. 1. Doctor’s order

record the retrieved data. It will display the personal information section of the elderly
and display the name of the medicine used by the elderly and the number of days the
medicine is used. In addition, the time for the elderly to use the medicine can also be
set. The doctor-side APP will use NFC to send relevant information to the database of
the elderly app and delete the information of the last medication to facilitate the use of
database space. In addition, the doctor-side APP will also set the reminder time of the
elderly app. This function is to reduce the incompatibility of the elderly in operating IT.

3.3 The Mobile Application Development for Elderly

The designed APP includes the following functions: It displays the current time and sets
alarm to remind the elders to take medication. It reminds elders before they should go
to the doctor. It records the situation of the pillbox using Bluetooth and the time to take
the medication by NFC. In addition, they can also close the pill box through the APP
and set the time of the last medication. In the proposed system, most settings have been
completed by the doctor’s APP through NFC. Therefore, the APP interface for the elders
do not require additional settings, reducing the complexity of the elderly operating the
APP.
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4 The Implementation Result

This article implements the smart pillbox and the APP program for doctors and seniors.
App inventor 2 is used in the APP development software, and the Arduino development
is used in the hardware part. Table 1 shows the hardware and software devices developed
in this system. Figure 1 and Fig. 2 are the experimental result.

Table 1. The component of software and hardware.

Hardware

1. Arduino UNO R3
2. Servo Motor
3. RTC clock module
4. Bluetooth module
Component:
1. Resistance
2. Microswitch

Software

1. Development of the Arduino with C
2. App Inventor

Fig. 2. Implementation result

5 Conclusion

With the convenience of a smart phone, the proposed smart pillbox system can easily set
the time for taking medication. When the time is up, the smart phone will automatically
remind, and the pillbox can only be opened. The proposed smart pillbox can improve the
problem that the senior patients often forget the plight of taking medicine and taking the
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wrong medicine. The system can be further improved by increasing sensor modules to
retrieve the physiological status of the elderly. In addition, elderly people’s families can
also know about the elderly’s physical condition and medication status through remote
programs. We will also further consider power management and operability to make the
system more complete in the future.
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Abstract. Many countries are moving towards an aging society. Many elderly
people live alone, and they need to take themselves. The purpose of this article
is to increase the safety when elderly people ride on a scooter alone. When an
accident occurs, their family can clearly know the location of the accident and can
record the entire accident process. This paper uses the IFTTT (If This Then That)
system.When the accident occurs, IFTTT is used to send the location to the family
LINE. The family can know the location of the elderly through remotely monitor
the real-time behavior of the monitored person. Therefore, they can immediately
understand the situation when the accident occurs. In addition, they can also know
whether the elderly is riding the scooter through the pressure sensor. It can transmit
GPS location immediately and start the camera to record.

Keywords: IoT · Aging society · Elderly

1 Introduction

With the rapid growth of the elderly population, today’s long-term care needs, family
care responsibilities are becoming increasingly heavy. In order to build a long-term
care system that meets the needs of the elderly and people with physical and mental
disabilities. The current changes in theworld’s population structure alongwith the advent
of an aging society have brought many problems. Many elderly people use wheelchair
while go out alone since the disease and degradation. Accidents are prone to happen
for elderly’s inconvenient activities and their relatives unable to know that. It easily
causes regrets. Many elder people use a scooter as their mobility equipment since they
are inconvenient to walk. However, the scooter does not have any warning devices or
driving recorders. More sensors and instant messaging are required. In this paper, we
use the IFTTT system (If This Then That). When an accident occurs, IFTTT is used to
send the location to the relatives’ LINE application. The relatives can know the location
of the elderly through the line, and remotely monitor the real-time behavior of the
monitored person when the accident occurs. They can immediately realize the situation.
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The also knowwhether the elderly are riding a scooter by using the pressure sensor in the
proposed system. The proposed system can effectively determine whether the scooter
has an accident and send the GPS position and start the camera to record immediately.

2 Related Works

Through the new concept of smart health care, this article discusses how to combine
smart health care with mobile health. The literature [1] designed mobile medical system
to monitor the patient’s medication, and whether to use the medicine according to the
doctor’s order to avoid the patient’s wrong medication. In the literature [2] is design
a smart city to arrange many sensor devices in the city. The main goal is to make
the city more intelligent, such as: smart grid, smart vehicles, etc., to effectively use
public resources. In the literature [3–5], function of the smart pill box is to remind the
medication if there is nomedication, the elderlywill be reminded to take themedicine, but
the elderly’s physiological information and physiological information analysis are not
recorded, so that the doctor cannot understand the elderly adaptability of medication.
In the literature [6], remote medical treatment carried out through the concept of the
Internet of Things. It is assumed that each medicine has an RFID tag, and the elder is
wearing a wearable device to detect physiological information. The elders can sense
which medicine to take through the wearable device. This project uses the concept of
Internet of Things to capture the elders’ physiological information. This article proposes
that the multifunctional elderly scooter assist system uses the Internet of Things as the
basis for various accident sensing and send a message to notify the location of the car
accident in real time. When the accident occurs, the camera will be activated to shoot.
Whether the rider is riding on a scooter, this article carries out practical development
and actual testing proves that the method of this article is feasible.

3 The Proposed Scheme

3.1 Riding Situation Determination

The proposed system’s flow chart shows in the Fig. 1. Detecting whether the elderly is
riding on the electric scooter is the first process in the proposed system. Next, it retrieves
the data of the pressure sensor around the vehicle. If the data indicate that is under
pressure and the elderly is also sitting on the scooter. It means that the accident impact
is slight. If the elderly is not on the scooter and the pressure the value of the sensor is
large, indicating that the impact force is large.

3.2 Activate the Monitor Device

In order to be able to monitor the impact of the scooter in real time, the system immedi-
ately activates the relevant photographic equipment after the sensor detects it as shown
in Fig. 2. At the same time, the system will also perform GPS position detection when
the system performs photo recording and GPS position detection.

The relevant information will be sent to the Line of friends and relatives. When the
elderly is in good condition, he can press a button to send amessage by himself to inform
his relatives and friends.
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Fig. 1. Flowchart of the system

Fig. 2. Flow chart of start monitor device

4 Experiment Result

The experimental results of this paper are shown in Figs. 3, 4 and 5. Figure 3 is the actual
experimental development version implemented in this paper. The development version
is equipped with sensors andWi-Fi communication. Figure 4 is the real-time image after
collision and Fig. 5 is the instant communication transmission. The current position of
elderly people can be known from the experimental results. The method proposed in this
paper is feasible and can also be practically applied to scooters.
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Fig. 3. Experimental development version

Fig. 4. Real-time image
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Fig. 5. Instant messaging

5 Conclusion

This system can be located at the location of the accident. Due to the relationship between
technology and capability, currently only the collision location can be sent during a
collision, and the image processing ability is poor, so the image will be delayed; In the
future, we hope that the map can be opened when the electric vehicle moves. It shows
the location of the monitored person and the route they walked, so that the monitor can
be seen briefly. The proposed system in this paper can be applied to the elderly scooter.
It can effectively propose driving safety, and the experimental results can know that the
method proposed in this article is feasible.
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Abstract. The integration of information technology and medical techniques
could benefit expanding the time and location for medical services as well as
provide better medical quality that it has become a trend in medical domain. For
this reason, this study proposes to develop an integrated healthcare information
system. Furthermore, based on user privacy and system information security, the
key in a smart national health insurance card or a patient’s fingerprint together
with a doctor’s group signature and public key are utilized for retrieving elec-
tronicmedical records from the system so as to protect the confidential information
in the system and guarantee patients’ privacy. This system covers other relevant
functions of medical record mobility, data link, information security protection,
and drug conflict avoidance. In the integrated healthcare information system, a
patient’s privacy could be protected through hiding. The retrieval location of med-
ical records is always the same that doctors from different hospitals could access
to the medical records through authorization. When dealing with an urgent case,
the real-time medical record retrieval could effectively enhance the recovery rate.
The information in the system procedure broadly covers diagnoses of patients,
insurance claims, and drug collection in order to prevent doctors from prescribing
wrongmedicine, avoid the troublesome of insurance claim application, and reduce
patients’ problem about collecting receipts.

Keywords: Healthcare information system · Group signature · Electronic
medical records · Privacy · Protection

1 Introduction

For several years of network development, the application has become complicated and
the relevant technology is getting diversified. Digitalization in daily life has become a
major trend in modern technology development. Common e-commerce, e-medical treat-
ment, e-banking, g-government, and online community application are the applications
of network.
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Relative to medical application, the meaning of information technology lies in
expanding the clinical facilitating function of medical information. The technology cov-
ers health insurance IC card device, digital certificate and signature, electronic medical
records, and electronic prescriptions [1, 5]. The introduction of information technology
to medical systems presents obvious performance on medical management. However,
the development and maintenance costs for medical information systems is large that it
is simply tried in large medical centers, e.g. National Taiwan University Hospital, Vet-
erans General Hospital, and Chang Guang Medical Foundation, in the beginning of the
development. Besides, it is merely one-way information feed-in, rather than interactive
information feedback, such as assisting medical personnel in teaching, inquiry, aid, and
alert with built-in professional medical knowledge. After the practice of national health
insurance in 1995, novel and mature system development technology has been emerg-
ing to cope with frequently changing health insurance payment reporting and acceler-
ate the application of medical information to small and medium medical institutions.
With the application of new technology, the development of programs becomes faster,
more flexible, and more easily maintained. After the provision with direct operation and
application for doctors, medical information systems are developed the comprehensive
function to avoid the delivery of manual document, acquire real-time revision of users’
feed-in information, maintain the timeliness of information in database, and get rid of the
time difference in information update in traditional batch processing. It therefore could
reduce and even avoid possible human errors of nurses, pharmacists, and technicians.
An information system is also an inevitable infrastructure in medical management for
the improvement of medical quality.

Research on the data structure of health insurance IC cards and digital certifi-
cates, electronic medical records, and the data format of electronic prescriptions is
mature. However, the integration of cross-medical institution electronic medical record
format, cross-department secure patient record information exchange agreement [2],
telemedicine, and caregiver authenticationmechanisms still require improvement. These
are research on cross-medical institution electronic medical record format exchange
agreement and medical information system transfer format.

The reinforcement and integration of medical information systems could assist in
the promotion of medical quality and efficiency, where the integration of function and
technology is the key to implement medical informatization.

First, reinforce the function of health insurance IC cards and the compatibility with
integrated medical information systems. The generally used health insurance IC cards
are wafer cards with small memory capacity, bad computing function, and not being able
to support digital signature or encryption/decryption requirements in actual applications
that it is not convenient for the verification and acquisition of electronic medical records,
prescriptions, and examination forms. The selection of the saving medium of a health
insurance IC card and the wafer material, e.g. ROM, RAM, or EPROM, should be care-
fully considered and matched the system according to the characteristics. Furthermore,
the built-in data could be graded according to the importance of data or segmented the
necessity according to emergency use. The reading and security mechanism of built-in
data should be well planned and designed in advance.
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Second, establish electronic prescription system with complete functions and the
integration with medical information systems. As the rapid development of electronic
medical records, prescriptions are inclining to electronic [3]. In terms of current medical
systems and health insurance systems, the assistance of digital signature allows phar-
macies and patients verifying the correctness, integrity, and non-repudiation of elec-
tronic prescriptions; meanwhile, pharmacies could complete the health insurance pay-
ment reporting through online verification mechanisms. It could enhance the integrity
of medical information networks and is worth of development in the future.

Third, protect patients’ and doctors’ privacy. Confidentiality in medical practice is
the basic element to establish good doctor-patient relationship. Patients have the right
to request the confidentiality of personal medical information and doctors have the
obligation to respect patients’ medical privacy. In the essence of law, privacy is a limited
right which is passively restricted to balancing the conflict among public health benefits,
third party benefits, and personal privacy benefits [4]. Moreover, under current medical
system with referral, consultation, and health insurance IC cards, medical division and
medical teams are the trend aswell as themajor challenge tomaintain patients’ privacy. In
this case, authorized access of patients’ medical records could implement the protection
of both doctors’ and patients’ privacy.

An integrated medical information system should be a secure, convenient, and
complete system with following characteristics.

1.1 Portability of Recent Medical Records

A patient’s recent medical records are logged in the health insurance IC card. With
authentication, a doctor could read the patients’ medical information in other medical
institutions and rapidly access the patient’s medical history to promptly make correct
diagnoses. It would enhance doctors’ diagnosis correctness and efficiency.

1.2 Medicine Collection Function

The function stresses on the convenience for patients collecting medicine. An agent’s
identity and authentication information are integrated with the medical information sys-
tem and registered in the patient’s health insurance IC card. When the patient is not able
or busy to collect medicine by himself/herself, especially the one with physical &mental
disabilities or with difficulty in moving, could entrust a legal agent, through authority
mechanism, to collect medicine.

1.3 Linkability and Privacy Protection

In the digital medical system, patients’ and doctors’medical privacy is extremely empha-
sized. In the beginning of the system development, the following points should be
drawn.

Anonymity: Patients and doctors use pseudonyms in an integrated medical infor-
mation system.
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Patient identity linkability:Merely the health insurance reporting unit could access
a patient’s real identity. Pharmacies’ linkability to patient identity is simply the holder
of electronic prescriptions, but not the real identity.

Doctor identity linkability: Merely specific just medical associations could grasp
a doctor’s real identity. The linkability of Bureau of National Health Insurance to doctor
identity is simply the prescription writer, but not the real identity.

Non-linkability of doctor identity: Pharmacies could not link a doctor’s identity
from electronic prescriptions.

1.4 Avoiding Patients’ Repeated Medicine Collection

After the comprehensively electronic health science and technology, the access to elec-
tronic prescriptions might be easier than to written prescriptions. To avoid a patient
repeatedly collecting medicine in different pharmacies with the copy of electronic pre-
scriptions to result in medical resource waste, a healthy integrated medical information
system should present the function to prevent such similar behaviors.

2 Research Method

The proposed IntegratedMedical Information System (IMIS), including the architecture,
physical mechanism, and execution process, are introduced in this section. IMIS inte-
grates e-patient records and e-prescriptions to simplify the originally complicated and
time-consuming medical process, e.g. diagnosis, inspection, medicine collection, emer-
gency, and insurance payment. It even applies cryptography, e.g. encryption/decryption
and digital signatures, to protect patients’ and doctors’ privacy, and prevent illegal ben-
efit acquisition. Besides, when there are medical malpractice claims, the just third party
in the system would inspect the message and signature to calm the dispute.

The architecture and operation process of IMIS are shown in Fig. 1. The entire mech-
anism could be divided into registration phase, diagnosis phase, collecting medicine
phase, and subvention phase. The physical mechanism contains insurers, Bureau of
National Health Insurance, pharmacies, patients, doctors, and agents. Bureau of National
Health Insurance is responsible for national medical businesses, covering from doctors
to patients’ medicine collection. A patient is first offered a national health insurance
IC card used for medical institutions; doctors and pharmacies are provided consultation
and medicine authentication, including collecting, storing, and updating patients’ elec-
tronic medical records and prescriptions; and, an agent is verified the qualification to
collect medicine. What is more, it is also responsible for subsidizing medical expenses
and partial or full diagnosis and treatment expenses of patients, issuing group signature
and certificate for doctors diagnosing and treating patients, as well as assisting in pos-
sible medical malpractice claims among pharmacies, insurer, doctors, and patients. A
pharmacy is responsible for verifying prescriptions and the correctness of signature in
prescriptions as well as provides medicine for patients or agents. Patients, doctors, and
agents play primary roles in IMIS.

Based on protecting patients’ and doctors’ privacy, a patient, at registration phase,
should apply for an anonymous national health insurance IC card from Bureau of
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Fig. 1. IMIS process

National Health Insurance (NHI), while a doctor needs to apply for personal group
signature secret key and doctor card. The characteristic of group signature could sat-
isfy the requirement for anonymity. Besides, there is the function in IMIS of an agent
collecting medicine for patients; the proxy signature secret key would be saved in the
card.

At diagnosis phase, when a patient sees a doctor with the national health insurance
IC card, the doctor would first insert the doctor card and the national health insurance IC
card to the machine and transmit the patient data to Bureau of National Health Insurance
for authenticating the patient’s signature. When the patient is confirmed as the card
holder, the patient’s basic data, medical records, and recent diagnosis records would be
displayed on the doctor’s computer screen to help the doctor understand the patient’s
physical conditions and outpatient situations.

After the outpatient, the doctorwould update the patient’smedical record data and fill
in prescriptions for the patient collecting medicine in a pharmacy. Such motions require
the doctor using the personal group secret key for the signature to be responsible for the
diagnosis. Moreover, the doctor would write the diagnosis records and prescription data
in the patient’s national health insurance IC card.

When a patient needs to apply for insurance, he/she could simply asks the doctor
transferring the diagnosis content into a diagnosis certificate with the doctor’s group
secret key signature. The certificate is then transmitted to the insurer to complete the
integration of insurance and medical treatment.
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When an unconscious patient is delivered to the emergency, the patient’s fingerprint
is first collected in order not to postpone the treatment because of collecting or under-
standing the patient’s physical conditions. The doctor then transmits the doctor card
and the patient’s fingerprint data to Bureau of National Health Insurance to acquire the
patient’s medical record data. After Bureau of National Health Insurance confirms the
patient with the fingerprint data, the patient’s basic data, recent diagnosis records, and
medical records would be displayed on the doctor’s computer screen. After the patient
is out of danger, he/she would be transferred to other department and sickroom, and the
rest process is the same as the outpatient clinic.

In the medicine collection phase, a patient would pick up medicine in a pharmacy
(PH) with the national health insurance IC card. The pharmacist would first compared
the data with the data transmitted from the doctor to authenticate the patient’s identity.
Without anymistakes, themedicine is given to the patient and the card ismarkedmedicine
collected. When a patient is not convenient or free to collect medicine, an authorized
agent could collect the medicine.

After completing medicine collection and signature recognition, a pharmacy could
apply for medicine subvention from Bureau of National Health Insurance with the
patient’s or the agent’s signature. According to the insurance conditions, a patient
could apply for claims from the insurer to complete the medical process composed
of patients and doctors, doctors and hospitals, hospitals and pharmacies, as well as
insurance companies and patients.

3 Conclusion

A integrated medical information system with security policy and privacy protection,
which combines e-patient records, e-prescriptions, modified smart cards, and fingerprint
identification systems and applies proxy signature and group signature, is proposed in
this study.
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Abstract. Building smart home within Internet of Things (IoT) technology can
bring residents living convenience. A smart home infrastructure needs to be built
with the Internet of things and wireless network. In this article, using the rasp-
berry Pi to build a smart home disaster prevention system. The system functions
proposed in this article are: 1. Real-time monitoring of home environment and
safety issues, 2. Indoor temperature and humidity sensing, 3. Pot temperature and
humidity sensing, 4. Disaster detection, 5. Fish tankwater level detection. The pro-
posed method helps to provide a comfortable home environment. It also reduces
the damage caused by home disasters. Using the concept of home automation, we
propose the smart home disaster prevention system which can reduce the pressure
on residents to maintain the home environment.

Keywords: IoT · Smart home · Disaster prevention system

1 Introduction

To improve the living quality of life, we can build smart home within Internet of Things
(IoT) technology. It can bring residents living convenience. It monitors remotely any
data or home appliances in the home by anytime, anywhere. A smart home infrastruc-
ture needs to be built with the Internet of things and wireless network. In this article,
using the raspberry Pi to build a smart home disaster prevention system. This article uses
various sensors such as flame sensors to monitor various dangerous areas in the home to
avoid fires. The system functions proposed in this article are: 1. Real-time monitoring
of home environment and safety issues, 2. Indoor temperature and humidity sensing,
3. Pot temperature and humidity sensing, 4. Disaster detection, 5. Fish tank water level
detection. The proposed method helps to provide a comfortable home environment. It
also reduces the damage caused by home disasters. Users can check the changes of the
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home environment through the proposed platform, which helps to adjust the energy-
saving appliances in the home. Smart homes are based on the technology of the IoT,
wireless networks and Internet. It can control lights, windows, temperature and humid-
ity, audio-visual equipment and home appliances. It can further monitor environmental
factors in the home. These factors are carried out through relevant algorithms. According
to the analysis, the home environment can be controlled at the optimal temperature and
humidity through home appliance control. n recent years, the government has raised the
green energy requirements. Smart home system can monitor the use of home appliances
in the home for power control. As aging society comes, smart homes also need to be
included in disaster prevention monitoring, such as: Kitchen smoke, temperature, etc.,
to ensure that elderly people forget to turn off the fire source to cause a fire when cook-
ing. Many families now have fish farming or potted plants, and smart homes also need
to monitor fish tanks and potted plants. Smart homes mainly focus on improving the
quality of living. Using the concept of home automation, we propose the smart home
disaster prevention system which can reduce the pressure on residents to maintain the
home environment.

2 Related Works

In [1], it mainly proposed that smart electric lamps need to be judged together with
the external environment and sunlight in order to reduce the waste of electricity, and the
smart powermanagement system needs to be common to different household appliances.
In [2], it mainly proposes a network security mechanism to ensure smart appliances,
it was attacked by hackers, which led to accidents. In [2], it mainly proposed identity
verification and private encryptionmechanism ofmessages, so that legal users can access
and control home appliances. In [3], algorithms are mainly used to judge households.
The temperature fluctuation is reasonable, and the fire detection is further conducted
through the algorithm. In [4], mainly judge the indoor and outdoor ventilation status,
and further start the relevant home appliances, so that the temperature of the home can
be reduced to the most suitable state. In [5], mainly design the distribution of sensors and
servers, and need to consider the use of electricity and the network to reduce the waste of
electricity in smart homeappliances. In [6], the security of smart homenetworks ismainly
proposed. Since smart homes mainly use Wi-Fi networks, Wi-Fi networks will have
security problems. Therefore, the literature [6] mainly uses 4G mobile communication
for network connection. The literature [7] mainly proposes energy theft detection. The
literature [7] mainly uses algorithms to estimate the household electricity consumption
compared with the electricity consumption of electricity meters. To determine whether
power has been stolen.

3 The Proposed Scheme

This paper proposed a smart home disaster prevention system based on the IoT and
wireless networks. In addition to improving the quality of family life, it also performs
disaster detection functions. The functions of the smart home disaster prevention system
are as follows: 1. Real-time monitoring of the home environment And safety issues, 2.
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indoor temperature and humidity sensing, 3. pot temperature and humidity sensing, 4.
disaster detection, 5. fish tank water level detection. From the experimental results, the
proposed system is implemented. It can also improve the quality of life.

3.1 System Model

The function diagram of the system is shown in Fig. 1. The proposed system controls the
equipment through Bluetooth and relays and construct an IoT environment within wire-
less networks. The main functions of this article are indoor temperature and humidity
detection, watering prompt, abnormal gas concentration sensing and fish tank reminders
for adding water. The system proposed in this article is based on normal sensors. There-
fore, the price is reasonable and easy to deploy the system. In addition, this system can
detect whether there is a disaster through abnormal gas concentration sensing and flame
sensor to ensure the safety and life of the family quality.

3.2 The Proposed Scheme

This article mainly uses Bluetooth and relays to control home appliances. The func-
tions are: 1. Real-time monitoring of home environment and safety issues, 2. Indoor
temperature and humidity sensing, 3. Pot temperature and humidity sensing, 4. Disaster
detection, 5. Fish tank water level detection. The temperature and humidity sensors are
installed in the system, if the temperature and humidity are higher than the threshold,
household appliances that can adjust the temperature and humidity will be activated.
In addition, a soil sensor is installed in the pot to detect the temperature in the soil.
When the humidity is too low, the sprinkler system will be activated. In this paper, a
flame sensor and abnormal gas concentration sensing will be putted in the hazardous
area. When the sensor is activated, an alarm will be issued to inform the residents of the
danger of disaster. The fish tank is equipped with a water level sensor. When the water
level is lower than the standard, it will send a prompt message to inform the user that
water needs to be added. The method in this article mainly uses the parity sensor, which
can mainly popularize the system in various households. The development process of
this article is shown in Fig. 1.
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Fig. 1. Development flow chart

4 Experiment Result

There are the proposed system development and testing, as shown in Figs. 2–5. Figure 2
is the environmental numerical values. Figure 3 is the Bluetooth relay. Figure 4 is the
remote control. Figure 5 is the physical test.
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Fig. 2. The environment data

Fig. 3. Bluetooth relay
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Fig. 4. Remote control
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Fig. 5. Physical diagram

5 Conclusion

The system proposed in this article already has temperature and humidity, flame, gas
and other sensors. Environmental monitoring of home and integration of mobile devices
makes the system monitoring more intelligent. In addition, we also combine Chinese
voice synthesis system, let users embrace more functional choices, to provide the safe
monitoring for the home environment. The system proposed in this article is mainly
based on parity. In the future, the system will be productized and can be introduced into
various households.
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Abstract. Thenumbers of peoplewhoparticipate in outdoor activities are increas-
ing; however, it has a certain risk of doing outdoor activities, such as wilderness
rescue and losing the force while sailing. Therefore, people performing outdoor
activities usually wear relevant safety devices. Currently, most users send emer-
gency alarms throughmobile phones; yet, the penetration rate of the fourth genera-
tion of broadband cellular network technology (4GNetwork) is not fully equipped
in some rural areas, which causes victims failed to send emergency alarms. This
study uses an Automatic Identification System (AIS) to develop a wearable safety
device because the transmission range of AIS is wider than other types of sys-
tems, and it is easier to prepare essential functions in AIS wearable devices. When
a victim presses the panic button, the system will send the alarm with a Global
Positioning System (GPS) signal; the system will only detect the GPS location
once when pressing the button to reduce power consumption, which avoids addi-
tional power consumption while repeating the detection. The research conducted
practical experiments and discovered that the method is feasible in real-world
applications.

Keywords: Automatic Identification System · IoT ·Wearable devices

1 Introduction

Many countries promote outdoor activities and aquatic sports despite the activities have
some risks. For example, the fatality rate of mountain climbing is 16%, which accounts
for the highest among outdoor activities [1]. In Taiwan, there are more than 200 moun-
tains; according to the statistics from the National Fire Agency, the wilderness rescue
incidents per year are 185 cases on average [2]. Among the rescue cases, the highest
ratio is missing and contact lost, which is 42%. On the other hand, there are diverse
types of aquatic sports; it is critical to have relevant safety devices when there are no
companies or having to wait for rescue by floating. A safety device cannot be too large
to become a burden; hence, it is necessary to develop a wearable device with waterproof
and user-friendly functions for carrying around. Additionally, it sometimes takes a long
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time to conduct an outdoor activity, which also needs to consider the power supply of
the wearable device to lower the power consumption and avoid the situation of losing
power and failing to send a signal.

Currently, many people use the Global System for Mobile Communications (GSM)
systems to send emergency alarmswhile conducting outdoor activities [3]. Nevertheless,
the equipment of GSM usually installed at the areas with a higher density of population;
many mountains and sea areas do not have relevant GSM systems, which is not capable
of sending a signal when encountering emergencies. Moreover, although many places
have set large quantities of detectors and relay stations for people to use when doing
outdoor activities [4], the transmission ranges are not able to cover fully, and it costs
highly to install all of the equipment. Today, rescue teams usually utilize robots and
drones to handle searching tasks [5]. With the vast zones in mountains and sea areas,
victims should send a signal for the teams to locate the position; nonetheless, many
wearable devices send signals via 2.4 GHz band because it is a wireless range opened
for the public to use [6]. Unfortunately, 2.4GHz band is for short-range communications,
which is unfavorable for rescue teams; thus, using a wider range for communications is
necessary. On the other hand, some emergency systems send signals through satellites
[7]; yet, it requires many satellites for developing a complete rescue system, and there
are power consumption and installation costs for considering in the meantime.

This study utilizes an Automatic Identification System (AIS) as the foundation for
developing a wearable safety device. The typical range of AIS is around 20 to 30 nauti-
cal miles, which will be easier for rescue teams to search and locate victims’ positions
rapidly. The design of the wearable safety device in this research aims to be user-friendly
with one panic button, which can reduce the information maladjustment situation for
elderly people. When pressing the panic button, the system will detect the location
of the victim and send the Global Positioning System (GPS) signal via the AIS com-
munications. The experimental results of this study have proved that the method is
feasible.

2 The Proposed Scheme

2.1 System Model

The research uses anAIS system to transmit signals; AIS communications are usually for
avoiding collision between merchant ships. The range of AIS is around 20 to 30 nautical
miles, which is suitable for receiving the signal sent from outdoor safety devices. As
shown in Fig. 1, the system model demonstrates that the system will send an AIS signal
regularly when a victim presses the panic button, and the rescue team can locate the
position from the AIS signal. Figure 2 shows the diagram of the wearable device, which
contains a straightforward panic button for users to understand and operate the device.
Additionally, Fig. 3 represents the function diagram that the network layer for AIS
communications and the application layer is for GPS and alarm.

2.2 The Proposed Scheme

This research utilizes AIS communications for the wearable device to initiate the GPS
and detect the position when victims press the panic button. Further, the system will
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Fig. 1. System model.

Fig. 2. The designed panic button of the proposed system.

deliver the GPS position with the AIS signal every ten minutes. Considering the overall
power consumption, sending out a signal every ten minutes can effectively reduce the
energy workload for the wearable device, and the rescue team can receive the signal
constantly. The algorithm design is as shown below:

IF pressing the panic button
Sending an emergency alarm every ten minutes
ELSE
Terminate the wearable device
END
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Fig. 3. The function diagram of the proposed system.

In the design, the system will only detect GPS position once when pressing the
panic button; afterwards, the system will terminate the detector to avoid large power
consumption. Meanwhile, it will also start the buzzer inside the device to make alarm
sounds regularly for the rescue team to find the victim rapidly.

3 Performance

The hardware equipment used in the suggested system of this study is as listed in
Table 1, which demonstrates the marine AIS processor IC that has the transmission
capacity to 20 to 30 nautical miles and uses a GPS detector to check the position. The
article applies a portable battery to simulate the experiment, which presents the details
in Figs. 4 and 5. Using an Internet of Things (IoT) development board for the software
application, confirming through the experiments, the suggested method of this study is
feasible.

Table 1. The software and hardware of the proposed system.

Hardware Software

ASUS X556UR Notebook Operating System: Windows 10

Drone Program Language: C Program Development Tools:
APP InventorAutomatic Identification System Chip
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Fig. 4. Experimental trials.

Fig. 5. Portable trials.

4 Conclusions

Today, many countries pay more attention to promote outdoor activities despite there
is a certain level of risks for conducting such activities; therefore, wearing suitable
safety devices becomes a critical issue. However, some safety devices have smaller
transmission ranges that make it fail to send effective signals to rescue teams. This study
applies AIS communications that enlarge the transmission ranges and employs a user-
friendly operation method for elderly adults. A GPS detector in the system helps the
rescue team to confirm the position quickly; moreover, a buzzer makes alarm sounds
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regularly enables the rescue team to find the victim sooner. The experiment results have
proved that the suggested method in this article is capable of enhancing the safety level
for people to do outdoor activities.
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Abstract. The research develops an intelligent aquaculture system to detect the
water quality of a culture pond. Additionally, using Fuzzy Logic to evaluate water
quality that influences the aquaculture livability. Each species requires a different
environment of water quality; therefore, the study utilizes an intelligent aquacul-
ture system to detect the water quality of white shrimp ponds. After using Fuzzy
Logic to analyze water quality, the result is delivered as equally divided into five
levels of signals sections. The purpose of the research is to understand whether
the aquaculture environment is suitable for white shrimps by detecting the water
quality; consequently, through studying the livability to understand the impor-
tance of water quality. From the experimental results, the water quality of targeted
aquaculture ponds are all within the livability range of white shrimp; the result has
shown a livability rate of 33%, which is considered high livability in marine white
shrimp farming. Hence, it is concluded that water quality has a high correlation
with livability. Moreover, the study demonstrates that water monitoring and water
quality analysis are beneficial to monitor the aquaculture environment, which can
further increase the livability of white shrimp and boost income.

Keywords: Fuzzy ·Water monitoring · Agricultural technology

1 Introduction

Today, the level of reliance on fishery products has been increasing in many countries;
however, with the greater demand from human beings, overfishing becomes a major
issue that causes the scarcity of marine species. Among which, marine fishing accounts
for 1.4% [1] Gross Domestic Product in India. The global demand for prawns becomes
extremely large despite the overfishing issue that causes decreasing catches. Aquaculture
can fulfill the scarcity of fish and prawns; yet, outdoor aquaculture has to overcome the
environmental factors to increase the yield. Therefore, intelligent aquaculture systems
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can monitor diverse environmental factors in culture ponds and send alarms timely to
help operators control the pond conditions.

Literature [1] and [7] present an intelligent system to record various environmental
factors in the culture pond when inputting feed; further, analyzing the aquaculture skills
after collecting the data. Literature [2]mainly uses FuzzyLogic to judge thewater quality
of a pond, literature [3] utilizes augmented reality tomanage culture ponds, and literature
[4] uses an Autonomous Underwater Vehicle for automatic navigation underneath the
water to detect water quality and take photos, which helps to understand the conditions
of the pond. Additionally, literature [5] applies NB-IoT to detect the water quality of a
pond because NB-IoT can reduce the energy consumption of the system. In literature [6],
it saves the IoT data on the cloud, which enables the future Big Data analysis. Finally,
literature [8–10] construct an intelligent culture system for applying in stock farming
and aquaculture; it increases the overall yield of the industry.

This research uses water monitoring to analyze the growth rate of white shrimp; it
detects the water quality and uses Fuzzy Logic to analyze the data. The result of Fuzzy
Logic is divided into five signals, the optimal quality of water is indicated as 5 and the
worst quality of water is 1, when the system detects the signal 1, it would notify the
operator to conduct relevant procedures to increase the water quality. At the end of this
study, we added all of the signal numbers and averaged the result to compare the overall
growth rate; the rate enables us to conclude whether the water quality is proportional to
the growth rate. The experimental pond in this study is outdoor; the aquaculture species
is white shrimp. From the experimental result, the data shows that the overall water
quality is upper-intermediate and the growth rate is over 30%. After consulting with
aquaculture experts, the growth rate is considered high livability, which concludes that
water quality is proportional to the growth rate.

2 The Proposed Scheme

2.1 System Model

The study uses water monitoring to analyze the growth rate of white shrimp. Firstly,
we constructed an outdoor experimental pond and built an intelligent system to monitor
the environment in the white shrimp pond. The detector of the monitor controls sea
salt, oxygen content, power of hydrogen, and oxidation-reduction potential because
these are the main factors that influence the livability and yield of white shrimp. By
transferring data to the server through the 4G Internet, the research can analyze whether
the environmental data is suitable for white shrimps to survive. The schematic diagram
is shown in Fig. 1, the intelligent monitor system would deliver the aquaculture data
to the server, which would further define the data into five different signals according
to the environmental data of white shrimp and calculate the overall condition. When
the signal is too low, the system would notify the operator to adjust the environment,
which confirms the method suggested in this study can increase the overall growth rate
effectively.
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Fig. 1. The schematic diagram of the system.

2.2 Water Monitoring Analysis

The study uses Fuzzy Logic to analyze the quality of water, which is divided into five
levels of signals. The sensor of thewater qualitymonitor detects sea salt, oxygen content,
power of hydrogen, and oxidation-reduction potential. Set each range of water quality
that is suitable for white shrimp as WQi and further separate the range into five sectors;
the optimal quality ofwatermeans the best living environment forwhite shrimpwhile the
worst quality of water means the poorest environment for white shrimp. The definitions
of the signals are P as 5 points, G as 4 points, N as 3 points, B as 2 points, and NB as 1
point; the formula is defined as below:
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The abovementioned formula mainly calculates and finds out which signal sector the
water quality should fit in; when OPi becomes 1, the system would send out alarms for
the operator to notice the changes of water quality. Afterward, to calculate the average

numbers of water quality by using the formula, avg

(∑
i
OPi

)
, which enables us to

observe which kind of water quality is the most suitable one. From the formula and the
final growth rate calculated by this study, it is concluded that water quality is proportional
to the growth rate.

3 Experimental Results

The research offers an intelligent aquaculture system that monitors sea salt, oxygen
content, power of hydrogen, and oxidation-reduction potential. In the water quality of
aquaculture, the oxidation-reduction potential plays a vital role in the system; therefore,
the research aims to normalize the values of oxidation-reduction potential and power of
hydrogen, which is shown in Fig. 2 and Fig. 3. Later, to analyze the data by using the
formula presented in the study, the result is listed in Table 1. From the values showed
in Table 1, it demonstrates that all of the values of the oxidation-reduction potential
in the targeted white shrimp ponds are near 5 points, which means the water quality
of the experimental white shrimp ponds fulfills the living conditions of white shrimp
aquaculture. Finally, the growth rate of white shrimp is more than 30%, after consulting
with aquaculture experts; the value is considered high livability. Thus, the study can
conclude that water quality is proportional to the growth rate of white shrimp.

Fig. 2. The normalization of the power of hydrogen.
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Fig. 3. The normalization of oxidation-reduction potential.

Table 1. Water quality analysis.

Month Water quality

PH ORP DO

March 4 5 4

February 4 4 5

4 Conclusions

The research builds awatermonitoring system to analyze the growth rate ofwhite shrimp
to improve the livability of aquaculture. On the other hand, the study also increases
the effectiveness of aquaculture that improves the global demand for fishery products.
Intelligent aquaculture systems can fulfil the scarcity issue of marine catches; however,
outdoor aquaculture has to control the quality of water to make sure the environment
is suitable for the marine species to survive because external factors might cause the
changes of water quality, such as climate changes. Therefore, it is extremely important
to develop a system of intelligent aquaculture. The study uses an intelligent system to
monitor the changes of water quality; additionally, from the final growth rate to find out
that the growth rate can increase when the water quality reaches the optimal condition,
which can boost the economic value significantly.
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Abstract. Virtual reality and augmented reality technology has been on the road
to scientific research for many years since the end of the twentieth century, and
although the scope of mixed reality application is relatively narrow compared to
the first two applications, we have seen the results. Realistic contents also have
exploring progress in the field of film and television creation in recent years, such
as virtual reality technology can be utilized to make film clips. However, in fact,
these technologies can be applied in film and television creation far more than
that. I then illustrate some other aspects which these realistic contents can also
be applied to in film and television creation in the future and the influence on the
industry.

Keywords: Virtual reality · Augmented reality ·Mixed reality · Film and
television creation · Film clips

1 Introduction

What is realistic contents? Virtual reality blocks the real world and creates a fully digital,
immersive experience for users. Augmented reality, which overlays digital creation con-
tent in the user’s real world. Mixed reality, including augmented reality and augmented
virtuality, is a new visual environment that combines reality and virtual worlds [1] (see
Fig. 1).

Realistic contents are now in steady development and have achieved good results in
all sectors, but in the film and television industry, their development direction is very
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Fig. 1. Reality-virtuality continuum

narrow, with most applications focusing on improving sensory experiences such as VR
movies [2], unlike the Comfort that Based on Parallax and Motion 3D movies bring to
us [3], VR movies allow viewers to walk into a movie scene to see their surroundings at
360 degrees. What is more, AR immersive panoramic studios and so on.

However, the application of realistic contents in the film and television industry is
far more than those, I would like to solve these problems by putting forward existing
problems and providing some direction to the film and television industry practitioners
to better use this technology.

Here are some examples about what fields these realistic contents have been applied.

(1) The first example is the VR glove, an open source Etextile data glove which is
designed to facilitate detailed manipulation of 3d objects in VR, enabling scientists
to accomplish a range of spatially complicated molecular manipulation tasks [4].

(2) The second example is also about VR. VR can be used by athletes to prepare for
the Olympics. Skiers, for example, can wear VR helmets to simulate a run on the
mountain, while ski-shaped balance boards provide some tactile feedback. What is
more, it can also applied to the court where witnesses use it to restore the scene,
education [5–7] and so on.

(3) The third example is AR mask. Osterhout Design Group, a well-known AR smart
glasses manufacturer, has developed a product that uses AR-technology masks that
will allow pilots to clearly see other scenes in a smoke-filled cockpit. Designed
to help pilots land safely in an emergency, such as in smoke. There are other AR
applications, for instance, AR also can enhance awareness on green consumption of
electronic devices [8], be applied to sports entertainment [9] and advances designer’s
understanding of the fabrication equipment as a platform [10].

(4) The fourth example is the application of MR in aviation. Microsoft partnered
with Western Michigan University to integrate MR technologies such as Microsoft
HoloLens into aviation education. Currently, there are two ways to use it. One is
a new simulation that can help pilots prepare for changes in the weather. Another
application is an interactive MR application that allows students to explore the
various components of an airplane.
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2 Research Methods

2.1 Screenwriters

When writing a script, screenwriters often encounter the difficulty that they are not
familiar with the background of the subject matter to be written, and cannot fully realize
the interaction between actors and set scenes, because after all, it is impossible to write
a script in the scene.

As an example, now a screenwriter needs to write an aviation-themed TV series,
but he certainly did not have a pilot background, do not know the pilot’s work process,
and also do not have aviation-related knowledge, then to solve this problem, he can use
realistic contents to experience the scene, help to complete the work. What is more,
in Harry Potter and the Chamber of Secrets, the scene of Dobby appeared in Harry’s
home, needs three parts of the interaction, Harry and Dobby, Dobby and items and Harry
and the objects, then in this case, if the screenwriter cannot see the layout of the home
will easily increase the pressure of the director and props group, so in order to improve
efficiency, more natural interaction, the participation of realistic contents is needed.

Another example is when a story completely occurred in a villa, then the screenwriter
can use the realistic contents to be in that villa, he can just write the script at home. This
method saves time and effort, greatly improve efficiency, and is suitable for achieve the
effect of one shot.

2.2 Directors, Anyone Who Wants to Make a Movie (Especially Movie
that Requires Fertile Imagination)

Many young people who love movies will have a dream to become a big director like
Christopher Nolan and James Cameron, but even if they have great ideas but cannot find
a way to achieve, because even though they have learned how to tell stories, even formed
their own genres [11], without the help of the ambitious production team, it simply
cannot be achieved. For example, the Lord of the Rings, it is impossible to be completed
by one person. However, now times are different, with the advent of realistic contents,
they can create their ownmovie world, where they can have unlimited imagination, make
their own scenes, actors and so on. This does provide a way for people who don’t have
a behind-the-scenes team to solve the problems.

Traditional filmmaking requires actors to wearmotion-capture suits, and to use green
screens and a lot of post-production technology to get the final work by shaping visual
effects (VFX) and computer-generated imagery (CGI) characters. The entire production
process takes months or even years to create a rendering and output of the movie.
Realistic contents can now be used to upend traditions, such as the AR short film NEST
mentioned above. It completely subverts tradition. Now, you can put the made CGI
characters, import into the camera, mobile phone or other shooting equipment, and then
shoot at the real environment. As a director, you can guide its actions in real-time to
achieve the combination of virtual characters and real-world environment. Avoiding the
limitations of monster characters that can’t be shot in real-world scenes and it’s also
better to realize the simultaneous execution of these thing. What is more, it won’t cause
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the problem which now exists of virtual and real things not to be combined smoothly in
the post-production process.

It will achieve the real popularity of film production, no more restrictions to the site,
characters and actors, being able to fulfill what users really want to show considerably.

2.3 Film and Television Theme Park

As we all know, Film and television are inspiring, it would want you to try, to do
something. For example, watching documentary film may let you be concerned about
climate change [12], then watching movies with beautiful scenery, you will want to go
to the location to see. Film and television are an effective way of tourism promotion, this
kind of marketing method can attract people to the place they have seen on the screen
to travel, and the factor is not only because of the attraction of the natural landscape, in
fact, the most important factor is its symbolism, storyline, character relationship, star,
thrilling scenes and exciting endings, and even some cartoons without exterior view,
such as “Beauty and the Beast,” “The Lion King” and “Notre Dame”, also attract many
visitors to the scene of the cartoon.

This has also led to a large number of scholars to research, to find out the different
forms and motivations of film and television tourism, and in more than a decade of
research, found that most of the film and television cities and theme parks have these
problems. First, the sensory nature of environmental experience is too single. Many
buildings are only on the level of being taken pictures by tourists, lacking a sense of
participation and integration with the real environment. And also the device experience
is not interactive.

But if you can show all the film clips taken there at the corresponding shooting
venue, then allow visitors to pick and choose their favorite clips, wear glasses, so that
fans can actually enter the shooting scene to feel. Such transmission has more effect on
people’s emotional transmission [13, 14]. This form will greatly enhance their visiting
experience and participation, and also let them pay attention to all aspects of the scene,
they can choose to pay attention to the main character, or his favorite supporting role, in
order to avoid the film shooting’s disadvantages of only focusing on the main characters.
Moreover, some directors may be very attentive to details but cannot be totally showed
in the film, such as some costume drama, in fact, each of the main character’s clothing
are perfectly restored to the scene at that time, but the film may not reflect this, then this
form of visiting will greatly enhance the audience’s favorability, so that the audience
feel their intentions.

In fact, the film and television theme park does not have to open in the shooting place,
can also be completely virtual, like a game, let fans go into the virtual world playing a
role [15].

3 Conclusions

In the film and television industry, such as the division of Time and drama of the show,
the conduct of marketing means can actually use realistic contents technology through
the algorithm to obtain the fastest, the least steps of the solution. In addition to the above



468 R. Ge et al.

proposed 3 points of application, the common benefits are bound to greatly improve
work efficiency, complete industrial upgrading.
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Abstract. The themeof this platform is built around “the roadofHess”,whichwas
initiated in themodernmaritime Silk Road capital-Quanzhou, as the core of design
and programming. The history of Silk Road will be presented with panorama
technology,which is one of the networkmultimedia technology. In the formofWeb
APP, the real records and spread of the humanities and scenic sites of Quanzhou
will be showed in 720° perspective. An immersive experience of 3D live virtual
can be expected. The aim of this study is to simulate and realize the all-around
real scene. In the paper, the tasks of the VR panorama fused construction include
image acquisition, image registration, image smoothing, image modification by
the algorithm and mathematical theory behind splicing fusion, the panoramic
camera category and projection model, panoramic transformation and collection
principle, the image registration of feature point and transform frequency domain.
The product positioning of “maritime silk route culture” will be presented by 18
selected spots in Quanzhou. The study, with an overall design and an organization
of connecting different scenes, is for the virtual scene roaming system, which is
based on image.

Keywords: Maritime Silk Route · 3D virtual scene · Product design · VR
panorama

1 Introduction

With the new-developing technology, virtual reality technology (VR) is applied in user
scenarios more frequently and is becoming increasingly important in the computer
application field. Through image and video we can realize the 720-degree immersive
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panorama visual experience has been fulfilled by using the Virtual Tour System with
3D Real Scene, that need actual scene to generate [1]. Different from normal viewing
angles, VR panoramic warping technology acquire better life-like viewing experience
because it demands several steps including collecting all 360° photos, mending them all
together and uploading the result on the mobile Internet. Users may feel like they are
experiencing the situation themselves and learn new lessons while playing [2–4].

Three methods which distribute 3D life-like scene are described in this research,
including the linear fusion algorithm, the future point based image saving algorithm
and the gradually fading out algorithm. What makes this paper different from others is
applying both the VR and AR on “Maritime Silk Route Culture.” [5–7].

2 Method

3D Panoramic Roaming Technology is an advanced virtual reality technology. It only
needs some daily-accessible electric devices such asmobile phones or laptops to connect
the virtual scene and network whereas VR demands more complex equipment to achieve
its goal. Immersion experience can be achieved. It is based on settled spots that include
panorama images generation and bring 720-degree full perspective effect [8–10].

The main concept of 3D Panoramic Roaming Technology [11] is how to produce
panoramic image fusion. To ensure the quality of image fusion, it is important to pay
attention to the panoramic images received. There are three method to achieve the goal,
which combine panoramic head and ordinary camera, an panorama camera and applying
graphics computing [12]. In this paper, the method is chosen to generate panoramic
images with cost-effective equipment.

Therefore, several major contents will be successively analyzed in this paper –
the panoramic image acquisition, feature point recognition on image registration task,
and use smoothing algorithm on the image fusion process. The framework of image
processing is shown in Fig. 1.

Fig. 1. The framework of image processing

2.1 Acquire Panorama Images

The rule of panoramic image acquisition is to collect more than 30% of the contents with
overlapping areas, so that they can identify similar feature points and the later image
fusion to generate three-dimensional panorama. Multiple lenses, integrating light and
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shadow, head and tripod combined with the 360-degree camera are the key tools to fulfill
the experiment.

The functions of ordinary camera transformation including translation, rotation,
scaling in horizontal and vertical directions, are as shown in Fig. 2 and 3.

Fig. 2. Camera transformation of (a) (b) (c)

Fig. 3. Camera transformation of (d) (e)

However, in order to simulate the reduction of human fixed visual direction, the
panoramic image transformation generated requires the camera in a fixed position and
vertical direction without panning and zooming. The idea is to take the center of the
camera as the eyes of human. Themovement like the translation or rotation of the camera
simulates the action of human head. For example, looking up and down, nodding the
head and moving the head, these create all-round perspective experience of 720° for
users. Figure 4 respectively simulates the rotation principle of the central axis point and
plane.

Fig. 4. Arbitrarily rotation with the core point and in the plane
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2.2 Feature Point Recognition Methods on Image Registration Task

Firstly, among all methods of image processing, matching feature point is the most
famous method. The principle is to label the feature points of the real panorama images
with selected important attributes such as edges or lines. The main algorithms to match
feature point are Harris and SIFT algorithms, which is shown in Fig. 5 and Fig. 6.

Fig. 5. DOG space image

Fig. 6. SIFT generative feature description

Before the image registration being operated, the feature points must be read and
calculate first. Feature point matching approach allows the feature point to expand in an
easier and a more active way. Moreover, with lower sample size requirement and high
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flexibility, rich image information andgray coefficient canbe reserved to achieve accurate
reading. However, the wrong image registration still forbids feature point matching
approach its goal. As a result, to avoid image fusion failure, the RANSAC algorithm is
needed to check and purify the lapses.

2.3 Use Smoothing Algorithm on Images Fusion Task

Before adjusting image color and linking all images, the images must be enrolled and
adjusted. The image may not be able to save accurately if the coordinate pixels is
shifted accidently. Furthermore, more missteps including color fading, shapes and lines
mangling, and objects dislocating may also show up while restoring the image.

Thus, how to apply the most suitable image synthesis algorithm to not only make the
image more vivid but elevate the restoration degree and slash the vague objects. Linear
fusion algorithm and fade-in and fade-out algorithm are on the top list of image synthesis
algorithms we have known so far.

Linear fusion algorithm demands the user to analyze the pixel value of the images
and check if there is any mistake in the saved images and lastly to confirm which side
does the pixel overlap appears. If the overlap is on the right side, the image registration
task of the left side is assumed to be failed, the right side will obtains full measurement
weight. The superposition However, if the overlap is neither on right side or left side, by
applying the following 2-1 formula, the measurement index can be found out.

P(x) = 0.5× P1(x) + 0.5× P2(x) (2-1)

When images are very distinct from others, the linear fusion algorithm can be applied
though edges might be the same. The algorithm allows images to transmit clearly and
accurately and decline the lapse showing up from the image.

3 Conclusion

As China has grown into a more significant role on the globe, “One Belt and One Road”
has become a popular topic. However, none of the studies has combined this issue with
new digital technology. This research is the first to combine the most recognized Web
App version of virtual reality panorama with the 3D panoramic roaming system of
Marine Silk Road Culture which is at Quanshou. The unique culture is waiting to be
explored and documented by applying the 720-degree lifelike panoramic visual experi-
ence. Advocating the Marine Silk Road Culture, which may bring more investment to
the “One Belt and One Road” tourist cities, to people’s acknowledgement is the main
focus of this research.

By acquiring the panoramic image, registering image with future-based recognition,
mixing the image with suitable algorithm has made this research to be the first one to
present the panoramic images successfully. The following step is importing the immer-
sive experience providing technology, 3D panoramic roaming system, on the panoramic
images

One limitation of this study is that the sharpness of panoramic technology still has
room to be improved. Therefore, as future research, it should pay attention to steps of
obtaining panorama such as shooting, registering and fusion.
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Abstract. Large-scale of data terminals are deployed in the smart grid,
especially the power distribution network. The effectiveness of data col-
lection or scheduling for Source-Grid-Load-Storage is affected to some
extent by the accuracy of the time synchronization of the terminal equip-
ments. Here we propose a design of BBU Shaper to deal with time syn-
chronization error on the above issues. This article analyzes the impact
of synchronization errors between terminal devices within the coverage
of a single base station which provides deterministic transmission for the
power IoT. For the time-sensitive service flows, when the terminal has
different priorities according to the service type, the time synchronization
error of the terminal will affect the stability and effectiveness of the time-
sensitive service flow transmission on the network. It is mainly reflected
in timestamp deviation of the data collection, disrupting the determinism
of other service flows and reducing the overall network resource utiliza-
tion. Based on the analysis of the above problems, we proposes an edge
data shaper which can reduces the impact of air interface time synchro-
nization errors on big data services through mechanisms such as “ahead
awaits; overtime elevates”. Evaluation shows that the Shaper can reduce
the impact of time synchronization errors on the average delay of services
to a certain extent.

Keywords: Edge shaper · Power big data · Smart grid · Time
synchronization

1 Introduction

With the development of 5G-based power IoT, many kinds of power services
have benefited from the low latency and high reliability of 5G networks. The
research on Ultra-reliable low-latency communication (uRLLC) is continuing to
follow up in the field of Smart Grids [1]. Considering the demands of stable
transmission in plenty of power IoT scenarios, the Time-Sensitive Networking
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(TSN), which is developed from IEEE AVB, has been discussed to provide the
deterministic transmission ensurance for Smart Grid. TSN is a set of standards
under development by the IEEE 802.1 working group. It defines mechanisms for
the time-sensitive transmission of data over deterministic Ethernet networks [2].

Although the TSN technologies are relatively mature, there are still many
problems to be solved before TSN can be perfectly converged with 5G system
[3]. TSN can realize the network’s deterministic delay based on time synchro-
nization and traffic scheduling technology, ensure the reliability of the network
through reliable transmission technology and achieve interoperability between
different networks through resource management technology. However, Time
Awareness Shaper will cause packet loss due to incorrect gate control status.
It highly depends on accurate time synchronization between network nodes [4].
The introduction of the frame preemption mechanism increases the waiting time
of low-priority data, it is necessary to balance the average delay and the max-
imum delay of the network. Due to the uncertainty of wireless channel, i.e.
the air interface, determinism at the mobile edge is hard to reach, especially
the reliability and stability on uplink. In addition, the accuracy of absolute
time synchronization is also restricted by the asymmetry of wireless channel. It
brings problems such as timestamp deviation of the data collection, disrupting
the determinism of other service flows and reducing the overall network resource
utilization. Since the SmartGrid services that use the most wireless connections
are the power big data services, which includes various types of power data col-
lection and real-time monitoring, it is most necessary to consider the impact of
time synchronization errors on these services. What’s more, in the context of the
continuous improvement of the electricity market, system power balance can be
achieved through demand-side management. To achieve high effect Source-Grid-
Load-Storage, coordinated and optimized scheduling is essential, which highly
depends on accurate time synchronization.

The remainder of this paper is organized as follows: Sect. 2 shows the related
work and the description of our solutions. Section 3 presents the evaluation and
future work directions. Finally, we conclude the paper in Sect. 4.

2 Design of the Time-Sensitive BBU Shaper

2.1 Related Work

In our opinion, SmartGrid will adopt 5G & TSN converged network as a wire-
less business solution for power IoT in the future [5]. Based on the integration
of 5G and TSN in the aspect of core network, bearer network and network time
synchronization, the power IoT can provide the following features for the big
data terminals: service admission, charging, grant of priority and preemption
authorizations; real-time deterministic resource allocation based on network sta-
tus awareness; absolute time synchronization based on gPTP; TSN data adapter
and TSN configuration adapter for other parts of the SmartGrid.

At present, the 5G core network, based on network function virtualization
and microservices, already has the conditions to implement dynamic network
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slicing and open network configuration interfaces. In the core network of 5G-
TSN converged network, network-aware TSN microservice network elements is
able to perform power IoT service management and control based on dynamic
network slicing technology to ensure isolation from other services; Grand Master
Clock nodes with precise network timing capabilities are introduced to realize
that each node can only rely on the network to achieve sub-microsecond level
absolute time synchronization [6].

For the absolute time synchronization, traditional TSN network frequently
exchange the time synchronization information between the network entities on
a regular basis. It will increase the load on the control plane and eventually
affect SmartGrid services [7]. The centralized time synchronization system only
exchanges messages between the central synchronization controller and each net-
work entity, which can reduce the overhead of the control plane. However, it also
may cause a single point failure when the GMC or its service link fails. This
will cause the entire network to lose synchronization. Therefore, the 5G-TSN
converged network uses IEEE gPTP protocol and a distributed time mainte-
nance architecture which combines the best clock algorithm (BMCA). When a
GMC fault occurs, the nodes of the network can still maintain accurate time
synchronization for a period of time.

2.2 Problem Description

Most applications/devices of power big data are of large amount, their trans-
mission data is periodic and sensitive to transmission delay, and the size of data
transmitted each time is relatively small. Thus they require the following trans-
mission features:

– stable transmission delay;
– accurate timestamp for the data;
– take precedence over normal service transmission;

The terminals have different priorities according to their type. The priority
determines the ability of preemption. Normally, each terminal will be assigned
to a fixed resource and the BBU does not transmit any other packages even
the UE sends no data. Thus the terminals must transmit their data at the right
time. Methods of time synchronization used for wireless devices are restricted by
the air interface. Although a high synchronization accuracy can be achieved by
various of methods, a larger error may still occur [8,9]. The time synchronization
error of the terminal, together with the channel delay instability, will cause the
data to arrive at the BBU at the wrong time (beyond the resource which they
are assigned). This will affect the stability and effectiveness of the time-sensitive
service flow transmission on the network. It is reflected in the following aspects:

– time stamp deviation of the data collection;
– excessive transmission delay;
– disrupting the certainty of other service flows;
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Fig. 1. The application scenario of BBU shaper.

– reducing the overall network resource utilization due to the overhead of pre-
emption.

State Grid Corporation has built a distributed photovoltaic cloud network
which realized 1.12 million users’ access and full-process one-stop service. How-
ever, the application of photovoltaic operation and maintenance cloud platform
technology still stays in the passive operation and maintenance of fault detec-
tion and resolution, lacking mechanism to prevent malfunction caused by time
synchronization.

In summary, it is necessary to discuss the impact of time synchronization
errors on the service and the corresponding solutions.

2.3 BBU Shaper

We propose a solution to use time-sensitive Shaper at the edge of the network
in response to the requirements of the power big data service for the uplink
transmission delay. We choose to shape the upstream at the BBU as it is the
entrance of the terminal to access the network. The shaper aims to achieve the
abilities of stabilizing the transmission delay of the stream and reduce the delay
of the timed-out stream, meanwhile control the reasonable utilization of the
network. Figure 1 shows the application scenario of BBU shaper.

The Mechanism of Stabilizing Transmission Delay. First, we set up a
threshold for each uplink stream according to their ideal arrival time to make
the upstream traffic relatively stable. As shown in Fig. 2, for packages arrives
within the threshold, the shaper set up a queue and waits for the threshold.
When forwards the data, the shaper checks whether there are multiple queues
that need to preempt resources at the current moment.

Reducing Worst Delay. For packages arrives overtime, the shaper temporar-
ily elevates the priority of this stream. Then the shaper forward the streams
according to their priorities. By increasing the priority of the timeout stream,
we can reduce its waiting delay in other parts of the network. At the same time,
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Fig. 2. Stabilizing transmission delay mechanism of BBU shaper.
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Fig. 3. Schematic diagram of elevator and data forwarding.

although the stream has missed its reserved TSN resources, there is still hope
to avoid resource occupancy for subsequent services by occupying resources out-
side the TSN slice. For the flow with lower priority which has been interrupted,
the shaper needs to recalculate the priority according to how much the flow
is delayed. The priority elevator need to be carefully designed as unreasonable
escalation can lead to large scale of preemption which requires overhead and
raises overall delay.

Design of BBU Shaper. The priority elevator is the core function of the BBU
Shaper as it directly affects the gate control list (GCL). The shaper also need to
form the stream list from the TSN configuration and establish the corresponding
queue. Specifically, the following parameters and corresponding functions are
essential:
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– αslice: resource allocation rate of current slice in converged network. The
smaller this rate is the average delay the faster grows. That is, the shaper
will be more sensitive to the increase in average delay.

– slot length: minimum time-domain unit for traffic shaping.
– pmac min: minimum preemptible frame length. 124 byte normally.
– stream.threshold, .resource, .delay, .DPri: used to record stream informa-

tion.
– stream.id: it is used to identify the stream. When the priority is the same,

the stream with a smaller ID has a higher authority.
– Pri max: the maximum priority. Normally it is only assigned to Pri max-1,

the maximum authority is reserved for emergency or control data flow.
– total delay[]: record the transmission delay of each stream in a certain period

of time. It is used to measure the effect of the shaper. If the current stream
is unable to preempt normal service resource, its final delay will be:

fix(delay/(t ∗ αslice)) ∗ t + mod(delay, t ∗ αslice) (1)

And for the priority elevator, the problem it needs to solve is how to reduce the
worst delay by sacrificing the average delay while taking into account network
utilization. Typical designs include multiplier elevator, linear elevator, dynamic
elevator based on load and average delay, etc. The fixed multiplier elevator:

DPri = min(stream.Pri ∗ f, (Pri max − 1)); (2)

The delay-based linear elevator:

DPri = min(stream.Pri + (stream.late

−stream.Threshold) ∗ k, (Pri max − 1));
(3)

The load-based linear elevator:

DPri = min(stream.Pri/load ∗ kl, (Pri max − 1)) (4)

where k, f and kl are the scale factors.

3 Evaluation and Future Directions

In this section, we evaluate the design of the BBU shaper with different kind of
priority elevators. Also, in order to further evaluate the BBU shaper, we propose
a revenue model to evaluate the effect of current traffic shaping.

Assume a base station is connected to N devices terminals. Each terminal
is allocated exclusive resources within a slice of one hundred microseconds. All
the terminals have a random synchronization error for some reason. Therefore,
they will transmit data at the wrong time, and coupled with the unstable delay
of the channel, the stream will exceed the expected situation. The uRLLC slice
takes αslice = 0.1 ratio of time domain with full bandwidth BW = 100 Gbps,
the terminals has synchronization error within 4 times of their threshold with
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random initial priority from 0 to Primax = 127. Their thresholds are set to
T = 50µs and their data rates are all within 100 Mbps.

Figure 3 shows how the linear elevator works and the corresponding BBU
data forwarding output. This kind of elevator increases the priority of those
delayed stream with dynamic maximum priority limit.

As shown in Fig. 4, Fig. 5 and Fig. 6, we used delay-based linear elevator and
fixed multiplier elevator in the shaper when the uRLLC load is 75% and 95%
respectively.

The time synchronization error results in preemption per 4.31 Mb data trans-
mitted when the load is 75%, and the worst delay reaches to about 1 ms which
is 20 times longer than the expected transmission delay. We can see that the
shaper can reduce the total preemption rate under the same load compared to the
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case without the elevator. Under 75% load, the shaper can effectively offset the
preemptive signaling overhead required to transmit each MB of business data.
But as the load increases to 95%, this effect almost ceases to exist. For average
and worst delay, the shaper sacrifices average latency to reduce worst latency.
But we also find that unreasonable elevator design will lead to disastrous conse-
quences: the delayed streams preempt the later streams, causing the later streams
to get on the priority elevator and to preempt even later streams. The fixed ele-
vator rudely promotes the priority and leads to snowslide of preemption. While
linear elevator reduces the worst delay by about 3 ms and only increases the
average delay 0.1 ms (even reduce average delay at 95% load), the fixed elevator
slightly decreases worst delay but greatly increases the average delay.

It can be concluded that the BBU Shaper has to predict the consequences of
promoting priority. Thus we need a revenue model to evaluate the effect of the
shaper. Essentially, the output of the elevator is a strategy π with continuous
action space A =. The state space S is determined by the current network load
to preemption ratio DP , the average delay AD and the worst delay WD in a
period of time. The revenue model Gt can be expressed as:

Gt =
∞∑

k=0

γkRt+k+1

Rt = f0(load) ∗ DPt + f1(ADt) ∗ AD + f2(WDt) ∗ WD

(5)

where f0(), f1() and f2() are the functions that determine the corresponding coef-
ficients based on network conditions which is expressed in A. We will solve this
model through dynamic programming or reinforcement learning in our future
work, so as to obtain a specific and better elevator setting strategy.
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4 Conclusion

The devices used for power big data, Source-Grid-Load-Storage, etc. in smart
grid have characteristics like large amount, the transmission data is periodic
and sensitive to transmission delay, and the size of data transmitted each time
is relatively small. The absolute time synchronization error of these devices can
lead to increases in preemption, average transmission delay and worst trans-
mission delay. We propose a design of the BBU Shaper to deal with the time
synchronization error and uncertainty of channel delay. We propose a mecha-
nism named AAOE to stabilize the transmission delay and reduce worst delay.
Evaluation shows the shaper is able to alleviate the negative impact caused by
the synchronization error. But there are still some problems remain to be solved
such as efficient design of priority elevate. Based on our discussion, we believe
that the BBU Shaper will have a role in supporting the transmission of Smart
Grid in the future.

Acknowledgment. This work is partly supported by the Big Data Center of State
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Abstract. An efficient coal mine ventilation system is the guarantee of the safety
production in the underground coal mine system. In the procedure of the “intel-
ligent mine” development, the intelligent construction of ventilation system is of
primary concern. With the rapid development of the state-of-the-art technology,
such as the Internet of Things. This paper aims to implement the online and fast
ventilation simulation to provide real-time result for the afterwards decision sup-
port. Firstly, the ventilation simulation model based on circuit wind flux method
and Scott-Hinsley algorithm is described. Secondly, the architecture of the web
system is designed as well as the ventilation network graph model and simulation
model is constructed. Thirdly, a prototype web system is developed based on GIS
technology with ventilation model integrated at the back-end, which is called 3D
VentCloud. The result demonstrated that the system is efficient in providing real-
time and online ventilation simulation result, which is potential to guide the fast
decision support for coal mine safety production.

Keywords: Coal mine ventilation system · Online ventilation simulation ·
Safety production ·Web system

1 Introduction

Mine ventilation system is one of the crucial systems to ensure the safety production
of the underground coal mine, which directly affects the health condition and working
efficiency of miners, as well as the economic benefits and sustainable development of the
safety production system.With the rapid development of the “intelligent mine” based on
advanced technology, it is highly required to realize the intelligent construction of coal
mine ventilation system in the complex environment, which aims to provide reliable and
accurate decision support for the safety production of the underground coal mine system
[1].

The traditional data processing of mine ventilation system is difficult to satisfy the
demand of the intelligent construction of mine ventilation system. Many researches
and institutes have developed mine ventilation system to realize the informatization of
the mine ventilation. For instance, VENTGRAPH and Mine Fire Simulation software,
developed byPolishAcademyof Sciences, are twowidely used systems around theworld
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[2, 3]. Ventsim is a softwarewithwider attention, which is developed byChasm company
inAustralia [4]. And there are also some software systems such asVentilationDesign and
VentPC 2003, VR-MNE and Datamine developed by the US and UK respectively [5].
Besides, some domestic software systems are also developed with complex functions,
such asMVSS andMFire developed by the China University ofMining and Technology,
VentAnaly developed by Coal science and technology research institute co. LTD. [6].

As is well-known that the mine ventilation system is a typical geographical envi-
ronment, and the laneway network model has geospatial, attribute data and topological
relation. Based on these characteristics of the mine ventilation, its intelligentization is
now at the early stage [7]. Correspondingly, the geographic information system (GIS)
technology is one of the most effective technology methods to manage the geospatial
data of themine ventilation system. Thus, with the development of GIS technology, more
and more ventilation software systems have been developed based on GIS technology.
For example, LongruanGIS platform is developed by Beijing LongRuan Technologies
Inc. with ventilation function and has its own intellectual property right [8]. LKGIS and
VRMine GIS platform are all successful domestic systems developed with ventilation
function. Besides, there are also some secondary developed ventilation management
systems based on AutoCAD or ArcGIS [9–13].

However, the existing research suggests that the ventilation system based on Auto-
CAD is difficult to deal with spatial topological relationship and the spatial attribute
database. As a consequence, it is difficult to provide decision support with location based
information, while the application of GIS combined with ventilation system effectively
improved the deficiency of AutoCAD. In addition, in order to satisfy the requirement
of the mine ventilation system intelligentization, it is necessary to implement the online
ventilation simulation to provide fast or real-time decision support.

Therefore, this study aims to implement the online simulation of ventilation system
to provide fast or real-time simulation result for decision support. Firstly, we described
the numerical solution based on circuit wind flux method, and the Scott-Hinsley algo-
rithm. Secondly, we designed the data structure of the laneway network model and the
ventilation data model. Thirdly, a prototype simulation system of 3D mine ventilation
at web end is designed and developed based on GIS technology. Finally, the experiment
is conducted, which demonstrated that the system is efficient to provide real-time result
for decision support.

2 Ventilation Network Model

Mine ventilation is a daily work in coal mine production, which has to be accurately
simulated to master the actual situation of ventilation. The simulation result can be an
important guideline to adjust and control the wind, and optimize the ventilation system.
This section describes the basic steady state solution of circuit wind flux method with
Scott-hinsley algorithm.

The ventilation air flow is assumed to follow the three basic laws, which are the law of
ventilation resistance, the law of wind balance at nodes and the law of pressure balance
in loops. These three laws reflect the mutual restriction and equilibrium relationship
among the three basic ventilation parameters (branch air volume, wind resistance and
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node pressure) in the ventilation networkmodel [14, 15]. For a simple schematic diagram
of ventilation network model shown in Fig. 1. These three airflow laws can be described
as:

Fig. 1. Schematic diagram of ventilation network.

hi = Ri · |Qi| · Qi (i = 1, 2, . . . , 6) (1)

⎧
⎪⎪⎨

⎪⎪⎩

Q6 = Q1 + Q2

Q1 = Q3 + Q4

Q5 = Q3 + Q2

Q6 = Q4 + Q5

(2)

h2 − H2 = h1 − H1 + h2 − H2 (3)

Wherehi is thewind pressure or resistance of awind path or laneway in the ventilation
network, with unit Pa; Ri is the wind drag of a wind path, with unit (N • s2)/m8; Qi is
the air volume of a wind path, with unit m3/s. H1 or H2 represents the mechanically
powered wind pressure provided by the fan or the natural wind pressure [16].

Circuit wind flux method is one of the most widely used numerical calculation
methods for complex wind network. The specific calculation idea is as follows:

(1) Take a group of air volume of basic circuit in the ventilation network graph as the
unknown variable, establish the basic control equations according to the three laws
of air flow.

(2) Solve the circuit air volume.
(3) Calculate the branch air volume, branch ventilation resistance and other unknown

variables from the circuit air volume.

In general, for a ventilation network graph with n branches and m nodes, the system
equation is:

fi(qy1, qy2, . . . , qyb) =
∑n

j=1
CijRj ·

∣
∣
∣
∣

∑b

s=1
Csjqys

∣
∣
∣
∣ · (

∑b

s=1
Csjqys) −

∑n

j=1
Cij(hfj + hNj)

= 0 (4)

Where b= n –m+ 1 represents the number of independent circuits of the ventilation
network; hfj is the fan wind pressure and hNj is the natural wind pressure; qij is the air
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volume for the branch j and circuit i, where i = 1, 2, …, b, j = 1, 2, …, n; qy1, qy2, …
qyb cosine tree volume respectively; (Cij)bn is the independent circuit matrix.

Based on taylor series expansion and equation simplification, the iteration equation
is obtained as (5), which is the Scott-Hinsley algorithm.

�qkyi = −f ki /
∂fi
∂qyi

(5)

3 System Design

The prototype system developed in this study is named as 3D VentCloud. The front-end
of the web system is developed by Html, JavaScript and CSS. The three-dimensional
visualization function is developed based on three.js. The back-endmodel and algorithm
of the ventilation network is developed by Python and C++. The Web page frame is
constructed by Tornado, which is used as the server to transmit data to the front-end of
the web system.

As can be seen from Fig. 2, the prototype system consists of three layers from bottom
to top: technology layer, service layer and application layer.

Fig. 2. The architecture of 3D VentCloud system.

The different layers are described as follows:

(1) Technology layer

The technical layer covers all the key technologies in the process of system construc-
tion, which includes the data source and mine ventilation model and algorithm. The data
source layer includes the centerline data of the whole laneway network, and the geolog-
ical and attribute data of the laneway and nodes, which are stored in GIS database or
stored as GeoJson format. The mine ventilation model includes the topological relation
generation model and the ventilation network simulation model. These models jointly
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build the mine ventilation network solution model library and constitute the technical
core of the system.

(2) Service layer

Thisweb systemuses Tornado as the service architecture. TheWebSocket interface is
applied to connect the JavaScript front-end with the back-end Python and C++ program
to implement the data transmission.

(3) Application layer

The application layer displays the 3D visualization results in the form of graphical
interface at the webpage end. The system can read the geospatial centerline data and
attribute data of any mine laneway network, and display the 3D laneway model and
generate the stl file of the laneway model. The 3D laneway network model can also be
rendered with different colors by the air volume of different laneways, and the geospatial
attributes of the laneway can be queried and displayed at the web end.

4 Simulation Result

This study collected the laneway and ventilation network data from Xinqiao coal mine,
which is located in Henan province, China. This coal mine was chosen primarily due to
the accessibility of continuous monitored data. The Xinqiao coal mine laneway network
has 290 laneway branches, and 222 nodes. The geospatial and attribute data of the
laneway network includes laneway ID, laneway name, the coordinates and ID of the
start node and end node, the area and perimeter of the laneway section, the laneway
length, wind drag, ventilation resistance, coefficient of friction resistance and laneway
type, etc.

Some of the laneway data and basic ventilation parameters are shown in Table 1. The
topological relation for the laneways and nodes are stored as point-line indexed structure
commonly used in GIS data organization.

Table 1. Some of the ventilation attribute data for Xinqiao coal mine laneway.

Laneway
ID

Start node
ID

End node
ID

Wind drag
(N • s2/m8)

Section
area (m2)

Section
perimeter
(m)

Laneway
length (m)

1 1 2 122.336 18.14 15.78 32

2 3 4 114.535 18.67 15.46 40.10

3 5 6 145.384 18.28 15.23 3.30

4 7 8 0.00016 24.00 20.37 612

5 9 10 0.00043 14.06 15.89 584
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The 3D laneway network model of Xinqiao coal mine is read and displayed by 3D
VentCloud system, as can be seen in Fig. 3.

Fig. 3. The 3D laneway network model of Xinqiao coal mine.

By establishing the topological structure of the ventilation network graph of Xinqiao
coal mine, the shortest path algorithm is adopted to sort the laneway wind resistance.
Thus, theminimumspanning tree and 70 cotree branches of the ventilation network graph
are generated. By adding the cotree branches as additional tree branch to the minimum
spanning tree, 70 circuits are formed respectively, which is called independent circuit of
the ventilation network graph.

Then, based on the ventilation simulation model, the air volume of each laneway is
obtained within a few seconds, which can provide fast or real-time result at web end for
the decision support afterwards. The 3D laneway network model of Xinqiao coal mine
is rendered with simulation result, which is displayed on 3D VentCloud, as shown in
Fig. 4. By clicking on different laneway branches, the geospatial query can be conducted
and displayed on web page.
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Fig. 4. The 3D visualization of mine ventilation simulation result.

5 Conclusion

This study investigated themine ventilation simulationmodel and developed a prototype
web system to implement the online ventilation simulation. The system is design and
developed based on web technology, and the numerical ventilation solution method is
developed and integrated with the web system.

The experimental result demonstrated that this web end system is effective in provid-
ing fast or real-time ventilation simulation result, and is expected to guide the real-time
decision support for coal mine safety production.
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Abstract. Coal mining, regarded as a high-risk industry, has strongly demand on
VirtualReality (VR) training environment for safetymining and emergency rescue.
In order to solve the problems of the current VR platform of lack of immersive
experience and interest, a Browser/Client VR simulation system are designed
and realized. Three key techniques are studies, including cloud rendering, AI
behavior tree and mining disaster animation. Unlike WebGL and HTML5, cloud
rendering provides photo-realistic quality. 2 AI characters are designed to guide
users to have an overall understanding of the mine and experience the effect mine
disasters. The system has been successfully applied in theVirtual Reality Teaching
and Experiment Laboratory for undergraduate in China University of Mining &
Technology-Beijing. The research, as a new tool for miner training and disaster
drilling, has a signification meaning of the work safety IT construction.

Keywords: Coal mine safety · Virtual reality · Game artificial intelligence ·
Behavior tree · Cloud rendering

1 Introduction

Coal mine, with dangerous working environment and complex production system, has a
strong demand for the virtual reality (VR) simulation and drills. Virtual Reality (VR) has
its unique advantage for high-risk mining industry, such as miner safety training, emer-
gency rescue drilling, longwall mining and drifting production processes simulation,
disaster scenario simulation, mechanical operation training and so on. 5G communica-
tion, cloud computing and big data will become IT fundamental infrastructure in the
Intelligent Mine construction in the future 3–5 years. A shift from desktop VR to Cloud
VR is inevitable, as it becomes the best choice for VR. Research and application on the
cloud-based VR simulation system for mine safety are very important in recently year.
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In this article, a Browser/Client VR simulation system for coal mine safety is designed
and developed base on the cloud rending technology and game AI technology to solve
the problems of the current VR platform, such as lack of immersive experience and
interest, high requirement of the client devices performance. Section 2 introduces the
related research on virtual reality training of coal mine. Section 3 introduces the system
architecture design with cloud rending technology. Section 4 focuses on the Game AI
design for general learning and disaster experience. Section 5 introduces the techniques
of disaster animation producing. Section 6 shows some system outcome. Finally, Sect. 7
gives some conclusions.

2 Related Works

Developed mining countries such as United States, Australia, and UK have imple-
mented VR as training environment for mining simulation, accident reconstruction and
investigation, education and safety training in two decades [1–7].

Commonwealth Scientific and Industrial ResearchOrganization (CSRIO) developed
a drilling system for coal mine equipment operation. Artificial Intelligence, Computer
Graphics and Virtual Reality (AIMS) in University of Nottingham, UK has a long his-
tory of developing and applying VR technology for coal mine safety training. The VR
products SafeVR and VRoom are very famous for open pit truck operation training.
Researchers at The National Institute for Occupational Safety and Health (NIOSH) are
exploring how themining industry can effectively use “serious games” for mine training.
They have used a game engine to create a portion of an underground coal mine. In this
virtual mine, trainees have a first-person point as they walk or ride through the mine. The
first training package in this virtual mine instructs newminers in how to read mine maps.
Marshall University used Unity3D to develop an Interactive Virtual Underground Mine
Platform (IVUMP), which can record the messages, information and actions of mine
rescue team members. The platform used VFIRE to enhance the ventilation interactive
simulation to provide a safety training exercise for emergency response.

In China, some large mining groups and State Administration of Work Safety have
been applying the VR hardware and software to safety training and emergency rescue
training. For example, twonationalVR training centers had been established inShendong
Mining Group and Ningxia Mining Group, each of which cost more than 200 million
US dollar. Those systems provided the high fidelity for users with the functions of single
user, stand-alone version and “Q and A” work safety training. The VR hardware were
composed of projection-based panoramic display system, infrared tracking stereoscopic
glasses, VR headset display, Pad, touch screens and other devices. Moreover, desktop
3D visualization system are popular in coal mine with the functions of 3D geological
model, ventilation simulation, real-time data monitoring [8–11].

There VR applications still have some shortcomings need to improve.

Lack of the Immersive Experience and the Learning Interest. Those coal mine training
system have teaching and learning functions with single-player mode and ask-answer
pattern, lack of the immersive experience and the learning interest. Most of them did
not design AI man-machine interaction functions so that the advantages of immersion,
interactivity and imagination of virtual reality could not been fully used.
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High Requirement of the Client Devices Performance. Good experiment relies on high-
performance local devices. However, traditional VR training applications confront new
challenges. VR applications need to support the various light terminals such as PC,
mobile phone, PAD, and headset and so on, to have the abilities of mass multiplayer
online (MMO), to upgrade the question-answer learning pattern into a serious multiply
game experience patter. At the same time, network fluency, interaction ability, user
experience and VR quality of VR also need to consider.

Lack of the Gamifying, Intelligent and Diversity. VR learning tend to be gamifying,
intelligent and diversity. Non-Player Character (NPC) characters can enrich game con-
tent.AI functionalities include Sense/Think/Act cycle. With Game AI design, the VR
training of answer-questions turns into interactive with NPC in 3D scenes. This will
enhance the user’s real experience of learning and training, strengthen their memory and
safety awareness.

3 Architecture of the Virtual Reality Simulation System Based
on Cloud Rendering Technology

The system is based on Unreal Engine (UE), which is one of the wildly-used engines
which has a complete suite of game development tools. The system takes virtual reality
visualization as the basic function, uses the NPC gameAI to link the knowledgeable sites
together to guide the user to experience coal mine. The system architecture is shown as
Fig. 1.

A classic Browser/Client architecture of cloud rending is established. The B/S struc-
ture means each of individual player connect to the server and get 3D streaming from
the server on the cloud. Cloud server handles all the events and the state of the virtual
world and transfer the VR render streaming to the client.

Cloud rendering technology refers to runVR rendering program on the virtual server,
taking full advantage of virtually infinite computing power to create, capture, compress
high-resolution renderings, and sent to the low performance and computing power client.
When bandwidth is good, users can interact with VR programs on the client through the
network. In this kind of B/S architecture, the client is lightweight, without the need for
expensive hardware, responsible only for decoding and displaying 3D scenes, and can
both support resource-constrained platforms such as mobile devices. Users can interact
with 3D scenes anywhere and anytime [12, 13].

Comparedwith the other popularWeb3D technologies, mainlyHTML5 andWebGL,
cloud rendering technology has incomparable advantages, mainly because it has no spe-
cial expensive requirements on the client, and no matter what kind of device can ensure
3D reality and quality. Moreover, since 5G will provide sufficient network bandwidth,
online cloud rendering architecture will provide enough computing and rendering power
and be a trend in the future.

In this architecture, the whole system is divided into three parts: portal server, game
server and client.
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Fig. 1. The architecture of the virtual reality simulation system based on cloud rendering

Portal Server. It is responsible for user login, and according to the user’s choice to find
the appropriate server, control the server to start the virtual machine (game server). The
client and the game server establish a connection when portal server provides the address
of the virtual machine to the client, and user can run and interact the 3D program in the
remote server through the network.

Game Server. It is responsible for processing the mouse and keyboard input events from
the client and translating them and sending them into the interaction module of the 3D
program for further parsing. The 3D scenes images are captured, encoded and sent to the
client as video streaming. 3Dserver program includes three parts: virtual realitymodeling
and visualization module, AI game guidance module and safety training module.

Client. It is responsible for displaying the received 3D scene steaming and sending the
user’s input such as keyboard and mouse events to the server.

4 Design of Game AI

3D engine, like the automobile engine of the mechanical industry, determines the ren-
dering speed, the sense of reality and immersion, and also affects the convenience and
efficiency of the entire 3d application. It combines all the elements in the virtual envi-
ronment together and coordinate them to work orderly in the background. A typical
game engine as Unreal or Unity3D includes a rendering engine (“renderer”) for 2D
or 3D graphics, a physics engine or collision detection (and collision response), sound,
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scripting language, animation, artificial intelligence (AI), networking, terrain, streaming,
memory management, threading, localization support, and a scene graph.

Artificial intelligence in games (or ‘Game AI’ for short) is a module of 3D engine.
There are similarities and differences between Game AI and traditional AI. Traditional
AI typically demonstrate at least some of the following behaviors associated with human
intelligence: planning, learning, reasoning, problem solving, knowledge representation,
perception, motion, and manipulation. Game AI is emerging and become the narrow
branch from traditional artificial intelligence. Game AI refers to Non-Play Characters
(NPC) controlled by the computer simulate the intelligent behavior of human being or
other creatures, showing a certain amount of intelligent behavior, providing users with a
believable challenge to overcome [14, 15]. In our serious game, twoNPC are designed to
simulate the behavior of miners who guide users to understand the whole underground
mine production, to experience the virtual scene and improve the relationship with the
user during the process of training, conversation or other tasks.

4.1 The Principle of Game AI

By designing AI behavior, NPCs can automatically analyze and generate the game-
oriented effect. When users enter the designed game scenario, they slowly become
addicted to NPC’s guide-feedback behavior. Compared with traditional learning, the
progress of the game itself is also learning, but it is easy to grasp, which will have a
positive guiding effect on the user’s behavior.

They are two ways of Game AI, the finite state machine (FSM) algorithm and behav-
ior tree algorithm. FSM is to build “state”. Transitions between states are triggered by
events. A “state” can represent physical conditions that the entity is in, or it can repre-
sent emotional states that the entity can exhibit. FSM is a kind of “Event triggered type”
to simulate the promptly react to the human player’s action with its pre-programmed
behavior. An obvious drawback of FSM design is its predictability. All NPCs’ behaviors
are pre-programmed, the modular design and reusability is not stable when the when
games get larger and more complex. A more advanced method used to enhance the
personalized experience is the Behavior Tree.

A simplified flow chart of the way behavior tree can be used in such a game is shown
in the Fig. 2. Figure 2 shows a sequence of actions of open/close door and open/close
window. Behavior tree is mainly composed of leaf node and composite node, which is
essentially a tree, that is, acyclic graph.

Leaf Tasks. They are the terminal nodes of the tree and define low level actions which
describe the overall behavior. They are typically implemented by user code, maybe in
the form of a script, and can be something as simple as looking up the value of a variable
in the game state, executing an animation, or playing a sound effect.

Composite Tasks. They provide a standard way to describe relationships between child
tasks, such as how and when they should be executed. Contrary to leaf tasks, which
are defined by the user, composite nodes are predefined and provided by the behavior
tree formalism. They build branches of the tree in order to organize their sub-tasks
(the children). Basically, branches keep track of a collection of child tasks (conditions,
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Fig. 2. The type of AI behavior tree

actions, or other composites), and their behavior is based on the behavior of their children.
Composite tasks consist of selectors, sequences, parallels and decorators.

A Selector. It is a branch task that runs each of its child behaviors in turn. It will return
immediately with a success status code when one of its children runs successfully.

A Sequence. It also executes the node task in turn instead. if one fails the sequence will
returns, and the rest task are not executed.

A Decorator. It is a task that has one single child task and modifies its behavior in some
way. It will return when a child task output is modified. It can be used to make decisions
on whether a branch (or even a single node) in the tree can be executed.

A Parallel. It is composite task to handles “concurrent” behaviors. It’s a special branch
task that runs all children when stepped. The behavior tree allows parallel node tasks,
which may be state machine. Multiple state machines can be executed in parallel.

4.2 Design of AI Behavior

In Unreal engine, Blueprint is used by adding and connecting a series of nodes which
have some functionality attached to them to a Behavior Tree Graph. Figure 3 designs a
NPC’s plot of learning general knowledge and experience the mine disaster. Also, two
AI characters are designed to find local navigation grid path automatically.

The First NPC is task-oriented character who explain the common knowledge about
the coalmine and guide the user to visit the key underground work site such as longwall
working face. Once the user completes the corresponding task and gives feedback can
NPC release the next task. The tasks are preparing before entering the undergroundmine,
looking for the entrance, entering the cage, visiting the underground working face. The
behavior tree of task-oriented NPC is shown as Fig. 4.

The second NPC is disaster-oriented character who guide user to experience the
typical coalmine disaster. TheNPC’s behavior tree is shown as Fig. 5. Selector, sequence,
parallel are designed to trigger the accidents such as gas leakage, roof fall, fire and
seepage. The selector firstly judges whether it is dangerous or not, then run each disaster
sequence. Sequence executes the disaster animation in turn and test the user’s reaction
if it is correct or not. NPC also give out the run and waring to the user in parallel node.
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5 Key Technique Typical Disaster Simulation Animation

Mining is a high-risk industry,which existmanydangerous accidents such as gas leakage,
roof fall, fire and seepage. Once the corresponding animation are triggered by NPC’s
AI behavior, the system will randomly enter the disaster simulation and it will make the
corresponding judgment according to the type of disaster and the handling method of
the operator, shown as Table 1.

The disaster simulation module integrates various 3D animation, audio, particle
effect, and physical-mechanical models of the 3D engine. 3D model is to establish
model of mines, terrain, tunnels, characters, etc. Audio focuses on creating real sound as
realistic as possible from the dimension of the source, such as footsteps when walking
on the grass and in the tunnel, wheezing when running, mechanical sound when the cage
is opened, etc.

The particle effect is to display the dust in the mining face or the dust generated when
the roof fall rises. The physical-mechanical model can enhance the virtual character’s
realistic sense of force, not only the downward acceleration of gravity, but also the sense
of gravity when the rockwall is peeling off. Blueprint are used to create those VR effects.
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5.1 Gas and Coal Dust Explosions

Through this VR system, user will understand boundary conditions of gas and coal dust
explosions. By animation technology, a process of coal and gas outburst are established
so that user could perceive the disaster from the vision, auditory, and other aspects,
and understand the movement and destruction process of the mixed wind and dust.
Also, some emergency preparedness such as collaborative gas extraction can be fully
displayed.
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Table 1. Typical mine disaster simulation

Types of accidents Characteristics of accidents Treatments

Gas and dust exploration Gas leak detector exceeds the upper limit and
self-ignite

Report, escape

Roof fall and wall collapse Rubble drop Roadway support

Fire accident Spontaneous combustion Report escape etc.

Seepage Water seeps out through a gap or coal seam Seal

5.2 Roof Fall and Wall Collapse

Through this VR system, user will understand the main factors of roof fall and wall
collapse. They can simulate the conditions of various rock burst disasters, simulate the
process of ground pressure disasters so that user could understand the form of disaster,
causes of these disasters, factors, and the methods of disaster prevention.

5.3 Fire Accident

Through this VR system, user will understand themain form ofmine fire such as external
fires mainly caused by open flames, blasting, current short circuit, etc., as well as internal
fires caused by combustion of coal or other flammable substances due to their own
oxidation and heat. VR simulate the conditions of various fires, understand the severity
of disasters and master the methods for preventing fires. The system also shows the fire
accident treatment, including the closed grouting method and nitrogen injection method.

5.4 Water Seepage

Through the system, user will understand the main factors of mine seepage, such as
fissure water, etc. The system can simulate the conditions of various seepage, simulate
the process of water inrush, the causes of water inrush and various influencing factors
of water inrush so that employees could understand the severity of the disaster accidents
and master the methods of seepage prevention and treatment.

6 System Implement

The systemhas been successfully applied in theVirtual Reality Teaching andExperiment
Laboratory for undergraduate in China University of Mining & Technology-Beijing. A
cloud rendering cluster is composed by two virtual rendering servers with configuration
of M60 8G/ CPU 4Core/32 GB RAM/bandwidth BGP 40 Mbps. A client is required
as CPU Intel i7, 16 GB RAM. This hardware environment can only support 6 users at
most.

According to former acquired 3D data, such as geographic data, geophysical data,
and mining data, the 3D entity model are generated by different modeling method by
using 3DMax or Maya. The NPC’s characters are made according to the ratio of real
people.
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NPC Virtual Roaming: NPC will walk around buildings with the user, and enter the
underground mine by auxiliary cage, visit longwall mining face or tunneling face, and
introduce ventilation system, transportation system, water supply and drainage system
and power supply system, etc. This function enables the new miners to have an overall
understanding of the mine.

NPC Accident Guidance: Through the dialogue with the AI guider, when the user is
working normally, the NPC can have a dialogue with him to judge his behavior, with the
function of information prompt, illegal operation prompt. The system triggers disaster
simulation according to operating conditions.

In this system, mining safety accidents is concentrated in gas explosion, roof fall, fire
and seepage. By analyzing disaster reasons, accident characteristics, occurrence status,
and formation impact, a specific disaster simulation knowledge library is constructed,
which contains a brief description of various disasters, namely, preventivemeasures, sug-
gestive prevention on pre-disaster characteristics and the popularization of post-disaster
knowledge, and it can combine with system guidance to popularize the consequences of
disasters (Figs. 6, 7, 8, 9, and 10).

Fig. 6. Finding entrance of underground mine with task-oriented NPC

Fig. 7. Visiting working face with task-oriented NPC
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Fig. 8. Gas explosion animation

Fig. 9. Fire-extinguishing animation

Fig. 10. Roof accident animation

7 Conclusion

With the development of intelligent mine construction, the development of virtual reality
in the mining industry is facing unprecedented opportunities and challenges. Cloud
rendering technology will be the mainstream of 3D technology development in the
future. The gamification of AI can also attract users to take actions and strengthen their
cognition and learning abilities. In this paper, a serious-game virtual reality platform for
mine safety training with Unreal engine is designed and developed based on the latest
technology. NPC AI guidance are designed to simulate the process of underground
roaming and accident experience including gas explosion, roof fall and wall collapse,
fire and seepage. The results of the study will provide a new tool for coal mine work
safety and training, avoidinghigh-risk and extremeenvironment underground. It provides
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user with a reliable, safe and cheap software platform, which not only meets the urgent
needs of the government and enterprises for mine safety training, but also promotes the
development of mine safety IT construction.
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Abstract. In order to improve the accuracy of coal mine gas safety evaluation
results, a gas safety evaluation model based on D-S evidence theory data fusion
is proposed, and multi-sensor fusion of gas safety evaluation is realized. First, the
prediction results of the weighted least squares support vector machine are used
as the input of D-S evidence theory, and the basic probability assignment function
of each sensor is calculated by using the posterior probability modeling method,
and the similarity measure is introduced for optimization. Secondly, aiming at
the problem of fusion failure in D-S evidence theory when fusing high-conflict
evidence, the idea of assigning weights is used to allocate the importance of each
evidence to weaken the impact of conflicting evidence on the evaluation results.
In order to prevent the loss of the effective information of the original evidence
after modifying the evidence source, a conflict allocation coefficient is introduced
on the basis of fusion rules. Finally, a gas safety evaluation example analysis is
carried out on the evaluation model established in this paper. The results show
that the introduction of similarity measures can effectively eliminate high-conflict
evidence sources; the accuracy of D-S evidence theory based on improved fusion
rules is improved by 2.8% and 15.7% respectively compared to D-S evidence
theory based on modified evidence sources and D-S evidence theory; as more
sensors are fused, the accuracy of the evaluation results is higher; the multi-sensor
data evaluation results are improved by 63.5% compared with the single sensor
evaluation results.

Keywords: Data fusion · D-S evidence theory · Gas · Safety evaluation

1 Introduction

Coal mine gas safety evaluation has always been an important means of coal mine safety
management. Through the monitoring of environmental data in the coal mine and the
correct identification of the gas safety, gas accumulation, outburst, and explosion can
be effectively avoided, which has important theoretical significance and practical value
for suppressing the occurrence of gas disasters and promoting the safe and sustainable
development of the coal industry [1].
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At present, the commonly used safety evaluation methods are probabilistic risk eval-
uation [2–4], and the use of computer technology and databases to establish disas-
ter databases for casualties. However, in actual evaluation, the structure, indexes and
parameters of each evaluation model are very different. The commonly used evaluation
methods in China mainly focus on fuzzy comprehensive evaluation [5], gray clustering
[6–8], neural network [9–11] and game analysis evaluation based on data mining [12].
Although the qualitative evaluation process is simple, the differences in the professional
background and operational capabilities of different participants may lead to differences
in accident risk evaluation. The existing gas safety evaluation system only stores infor-
mation in the database, and does not realize the correlation between the monitoring data
of multiple sensors, therefore, a complete and coordinated operating system has not
been formed in practice. At the same time, in the analysis of the coal mine gas safety
influencing factor system, more studies have magnified the role of people and machines,
while neglecting the occurrence of gas accidents mostly is the unfavorable monitoring
of environmental factors, the lack of evaluation systems and the insufficient accuracy.

The gas safety evaluation model used in this paper divides the gas safety status into
different safety levels. Then, using the various sensor monitoring data collected by the
working face monitoring station, the predicted data is obtained based on weighted least
squares support vector machine. Finally, multi-sensor data fusion is carried out to realize
the evaluation of the gas safety state of the working face at the next moment, so as to
realize the early warning of the gas safety state.

2 Weighted Least Squares Support Vector Machine

Suykens [13] proposed a weighted least squares support vector machine (WLSSVM)
based on the least squares support vector machine (LSSVM). The Lagrange function of
its optimization problem can be described as:

L(w, b, ξ, α) = 1

2
wTw + 1

2
C

N∑

i=1

viξ
2
i

−
∑N

i=1
αi

[
wTϕ(xi) + b + ξi − yi

]
(1)

In Eq. (1), w is the weight coefficient vector; ϕ(xi) is the mapping input to the high-
dimensional space; C is the regularization parameter; b is the threshold; xi represents
the Lagrange multiplier. According to the KKT (Karush-Khun-Tucker) condition, the
function eliminate w, ξi, and get Eq. (2):

[
0 l1×N

lN×1 R + 1
CV

][
b
α

]
=

[
0
y

]
(2)

In Eq. (2), V = diag
(
v−1
1 , v−1

2 , . . . , v−1
N

)
is the diagonal matrix, l1×N is the unit

columnvector,R = {
K

(
xi, xj

)|i = 1, 2, . . . ,N
}
is the radial basis kernel functionmatrix,

y = [
y1, y2, . . . , yN

]T. Equation (2) can be obtained b and α, inputing test samples to
get WLSSVM model as follows:

y =
∑n

i=0
αK(xi, x) + b (3)
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The weight calculation formula is as follows:
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⎧
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(4)

In Eq. (4), the values of s1 and s2 are 2.5 and 3.0 respectively; s
∧

is the standard
estimated deviation of the error sequence, and its calculation function is as follows:

s
∧ = IQR

2 × 0.6745
(5)

In Eq. (5), IQR is the difference between the third quartile and the first quartile in
the sequence of errors ξi from small to large.

3 D-S Evidence Theory

3.1 Basic Principles of D-S Evidence Theory

For the reasoning of uncertain problems, Dempster-Shafer (D-S) evidence theory has
strong adaptability, and the reasoning process is simpler. Among them, the distribution
of belief functions and the fusion of evidence are the basic knowledge of D-S evidence
theory. The uncertainty of events can be expressed through the recognition framework
and basic belief distribution functions.

Recognition Framework
The recognition framework represents a set X of possible situations of the event, and
the elements it contains represent the degree of evaluation of the event status. In the
gas safety evaluation system, every possible state is called a hypothesis, and all possible
categories constitute a recognition framework. Therefore, the recognition framework
contains all possible results of a particular problem. The recognition framework can be
expressed in Eq. (6):

X = {X1,X2,X3, . . . , �} (6)

In Eq. (6), Xi is called a possible result of the event, and the uncertainty represented
by �.

Basic Probability Assignment Function (BPA)
Suppose X is a recognition framework, 2X is a power set on X, if m: 2X → [0, 1], and
satisfy Eq. (7).

∑
A∈2X m(A) = 1,m(�) = 0 (7)

In Eq. (7), m is called the BPA of the recognition frame X, it also known as the mass
function, A is the element in the recognition frame. For ∀A ⊆ X , thenm(A) is the basic
belief, which indicates the degree of trust in proposition A.
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Belief Function
If there are A ∈ P(X ) and B ∈ A, then define the function Bel as follows:

Bel(A) =
∑

B∈A m(B) (8)

In Eq. (8), Bel represents the belief function, and the Eq. (8) represents the sum of
the possibilities of all the subsets of A, which represents the overall degree of trust in A,
so that it can be inferred that Bel(�) = 0 and Bel(X) = 1. The belief function represents
the degree of trust of a certain thing. It is incomplete and untrustworthy to only use the
belief function to describe the possibility of an event.

Likelihood Function
In D-S evidence theory, the likelihood function is ameasure used to express the degree of
distrust of an event. Definition: Assuming that X is a recognition framework, m: 2X →
[0, 1] is represented as the basic probability assignment on X. If there are A ∈ P(X ), B
∈ A, then define the function Pl: 2X → [0, 1] as follows:

Pl(A) = 1 − Bel
(
A
) =

∑
B∩A�=�

m(B) (9)

In Eq. (9), Pl(A) represents that event A is true uncertainty, and Bel
(
A
)
represents

the trust degree of event A. The degree of mistrust Pl(A) of A can be calculated by the
Eq. (9).

The minimum degree of trust of evidence theory for event A is Bel(A), the potential
degree of trust in event A is expressed as Pl(A), the support interval of event A can
be expressed as [0, Bel(A)], the likelihood interval of event A can be expressed as
[0, Pl(A)]. When the evidence neither confirms nor denies the occurrence of event A,
for this uncertain phenomenon, a trust interval can be used to represent the probability
of event A.

3.2 Improved D-S Evidence Theory

D-S evidence theory has strong applicability in data fusion, but in the actual fusion
process, there are still some deficiencies in dealing with uncertain problems. It is mainly
manifested in the explosive problem, the limited problem of recognition framework, the
independent problem between the evidences and the problem of conflicting evidence
fusion. In this paper, the improvement of D-S evidence theory is mainly used to solve
the problem of conflicting evidence sources.

Evidence-Based Improvements
Modifying the evidence source can reduce the influence of interference factors on the
fusion evaluation results and improve the accuracy of the evaluation results. In this paper,
the idea of assigning weights is used to allocate the importance of each evidence, which
can increase the reliability of the evidence on the decision result and weaken the impact
of conflicting evidence. For the method of evidence-based improvement, this paper is
called D-S-1 evidence theory.
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For an uncertain event, there are n evidences, the corresponding recognition frame
X contains N focal elements, and mi represents the evidence set composed of the basic
probability assignment function corresponding to the evidence under each focal element.

mi = [mi(A1),mi(A2), . . . ,mi(An)]
T , i = 1, 2, . . . , n (10)

Equation (11) is used to calculate the distance between mi and mj, dij represents
the distance of mi and mj. This distance function has a better reflection in describing
the focal element and the reliability between evidences, and can better characterize the
conflict between evidences.

dij = d
(
mi,mj

) =
√
1

2

[
‖mi‖2 + ∥∥mj

∥∥2 − 2
(
mi,mj

)]
(11)

The similarity function is further derived from the Eq. (11). The similarity between
mi and mj can be expressed as Sij. The expression of Sij is as follows:

Sij = 1 − dij (12)

The smaller the distance between the evidences, the greater the mutual support. The
degree of support for evidence can be expressed by the sum of other evidences, then the
degree of support for evidence mi can be expressed as:

T (mi) =
∑n

j=1,j �=i
Sij, i = 1, 2, .., n (13)

In this paper, the distance similaritymatrix between evidences is used to give different
weights to each sensor, so as to achieve the purpose of modifying the evidence source. In
order to prevent the revised evidence source from being too conservative and losing the
advantages of the original evidence, this paper adopts to retain the original set of more
correct evidence to ensure the effect of data fusion. Based on the above ideas, according
to the ratio of the degree of support of the evidence, under the condition of retaining a
good set of evidence sources, the weight β of the evidence is calculated according to the
degree of support. The specific formula is as follows:

β(mi) = T (mi)

max(T (mi))
(14)

After assigning weights, the modified basic probability assignment function corre-
sponding to the evidence can be expressed as follows:

m′
i(i) = β(mi) · mi

m′
i(�) = β(mi) · mi + (1 − β(mi)) (15)

Improvements Based on Fusion Rules
In this paper, the time series prediction value of the monitoring data of each sensor is
used to calculate the basic probability assignment value. After the value of each sensor
is fused, the mine gas safety status is judged. The fusion rules of D-S evidence theory
are as follows:
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Based on two independent evidencesM1,M2, the focal elements of the two evidences
are Bi and Cj(i = 1, 2, 3, . . . , n, j = 1, 2, 3, . . . ,m), the basic probability assignment
function value after their fusion is m(A):

{
m(A) = M1 ⊕ M2 = 1

1−K

∑
Bi∩Cj=A m1(Bi)m2

(
Cj

)

K(M1,M2) = ∑
Bi∩Cj=� m1(Bi)m2

(
Cj

) (16)

In Eq. (16), K(M1,M2) is called the conflict coefficient, which represents the degree
of conflict between the two evidences M1,M2. When the conflict coefficient is 0, there
is no conflict between the two evidences; when it is close to 1, the greater the conflict
between the two evidences, there is a complete conflict.

Many scholars believe that the fusion rules of evidence theory are imperfect in the
processing of evidence, so the reasonable modification of fusion rules can also improve
the accuracy of fusion. After modifying the evidence source, simply modifying the
evidence source data to prevent high conflicts between the evidences may cause the
revised evidence to lose the effective information of the original evidence. The conflict
allocation coefficient is introduced on the basis of the fusion rules to improve the accuracy
of the decision stage. For the method of modifying the fusion rule, this paper is called
D-S-2 evidence theory.

The conflict allocation coefficient ω(Ai) can be defined as follows:

ω(Ai) =
∑n

i=1 m
′
i

(
Aij

)
∑n

i=1
∑p

j=1 m
′
i

(
Aij

) (17)

The improved formula of D-S evidence theory fusion rule is defined as follows:

m(A) =
∑

Bi∩Cj=A
m1(Bi)m2

(
Cj

) + K · ω(Ai) (18)

In Eq. (17): set A represents the intersection of focal element Bi and focal element
Cj.

4 Construction of Gas Safety Evaluation Model

4.1 Construction of Recognition Framework

From the perspective of D-S evidence theory, the “gas safety state” can be regarded as
a judgmental problem, and the summary of hypothetical results can be described as a
recognition framework.According to the coalmine safety regulations and the value range
of characteristic parameters under specific conditions, the gas safety state is divided into
five states: no danger, mild danger, moderate danger, serious danger, and uncertain [14].
No danger indicates that the working face of the coal mine is in a good environment;
mild danger indicates that the working face has a certain risk, and this danger value is
within the acceptable range; moderate danger indicates that the working face is unsafe,
and the indicates value has exceeded the accepted, this danger requires staff to conduct
on-site inspection; serious danger indicates that the working face is very bad, and the
staff should be evacuated. So the recognition framework of D-S evidence theory can be
described as X= {X1 (no danger), X2 (mild danger), X3 (moderate danger), X4 (serious
danger)}.
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4.2 Construction of Basic Probability Assignment Function

This paper uses the posterior probability modeling method to find the basic probability
assignment function, and introduces the similarity degree to modify the evidence source.
Thebasic probability assignment function characterizes the support degree of each sensor
to the safety status ofmine gas. In this paper, a time series predictionmodel is constructed
through the WLSSVM, and the prediction model is established with each influence
factor as an input to obtain the prediction value of each sensor. The posterior probability
modeling method calculates the basic probability assignment function of each sensor.

Taking a single sensor as an example, the basic probability assignment function value
obtained by the posterior probability modeling method is y, the recognition framework
is X = {X1,X2,X3,X4}. The distance between X and y can be expressed as follows:

di(Xi, y) = |Xi − y| (19)

The correlation coefficient between the evidence and Xi can be expressed as follows:

ci = 1/di∑4
i=1(1/di)

(20)

Introducing Eq. (20), the basic probability assignment function m(i) and the
uncertainty m(�) of the corresponding evidence can be expressed as follows:

m(i) = ci∑
ci + E

m(�) = E∑
ci + E

E = 1

2
|y − x|2 (21)

In Eq. (21), y is the predicted value of the time series prediction model, and x is the
expected output value of the prediction model.

4.3 Construction of Gas Safety Evaluation Model

Five classification indicators of gas safety status can be obtained through Sect. 4.1.
The construction process of data fusion model based on D-S evidence theory mainly
includes three parts: time series prediction of each sensor, construction of basic proba-
bility assignment function, fusion between evidences and decision-making. First, each
sensor obtains the predicted value through the time series prediction model. The basic
probability assignment function is obtained through the posterior probability modeling
method. The similarity degree is introduced to modify the evidence source to obtain
the basic probability assignment function. In order to improve the accuracy of decision-
making, multi-sensor data fusion was carried out according to the fusion rules. The coal
mine gas safety evaluation model based on D-S evidence theory data fusion is shown in
Fig. 1.
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Fig. 1. Gas safety evaluation model

5 Case Analysis

5.1 Data Sources

The data in this paper comes from the gas concentration at the upper corner (No. A02),
the gas concentration at the working face 10 m (No. A01), the wind speed (No. A09),
the dust (No. A11), the return air 15 m temperature (No. A07), the return air 15 m gas
concentration (No. A08) of the a coal mine. The original data sampling interval is 1 min,
and the data distribution has obvious jagged characteristics. Therefore, this paper uses
5 min as the sampling interval to obtain 1500 groups of samples, select the first 1400
samples for model training, and the remaining samples for model testing. Some data is
shown in Table 1.

Table 1. Sample set of monitoring data.

No. A02/(%) A01/(%) A09/(m/s) A11/(mg/m3) A07/(°C) A08/(%)

1 0.224 0.262 1.952 0.02 21.332 0.35

2 0.226 0.26 1.992 0.014 21.3 0.342

3 0.218 0.26 1.97 0.08 21.306 0.342

4 0.218 0.27 1.98 0.082 21.3 0.342

5 0.212 0.276 2.016 0.068 21.304 0.34

. . . . . . .

. . . . . . .

1497 0.368 0.408 1.926 0.086 22.026 0.502

1498 0.37 0.406 1.916 0.084 22 0.518

1499 0.362 0.4 1.944 0.076 22 0.496

1500 0.352 0.396 1.944 0.074 22 0.482
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5.2 The Predicted Results of the Time Series Prediction Model

This paper uses the multivariable WLSSVM time series prediction model introduced in
Sect. 2 to predict the monitoring value of each sensor at the next moment. This paper
uses the target sensor as the output and other sensors as the input for model training.
SPSS software was used to analyze the Pearson correlation of A02, A01, A09, A11, A07
and A08 monitoring points. The analysis results are shown in Table 2.

Table 2. Correlation analysis results of various influencing factors

A02 A01 A09 A11 A07 A08

A08 0.572 0.910 0.668 0.324 0.788 1

It can be seen fromTable 2 that the correlation coefficients are all greater than 0.3, and
it is reasonable for each other sensor to be the input of the target sensor. The prediction
results are shown in Table 3.

Table 3. Predicted results of various sensors

A02 A01 A09 A11 A07 A08

Predicted results 0.380 0.422 1.912 0.094 22.086 0.504

5.3 Experimental Results and Analysis

Contrast Analysis of Conflict Degree
This paper uses the posterior probability modeling method introduced in Sect. 3.2 to
calculate the basic probability assignment function of each sensor. The BPA of each
sensor is shown in Table 4.

Table 4. Basic probability assignment functions

A09 A07 A11 A02 A01 A08

X1 0.0646 0.2057 0.4939 0.5551 0.5664 0.5954

X2 0.8079 0.2160 0.2358 0.2150 0.2106 0.1979

X3 0.0557 0.2273 0.1549 0.1333 0.1294 0.1187

X4 0.0288 0.2399 0.1153 0.0966 0.0934 0.0848

� 0.0431 0.1111 0.0000 0.0000 0.0002 0.0032
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It can be seen from Table 2 that the results of single sensor recognition are A09
m(X2) = 0.8079, A07 m(X4) = 0.2399, A11 m(X1) = 0.4939, A02 m(X1) = 0.5551,
A01 m(X1) = 0.5664 and A08 m(X1) = 0.5954. Obviously, A09 and A07 have a great
conflict with other sensors. Using a single sensor evaluation result can not accurately
evaluate the safety status of coal mine gas. Therefore, it is necessary to modify the
evidence source before fusion.

This paper adopts the improved method of evidence source introduced in Sect. 4.2,
redistributes the weights for each sensor according to the BPA in Table 4, the revised
BPA is shown in Table 5.

Table 5. Basic probability assignment function after modifying the evidence source

A09 A07 A11 A02 A01 A08

X1 0.0369 0.1712 0.4914 0.5551 0.5643 0.5801

X2 0.4622 0.1797 0.2357 0.2150 0.2098 0.1929

X3 0.0318 0.1892 0.1541 0.1333 0.1298 0.1157

X4 0.0165 0.1997 0.1148 0.0966 0.0930 0.0826

� 0.4526 0.2602 0.0051 0.0000 0.0040 0.0287

It can be seen from Table 5 that A09 is revised from m(X2) = 0.8079 to m(X2) =
0.4622, and A07 is revised fromm(X4) = 0.2399 tom(X4) = 0.1997. The conflict is sig-
nificantly reduced, indicating that themethod ofmodify the source of evidence is feasible
and retains the excellent evidence of A02. At the same time, the Table 5 shows that only
using sensorsA09 andA07as evaluation evidencewill lead to failure of decision-making,
and only usingA11, A02, A01 andA08 as evaluation evidence has low recognition accu-
racy and makes decision reliability low. Therefore, it is not reliable to use only a single
sensor to evaluate the safety status of coal mine gas.

Comparative Analysis of Evaluation Results
Through the comparative analysis of the degree of conflict above, we can see that data
fusion plays an important role in the decision-making results. Sensors A09, A07, A11,
A02, A01, A08 are recorded as evidence e1, e2, e3, e4, e5, e6. The fusion process of
multi-sensors is the fusion process of two sensors in sequence. The comparison results
of the multi-sensor fusion of the three methods are shown in Table 6, 7, 8, 9 and 10.

Table 6. Comparative analysis of e1e2 fusion results

m(X1) m(X2) m(X3) m(X4) m(�) Identify result Safety status

D-S 0.0822 0.7668 0.0803 0.0573 0.0000 X2 X1

D-S-1 0.1346 0.4103 0.1440 0.1412 0.0000 X2 X1

D-S-2 0.1023 0.4022 0.1084 0.1026 0.5199 � X1
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Table 7. Comparative analysis of e1e2e3 fusion results

m(X1) m(X2) m(X3) m(X4) m(�) Identify result Safety status

D-S 0.1688 0.7520 0.0517 0.0275 0.0000 X2 X1

D-S-1 0.3259 0.4798 0.1118 0.0826 0.0000 X2 X1

D-S-2 0.3930 0.3813 0.1262 0.0923 0.0125 X1 X1

Table 8. Comparative analysis of e1e2e3e4 fusion results

m(X1) m(X2) m(X3) m(X4) m(�) Identify result Safety status

D-S 0.3537 0.6103 0.0260 0.0100 0.0000 X2 X1

D-S-1 0.5894 0.3361 0.0486 0.0260 0.0000 X1 X1

D-S-2 0.6680 0.2511 0.0526 0.0282 0.0000 X1 X1

Table 9. Comparative analysis of e1e2e3e4e5 fusion results

m(X1) m(X2) m(X3) m(X4) m(�) Identify result Safety status

D-S 0.6012 0.3859 0.0101 0.0028 0.0000 X1 X1

D-S-1 0.8056 0.1728 0.0155 0.0061 0.0000 X1 X1

D-S-2 0.8578 0.1205 0.0156 0.0061 0.0000 X1 X1

Table 10. Comparative analysis of e1e2e3e4e5e6 fusion results

m(X1) m(X2) m(X3) m(X4) m(�) Identify result Safety status

D-S 0.8198 0.1768 0.0028 0.0006 0.0000 X1 X1

D-S-1 0.9225 0.0720 0.0042 0.0013 0.0000 X1 X1

D-S-2 0.9485 0.0466 0.0038 0.0011 0.0000 X1 X1

As shown in Table 6 above, the fusion evidence sources e1 and e2 are all highly con-
flicting evidences, so the decision results of D-S evidence theory and D-S-1 evidence
theory are invalidated, and the recognition results ofD-S-2 evidence theory are uncertain.
After introducing the evidence source e3 in Table 7, the recognition results of the D-S
evidence theory and D-S-1 evidence theory are wrong, and the D-S-2 evidence theory
recognition results are accurate, which proves that the improved fusion rule in this paper
is effective, and retains the revised evidence source. Effective information in Table 8,
e1e2e3e4 fusion, D-S evidence theory recognition result is wrong, D-S-1 evidence the-
ory and D-S-2 evidence theory recognition results are accurate, which proves that the
modified method of the evidence source improved in this paper is correct, eliminating
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the inter-evidence Highly conflicting. Tables 9 and 10 show that the D-S-2 evidence
theory method for the modification of evidence source and fusion rules in this paper is
reasonable. The recognition accuracy of D-S-2 evidence theory is higher than that of D-S
evidence theory and D-S-1 evidence theory. The accuracy rate of mine gas safety status
recognition has been improved. At the same time, the fusion rule satisfies the exchange
law, and it can be concluded that as the evidence increases during the fusion process,
the accuracy of the identification in the decision stage is higher. The problem that the
single sensor is difficult to accurately characterize the gas safety state is solved.

Through the above analysis, it can be concluded that the multi-sensor data fusion gas
safety status evaluation system proposed in this section has high practical value in field
applications, and has important theoretical significance for suppressing the occurrence of
gas disasters and promoting the safe and sustainable development of the coal industry.
In Table 10, the accuracy of D-S evidence theory based on improved fusion rules is
improved by 2.8% and 15.7% respectively compared to D-S evidence theory based on
modified evidence sources and D-S evidence theory, as more sensors are fused, the
accuracy of the evaluation results is higher; the multi-sensor data evaluation results are
improved by 63.5% compared with the single sensor evaluation results.

Model Uncertainty Measure
This paper uses Shannon entropy to measure the uncertainty of the above three D-S
evidence theories. Let n signal sources make up the signal X = {x1, x2, x3 . . . , xn}, the
probability that each signal source provides corresponding information for an event is
P = {p(x1), p(x2), p(x3), . . . , p(xn)}, then the system structure S of the signal can be
expressed as:

S =
(
X
P

)
=

(
x1

p(x1)
x2

p(x2)
. . .

. . .

xn
p(xn)

)
(22)

Therefore, the Shannon entropy of the signal is expressed as follows:

H (x) = −
∑n

i=1
p(xi) ln p(xi) (23)

The uncertainty of D-S evidence theory fusion is:

− 0.8198 ∗ ln 0.8198 − 0.1768 ∗ ln 0.1768 − 0.0028 ∗ ln 0.0028

− 0.0006 ∗ ln 0.0006 = 0.4901

The uncertainty of D-S-1 evidence theory fusion is:

− 0.9225 ∗ ln 0.9225 − 0.0720 ∗ ln 0.0720 − 0.0042 ∗ ln 0.0042

− 0.0013 ∗ ln 0.0013 = 0.2955

The uncertainty of D-S-2 evidence theory fusion is:

− 0.9485 ∗ ln 0.9485 − 0.0466 ∗ ln 0.0466 − 0.0038 ∗ ln 0.0038

− 0.0011 ∗ ln 0.0011 = 0.2217

From the comparison of the above results (Fig. 2), we can see that the improved D-
S-2 evidence theory has lower uncertainty than D-S evidence theory and D-S-1 evidence
theory, and can better evaluate the safety of coal mine gas.
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Fig. 2. Uncertainty for three types of D-S evidence theory

6 Conclusion

(1) According to the characteristics of coal mine monitoring data, an index system is
constructed. By acquiring the predicted values of each sensor, the basic probability
assignment function of each sensor is calculated using the posterior probability
modeling method.

(2) A safe evaluation model of coal mine gas status is constructed, and multi-sensor
data fusion is realized. As more sensors are fused, the evaluation results are more
accurate. The model in this paper effectively solves the problem that it is difficult
for a single sensor to accurately characterize the gas safety state.

(3) Aiming at the problem of evidence fusion failure caused by high conflict data,
this paper introduces the similarity to modify the evidence source of conflict data,
which effectively reduces the conflict between the evidence. At the same time, in
order to prevent distortion of evidence sources, the conflict allocation coefficients
are introduced to improve the fusion rules, and the accuracy of evaluation results is
improved. It proves that the improved D-S evidence theory has higher accuracy and
better generalization ability for coal mine gas safety evaluation, which can provide
theoretical basis for gas disaster accident prevention.
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Abstract. In high terrestrial stress regions, rockburst is a major geological disas-
ter influencing underground engineering construction significantly. How to carry
out efficient and accurate rock burst prediction remains to be solved. Compre-
hensively consider the objective information of the index data and the important
role of subjective evaluation and decision-making in rockburst prediction, and use
the improved analytic hierarchy process and the CRITIC method based on index
correlation to obtain the subjective and objective weights of each index, and obtain
comprehensive weights based on the principle of minimum discriminant informa-
tion. The original cloud model and the classification interval of the forecast index
were modified to make up for the lack of sensitivity of the original cloud model
to the average of the grade interval. A hierarchical comprehensive cloud model
of each index was generated through a cloud algorithm. Finally, the reliability
and effectiveness of the model were verified through several sets of rockburst
examples, and compared with the entropy weight-cloud model, CRITIC-cloud
model and set pair analysis-multidimensional cloud model. The results show that
the model can describe various uncertainties of interval-valued indicators, quickly
and effectively determine rockburst severity.

Keywords: Rockburst · Prediction · Analytic hierarchy process · CRITIC
method · Multidimensional cloud model

1 Introduction

With the continuous development of tunnels and underground engineering, rock bursts
are sudden, difficult to control and highly destructive, which seriously threatens the lives
of workers, delays construction periods and causes huge economic losses. It has become
a major problem urgently to be solved in international deep mining engineering and
underground space development engineering, and it is urgent to find a more effective
method for rockburst prediction.

Rockburst prediction includes long-term prediction before construction and short-
term prediction of construction process. Short-term prediction generally uses micro-
seisms [1], infrared radiation [2], acoustic emission [1, 2], and ultrasonic methods to
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make real-time early warning of the exact location and time of rockburst. Among them,
microseisms and acoustic emissions aremost commonly used in engineering. Themacro-
prediction of the existence and intensity level of rockburst before construction has guid-
ing significance for the feasibility study stage of the project. The long-term prediction
methods are mainly theoretical analysis and prediction. At present, the commonly used
processing methods include mathematical comprehensive processing analysis method,
model test verification method, and numerical simulation analysis verification method.
Among them, themathematical comprehensive processing analysismethod has achieved
good prediction results in rockburst prediction and has been successfully applied to
practical engineering, such as fuzzy mathematical comprehensive evaluation method
[3], generalized artificial neural network [4], particle swarm algorithm [4], Probabilis-
tic Neural Network [5], Support Vector Machines [6, 7], Decision Tree [7], Multilayer
Perceptron (MLP) [7, 8], K-Nearest Neighbor (KNN) [7, 8], Rough Set Theory [9],
cloud model [9, 12], etc. It should be noted that different criteria and theoretical analysis
methods have their own limitations, such as the slow convergence rate of artificial neural
networks; the comprehensive evaluation method of fuzzy mathematics cannot reflect the
randomness of the system, and the distance discrimination method is highly dependent
on samples.

In terms of weight assignment, the expert-based subjective weighting method has
obvious shortcomings due to the complex factors affecting the rockburst mechanism and
has not yet formed a perfect system; The objective weighting method does not consider
the correlation between indicators, and ignores the role of subjective decision-making
in practical applications; The analytic hierarchy process is too subjective and may not
satisfy the judgmentmatrix. The singleweight assignment cannot accuratelymeasure the
influence of various factors, which makes the prediction result deviate from the actual
result, and the combination weight lacks the corresponding basis. The cloud model
has certain advantages for rockburst prediction due to its ambiguity and randomness.
However, with the increase of indicators, the calculation process of the one-dimensional
cloudmodel is complicated, and it cannot reflect the interaction betweenmultiple factors.

This paper adopts a combination weighting method combining improved analytic
hierarchy process and CRITIC (Criteria Importance Through Intercriteria Correlation)
method based on index correlation, and combines subjective and objective weights to
obtain combined weights based on the principle of minimum discriminant information.
Make full use of subjective and objective factors tomake empowermentmore reasonable;
The multi-dimensional cloud model is used to predict the rockburst level, which reflects
the comprehensive influence of various indicators and simplifies the calculation process
of the model. The original cloud model and the classification interval of the predictive
indicators were modified to make up for the lack of sensitivity of the original cloud
model to the mean of the grade interval. Finally, the established model is used to verify
the reliability of the model in the application of rockburst examples in related literature.
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2 Combination Empowerment

2.1 Improved Analytic Hierarchy Process

This paper uses the scale construction method to construct the judgment matrix, thereby
improving the subjective weight calculation of AHP and avoiding the consistency check.
The judgment matrix R = [

rij
]
satisfies the following conditions: 1) rij > 0; 2) rii = 1;

3) rij = 1
rij

; 4) rij = rikrkj.rij is the scale value of the first indicator relative to the j-th
indicator. The meaning of the standard values is shown in Table 1.

Table 1. Meaning of scale values

Scale value Meaning Scale value Meaning

1.0 Equally important 1.6 Obviously
important

1.2 Slightly important 1.8 Absolutely
important

1.4 Strongly important

There are n indicators x1, x2, . . . , xn, subjectively rank the indicators according to
the principle of undiminished importance, determine the scale value and record the
corresponding scale as ti. Other elements in the judgment matrix are obtained according
to the degree of transitivity, and then the final judgment matrix R is:

R =

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢
⎣

1 t1 t1t2 · · ·
n∏

i=1
ti

1
t1

1 t2 · · ·
n−1∏

i=2
ti

1
t1t2

1
t2

1 · · ·
n−1∏

i=3
ti

...
...

...
...

1∏n
i=1 ti

1∏n−1
i=2 ti

1∏n−1
i=3 ti

· · · 1

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥
⎦

αi is the weight value of the i-th index;
n∏

j=1
rij represents the product of all elements

in the i-th row of the matrix R. From this, the subjective weight of each indicator in the
rockburst prediction can be quantitatively determined as:

αi =
(∏n

j=1
rij

) 1
n

/
∑n

i=1

(∏n

j=1
rij

) 1
n

(1)
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2.2 CRITIC

The CRITIC method is an objective weighting method based on evaluation indicators.
It takes into account the comparative strength of the sample and the conflict between the
indicators, and the calculation results are more objective and reasonable. Suppose there
are m samples and n indicators, and xij represents the value of the j-th evaluation index
of the i-th sample. The evaluation matrix can be expressed as:

X =

⎡

⎢⎢⎢
⎣

x11 x12 · · · x1n
x21 x22 · · · x2n
...

...
...

xn1 xn2 · · · xnn

⎤

⎥⎥⎥
⎦

The calculation steps of objective weight are as follows:

1. Normalization of indicators.

The larger and better indicators are:

yij = xij − min
(
xij

)

max(xij) − min(xij)
(2)

The smaller and better indicators are:

yij = xij
max(xij) − min(xij)

(3)

The normalized matrix Y is calculated.

2. Calculate the mean x and standard deviation s:

x̄j = 1

m

∑m

i=1
xij (4)

sj =
√

1

m

∑m

i=1

(
xij − x̄j

)2 (5)

3. Calculate the coefficient of variation:

vj = sj
x̄j

(6)

4. Calculate the correlation coefficient matrix:

ρij = cov(yk , yl)/
(
sksj

)
(k = 1, 2, . . . , n; l = 1, 2, . . . , n) (7)

ρij is the correlation coefficient between the k-th index and the l-th index, and
cov(yk , yl) is the covariance between the k-th index and the l-th index.
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5. Calculate the amount of information contained in the indicator:

ηj = vj
∑n

k=1

(
1 − ρij

)
(j = 1, 2, . . . , n) (8)

6. Determine the objective weights as:

βij = ηj∑n
i=1 ηj

(j = 1, 2, . . . , n) (9)

2.3 Comprehensive Weight

In order to make the comprehensive weight ωi as close to a and b as possible without
biasing any one of them, the comprehensive weight ωi is obtained according to the
principle of minimum discriminant information, and the objective function is [13]:

⎧
⎪⎪⎨

⎪⎪⎩

min J (ω) =
n∑

i=1
(ωi ln

ωi
αi

+ ωi ln
ωi
βi

)

s.t.
n∑

i=1
ωi = 1,ωi ≥ 0(i = 1, 2, . . . , n)

⎫
⎪⎪⎬

⎪⎪⎭
(10)

Solving this optimization model, the comprehensive weights are:

ωi =
√

αiβi∑n
j=1

√
αiβi

(11)

3 Multidimensional Cloud Model

3.1 Multidimensional Cloud Model Definition and Digital Features

A multi-dimensional cloud model definition is introduced on the definition of a one-
dimensional cloud model as follows [11]: Let C be a qualitative concept on the quantita-
tive field U {X1,X2, . . . ,Xn}. If x(x1, x2, . . . , xn) is a random realization of the concept,
the degree of certainty U of x on μ(x(x1, x2, . . . , xn)) ∈ [0, 1] is subject to the nor-
mal The distribution x(x1, x2, . . . , xn) ∼ N (Ex(Ex1,Ex1, . . . ,Exn)) satisfies the normal
distribution:

Exij = Ci
min j + Ci

max j

2
(12)

En = aij
3

(13)

He = β (14)

In the formula, Ci
max jc and Ci

min j represent the maximum and minimum values of
the i-th index interval of the jth index; aij is the width of the left and right half branches
connecting the cloud; Ex represents the basic certainty of the qualitative concept, and is
the spatial distribution of cloud drops in the universe of discourse. En entropy represents
the uncertainty measure of qualitative concepts; He superentropy represents the uncer-
tainty of entropy, and reflects the degree to which the random variable corresponding to
the qualitative concept deviates from the normal distribution.
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3.2 Forecast Indicators and Classification

The mechanism of rockburst occurrence is complex and there are many influencing
factors. The selection of indicators is very important for the accuracyof prediction results.
Based on the existing research results of rockburst [4, 7, 8, 10–12, 14], Considering
internal and external factors, σc

σt
, σθ/σc, wet and ks are selected as the main evaluation

factors.
Tangential stress refers to the force acting on the bearing surface of the rockmass and

parallel to the bearing surface. The greater the stress on the rock mass, the easier it is to
destroy the rock mass. The ratio of tangential stress to the uniaxial compressive strength
of the rock σθ/σc reflects the strength conditions of the rock mass and determines the
lower limit of the energy required to destroy the rock mass.

Professor Lu Jiayou believes that the occurrence of rock bursts and their intensity
are related to the nature of the rock mass. The uniaxial compressive strength of the rock
reflects the hardness and lithology characteristics of the rock mass. The tensile strength
of the rock is the effect of the uniaxial tension of the rock. The maximum tensile stress
that can be withstood during failure is reached, and both are important indicators for
judging the stability of rock mass engineering. Therefore, the ratio coefficient of σc

σt
reflects the lithology of the surrounding rock and can further reflect the integrity of the
rock mass.

The rock brittleness index wet is an inherent property of the rock when it is damaged
under force. It reflects that the rock has a small strain before macroscopic failure under
the action of force, and it is all released in the form of elastic potential energy when
it is broken. The degree of difficulty of instantaneous fracture of a rock before failure.
The more brittle the rock, the greater the possibility of the rock releasing energy. In a
rock mass with the same energy level, the greater the rock brittleness index is the energy
released in the same time The bigger it is, the greater the impulse generated during the
rock ejection process, and the greater the destructive force caused by the rock ejection,
which is an important basis for measuring the intensity of rock bursts.

The elastic deformation index ks represents the ratio of the elastic strain energy accu-
mulated before the rock reaches the maximum ultimate strength during the compressive
deformation process and the loss strain energy after unloading, and reflects the rock’s
ability to store the elastic deformation potential energy, whether rockburst occurs or not
The internal dominant factors of its intensity and its magnitude, the greater the internal
energy, the greater the ability to destroy the rock mass, and the greater the probability
of rock burst ejection damage.

The one-dimensional cloud model requires that indicators follow a normal distribu-
tion within infinite intervals. In fact, the measured values of indicators are usually vague
and randomly distributedwithin a finite interval. Thismay be inconsistent with the actual
distribution of the indicators, leading to deviations from the actual results. According to
the research work of Wang.et al [2] and others and formula (15), the standard interval
for predicting rockburst propensity indicators was revised, as shown in Table 2.

Cn
max = Exn−1 + (Exn−1 − Cn−2

min)

C1
max = Ex2 + (Ex2 − C3

min) (15)
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Table 2. Modified rockburst tendency prediction index

Rockburst level I no rock burst II weak rock burst III medium rock
burst

IV strong
rockburst

σc/σt 40.00–52.2 26.7–40.00 14.5–26.7 0–14.5

σθ/σc 0–0.3 0.3–0.5 0.5–0.7 0.7–0.9

wet 0–2.00 2.00–4.00 4.00–6.00 6.00–8.00

kS 0–0.555 0.55–0.65 0.65–0.75 0.75–0.85

3.3 Determine Rockburst Level

To determine the level of rockburst:

1. According to the revisedprediction indexof rockburst propensity (Table 2), substitute
the formula (12) to obtain the digital featureEx of themulti-dimensional cloudmodel;

2. Find aij according to formulas (16) to (17), substitute it into formula (13), and find
the digital feature En. The fixed value of; He is 0.01;

Growth indicator [1]:

aijleft = Exij − Ci−1
min y, a

i
jright = Ci−1

max j − Exij (16)

Consumption indicators [1]:

aijleft = Exij − Ci−1
min y, a

i
jright = Ci−1

max j − Exij (17)

3. The obtained En is substituted into formula (19) to generate a random number En′
that obeys the normal distribution;

E
′
n

(
E

′
n1,E

′
n2, . . . ,E

′
nn

)
∼ N (En(En1,En1, . . . ,Enn)) (18)

4. According to formula (20), obtain kij and rockburst instance data and substitute
formula (21) to obtain a certain degree of membership of the sample;

kij = ln( ln49 )

ln

∣∣∣
∣
Ci
j−Exij
3Enij

∣∣∣
∣

(19)

In the formula, Ci
j represents C

i
max j or C

i
min j

μi
[
xi

(
xi1, x

i
2, . . . , x

i
n

)]
= exp(−9

2

m∑

j=1

∣∣
∣∣∣

xij − Exij
3En′i

j

∣∣
∣∣∣

kij

) (20)

5. Repeat the above steps to obtain the membership of each grade of the sample, and
determine the rockburst grade according to the principle of maximum membership.



530 X. Liu and W. Yang

4 Case Analysis

4.1 Rockburst Case

The 31 cases of rockbursts in this paper are all from published articles, 1–12 groups of
data come from literature [11], and 13–31 groups of data come from literature [10].

4.2 Determine Weight

Calculating Subjective Weights
According to the improved analytic hierarchy process (AHP) according to Sect. 2.1,
combined with the literature [14], the evaluation matrix (in the order of σθ

σc
, wet , ks,

σc
σt
)

of the prediction indicators in Table 2 is:

R =

⎡

⎢⎢
⎣

1 1.8 1.7 1.6
1
1.8 1 1

1.3
1
1.4

1
1.7 1.3 1 1

1.2
1
1.6 1.4 1.2 1

⎤

⎥⎥
⎦

According to formula (1), the final judgment matrix R is:

R =

⎡

⎢⎢
⎣

1 1.8 1.7 ∗ 1.8 1.6 ∗ 1.7 ∗ 1.8
1
1.8 1 1

1.3
1
1.4 ∗ 1

1.3
1

1.7∗1.8 1.3 1 1
1.2

1
1.6∗1.7∗1.8 1.4 ∗ 1.3 1.2 1

⎤

⎥⎥
⎦

Obtain the subjective weight (in the order of σθ

σc
, wet , ks,

σc
σt
) according to formula

(1) as:

α = [
0.4994 0.1791 0.1525 0.1690

]

Calculate Objective Weights
According to the CRITICmethod in Sect. 2.2, normalize the sample data (Table 3) (only
σc
σt

is the larger the better), and bring the sample data into formulas (4) to (6) to obtain
the average, variance The coefficient of variation is:

x̄ = [
24.1388 0.4506 4.4531 0.6750

]

s = [
7.7175 0.1755 1.3942 0.1093

]

v = [
0.3197 0.3895 0.3131 0.1619

]
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Table 3. Engineering example data

Sample σc
/

σt σθ

/
σc wet ks

1 13.20 0.58 6.3 0.79

2 17.50 0.45 5.1 0.68

3 20.90 0.39 4.6 0.65

4 41.00 0.20 1.7 0.50

5 13.20 0.66 6.8 0.82

6 15.00 0.53 6.5 0.70

7 21.70 0.42 4.5 0.67

8 21.70 0.39 5.0 0.73

9 26.90 0.44 5.5 0.78

10 18.50 0.81 3.8 0.68

11 29.40 0.41 7.3 0.64

12 19.70 0.38 5.0 0.69

13 28.40 0.38 5.3 0.58

14 22.30 0.66 3.2 0.88

15 29.73 0.37 3.5 0.68

16 32.77 0.42 3.0 0.71

17 42.73 0.28 2.2 0.49

18 20.13 0.49 3.8 0.91

19 28.77 0.38 3.0 0.70

20 27.52 0.72 4.3 0.73

21 16.55 0.69 5.7 0.90

22 15.50 0.42 3.2 0.62

23 30.12 0.58 4.5 0.64

24 36.42 0.22 1.8 0.46

25 19.35 0.62 4.50 0.88

26 31.20 0.57 3.15 0.58

27 12.36 0.65 5.41 0.91

28 18.75 0.59 4.20 0.84

29 29.70 0.73 3.82 0.70

30 42.30 0.37 2.75 0.36

31 37.35 0.37 3.08 0.66
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The correlation coefficient matrix is:

R =

⎡

⎢⎢
⎣

1 −0.5606 −0.6533 −0.5166
−0.5606 1 0.4034 0.5850
−0.6533 0.4034 1 0.3603
−0.5166 0.5850 0.3603 1

⎤

⎥⎥
⎦

The objective weights (in the order of σθ

σc
, wet , ks,

σc
σt
) according to formulas (8) and

(9) are:

β = [
0.3943 0.2612 0.2359 0.1985

]

Calculate the Overall Weight
According to the principle of minimum information discrimination, substituting α and
β into formula (11) to obtain the integrated weight (in the order of σθ

σc
, wet , ks,

σc
σt
) is:

ω = [
0.4517 0.2032 0.2032 0.1419

]

4.3 Forecast Model and Results

According to the step of determining the rockburst grade in Sect. 3.3, substitute the
rockburst prediction index and grade interval in Table 1. The values of the numerical
characteristicsEx,En and kij are shown in Table 3. According to the digital characteristics
substituted into the formula (20) to generate each index cloud model, see Fig. 1; Accord-
ing to the above results, the actual measured values of rock burst examples are brought
into the constructed model for prediction, and compared with the actual rock burst
level, entropy weight-cloud model, Critic-multidimensional cloud model and analysis-
multidimensional cloud model. The specific results are shown in Table 4 (Table 5).

The results show that the prediction results in this paper are basically consistent
with the actual rockburst grade, and are not much different from the prediction results
of other models, indicating that the proposed multi-dimensional cloud model based on
the improved hierarchy method and the CRITIC method is reasonable and effective.
The improved analytic hierarchy process gives the weight based on the subjectivity of
the decision, the CRITIC method gives the weight value based on the data of the rock
burst instance, and the integrated weight obtained based on the fusion of the principle
of minimum information identification is more reasonable and improves the reliabil-
ity of the prediction. The multi-dimensional cloud model reflects the uncertainty of
rockburst grade prediction with ambiguity and randomness, and is simpler than the one-
dimensional cloud model calculation process; The left and right parts of the normal
cloud respectively give the characteristic values of the cloud, optimize the characteristic
interval of the multi-dimensional cloud model, and increase the prediction accuracy of
the cloud model, especially for the first-level rockburst and second-level rockburst.
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Fig. 1. Rockburst tendency cloud model for each evaluation index
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Table 4. Digital characteristics of multidimensional cloud model for rock burst indicators at all
levels

Grade Index Ex Enleft Enright He kijleft kijright

I σθ

/
σc 0.15 0.00 0.117 0.01 0.00 2.208

σc
/

σt 46.10 6.467 0.00 0.01 1.617 0.00

wet 1.00 0.00 1.00 0.01 0.00 1.703

ks 0.275 0.00 0.125 0.01 0.00 6.031

II σθ

/
σc 0.40 0.133 0.100 0.01 1.349 1.703

σc
/

σt 33.35 6.283 6.283 0.01 1.795 1.795

wet 3.00 1.00 1.00 0.01 1.703 1.703

ks 0.60 0.20 0.05 0.01 0.753 1.703

III σθ

/
σc 0.60 0.10 0.10 0.01 1.703 1.703

σc
/

σt 20.60 6.867 6.467 0.01 1.537 1.617

wet 5.00 1.00 1.00 0.01 1.703 1.703

ks 0.70 0.05 0.05 0.01 1.703 1.703

IV σθ

/
σc 0.80 0.10 0.00 0.01 1.703 0.00

σc
/

σt 7.25 0.00 6.483 0.01 0.00 1.896

wet 7.00 1.00 0.00 0.01 1.703 0.00

ks 0.80 0.05 0.00 0.01 1.703 0.00
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Table 5. Prediction results and comparison of rock burst grade

Sample Predicted value of each level Actual
level

Prediction
level

Entropy
weight-
cloud
model
[11]

Critic-multi-
dimensional
cloud model
[12]

Analysis-multi-
dimensional
cloud model
[10]

I II III IV

1 0 0.0132 0.3658 0.4326 IV IV IV IV IV

2 0.0022 0.1090 0.6238 0.0704 III III III III III

3 0.0107 0.2512 0.4872 0.0210 III III III III III

4 0.8819 0.2796 0.0037 0 I I I I I

5 0 0.0065 0.2581 0.6102 IV IV III-IV* IV IV

6 0 0.0279 0.5320 0.2273 III III III III III

7 0.0091 0.2723 0.5693 0.0249 III III III III III

8 0.0024 0.1881 0.5300 0.0351 III III III III III

9 0 0.2087 0.3702 0.0268 III III III III III

10 0 0.0577 0.4365 0.1129 III III III III III

11 0.0054 0.1509 0.1676 0.0086 II II-III* II II II

12 0.0041 0.1620 0.5489 0.0358 III III III III III

13 0.0360 0.4433 0.2213 0.0038 II II II II II

14 0 0.0815 0.2768 0.0456 III III III III III

15 0.0541 0.7042 0.2156 0.0025 II II II II II

16 0.0449 0.7453 0.1626 0.0015 II II II II II

17 0.7141 0.3198 0.0055 0 I I I I I

18 0 0.0754 0.2620 0.0372 III III III III III

19 0.0400 0.6599 0.2245 0.0028 II II II II II

20 0 0.1882 0.4646 0.0394 III III III III III

21 0 0.0125 0.2786 0.2988 IV IV IV IV IV

22 0.0089 0.1496 0.2697 0.0181 II III* III* III* III*

23 0.0177 0.4541 0.4021 0.0092 II II II II II

24 0.6896 0.3644 0.0070 0 I I I I I

25 0 0.0472 0.4150 0.1227 III III III III III

26 0.0605 0.6703 0.1910 0.0020 II II II II II

27 0 0.0069 0.2110 0.3228 IV IV IV IV IV

28 0 0.0655 0.4803 0.1188 III III III III III

29 0.0028 0.2616 0.3697 0.0170 III III III III III

30 0.4963 0.2371 0.0048 0 I I I I I

31 0.1782 0.7515 0.0651 0 II II II II II
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5 Conclusion

1. Choose four indexes: the ratio of the maximum principal stress to the rock uniaxial
tensile strength σ, the ratio of the maximum tangential stress to the maximum prin-
cipal stress σ, the rock elasticity index w and the rock integrity coefficient k, and
revise the upper limit of the infinite interval of the index, Establish a multi-index
forecasting standard for propensity. AHP and CRITIC method are used to obtain
subjective weight and objective weight respectively, and the comprehensive weight
is obtained according to the principle of minimum identification information.

2. A multi-dimensional cloud model is adopted to establish a graded comprehensive
cloud for rockburst propensity prediction. The asymmetric interval in the typical
multi-dimensional cloud model is divided into two parts. The data is verified by 31
sets of rockburst engineering examples. The rationality and effectiveness of propen-
sity forecasting, compared with other forecasting methods, shows the applicability
of this model.

3. Compared with other methods, the cloud model can reflect the uncertainty of multi-
index forecasting and visually display the forecasting process. The establishment
process of the one-dimensional cloud model is complicated and the calculation time
is long, but the establishment process of the multi-dimensional cloud model is sim-
ple, the calculation time is short, and the prediction results are more accurate; the
selection of the digital features of the multi-dimensional cloud model is conducive
to improving the accuracy of rockburst prediction and the impact. The index division
of rockburst grading can further improve the cloud model for rockburst prediction,
and the prediction result will be more in line with reality.
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Abstract. In our life, we often need to estimate the accuracy of sports pose, which
usually costs a lot of time and human resources. To solve the problem, we propose
a LSTM-Attentionmodel. In spatial dimension, we use the two-branchmulti-stage
CNN to extract human joints as features, which not only guarantees the real-time
performance, but also ensures the accuracy. For the time dimension, the extracted
joint features sequence is input into the LSTM-Attention model for training. In
order to verify the effectiveness of our proposed method, we collected data for
processing and trained with the proposed model. The experimental results show
that our method has a high performance.

Keywords: Sports pose estimation · Two-branch multi-stage CNN ·
LSTM-attention mechanism

1 Instruction

As one of the research hot spots in the field of computer vision, human action recognition
based on video technology has high scientific research value and application value. It
includes automatic human behavior detection, recognition and understanding of image
sequence of in video. At present, there are a lot of researches on human behavior, but
few in motion pose estimation. In the army, it is necessary to conduct physical training
and assessment on soldiers regularly, including push-ups, pull-ups and sit-ups. If people
supervise and assess them artificially, it will cause the waste of human resources. And
the assessment result will have certain emotional color. However, if we record themotion
through a camera during the assessment, and then identify and score them, it can save a
lot of time and human resources. By analyzing the data, it can reach high accuracy and
find many problems that cannot be found by human, so we can correct them in time.
Therefore, the research of motion pose recognition has important application value.

Before the emergence of deep learning methods, most of the traditional behavior
recognition methods are divided into three steps: (1) Behavior feature extraction. Spare
spatial temporal interest points are extracted, for example, Harris corner detection [11] is
applied to three-dimensional spatial temporal domain. In addition, there are methods to
extract local dense visual features from video data. (2) Description of behavior features.
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The extracted behavior features need to be combined into a standard video description,
in which the word bag model is a more commonly used feature description model. (3)
The feature description is classified by Support Vector Machine (SVM).

Laptev [12] et al. proposed to extend 2D Harris corner detection operator to three-
dimensional domain to extract spatial temporal interest points from video. However,
the 3D Harris interest point detection operator is too sparse to describe the behavior
accurately, and its robustness is poor, which cannot solve the common problems, such as
occlusion, illumination and perspective change in video data. For this reason, Dollar [13]
et al. put forward corresponding improvedmethods usingGabor filter andGaussian filter
to detect the spatial temporal position of interest points in the spatial temporal domain to
improve the density of interest points. Although the corresponding problems have been
improved, they are not solved perfectly. In 2013, Wang [14, 15] et al. proposed a dense
trajectory algorithm and an improved dense trajectory algorithm (IDT) based on the
original algorithm. The algorithm is based on the shape characteristics of the trajectory,
and integrates the characteristics of hog, HoF and MBF. Although the improved dense
trajectory algorithm is a very classical algorithm for manual feature extraction and has
good recognition effect, there are problems in practical application: the algorithm speed
is relatively slow due to the intensive calculation, and it is difficult to deal with large-scale
data sets.

In recent years, researchers have been trying to apply Convolutional Neural Network
to video behavior recognition. In 2014,Karpathy [16] et al. proposed to use the pretrained
2D Convolutional Neural Network to extract the spatial features of each frame, and in
the final stage, the spatial features of continuous frames were fused to get the classifica-
tion results, and several fusion methods were investigated. Although the method of deep
learning is applied, the experimental results are significantly worse than the algorithm
based on artificial design features. There are two main reasons for the failure: the lack
of diverse data sets and the inability of network models to effectively extract dynamic
features. Simmoyan and Zisserman [3], based on the previous experience of Karpathy
and other, proposed a Two-Stream Convolutional Neural Network with spatial network
and temporal network. The architecture is no longer a single network to extract spa-
tial features, but has two independent networks, which has a profound impact on the
follow-up research. The temporal network extracts the dynamic features of the behavior
with the input of stacked dense optical flow vectors. The spatial network extracts the
behavior static features from the single video frame as the input, and finally obtains the
results through SVM classification. Although this kind of Two-Stream Convolutional
Neural Network has good performance, the training process of the two networks is sep-
arate, not the end-to-end training process. Du Tran [6] et al. proposed a convolution
network of C3D. The network structure no longer uses 2D convolution, but extends
to 3D convolution which can deal with temporal information, and computes features
simultaneously in the spatiotemporal dimension of video data. The C3D Convolutional
Network is pre-trained on Sports-1 M, and then the pretrained model is used on other
data sets and can achieve better results. And it was found in the experiments that if
artificially designed features such as IDT were used, the model would perform better. It
is worth noting that the main advantages of C3D are its operating speed and processing
efficiency, which makes it a good application prospect. Feichtenhofer [8] et al. further
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use 3D convolution kernel to fuse spatial and temporal networks on the basis of Two-
Stream Convolution Neural Network. Limin Wang [17] et al. of the Chinese University
of Hong Kong proposed a TSN network structure in 2016. This network structure can
extract K short video fragments with the same time in a long video by sparse sampling
method, and then randomly sample the fragments from the K fragments. The rest steps
are similar to the Two-Stream Convolutional Neural Network, and have achieved better
recognition results. In addition, Recurrent Neural Networks (RNN) are also attracting
attention because of its ability to process temporal series data. For example, Ng [18,
19] et al. applied Long Short-Term Memory, (LSTM) to the fusion of temporal domain
information in a Two-Stream Neural Network, but the effect is average. Long-term
Recurrent Convolutional Network (LRCN) [9] extracts feature from single frame image
information through convolutional network, and then outputs the features throughLSTM
in chronological order. The whole architecture is an end-to-end training process. The
author also compares RGB and optical flow as input, and finds that the best recognition
effect can be obtained by weighting the prediction based on the two inputs.

Motivated by these facts, we proposed an attention-based LSTM architecture for
motion pose assessment in videos, which effectively determines the accuracy of motion
posture. We take the sequence of the joint point features as input and input it into the
LSTM-Attention model, and then take the output of LSTM-Attention model through
Softmax as result. The advantage of this paper is that using the architecture of two-
branch multi-stage CNN [1] which can accurately and effectively extract the features of
human joint points in the video. Inputting the extracted features into the LSTM network
can express the serialized features well. Adding the Attention model on the one hand
improves the performance of the last model. On the other hand, using the attention
mechanism can facilitate the observation of how the information in the input sequence
affects the final output sequence, which helps to better understand the internal working
mechanism of the model.

The remainder of this paper is organized as follows. Section 2 expounds the theory
and design of LSTM-Attention network model. Section 3 designs experiment to verify
the feasibility of the proposed method, and analyzes the experimental results. Finally,
the conclusions based on this paper are given in Sect. 4.

2 Model Design

For spatial dimension, we use the two-branchmulti-stage CNN to extract the joint points.
For temporal dimension, we input the sequence of joint feature to obtain the temporal
feature. The LSTM-Attention architecture is shown in Fig. 1. There are about four major
modules, and we intend to discuss them in details in the following.
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Data
Sequence LSTM Attention Out

Attention

SoftMax Accuracy Loss

Fig. 1. The LSTM-attention architecture

2.1 The Two-Branch-Multi-stage CNN

The traditional method of pose estimation is top-down, which refers to detecting the
human body area first, and then detecting the key points of the human body in the area.
Because it is necessary to perform forward key point detection for each detected human
body area, the speed is slow. Therefore, the Real-time Multi-Person 2D Pose Estimation
[1] presents the first bottom-up representation of association scores via Part Affinity
Fields (PAFs), a set of 2D vector fields that encode the location and orientation of limbs
over the image domain. Based on the detected joint points and Part Affinity Fields, using
the greedy inference algorithm, these joint points can bemapped to different individuals.
The network structure [1] is shown in Fig. 2.

Fig. 2. The architecture of two-branch multi-stage CNN

The network is divided into two branches: the top branch predicts the confidence
maps, and the bottom branch predicts the affinity fields. The image is first input to VGG-
19, generating a set of feature maps F, which is input to the first stage of each branch. At
the first stage, the network produces a set of detection confidence map S1 = ρ1(F) and
a set of part affinity fields L1 = ∅

1(F), where ρ1 and ∅
1 are the CNNs for inference

at Stage 1. In each subsequent stage, the predictions from both branches in the previous
stage, along with the original image features F, are concatenated and used to produce
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refined predictions [1],

St = Pt
(
F, St−1,Lt−1

)
,∀t ≥ 2 (1)

Lt = ∅
t
(
F, St−1,Lt−1

)
,∀t ≥ 2 (2)

Where ρ1 and ∅
1 are the CNNs for inference at Stage t.

2.2 LSTM Neural Network

The recurrent neural network (RNN) is the network structure which can express the time
sequence well in deep learning, and the best one is LSTM. Because LSTM operates on
sequences, multi-layer LSTM stacking can increase the level of abstraction of the input.
When time t increases, the stool can be observed in blocks, or the representation problem
on different time scales can make the network extract more abstract features. Therefore,
this paper uses multi-layer LSTM stacking to extract features in temporal domain. The
motion posture evaluation problem we studied is a typical timing problem, that is, the
value of a certain moment is affected by the previous moment or several moments, so
we choose the LSTM model.

LSTM is a time-series convolutional neural network, which is derived from recurrent
neural networks. By introducing structures called gates, it can mine the time series rules
of relatively long intervals and delays in time series. The internal structure of LSTM
[2] is shown in Fig. 3. Among them, xt is he t-th input sequence element value. c is the
cell state or memory cell, which controls the transmission of information, and is also the
core of the network. i is input gate, which determines howmuch information is currently
reserved for ct by xt . f is forget gate, which determines how many cell states ct−1 from
the previous moment to the current ct are saved. o is an output gate, which determines
how much ct is passed to the output ht of the current state. ht−1 refers to the state of the
hidden layer at time t − 1.

it = σ(Wxixt + Whiht−1 + bi) (3)

ft = σ(Wxf xt + Whf ht−1 + bf ) (4)

ot = σ(Wxoxt + Whoht−1 + bo) (5)

ct = tanh(Wxcxt + Whcht−1 + bc) (6)

ct = ft • ct−1 + it • ct (7)

ht = ot • tanh(ct) (8)

Among them, Wxi, Wxf, Wxo and Wxc are the weight vectors from the input layer
to the input gate, the forget gate, the output gate and the cell state. Whi, Whf, Who and
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Fig. 3. LSTM internal structure

Whc are the weight vectors from the hidden layer to the input gate, the forget gate, the
output gate and the cell gate. bi, bf, bo and bc are the bias from the input gate, the forget
gate, the output gate and the cell gate. σ(·) is Sigmoid activation function. tanh() means
hyperbolic tangent activation function, which represents vector element multiplication.

Figure 4 shows the LSTM classification model, in which the input layer is
x0, x1, x2, · · · , xt the corresponding video frame vector, and the upper layer of the input
layer is the forward LSTM layer, which is composed of a series of LSTM units. The
results of the addition and averaging of the LSTM outputs at all times are then used as
the upper-layer representation. Finally, through the softmax layer, the full connection
operation is carried out, then the predicted category y is obtained.

Softmax

average

LSTMLSTMLSTM LSTM… …

tx2x1x0x

y

Fig. 4. LSTM classification model
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2.3 Attention Mechanism

Attention mechanism is widely used in the field of image processing and natural lan-
guage processing. Various attentionmechanisms have been proposed by researchers, and
the recognition effect is remarkable. We introduce the attention mechanism to LSTM,
which can extract its own feature information from the input sequence and find the inter-
nal relationship between the feature information. It can output the recognition result by
weighted average, which improves the recognition accuracy of the model. For a series
of weight parameters, the main idea of attention mechanism is to learn the importance
of each element from the sequence, and merge the elements according to their impor-
tance. On the one hand, adding the Attention mechanism can significantly improve the
performance of the model. On the other hand, the attention mechanism can also be used
to observe how the information in the input sequence affects the final output sequence,
which helps to better understand the internal operation mechanism of the model and
facilitate the parameter debugging of some specific input-output.

Softmax

v

LSTMLSTMLSTM LSTM

tx2x1x0x

y

0h 1h 2h th

0a 1a 2a ta

%h

Fig. 5. LSTM-attention classification model

Therefore, in the model construction, we connect a layer of attention network after
LSTM to extract temporal features. LSTM-Attention classification model is shown in
Fig. 5. The input sequence x0, x1, x2, · · · , xt represents the joint point feature sequence
of the video frame, which is sequentially input to the LSTM cell to obtain the out-
put h0, h1, h2, · · · , ht of the corresponding hidden layer. α0, α1, α2, · · · , αt is the
weight parameter generated by the attention model, which satisfies the constraint of∑T

t=1 at = 1. hi is the output state of the hide layer at the i-th time, and h is the feature
representation vector one level higher than the video frame. h is initialized randomly as
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a parameter, which is updated gradually in the training process. The attention parameter
can be computed with the following equation

αi = exp(βi)
n∑

j=1
exp(βj)

(9)

where βj represents the score of the i-th hidden layer output hi in the video frame
representation vector h. The larger βj is, the greater the attention of the input in the
whole at this moment. It can be computed with the following equation

βi = VT tanh(Wh + Uhi + b) (10)

The attention vectors can be obtained according to the outputs of the LSTM network
and the temporal attention weight values at each running step with this equation.

v =
t∑

j=1

αjhj (11)

Finally, the prediction category y can be obtained after the softmax classification
function, the formula is as follows:

y = softmax(Wvv + bv) (12)

2.4 Loss Function

The loss function used we use is cross-entropy, which comes from information theory. In
order to solve the problem of information measurement, we use the concept of “entropy”
in physics to describe the average amount of information contained in the received
message. In information theory, the larger the entropy of a message, the larger the
information it carries. Simply speaking, in deep learning, cross entropy is to measure
the similarity between two probability distributions p and q, which is more suitable to
measure the distribution difference between two probabilities. The formula is as follows:

Hy · (y) =
∑
i

y′
i log yi (13)

where y is the predicted probability distribution vector of the model output, and y′ is the
true distribution. yi is element 0 or 1 in vector y, which needs to be distinguished from
the discrete value of sample i category, that is, y. In vector y, only the y-th element yy is
1, and the rest are all 0 (one-hot coding). That is to say, the cross entropy only relates
to the prediction probability of the correct result, as long as its value is large enough, it
can also ensure that the classification result is correct.

3 Experiment and Analysis

To evaluate the effectiveness of LSTM-Attention model, we train the architecture and
test the well-trained model on our dataset. We next describe the implementation details
of our algorithms and discuss the experiment results.
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3.1 Data Collection and Processing

The data of training set, test set and verification set used in our paper are collected by
our team. The steps to obtain the data are as follows:

(1) Record all the actions into video. The collected video data is divided into 6 cate-
gories, which are push-up front, push-up side, sit-up front, sit-up side, pull-up front,
pull-up side. The sample pictures of the dataset are shown in Fig. 6;

(2) Extract a frame every 6 frames of the video, that is, extract about 5 frames of images
per second;

(3) Cut out the main part of the human behavior in the picture.

Fig. 6. The sample pictures of the dataset

After data collection, we need to process the collected data to facilitate the extraction
of feature points. The steps to process the data are as follows:

(1) We need to classified the images. The captured images are manually marked, and
the sequence of pictures marked as the same action is placed in the same folder.

(2) We mark each type of action, and divide it into standard action and non-standard
action;
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(3) We use the model of the two-branch multi-stage CNN to extract 17 joint features
of each image into one-dimensional vector and store them in the CSV file. The
extracted information includes joint points identification, relative coordinates, and
confidence, so that 68 nodes of information stored into one-dimension vector can
be extracted from a picture;

(4) we take 10 frames as a sequence to make the dataset of the model, That is, the joint
points data of every ten frames is used as the input of the model.

Finally, the amount of each type of data sequence is shown in Table 1. We have
cropped 8044data sequences in total.We randomly divide the verification set and training
set according to the ratio of 1:9. The joint information we extract is relative coordinates,
that is, the coordinates relative to the length and width of the picture. In order to improve
the generalization ability of the model, we cut the sequence pictures randomly during
the process of extracting joint points to ensure that the relative positions of joint points
change in turn, so as to expand the data set.

Table 1. The amount of data sequence

Push-up
front

Push-up
side

Pull-up
front

Pull-up
side

Sit-up
front

Site-up
side

Standard 72 606 139 331 290 411

Non-standard 279 1896 450 1073 827 1670

3.2 Implement Details

We perform the experiment with the following implement details. First, we read the
data from the Tfrecord file and put it into the memory buffer, then read a training group
randomly with the batch size of 128. This training group is put into the LSTM attention
model to perform training operations. Then we calculate the loss and use the optimizer
back propagation to reduce the loss and adjust the network parameters of each layer.
The optimizer we use is the Adam optimizer [20] provided by tensorflow. The initial
value of learning rate is set to 0.0001, and we optimize the model by using learning rate
exponential decay.

3.3 Experiment Results and Analysis

First, we train the model on the data set according to the above training process. The
accuracy changes and loss changes are shown in Fig. 7 and Fig. 8 respectively. Among
them, the blue line represents the training operation, and the orange line represents the
test operation. As is shown in the Figures, we can find that after about 2000 batches
the model begins to coverage. The accuracy gradually increases, and the loss gradually
decrease.
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Fig. 7. Accuracy changes

Fig. 8. Loss changes

After 300000 batches, the loss of training set converges to about 0.01, and the accu-
racy reaches about 0.99; the loss of verification set converges to about 0.09, and the
accuracy reaches about 0.97. After training model, we test it in the video. The result is
shown in Fig. 9 and Fig. 10.

Fig. 9. Standard sports pose

The upper left corner of the picture shows the probability that this motion pose is
standard. If the probability is greater than 0.5, it instructs that themotion pose is standard.



Sports Pose Estimation Based on LSTM and Attention Mechanism 549

Fig. 10. Non-standard sports pose

4 Conclusion

We propose a sports pose estimation method based on LSTM-Attention network struc-
ture. Firstly, we use the two-branch multi-stage CNN to extract human joints as a spatial
features. Secondly, the extracted joint features sequence is input to LSTM-Attention
model to get the temporal features. The attentionMechanism which can adaptively learn
detailed spatial-temporal attention feature to enhance the action recognition at each step
of LSTM. Finally, we do some experiment to verify our proposal. The result proves that
the recognition accuracy and loss of this method can reach a good state, which proves
that the method proposed in this paper has certain significance and value. Later, we will
further improve the performance of the method for video data in complex environment.
We can expand the training set by collecting data sets in a variety of complex environ-
ments, and try to solve the problem of insufficient generalization ability by enhancing
the pictures of the training set.
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