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Abstract. In recent years, with the research enthusiasm of deep learn-
ing, pedestrian detection has made significant progress. However, the
performance of state-of-the-art algorithms are still limited due to the
high complexity of the detection scene. Therefore, in order to better
distinguish between pedestrians and background, we propose a novel
hybrid attention module which is capable of obtaining inter-dependencies
between features from both channel and spatial dimensions through local
convolution and dual-pass pooling, and guiding the network to focus on
better pedestrians’ feature representation while suppressing background
noise. Further, we complement the information of channel attention and
spatial attention through an effective fusion mechanism. To validate
the effectiveness of the proposed hybrid attention module, we embed
it into a representative pedestrian detection framework named Center
and Scale Prediction (CSP) based detector. The experimental results on
the Caltech Pedestrians Benchmark, one of the largest pedestrian detec-
tion datasets, show that the proposed method outperform not only the
baseline framework but also several state-of-the-arts.
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1 Introduction

Pedestrian detection has been an important research hotspot in the field of com-
puter vision for many years and has attracted widespread attention in both
academia and industry. In recent years, due to the great success of deep learning
in general object detection, many effective algorithms [1–3] have been adjusted
and transplanted into pedestrian detection, which greatly improves the perfor-
mance of pedestrian detection. However, the performance of the state-of-the-art
pedestrian detection algorithm still does not reach human standards [4]. Due
to the complexity of the pedestrian detection environment in real scenes, it is
difficult to distinguish between pedestrians and backgrounds, resulting in many
network detection performance limitations. Therefore, the way to enhance the
capability of pedestrians’ feature representation is the key to further improving
the performance of pedestrian detection.
c© Springer Nature Switzerland AG 2020
H. Yang et al. (Eds.): ICONIP 2020, LNCS 12532, pp. 62–74, 2020.
https://doi.org/10.1007/978-3-030-63830-6_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-63830-6_6&domain=pdf
https://doi.org/10.1007/978-3-030-63830-6_6


A Hybrid Self-Attention Model for Pedestrians Detection 63

To achieve this, [5] reduces false positive samples from backgrounds by fusing
multiple parallel networks, but it is very time-consuming. [6] gradually locates
pedestrians for better classification through multi-step predictions that raise the
IOU threshold multiple times, but it does not perform well at low IOU thresholds.
[7,8] proposes two new loss functions to guide the network to optimize pedestrian
feature representation, but they require complex hyperparameter adjustments.

Recently, attention mechanism is applied to pedestrian detection with excel-
lent feature enhancement and discrimination ability. [9] proposes a channel atten-
tion model to enhance the feature representation of the visible part of the human
body through different feature channels. [10] integrates bounding-box level seg-
mentation information of pedestrian visible areas into detection branches to
guide detector to better distinguish background and pedestrian. However, these
models require additional data sets for pre-training or extra information for
supervision. Also, few methods in the literature of pedestrian detection use both
channel and spatial attention to guide the network with multi-dimensional infor-
mation fusion for better pedestrian detection performance.

Therefore, in this paper, we propose a novel hybrid attention module with both
channel and spatial attention to boost pedestrian detection. Different from com-
mon attention models to obtain global dependencies, our channel attention and
spatial attention use one-dimensional convolution and stacked dilated convolution
to obtain local dependencies. Such an operation can not only avoid the interference
of obtaining long-distance irrelevant information, but also improve the efficiency
of attention map calculation. These two attention mechanism can guide the net-
work to focus on better pedestrian feature learning while suppressing background
noise after an effective fusion strategy. Our attention model requires neither addi-
tional guidance information nor additional database, which makes our model eas-
ier to train and optimize. To validate the effectiveness of the proposed method for
pedestrian detection, we embed our attention model into a representative pedes-
trian detection framework named Center and Scale Prediction (CSP) based detec-
tor [11], which is a detector that achieves state-of-the-art performance for pedes-
trian detection. The Caltech Pedestrian Benchmark, one of the largest pedestrian
detection databases, is adopted to conduct experimental evaluation and compar-
ison of the proposed method against other state-of-the-arts.

In summary, our main contributions are as follows: (1) We propose a novel
hybrid self-attention model to obtain local dependencies through channel atten-
tion and spatial attention to boost pedestrian detection. (2) The proposed
hybrid attention model is based on self-attention information acquisition and
thus requires no additional supervision information or pre-trained databases,
which makes our model easier to train and optimize. (3) The experimental results
demonstrate that being embedded into a representative baseline (CSP) frame-
work, our proposed method can achieve superior detection performance than not
only the baseline detector but also several state-of-the-arts.



64 Y. Wang et al.

2 Related Work

2.1 Pedestrian Detection

In recent years, Faster-RCNN [1] is widely used as backbone network in deep
learning pedestrians detection algorithms because it’s high detection accuracy.
RPN+BF [12] adopt the RPN sub-network in Faster-RCNN to generate propos-
als and then use cascaded boosted forest to refine the proposals in RPN. MS-
CNN [13] propose multi-scale detection under different feature maps to enhance
pedestrian’ feature representation capabilities of Faster-RCNN at multiple scales.
SDS-RCNN [14] uses bounding-box level semantic segmentation as additional
supervision information to enhance the classification ability of Faster-RCNN.
SSD [3] is a another backbone for pedestrian detection because of its high speed.
ALFNet [6] use multi-step prediction SSD framework to gradually locate the
pedestrian for better accuracy. In order for the network to adaptively enhance
pedestrian representation capabilities, OR-CNN [7] and RepLoss [8] proposes
two novel loss function to ensure the bounding-box distance between proposals
and ground truths as short as possible. Adaptive NMS [15] and CSID [16] shows
the new NMS strategy can reduce the possibility of targets filtered by NMS. CSP
[11] is an anchor-free detector, it doesn’t need tedious design of anchor boxes.
CSP can obtain sufficient high-level semantic information by fusing feature maps
of different resolutions in the backbone network. CSP reaches the new state-of-
art performance of pedestrian detection at that time and thus is chosen as the
baseline framework in this work.

Recently, the application of attention mechanism has become a new per-
spective to further improve the performance of pedestrian detection. Faster-
RCNN+ATT [9] designs three subnet with attention methods plugged into
Faster-RCNN to guide the network to focus on the visible parts of pedestri-
ans. But Faster-RCNN+ATT requires additional datasets for pre-training, which
does not meet the end-to-end manner. MGAN [10] uses two branches to predict
the visible part and the whole body of the pedestrian, respectively, then uses
the segmentation of the visible part bounding-boxes as a spatial attention mask
to multiply into the whole body branch to enhance the learning of advanced
semantic features of pedestrians. SSA-CNN [17] share the similar ideas with
MGAN [10], but SSA-CNN uses the whole-body segmentation box as a guide
and directly cascades the spatial attention mask and detection branch. These
methods all require additional supervision information, which increases the diffi-
culty of network optimization. Differently, our goal is to propose a self-attention
module that is constructed directly from the inter-dependencies between chan-
nels and pixels without additional supervision information.

2.2 Attention Mechanism

Attention mechanism can be divided according to weighted approach, channel
attention is given different weights to different feature channels; spatial attention
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is given different weights according to the importance between pixels in feature
maps.

For Channel attention, SENet [18] integrates information between channel
levels through global average pooling, then uses two fully connected layers for
transformation operations, and finally uses the obtained vector to re-weight the
original feature map. Similar to SENet, GENet [19] defines a gather operator
with parameters using depthwise separable convolution to learn the context
information and a excite operator to adjust the importance of different chan-
nels. LCT [20] uses group normalization and 1 * 1 convolution for normalization
operator and transform operator. SKNet [21] consists of multiple branches using
different convolution kernel sizes and softmax fusion method, which can dynam-
ically adjust the receptive field according to the target size. Different from them,
we apply 1D convolution for channel attention, which can reduce the parameters
in information transform. And we adopt max pooling and average pooling as two
path to sum together for information aggregation and complementarity.

For spatial attention, STN [22] helps the network to correct image distor-
tion by letting the network learn to calculate the spatial mapping of input map
to output map. RAN [23] weights high-level semantic feature maps to low-level
detailed feature maps in order to enrich the feature representation ability for
lower layer. Non-Local Block [24] calculates the weighted sum of all position on
the feature map as the response of a position to obtain the long-distance depen-
dency. Although Non-Local Block doing pretty well on video classification task,
but the calculation of NL is very time consuming and the memory consumption is
very large. So Several algorithms [25–27] aims to reduce the computational com-
plexity through different computational decomposition methods. Specifically, we
stack multiple efficient dilation convolution with different dilation rates for spa-
tial attention, which can well balance the calculation speed and accuracy for
spatial attention.

The fusion mechanism of spatial attention and channel attention is an impor-
tant part of designing an attention mechanism. CBAM [28] uses a serial structure
to connect the two in the order of CA (channel attention) and SA (spatial atten-
tion). GCNet [29] also adopt a serial structure, but GCNet lets SA replace the
pooling operations in CA, reducing the spatial information lost by channel atten-
tion when integrating channel information. DANet [30] treats CA and SA as two
parallel branches, then fuses them through convolution layers and element-wise
summation. In our work, we design CA and SA as independent modules for
efficiency and then connect them in series.

3 Proposed Method

3.1 Revisiting the CSP Detector

The CSP detector is based on the idea of anchor-free detection, which can abandon
the complexity of the anchor boxes and sliding windows design. It regards pedes-
trian detection as a high-level semantic feature detection task, and uses the pedes-
trian center point and height as abstract high-level semantic information features.
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Fig. 1. The architecture after embedding our hybrid attention model into CSP.

The CSP framework consists of two modules: feature extraction module and
detection head. For feature extraction, CSP uses ResNet-50 and MobileNet as
backbone networks. Taking ResNet-50 as an example, its convolutional layer can
be divided into 5 stages with down-sampling rates of the input image of 2, 4, 8,
16, and 16, respectively. The fifth stage uses dilated convolution to keep the size
of the feature map unchanged and increase the receptive field of the convolution
layers. Then the CSP uses deconvolution to up-sample the feature maps of the
stage 3, 4, and 5 to the same size as stage 2, and concatenate them to feed
into the detection head. For detection head, CSP reduces the channel dimen-
sion through a 3 * 3 convolution layer, and then uses the two 1 * 1 convolution
layers to generate two branches of the heat map that predict the center point
and scale, respectively. Although CSP achieves the state-of-the-art performance
of pedestrian detection at that time, we demonstrate that it still can achieve
better detection results when enhanced with more discriminative information
on pedestrians and backgrounds through our hybrid self-attention module, as
shown in Fig. 1. Note that our attention module is added after stage 4 of the
CSP backbone network, because stage 4 has enough information for learning
channel discrimination and spatial context.

3.2 Channel Attention

Channel attention is designed to help the network acquire inter-dependencies
between channels. The first step for Channel attention is compresses spatial
dimensions to simplify the calculation of global context information integration
for spatial. However, unlike global average pooling adopted in SENet [18] that
preserves background information, global maximum pooling can extract pedes-
trian texture information that is helpful for detection. So we use both global
average pooling and global maximum pooling for global context information
integration. Different from SENet [18], which uses two fully connected layers
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Fig. 2. The architecture of our channel attention and spatial attention.

to obtain the internal dependencies between all channels, we believe that this
relationship can be calculated only locally in deep networks because of the huge
differences between non local channels in deep layers. So we just use a single
1D convolution layer with a larger kernel size to capture this relationship. This
can make the design of the attention module more concise, while reducing the
amounts of parameters. Finally, we rescale the input features by obtaining the
weighted vector from the previous step. Figure 2(a) shows the specific processing
flow of our channel attention module.

Giving an input feature map as I ∈ R(H×W×C), we use two branches to
obtain global context information from spatial by global average pooling (GAP)
and global maximum pooling (GMP), then we generate two one-dimensional
vectors: IGAP ∈ R(1×1×C) and IGMP ∈ R(1×1×C). We use these two vectors to
pass a same 1D convolution layer with kernel size of 9 * 9(Conv1D9) meanwhile
keep the dimensions unchanged. This shared convolution layer can reduce the
amounts of parameters and the possibility of overfitting. Then we add the two
vectors by element-wise summation and go through the sigmoid activation func-
tion, and finally multiply the merged attention vector with the input feature
map to get the final output O ∈ R(H×W×C). This process can be expressed by
the following formula:

O = I
⊗

(S(Conv1D9(IGAP )
⊕

Conv1D9(IGMP ))) (1)

where S means sigmoid activation function,
⊗

and
⊕

represent multiply
per channel and element-wise summation. Note that we do not use activation
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functions in Conv1D layer to ensure that channel information is not lost or
suppressed during the global information transfer process.

3.3 Spatial Attention

Spatial attention is used to obtain long-range dependencies between pixels, it can
also complement the channel attention information to help pedestrian detection.
Similar to the channel attention we designed, we do average pooling and maxi-
mum pooling for each pixel along the channel axis, this operation can obtain the
abstraction of global context information in the channel dimension, then we con-
catenate the two pooled feature maps together for subsequent convolution layers.
Different from Non-Local Block [24], which calculates the relationship between
any two pixels, we intend to expand spatial contextual information and receptive
field to distinguish the pedestrian from the background in high-level features.
Dilated convolution is a very intuitive and lightweight way to achieve this pur-
pose. Meanwhile, we stack multiple dilated convolutions to capture multi-scale
spatial contextual information under different receptive fields. At last, we use
the obtained weighted feature map to recalibrate the input features. Figure 2(b)
shows the specific details of our spatial attention module.

Giving an input feature map as I ∈ R(H×W×C), we use average pooling and
maximum pooling along the channel axis to obtain two feature maps IAP ∈
R(H×W×1) and IMP ∈ R(H×W×1) containing global spatial information. Then
the two feature maps are concatenated together and pass 3 layers of dilated
convolution, the filters are all set to 1, the kernel sizes are all set to 3 * 3
and the dilated rates are 1, 2, and 5(DilaConv2D1,2,5), respectively. Finally we
compute the output feature map O ∈ R(H×W×C) by multiplying the obtained
attention map and the input feature map. Spatial attention can be calculated
by the following formula:

O = I
⊗

(S(DilaConv2D1,2,5(IAP , IMP ))) (2)

where [,] means the concatenation of two feature maps,
⊗

represent multiply
per pixel.

3.4 Hybrid Attention Fusion Strategy

Fusion of channel attention and spatial attention helps aggregate and comple-
ment global context information in different dimensions. Since our channel atten-
tion module and spatial attention module are two independent embeddable mod-
els with the same input and output, a very efficient fusion strategy is to connect
two modules in the order of either channel attention first or spatial attention first.
Another way of fusion is parallel structures, where channel attention and spatial
attention modules are processed separately and added by element-wise summa-
tion. The experimental evaluation demonstrates that the first fusion strategy is
better than the second one.
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4 Experiments

4.1 Dataset and Evaluation Metrics

The Caltech Pedestrians Benchmark [31] is one of the largest and most widely
studied pedestrian detection datasets. It contains a 10-h of 30HZ 640 * 480 vehicle
driving video through regular traffic in an urban environment. This dataset has
a total of 350,000 bounding boxes for about 2300 unique pedestrians. For the
training set, we extract a picture from set00-05 every 3 frames (42,782 images
in total). For the test set, we extract a picture from set06-10 every 30 frames
(4024 images in total). Note that during training and testing phases we use the
Caltech new annotations provided by [4].

We follow the average log missing rate(MR) of false positive per image(FPPI)
between 10−2 and 100 as the evaluation standard. Particularly, the pedestrians
from three subsets of Reasonable, All and Heavy Occlusion are used for eval-
uation, and they are set as follows: The pedestrians height range for the three
subsets are [50, inf], [20, inf], [50, inf]. (inf means infinite). The visible portion
of pedestrians are [0.65, inf], [0.2, inf], and [0.2, 0.65] respectively.

4.2 Ablation Study

Channel Attention. The key to the design of channel attention is the size of
the convolution kernel in the one-dimensional convolution, because it represents
how wide the correlation is obtained between channels. Table 1 shows the influ-
ence of different convolution kernel sizes on channel attention performance. The
first row of Table 1 is the original MR on the Reasonable set in the CSP [11]
paper, while the second row is our own reproduced result by using its opensource
code1. It’s worth noting that our reproduced results are always worse than the
original results in the CSP [11] paper by about 0.5 % on the Reasonable set.
Therefore in the subsequent experiments, we will take our reproduced results as
baseline for fair comparisons. From the results in Table 1, we can observe that
as the size of the convolution kernel increases, a larger range of channel inter-
dependencies can be obtained, and the performance of channel attention contin-
ues to get improved. In addition, different kernel sizes have improved pedestrian
detection performance, validating the design rationality of our channel attention
module.

Spatial Attention. The setting of the dilated rates affects the scope of contex-
tual information acquisition in spatial. As shown in Table 2, we set up three com-
binations of dilated rates to verify its influence on spatial attention. We first set
the dilated rates to 1-2-1, which slightly improves detection performance. Then
we further expand the dilated rates to 1-2-5 and 5-2-1 in a way of increasing
and decreasing. These two ways prove that getting more contextual information
and a larger receptive field through a larger dilated rates setting is crucial to

1 https://github.com/liuwei16/CSP.

https://github.com/liuwei16/CSP
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Table 1. Comparison of different convolution kernel sizes for channel attention.

Algorithm Reasonable set

MR(%) ΔMR(%)

CSP [11] 4.54 –

CSP (reproduced) 5.02 –

CSP+CA (k5) 4.94 +0.08

CSP+CA (k7) 4.85 +0.17

CSP+CA (k9) 4.37 +0.65

Table 2. Comparison of different dilated rate settings for spatial attention.

Algorithm Reasonable set

MR(%) ΔMR(%)

CSP [11] 4.54 –

CSP (reproduced) 5.02 –

CSP+SA (dr 1-2-1) 4.84 +0.18

CSP+SA (dr 1-2-5) 4.42 +0.60

CSP+SA (dr 5-2-1) 4.43 +0.59

improve the performance of spatial attention. However, setting the dilated rates
either in increasing way or in decreasing way has little affect on the results.

Fusion Strategies. After fixing the size of the one-dimensional convolution
kernel to 9 and the dilated rates setting to 1-2-5, we further study the effects of
different fusion strategies for integrating channel attention and spatial attention.
As seen the results in Table 3, the sequential combination is significantly better
than the parallel combination. This may be due to the fact that channel attention
and spatial attention give weights to features in different dimensions, and adding
them directly will cause chaos in the weight distribution. For the sequential fusion
structure, we find that putting channel attention first is better than putting
spatial attention first, thus in subsequent experiments, we will apply sequential
fusion strategy in the order of first channel attention and then spatial attention.
Moreover, we can see that the results of sequential fusion are better than the
result of either channel attention or spatial attention alone, proving that the
proposed hybrid attention model can provide complementary information of two
single attention module and further improve pedestrian detection performance.

4.3 Comparison with State of the Arts

Finally, we compare the proposed method with several state-of-the-art pedes-
trian detection approaches on three Caltech subsets of Reasonable, All, and
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Table 3. Comparison of different hybrid attention fusion strategies.

Algorithm Reasonable set

MR(%) ΔMR(%)

CSP [11] 4.54 –

CSP (reproduced) 5.02 –

CSP+CA+SA 3.84 +1.18

CSP+SA+CA 4.01 +1.01

CSP+CASA (add) 4.75 +0.27

Table 4. Comparison with state of the arts (the best results are in bold).

Algorithm MR%

Reasonable All Heavt Occlusion

CSP [11] 4.5 56.9 45.8

CSP (reproduced) 5.0 57.9 49.1

RPN+BF [12] 7.3 – 54.6

ALFNet [6] 6.1 59.1 51.0

RepLoss [8] 5.0 59.0 47.9

OR-CNN (city) [7] 4.1 58.8 45.0

Ours 3.8 56.8 46.4

Heavy Occlusion. Note that we only compare algorithms trained and tested with
the Caltech new annotations [4], the results are shown in Table 4. On Reasonable
subset, compared with our reproduced result, we have significantly improved the
performance by 24% after embedding our hybrid attention module. Even com-
pared with the original results in [11], we still achieve a 15% improvement.

The performances of the proposed method are also better than other state-
of-the-art algorithms, even better than OR-CNN [7] for 4.1% MR, which is a
method for pre-training with additional Citypersons dataset [32]. For All sub-
set, our hybrid attention module also achieved the best results, showing that it
can guide the network to enhance detection performance in various sizes of pedes-
trians. Considering that our reproduced results on the Heavy Occlusion subset
are far from the results in the CSP paper, we achieved slightly lower results
after embedding the proposed attention module. However, our results are still
competitive with other state-of-the-arts. Since we have significantly improved
the detection performance on heavy occlusion pedestrians compared with the
reproduced baseline result, it has been revealed that our method can pay more
attention to the feature representation of pedestrians’ visible parts.
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5 Conclusion

In this paper, we propose a novel hybrid attention model for pedestrian detec-
tion from both channel attention and spatial attention aspects to obtain feature
inter-dependencies in different dimensions. Our model can provide the detec-
tion network with more discriminative guidance information for pedestrians and
backgrounds to enhance the capabilities of pedestrians’ feature representation.
By embedding the proposed attention module into the CSP baseline framework,
the detection performance has been further improved on the standard Caltech
pedestrian detection benchmark. The ablation study demonstrates the effective-
ness of the proposed channel attention, spatial attention, and their hybrid fusion
strategy. Our model also achieves superior performances than several state-of-
the-art algorithms on the subsets named Reasonable, All, and Heavy Occlusion
of the Caltech benchmark.
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