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Abstract. Visual Question Answering (VQA) is a challenging multi-
modal task that requires not only the semantic understanding of images
and questions, but also the sound perception of a step-by-step reasoning
process that would lead to the correct answer. So far, most success-
ful attempts in VQA have been focused on only one aspect; either the
interaction of visual pixel features of images and word features of ques-
tions, or the reasoning process of answering the question of an image
with simple objects. In this paper, we propose a deep reasoning VQA
model (REXUP- REason, EXtract, and UPdate) with explicit visual
structure-aware textual information, and it works well in capturing step-
by-step reasoning process and detecting complex object-relationships in
photo-realistic images. REXUP consists of two branches, image object-
oriented and scene graph-oriented, which jointly works with the super-
diagonal fusion compositional attention networks. We evaluate REXUP
on the benchmark GQA dataset and conduct extensive ablation studies
to explore the reasons behind REXUP’s effectiveness. Our best model sig-
nificantly outperforms the previous state-of-the-art, which delivers 92.7%
on the validation set, and 73.1% on the test-dev set. Our code is available
at: https://github.com/usydnlp/REXUP/.
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1 Introduction

Vision-and-language reasoning requires the understanding and integration of
visual contents and language semantics and cross-modal alignments. Visual
Question Answering (VQA) [2] is a popular vision-and-language reasoning task,
which requires the model to predict correct answers to given natural language
questions based on their corresponding images. Substantial past works proposed
VQA models that focused on analysing objects in photo-realistic images but
worked well only for simple object detection and yes/no questions [14,17,25].
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To overcome this simple nature and improve the reasoning abilities of VQA
models, the Clever dataset [13] was introduced with compositional questions
and synthetic images, and several models [9,20] were proposed and focused on
models’ inferential abilities. The state-of-the-art model on the Clevr dataset is
the compositional attention network (CAN) [11], which generates reasoning steps
attending over both images and language-based question words. However, the
Clevr dataset is specifically designed to evaluate reasoning capabilities of a VQA
model. Objects in the Clevr dataset images are only in three different shapes
and four different spatial relationships, which results in simple image patterns.
Therefore, a high accuracy on Clevr dataset hardly prove a high object detection
and analysis abilities in photo-realistic images, nor the distinguished reasoning
abilities of a VQA model. To overcome the limitations of VQA and Clevr [2,7],
the GQA dataset [12] includes photo-realistic images with over 1.7 K different
kinds of objects and 300 relationships. GQA provides diverse types of answers for
open-ended questions to prevent models from memorizing answer patterns and
examine the understanding of both images and questions for answer prediction.

The state-of-the-art models on the Clevr and VQA dataset suffered large
performance reductions when evaluated on GQA [1,11,19]. Most VQA works
focus on the interaction between visual pixel features extracted from images and
question features while such interaction does not reflect the underlying struc-
tural relationships between objects in images. Hence, the complex relationships
between objects in real images are hard to learn. Inspired by this motivation, we
proposed REXUP (REason, EXtract, UPdate) network to capture step-by-step
reasoning process and detect the complex object-relationships in photo-realistic
images with the scene graph features. A scene graph is a graph representation
of objects, attributes of objects and relationships between objects where objects
that have relations are connected via edge in the graph.

The REXUP network consists of two parallel branches where the image object
features and scene graph features are respectively guided by questions in an
iterative manner, constructing a sequence of reasoning steps with REXUP cells
for answer prediction. A super-diagonal fusion is also introduced for a stronger
interaction between object features and question embeddings. The branch that
processes scene graph features captures the underlying structural relationship of
objects, and will be integrated with the features processed in another branch for
final answer prediction. Our model is evaluated on the GQA dataset and we used
the official GQA scene graph annotations during training. To encode the scene
graph features, we extracted the textual information from the scene graph and
used Glove embeddings to encode the extracted textual words in order to capture
the semantic information contained in the scene graph. In the experiments, our
REXUP network achieved the state-of-the-art performance on the GQA dataset
with complex photo realistic images in deep reasoning question answering task.

2 Related Work and Contribution

We explore research trends in diverse visual question answering models, including
fusion-based, computational attention-based, and graph-based VQA models.
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Fusion-Based VQA. Fusion is a common technique applied in many VQA
works to integrate language and image features into a joint embedding for answer
prediction. There are various types of fusion strategies for multi-modalities
including simple concatenation and summation. For example, [22] concatenated
question and object features together and pass the joint vectors to a bidirec-
tional GRU for further processes. However, the recent bilinear fusion methods
are more effective at capturing higher level of interactions between different
modalities and have less parameters in calculation. For example, based on the
tensor decomposition proposed in [3], [4] proposed a block-term decomposition of
the projection tensor in bilinear fusion. [5] applied this block-term fusion in their
proposed MuRel networks, where sequences of MuRel cells are stacked together
to fuse visual features and question features together.

Computational Attention-Based VQA. Apart from fusion techniques,
attention mechanisms are also commonly applied in VQA for the integration of
multi-modal features. Such attention mechanisms include soft attention mecha-
nism like [1,11] using softmax to generate attention weights over object regions
and question words, self attention mechanism like [18,24] that applied dot prod-
ucts on features of each mode, and co-attention mechanisms like in [6,16] using
linguistic features to guide attentions of visual features or vice versa.

Graph Representations in VQA. In recent years, more works have been
proposed to integrate graph representations of images in VQA model. [19] pro-
posed a question specific graph-based model where objects are identified and
connected with each other if their relationships are implied in the given ques-
tion. There are also works use scene graph in VQA like we did. [21] integrates
scene graphs together with functional programs for explainable reasoning steps.
[8] claimed only partial image scene graphs are effective for answer prediction
and proposed a selective system to choose the most important path in a scene
graph and use the most probable destination node features to predict an answer.
However, these works did not apply their models on GQA.

REXUP’s Contribution. In this work, we move away from the classical atten-
tion and traditional fusion network, which have been widely used in simple
photo-realistic VQA tasks and focus mainly on the interaction between visual
pixel features from an image and question embeddings. Instead, we focus on
proposing a deeper reasoning solution in visual-and-language analysis, as well
as complex object-relationship detection in complex photo-realistic images. We
propose a new deep reasoning VQA model that can be worked well on complex
images by processing both image objects features and scene graph features and
integrating those with super-diagonal fusion compositional attention networks.

3 Methodology

The REXUP network contains two parallel branches, object-oriented branch and
scene-graph oriented branch, shown in Fig. 1a. Each branch contains a sequence
of REXUP cells where each cell operates for one reasoning step for the answer
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(a) REXUP Network (b) REXUP Cells

Fig. 1. REXUP Network and REXUP cell. (a) The REXUP network includes
two parallel branches, object-oriented (top) and scene graph-oriented (bottom). (b) A
REXUP cell contains reason, extract, and update gate which conduct multiple compo-
sitional reasoning and super-diagonal fusion process

prediction. As shown in Fig. 1b, each REXUP cell includes a reason, an extract
and an update gate. At each reasoning step, the reason gate identifies the most
important words in the question and generates a current reasoning state with
distributed attention weights over each word in the question. This reasoning state
is fed into the extract gate and guides to capture the important objects in the
knowledge base, retrieving information that contains the distributed attention
weights over objects in the knowledge base. The update gate takes the reasoning
state and information from extract gate to generate the current memory state.

3.1 Input Representation

Both Object-oriented branch and Scene graph-oriented branch take question
and knowledge base as inputs; image object-oriented knowledge base (OKB)
and scene-graph-oriented knowledge base (SGKB). For a question q ∈ Q with
maximum U words, contextual words are encoded via a pre-trained 300d Glove
embedding and passed into bi-LSTM to generate a sequence of hidden states
qw1...U with d dimension for question contextual words representation. The ques-
tion is encoded by the concatenation of the last backward and forward hidden
states, ←−−qw1 and −−→qwU . Object features are extracted from a pre-trained Fast-
RCNN model, each image contains at most 100 regions represented by a 2048d
object feature. For each oth object in an image, linear transformation converts
the object features with its corresponding coordinates to a 512d object region
embedding. The SGKB is the matrix of scene graph objects each of which is in
900 dimensions after concatenating with their corresponding attribute and rela-
tion features. To encode the scene graph object features, all the objects names,
their attributes and relations in the scene graph are initialized as 300d Glove
embedding. For each object’s attributes, we take the average of those attributes
features A. For each object’s relations, we first average each relation feature
rs ∈ R and the subject feature oj ∈ O that it is linked to, and then average all
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such relation-subject features that this object on ∈ O has as its final relation
feature. We concatenate the object feature, attribute feature and relation feature
together as one scene graph object feature SGo,r of the whole scene graph.

3.2 REXUP Cell

With the processed input, each branch consists of a sequence of REXUP cells
where each cell operates for one reasoning step for the answer prediction.

Reason Gate. At each reasoning step, the reason gate in each REXUP
cell i = 1, ..., P takes the question feature q, the sequence of question words
qw1, qw2, ..., qwU and the previous reasoning state ri−1 as inputs. Before being
passed to the reason gate, each question q is processed through a linear transfor-
mation qi = W d×2d

i q + bdi to encode the positional-aware question embedding qi
with d dimension in the current cell. A linear transformation is then processed
on the concatenation of qi and the previous reasoning state ri−1,

rqi = W d×2d [ri−1, qi] + bd (1)

in order to integrate the attended information at the previous reasoning step
into the question embedding at the current reasoning step.

Then an element-wise multiplication between rqi and each question word
qwu, where u = 1, 2, ..., U , is conducted to transfer the information in previous
reasoning state into each question word at the current reasoning step, the result
of which will be processed through a linear transformation, yielding a sequence
of new question word representations rai,1, ..., rai,u containing the information
obtained in previous reasoning state. A softmax is then applied to yield the
distribution of attention scores rvi,1, ..., rvi,u over question words qw1, ..., qwu.

rai,u = W 1×d(rqi � qwu) + b (2)

rvi,u = softmax(rai,u) (3)

ri =
U∑

u=1

rvi,u · qwu (4)

The multiplications of each rvi,u and question word qwu are summed together
and generates the current reasoning state ri that implies the attended informa-
tion of a question at current reasoning step.

Extract Gate. The extract gate takes the current reasoning state ri, previous
memory state mi−1 and the knowledge base features as inputs. For the OKB
branch, knowledge base features are the object region features OBo, and for
the SGKB branch, knowledge base features are the scene graph features SGo,r.
For each object in the knowledge base, we first multiplied its feature represen-
tation with the previous memory state to integrate the memorized information
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at the previous reasoning step into the knowledge base at the current reasoning
step, the result of which is then concatenated with the input knowledge base
features and projected into d dimensions by a linear transformation. This inter-
action SI ′

i,o,r generates the knowledge base features that contains the attended
information memorized at the previous reasoning step as well as the yet unat-
tended information of knowledge base at current reasoning step. The process of
the extract gate in the SGKB branch can be shown in the following equations,
where the interaction SI ′

i,o,r contains the semantic information extracted from
the object-oriented scene graph.

SIi,o,r =
[
W d×d

m mi−1 + bdm
] � [

W d×d
s SGo,r + bds

]
(5)

We then make SI ′
i,o,r interact with ri to let the attended question words guide

the extract gate to detect important objects of knowledge base at the current
reasoning step. In the SGKB branch, such integration is completed through a
simple multiplication as shown in (7).

SI ′
i,o,r = W d×2d [SIi,o,r, SGo,r] + bd (6)

eai,o,r = W d×d(ri � SI ′
i,o,r) + bd (7)

However, in OKB branch, SGo,r in Eq. (5) and (6) is replaced with the object
region features OBo, and generated interaction I ′

i,o, which will be integrated with
ri through a super-diagonal fusion [4] as stated in Eq. (8), where θ is a parameter
to be trained. Super-diagonal fusion projects two vectors into one vector with
d dimension through a projection tensor that would be decomposed into three
different matrices during calculation in order to decrease the computational costs
while boosting a stronger interaction between input vectors. The resulted Fri,I′

i,o

is passed via a linear transformation to generate eai,o.

Fri,I′
i,o

= SD(ri, I ′
i,o; θ) and eai,o = W d×dFri,I′

i,o
+ bd (8) and (9)

Similar to the process in the reason gate, eai,o,r and eai,o are then processed
by softmax to get the distribution of attention weights for each object in the
knowledge base. The multiplications of each eai,o,r/eai,o and knowledge base
SGo,r/OBo are summed together to yield the extracted information ei.

evi,o,r = softmax(eai,o,r) and evi,o = softmax(eai,o) (10)

ei =
O∑

o=1

evi,o,r · SGo,r and ei =
O∑

o=1

evi,o · OBo (11)

Update Gate. We apply a linear transformation to the concatenation of the
extracted information ei and previous memory state mi−1 to get mprev

i .

mprev
i = W d×2d [ei,mi−1] + bd (12)

mi = σ(r′
i)mi−1 + (1 − σ(r′

i))m
′
i (13)
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To reduce redundant reasoning steps for short questions, we applied sigmoid
function upon mprev

i and r′
i, where r′

i = W 1×dri + b1, to generate the final
memory state mi.

The final memory states generated in the OKB branch and SGKB branch
respectively are concatenated together as the ultimate memory state mP for
overall P reasoning steps. mP is then integrated with the question sentence
embedding q for answer prediction. In this work, we set P = 4.

4 Evaluation

4.1 Evaluation Setup

Dataset. Our main research aim is proposing a new VQA model that provides
not only complex object-relationship detection capability, but also deep reason-
ing ability. Hence, we chose the GQA that covers 1) complex object-relationship:
113,018 photo-realistic images and 22,669,678 questions of five different types,
including Choose, Logical, Compare, Verify and Query, and 2) deep reasoning
tasks: over 85% of questions with 2 or 3 reasoning steps and 8% of questions with
4+ reasoning steps. The GQA is also annotated with scene graphs extracted from
the Visual Genome [15] and functional programs that specify reasoning opera-
tions for each pair of image and question. The dataset is split into 70% training,
10% validation, 10% test-dev and 10% test set.

Training Details. The model is trained on GQA training set for 25 epochs
using a 24 GB NVIDIA TITAN RTX GPU with 10.2 CUDA toolkit. The average
per-epoch training times and total training times are 7377.31 s and 51.23 h
respectively. We set the batch size to 128 and used an Adam optimizer with an
initial learning rate of 0.0003.

4.2 Performance Comparison

In Table 1, we compare our model to the state-of-the-art models on the valida-
tion and test-dev sets of GQA. Since the GQA test-dev set does not provide
pre-annotated scene graphs, we used the method proposed in [26] to predict
relationships between objects and generate scene graphs from images of GQA
test-dev set for the evaluation procedure. However, the quality of the generated
scene graphs are not as good as the pre-annotated scene graphs in the GQA val-
idation set, which lead to the decreased performance on test-dev. Nevertheless,
our model still achieves the state-of-the-art performance with 92.7% on valida-
tion and 73.1% on test-dev. Compared to [1,11,23] that only used the integration
between visual pixel features and question embedding through attention mech-
anism, our model applies super-diagonal fusion for a stronger interaction and
also integrates the scene graph features with question embedding, which help
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to yield much higher performance. Moreover, our model greatly improves over
[10], which used the graph representation of objects but concatenated the object
features with contextual relational features of objects as the visual features to
be integrated with question features through the soft attention. The significant
improvement over [10] indicates that the parallel training of OKB and SGKB
branch can successfully capture the structural relationships of objects in images.

Table 1. State-of-the-art performance comparison on the GQA dataset

Methods Val Test-dev

CNN+LSTM [12] 49.2 –

Bottom-Up [1] 52.2 –

MAC [11] 57.5 –

LXMERT [23] 59.8 60.0

Single-hop [10] 62 53.8

Single-hop+LCGN [10] 63.9 55.8

Our model 92.7 73.1

Table 2. Results of ablation study on validation and test-dev set of GQA. ‘O’
and ‘X’ refers to the existence and absence of scene-graph oriented knowledge branch
(SGKB) and super-diagonal (SD) fusion applied in object-oriented knowledge branch
(OKB) branch respectively

# OKB SD SGKB Val Test-dev

1 O X X 62.35 56.92

2 O O X 63.10 57.25

3 O X O 90.14 72.38

4 O O O 92.75 73.18

4.3 Ablation Study

We conducted the ablation study to examine the contribution of each compo-
nent in our model. As shown in Table 2, integrating object-oriented scene graph
features is critical in achieving a better performance on the GQA. Using only
OKB branch leads to a significant drop of 29.65% in the validation accuracy
and 15.93% in the test-dev accuracy. The significant performance decrease also
proves the importance of semantic information of objects’ structural relation-
ships in VQA tasks. Moreover, applying the super-diagonal fusion is another key
reason of our model’s good performance on GQA. We compared performances
of models that apply super-diagonal fusion and models that apply element-wise
multiplication. The results show that using element-wise multiplication causes a
drop of 2.61% on the validation set and 0.8% on the test-dev set. It still shows
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that the concrete interaction between image features and question features gen-
erated by super-diagonal fusion contributes to an improved performance on the
GQA.

Table 3. Parameter testing with different number of the REXUP cell

# of cells Val Test-dev

1 90.97 72.08

2 90.98 72.13

3 92.67 72.56

4 92.75 73.18

4.4 Parameter Comparison

Sequences of REXUP cells will lead to sequential reasoning steps for the final
answer prediction. The three gates in each cell are designed to follow questions’
compositional structures and retrieve question-relevant information from knowl-
edge bases at each step. To reach the ultimate answer, a few reasoning steps
should be taken, and less cells are insufficient to extract the relevant knowledge
base information for accurate answer prediction, especially for compositional
questions with longer length. In order to verify this assumption, we have con-
ducted experiments to examine the model’s performances with different num-
bers of REXUP cells in both branches. The results of different performances
are shown in Table 3. From the result, we can see that the prediction accuracy
on both validation and test-dev set will gradually increase (90.97% to 92.75%
on validation and 72.08% to 73.18% on test-dev) as the cell number increases.
After experiment, we conclude that four REXUP cells are best both for clear
presentation of reasoning capabilities and a good performance on the GQA.

4.5 Interpretation

To have a better insight into the reasoning abilities of our model, we extract
the linguistic and visual attention weights our model computes at each reason-
ing step to visualize corresponding reasoning processes. Taking the first row in
Fig. 2 as an example, at the first reasoning step, concrete objects - man’s hand
and head obtain high visual attention score. When it comes to the second and
third reasoning step, linguistic attention focuses on wearing and correspond-
ing visual attention focuses on man’s shirt and pants. This indicates that our
model’s abilities in capturing the underlying semantic words of questions as
well as detecting relevant objects in image for answer prediction. Moreover, our
model’s good understanding of both images and questions is also shown when
given different questions for a same image. For example, in the second row in
Fig. 2, the model successfully captures the phone in image for the question, but
for images of third row in Fig. 2, the dog is detected instead. We also found that
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Fig. 2. Visualization of important image objects and question words at each reasoning
step. Object regions with high attention weights are framed with white bounding boxes.
The thicker the frame, the more important the object region is. Question words with
high attention weights are colored blue in the question. (Color figure online)

Fig. 3. Figure (a) shows examples when the ground truth answer and our prediction
are both correct to the given question. Figure (b) shows examples when our prediction
is more accurate than the ground truth answer in dataset
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sometimes our predicted answer is correct even though it’s different from the
answer in dataset. For example, in the first image of Fig. 3a, our model assigns
a high visual attention score to wetsuit in image when question words person
and wearing are attended. Our model then gives the prediction wetsuit , which
is as correct as shoe considering the given image and question. Similarly, in the
second image of Fig. 3a, both white bus and red bus are spatially on the right of
garbage. Our model captures both buses but assigns more attention to the red
bus that is more obvious on the picture and predicts no, which is also a correct
answer to the question. In addition, we found that in some cases our model’s
answer is comparatively more accurate than the annotated answer in dataset.
For example, for first image of Fig. 3b, pen , as a small area surrounded by fence
to keep animal inside, is more accurate than the annotated answer yard . Like-
wise, the bed and quilt are actually different in shape but both in white color,
which makes our model’s answer correct and the ground truth answer incorrect.

5 Conclusion

In conclusion, our REXUP network worked well in both capturing step-by-step
reasoning process and detecting a complex object-relationship in photo-realistic
images. Our proposed model has achieved the state-of-the-art performance on
the GQA dataset, which proves the importance of structural and compositional
relationships of objects in VQA tasks. Extracting the semantic information of
scene graphs and encoding them via textual embeddings are efficient for the
model to capture such structural relationships of objects. The parallel training
of two branches with object region and scene graph features respectively help the
model to develop comprehensive understanding of both images and questions.
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