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Abstract. Pedestrian trajectory prediction in crowd scenes is very use-
ful in many applications such as video surveillance, self-driving cars,
and robotic systems; however, it remains a challenging task because of
the complex interactions and uncertainties of crowd motions. In this
paper, a novel trajectory prediction method called the Attention-based
Interaction-aware Spatio-temporal Graph Neural Network (AST-GNN)
is proposed. AST-GNN uses an Attention mechanism to capture the com-
plex interactions among multiple pedestrians. The attention mechanism
allows for a dynamic and adaptive summary of the interactions of the
nearby pedestrians. When the attention matrix is obtained, it is formu-
lated into a propagation matrix for graph neural networks. Finally, a
Time-extrapolator Convolutional Neural Network (TXP-CNN) is used
in the temporal dimension of the aggregated features to predict the
future trajectories of the pedestrians. Experimental results on bench-
mark pedestrian datasets (ETH and UCY) reveal the competitive per-
formances of AST-GNN in terms of both the final displace error (FDE)
and average displacement error (ADE) as compared with state-of-the-art
trajectory prediction methods.

Keywords: Trajectory prediction · Spatio-temporal prediction ·
Graph neural networks

1 Introduction

Pedestrian trajectory prediction in crowd scenes is important in many appli-
cations including robotic systems, video surveillance, and self-driving cars.
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Accurate trajectory prediction in surveillance systems is helpful for the iden-
tification of suspicious activities. When applied to robotics and self-driving cars,
it enables the controller to make intelligent strategies in advance of some critical
situations, such as emergency braking or collision avoidance.

Early pedestrian trajectory prediction methods, such as the Gaussian pro-
cess regression method [14], the kinematic and dynamic method [16], and the
Bayesian network method [7], ignore the interactions among pedestrians and
are only able to make reasonable short-term predictions. As discussed in [1],
pedestrian trajectory prediction is a challenging task because of the complex
interactions among pedestrians, which are referred to as social behavior. Pedes-
trians tend to move in groups and avoid collisions when walking in the oppo-
site directions, and their interactions are roughly driven by common sense and
social conventions. Because their destinations and possible paths are unknown,
the motion of multiple pedestrians in a crowd scene is generally randomly dis-
tributed. The GRIP method [9] proposes the use of a graph neural network
(GNN) for trajectory prediction. However, the graph is constructed via refer-
ence to the Euclidean distance between agents and is not the optimal choice
because all neighbors are treated equally.

Instead of the restriction of the local neighborhood assumption, the attention
mechanism is helpful for encoding the relative influences and the potential spatial
interactions among pedestrians due to the unequal importance of the neighbor-
ing pedestrians that contribute to the trajectory prediction. In this paper, the
use of the graph attention (GAT) [17] mechanism is proposed to capture the
interactions among pedestrians and then formulate the information into a prop-
agation matrix for a GNN [18]. Because the GNN is able to define a normalized
weighted aggregation of features, it is a powerful tool with which to combine the
interactions and make a reasonable prediction. With the features aggregated by
the GNN, a Time-extrapolator Convolutional Neural Network (TXP-CNN) is
used as the decoder for prediction in the temporal dimension of data.

The remainder of this paper is organized as follows. A brief overview of related
work is provided in Sect. 2, and the proposed prediction model is defined and
presented in Sect. 3. Experimental comparisons with state-of-the-art methods on
the ETH [12] and UCY [8] pedestrian datasets are presented in Sect. 4. Finally,
some concluding remarks are given in Sect. 5.

2 Related Works

A recent study [1] indicates that the recurrent neural network (RNN) and its
variants, namely long short-term memory (LSTM) and gated recurrent units
(GRUs), are successful in trajectory prediction. Based on the multi-modal distri-
bution assumption, Social-GAN [4] extends the social LSTM into an RNN-based
generative model. The CIDNN method [19] uses motion features extracted by
LSTM networks to encode the interactions among agents. Peek into the future
(PIF) [10] and Sophie [15] use deep convolutional neural networks (CNNs) to
extract the visual features from the scene and combines the motion features into
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LSTMs for scene compliant trajectory prediction. Alternatively, [2] uses tempo-
ral convolutional networks to encode or decode the trajectories.

Many prediction methods propose the use of attention models to automat-
ically assign importance to nodes. The social-BiGAT [6] method uses a graph
attention model to capture the interactions between pedestrians and the sur-
rounding scene. The STGAT method [5] first uses an LSTM to capture the
trajectory information of each agent and applies GAT to model the interac-
tions of multiple agents at every time step. Recently, the VectorNet method
[3] has been proposed and utilizes a self-attention mechanism to aggregate all
motion features of road agents. Social-STGCNN [11] defines a spatial graph by
a Euclidean distance based kernel function. As compared with Social-STGCNN,
the attention-based adaptive graph, rather than the distance-based graph [11],
is used in the proposed method.

3 The Proposed Scheme

To overcome the weak graph representation issue of Social-STGCNN [11], the
novel Attention-based Spatio-temporal GNN (AST-GNN) is proposed for pedes-
trian trajectory prediction in this section. The model is described in three parts,
namely: (1) attention-based spatial graph representation, (2) the attention-based
spatial GNN model, and (3) the time-extrapolator trajectory prediction model.
The architecture of the proposed AST-GNN scheme is illustrated in Fig. 1.

Fig. 1. The architecture of the proposed AST-GNN scheme.

3.1 Attention-Based Spatial Graph Representation

Input Representation of Pedestrian Prediction. The original trajectory data are
sparse, so the raw data are first converted into a format that is suitable for
subsequent efficient computation. Assuming that n pedestrians in a scene were
observed in the past t time steps, this information is represented in a 3D array
input with a size of (n × t × c), where c = 2 denotes the coordinates (xi

t, y
i
t) of

a pedestrian.
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Graph Representation of Pedestrian Prediction. The graph for pedestrian trajec-
tory prediction is constructed in the spatial dimension. At time t, a spatial graph
Gt is constructed that represents the relative locations of pedestrians in a scene
at time step t. Gt is defined as Gt = {Vt, Et}, where Vt =

{
vi
t | ∀i ∈ {1, ..., N}}

is a node set of pedestrians in a scene. The feature vector of vi
t on a node is the

coordinates of th i-th pedestrian at time step t. Et =
{

eijt | ∀i, j ∈ {1, ..., N}
}

is the edge set within graph Gt, eijt denotes the edge between vi
t and vj

t .
To model how strongly two nodes influence each other, a weighted adjacency

matrix is used to replace the normal adjacency matrix. In general, the distance
relationship between pedestrians is used to build the weight of an adjacency
matrix. However, the social network of a person is a complex problem, and
cannot simply be decided by the distances between a pedestrian and the other.
Thus, in this work, the GAT mechanism is used to adaptively learns the weighted
adjacency matrix.

Graph Attention Mechanism. The GAT mechanism is used to calculate the
weighted adjacency matrix At at time step t. The input of GAT mechanism
Ht =

{
hi
t | hi

t ∈ R
F,∀i ∈ {1, ..., N}}

is the set of all feature vectors of nodes at
time step t. To obtain sufficient expressive power to transform the input features
into higher-level features, a learnable linear transformation W ∈ R

F
′×F is used

to transform feature vectors from R
F to R

F
′
. Then, the self-attention mechanism

is performed on the nodes:

αij
t =

exp(LeakyReLU(aT
[
Whi

t‖Whj
t

]
))

∑
k �=i exp(LeakReLU(aT

[
Whi

t||Whk
t

]
))

. (1)

where αij
t measures the impact of the j-th node on the i-th node at time step t,

a ∈ R
2F ′

is a weight vector, ·T represents transposition, and ‖ represents the con-
catenation operator. It should be noted that the activation function LeakyReLU
uses the negative input slope α = 0.2.

3.2 Attention-Based Spatial GNN Model

In the proposed AST-GNN model, the GAT mechanism is added to adaptively
learn the weighted adjacency matrix. As described in Fig. 1, the AST-GNN con-
sists of two parts, namely the spatial graph convolutional block and the temporal
convolutional block. Moreover, a residual connection is used to connect the input
and output to avoid significant information loss.

Spatial Graph Neural Networks. As described in Sect. 3.1, the input data format
is (n × t × c), and the attribute of each node is the coordinates of pedestrians.
A convolutional layer with a kernel size 1 is first used to extract convolutional
feature maps f t

conv. Then, the attention-based graph representation operator
presented in Sect. 3.1 is used to construct the weighted adjacency matrix At
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using feature maps f t
conv. The normalized weighted adjacency matrix At is then

used to perform the graph operation by multiplication with f t
conv as follow:

f t
graph = σ(Λ− 1

2
t ÂtΛ

− 1
2

t f t
conv). (2)

where f t
graph is the graph feature map at time step t, Ât = At + I, Λt is the

diagonal matrix of Ât, and σ is the activation function of the parametric ReLU
(PReLU).

Time-Extrapolator Trajectory Prediction Model. The temporal convolutional
block is used to model the graph information in the time dimension. First, the
outputs of spatial graph convolutional blocks at different time steps are stacked
into feature V with the format (n × t × c1), where c1 = 32 is the feature dimen-
sion. Then, a convolutional layer with a kernel size of 1 is used to reduce feature
dimension from c1 to c2 for subsequent efficient computation, where c2 = 5. A
convolutional layer with a kernel size of (1×3) is then used to process the graph
feature along the temporal dimension. Finally, a residual connection between the
input and output is used to produce the graph embedding Ṽ .

3.3 Trajectory Prediction Model

As illustrated in Fig. 1, an encoder-decoder model is adopted to predict the
trajectories of all pedestrians in a scene. The AST-GNN model is used as the
encoder, and the Time-extrapolator Convolutional Neural Network (TXP-CNN)
is the decoder. As presented in Fig. 1, the model first extracts the spatial node
embedding Ṽ from the input graph. Then, the TXP-CNN receives Ṽ features
and produces the predicted trajectories of pedestrians.

Time-Extrapolator Convolutional Neural Network. The TXP-CNN receives the
graph embedding Ṽ and operates directly in the temporal dimension. The graph
embedding Ṽ has a shape of (n × t × c2), we first reshape the features into the
format (n × c2 × t). Then, five convolutional layers with kernel sizes of (3 × 1)
are used to operator in the reshaped features, and PReLU activation function is
added along every convolution operator. Next, a convolutional layer with kernel
size of (3 × 1) is used to produce the output feature with format (n × c2 × tf ),
where tf = 12 is the expected prediction time steps. Finally, we reshape the
output feature into format (n × c2 × tf ) and feed the reshaped feature into a
GMM model for predicting future trajectories.

4 Experiments

4.1 Datasets and Metrics

In this section, the proposed method is evaluated on two well-known pedestrian
trajectory prediction datasets: namely ETH [12] and UCY [8]. ETH contains
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two scenes respectively denoted as ETH and HOTEL, while UCY contains three
scenes respectively denoted as ZARA1, ZARA2, and UNIV. The samples in both
datasets were sampled at 0.4 s over 8 s. For a fair comparison with other methods,
the experimental setups of the proposed method followed that of social-LSTM
[1]. During training and evaluation, the first 3.2 s (8 frames) were used as the
observed history and the remaining 4.8 s (12 frames) were considered as the
prediction ground truth.

Two common metrics were used for evaluation, namely the average displace-
ment error (ADE) [13] and final displacement error (FDE) [1]. The ADE mea-
sures the average prediction performance along the trajectory, while the FDE
considers only the prediction precision at the end points.

4.2 Implementation Details

The PyTorch deep learning framework was used to implement the proposed net-
work. The models were trained with an Nvidia Tesla V100 GPU. The stochastic
gradient descent (SGD) algorithm was used as the optimizer. The model was
trained for 250 epochs with a batch size of 128. The initial learning rate was set
to 0.01 and the decay is set to 0.002 after 150 epochs.

4.3 Comparison with the State-of-the-art Methods

As exhibited in Table 1, the proposed method was compared with other state-
of-the-art methods on the ETH and UCY dataset in terms of the ADE/FDE
metrics. As can be seen, the proposed AST-GNN method achieved new state-of-
the art performance and outperformed all existing state-of-the-art methods in
terms of the FDE metric. This improvement is attributable to the added GAT
mechanism. Regarding the FDE metric, the proposed method achieved an error
of 0.74 with a 20% decrease as compared to the recent state-of-the-art method
SR-LSTM-2 [21]. Regarding the ADE metric, the error of the proposed method
was slightly greater than that of SR-LSTM-2 by 4%, but it was still one of the
best results. More remarkably, the proposed method, which dos not use scene
image information, outperformed methods that utilized image information, such
as SR-LSTM, PIF and Sophie.

5 Conclusion

In this paper, a novel AST-GNN method was proposed that learns represen-
tative, robust, and discriminative graph embedding for pedestrians trajectory
prediction. In the proposed method, the GAT mechanism is used to adaptively
learn the weighted adjacency matrix, which enhances the graph representation
ability. The results of experiments on the ETH and UCY datasets demonstrate
that the proposed method outperformed existing pedestrian trajectory predic-
tion methods. In the future, the GAT mechanism will be further used on a
temporal graph of a pedestrian trajectory prediction model to enhance the
representation ability.
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Table 1. Comparison with state-of-the-art methods in term of the ADE/FDE met-
rics. The best performance for each dataset is highlighted in bold. * indicates non-
probabilistic models.

Method ETH HOTEL UNIV ZARA1 ZARA2 AVG

Linear * [1] 1.33/2.94 0.39/0.72 0.82/1.59 0.62/1.21 0.77/1.48 0.79/1.59

SR-LSTM-2 * [21] 0.63/1.25 0.37/0.74 0.51/1.10 0.41/0.90 0.32/0.70 0.45/0.94

S-LSTM [1] 1.09/2.35 0.79/1.76 0.67/1.40 0.47/1.00 0.56/1.17 0.72/1.54

S-GAN-P [4] 0.87/1.62 0.67/1.37 0.76/1.52 0.35/0.68 0.42/0.84 0.61/1.21

Sophie [15] 0.70/1.43 0.76/1.67 0.54/1.24 0.30/0.63 0.38/0.78 0.54/1.15

PIF [10] 0.73/1.65 0.30/0.59 0.60/1.27 0.38/0.81 0.31/0.68 0.46/1.00

STSGCN [20] 0.75/1.63 0.63/1.01 0.48/1.08 0.30/0.65 0.26/0.57 0.48/0.99

GAT [6] 0.68/1.29 0.68/1.40 0.57/1.29 0.29/0.60 0.37/0.75 0.52/1.07

Social-BiGAN [6] 0.69/1.29 0.49/1.01 0.55/1.32 0.30/0.62 0.36/0.75 0.48/1.00

Social-STGCNN [11] 0.75/1.35 0.47/0.84 0.49/0.90 0.39/0.62 0.34/0.52 0.49/0.85

The proposed 0.69/1.27 0.36/0.62 0.46/0.83 0.32/0.53 0.28/0.44 0.42/0.74
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