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Abstract. Existing clustering ensemble selection methods adopt inter-
nal and external evaluation indexes to measure the quality and diversity
of base clusterings. The significance of base clustering is quantified by
the average or weighted average of multiple evaluation indexes. However,
there exist two limitations in these methods. First, the evaluation of base
clusterings in the form of linear combination of multiple indexes lacks
the structural analysis and relative comparison between clusterings and
measures. Second, the consistency between the final evaluation and the
multiple evaluations from different measures cannot be guaranteed. To
tackle these problems, we propose a clustering ensemble selection method
with Analytic Hierarchy Process (AHPCES). Experimental results vali-
date the effectiveness of the proposed method.

Keywords: Clustering ensemble selection · Analytic hierarchy
process · Multiple clustering evaluation indexes

1 Introduction

Clustering ensemble selection creates the final clustering by evaluating and
selecting a subset of base clusterings, and it performs as good as even better
than full clustering ensemble [6,13,17,18]. Quality and diversity of base clus-
tering are two critical issues of clustering ensemble selection. A subset of base
clusterings of both high quality and diversity will produce a precise ensemble
result.

Most existing clustering ensemble selection methods adopt internal and exter-
nal evaluation indexes to measure the quality and diversity of base cluster-
ings. The significance of base clustering is directly quantified by the average
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(or weighted average) of multiple evaluation indexes [18]. However, there exist
the following problems in these methods. First, the final evaluation of base clus-
terings is obtained by the linear combination of multiple indexes, which is a
single level evaluation assemble and lacks the structural analysis and relative
comparison between clusterings and measures. Second, the consistency between
the final evaluation of base clusterings and the multiple evaluations from differ-
ent measures cannot be guaranteed.

To tackle the problems above, we propose a clustering ensemble selection
method based on Analytic Hierarchy Process (AHPCES) [15] in this paper. AHP
is a structured technique for organizing and analyzing complex group decisions.
As to the characteristics of AHP for group decision making, we apply it to formu-
late the clustering ensemble selection process. Specifically, we design an analytic
hierarchy process to evaluate base clusterings, which achieves the hierarchical
ensemble of the weights of evaluations from base clustering level to criteria level.
Considering the significances of evaluation measures and integrating the weights
of base clusterings under multiple measures in hierarchy, AHP-based method can
generate more reasonable and consistent evaluations of base clustering results
which facilitates the selective clustering ensemble.

The rest of this paper is organized as follows. Section 2 introduces the pro-
posed method in detail, which includes comparison matrix construction, weight
computation and algorithm implementation. In Sect. 3, experiment results vali-
date the effectiveness of the AHP-based selection for clustering ensemble.

2 Clustering Ensemble Selection with AHP

The framework of the proposed AHPCES consists of three levels. On the bottom
level of base clusterings, all the base clusterings are measured with multiple
evaluation indexes under the criteria of quality and diversity; On the second
level of evaluation index, multiple evaluation indexes are grouped and composed
to form the overall evaluation of base clusterings in the aspects of quality and
diversity respectively; On the top level of criteria, the final significance of base
clusterings is obtained by integrating the significances of the criteria of quality
and diversity. The detailed computation of the base clustering significance is
introduced below.

On the top level, the significance of a clustering result Ci is obtained by

sig(Ci) = λq · qCi
+ λd · dCi

,

λq, λd ∈ [0, 1] and λq + λd = 1 (1)

in which the weights λq and λd denote the significances of the criteria of cluster-
ing quality and diversity and we set λq = 0.7, λd = 0.3 as default. qCi

and dCi

denote the evaluations of the quality and diversity of the clustering Ci.
On the second level of evaluation index, given L quality measures and T

diversity measures, qCi
and dCi

are obtained by

qCi
=

L∑

l=1

wql · ql
Ci

, dCi
=

T∑

t=1

wdt · dt
Ci

(2)
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where 0 ≤ wql, wdt ≤ 1 and
L∑

l=1

wql =
T∑

t=1
wdt = 1. ql

Ci
and dt

Ci
denote the

evaluations of the clustering Ci with the lth quality measure and the tth diversity
measure respectively, wql and wdt are the normalized significance weights of the
measures.

On the bottom level of base clustering results, adopting L quality
and T diversity measures to evaluate M base clusterings, we suppose
{q1Ci

, ..., ql
Ci

, ..., qL
Ci

} are L quality evaluations and {d1Ci
, ..., dt

Ci
, ..., dT

Ci
} are T

diversity evaluations of a clustering Ci, 1 ≤ i ≤ M and normalize all the evalu-
ations to [0, 1]. The pairwise comparison of clusterings Ci and Cj in quality can
be formulated by

L (i, j)l
q = ql

Ci
− ql

Cj
, ql

Ci
≥ ql

Cj
and 1 ≤ l ≤ L (3)

and the pairwise comparison of clusterings in diversity can be formulated by

L (i, j)t
d = dt

Ci
− dt

Cj
, dt

Ci
≥ dt

Cj
and 1 ≤ t ≤ T (4)

Based on the pairwise comparison, given an evaluation measure, we can construct
a comparison matrix of all the clusterings.

Definition 1. Pairwise-Comparison Matrix of Clustering Results.
Given M clusterings and an evaluation measure, the pairwise comparison of
clusterings Ci and Cj is L (i, j)l|t

q|d denoted by L (i, j). Suppose a mapping
f : L (i, j) → [1, 9] ranks continuous pairwise comparison into 9 levels through
sorting and partitioning all the values, the comparison matrix of clusterings is
constructed as follows.

P = [P (i, j) |1 ≤ i, j ≤ M ]

=

⎛

⎜⎝
1 f (L (1, 2)) · · · f (L (1,M))
...

...
. . .

...
1/f (L (1,M)) 1/f (L (2,M)) · · · 1

⎞

⎟⎠
(5)

For convenience, we use Pl
q to denote the comparison matrix of the lth quality

measure and Pt
d to denote the matrix of the tth diversity measure.

According to the AHP theory, the elements of the comparison matrix indicate
the levels of relative importance between the different clustering results. ‘1 | 9’
means ‘equal | extreme importance’. Moreover, because P (i, j) ·P (j, i) = 1, the
comparison matrix P is a positive reciprocal matrix. Referring to [15], we can
further define the consistent comparison matrix of clusterings.

Definition 2. Consistent Comparison Matrix. If the pairwise-comparison
matrix P = [P (i, j) |1 ≤ i, j ≤ M ] is a positive reciprocal matrix, it is consistent
if and only if the following relationship holds.

P (i, k) · P (k, j) = P (i, j) , 1 ≤ i, j and k ≤ M. (6)
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A comparison matrix P is ‘perfectly consistent’, if P satisfies the C.R. = 0. A
comparison matrix P is ‘near consistent’, if the consistent ratio 0 ≤ C.R. ≤ 0.1.
The ratio C.R. = C.I.

R.I. , R.I. is a random index whose value depends on M and
C.I. = λmax−M

M−1 , in which λmax is the maximum eigenvalue of the matrix. If a
comparison matrix is consistent (or near), the principle eigenvector of the matrix
is the consistent low-rank representation of all the pairwise comparisons [15]. The
experiments will validate the consistency of the constructed comparison matrix.

Due to the principal eigenvector of a consistent comparison matrix P is a
necessary representation of the priorities derived from the pairwise comparisons,
we can calculate the evaluations of clusterings through the eigendecomposition
of the comparison matrix. The elements of the obtained principal eigenvector
represent the significance of the corresponding clustering results, which are con-
sistent to the pairwise comparisons. For the M × M pairwise comparison matrix
Pl

q of the lth quality measure, we normalize the element sum of the principle
eigenvector ql to one and obtain the quality weights of M clustering results.

Pl
q · ql = λmax · ql, ql =

{
ql
C1

, · · · , ql
CM

}
and

M∑

i=1

ql
Ci

= 1 (7)

For multiple L quality measures, the principle eigenvectors of L comparison
matrices lead to L groups of quality weights {q1, ...,qL} as the overall qual-
ity evaluation of the clustering results. In a similar way, we can calculate the
diversity weights of clustering results dt =

{
d1C1

, · · · , dT
CM

}
through the eigen-

decomposition of comparison matrices of diversity measures Pt
d, 1 ≤ t ≤ T .

Besides constructing the comparison matrices to compute the weights of clus-
tering results ql

Ci
and dt

Ci
, we should also construct comparison matrices to

calculate the significance weights of evaluation measures, i.e. wql, wdt. In this
paper, we adopt four internal indexes as the quality measures (L = 4) and three
external indexes as the diversity measures (T = 3). The internal indexes include
Calinski Harabasz index (CHI) [3], Davies-Bouldin index (DBI) [5], Compact-
ness (CP) and Separation (SP). The external indexes include Cluster Accuracy
(CA), Adjusted Rand index (ARI) and Normalized Mutual Information (NMI).
Referring to [14], we can construct a 4 × 4 comparison matrix Peq for quality
measures and a 3 × 3 comparison matrix Ped for diversity measures.

Peq =

⎛

⎜⎜⎜⎜⎝

DB CH CP SP
DB 1 3 8 9
CH 1/3 1 7 8
CP 1/8 1/7 1 3
SP 1/9 1/8 1/3 1

⎞

⎟⎟⎟⎟⎠
, ped =

⎛

⎜⎜⎝

CA NMI ARI
CA 1 2 3
NMI 1/2 1 2
ARI 1/3 1/2 1

⎞

⎟⎟⎠ (8)

Similar to the calculation of weights of clusterings, the significance weights of
evaluation measures are computed through eigendecomposition of Peq and Ped.

Peq · eq = λmax · eq, Ped · ed = λmax · ed (9)
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Algorithm 1. Clustering Ensemble Selection with AHP (AHPCES)
Input: M base clustering results C= {C1, C2, · · · , CM};
1: Construct Peq, Ped and compute eq = {wq1, · · · , wqL}, ed = {wd1, · · · , wdT };
2: for l = 1 to L do
3: Construct Pl

q and compute ql =
{
qlC1 , · · · , qlCM

}
;

4: end for
5: for t = 1 to T do
6: Construct Pt

d and compute dt =
{
dt
C1 , · · · , dt

CM

}
;

7: end for
8: Construct Q = {q1, ...,qL} and D = {d1, ...,dT };
9: Compute Q · eq = {qC1 , qC2 , ..., qCM } and D · ed = {dC1 , dC2 , ..., dCM };

10: Compute the significance of clustering results sig(Ci) = λq·qCi+λd·dCi , 1 ≤ i ≤ M ;

11: Rank the clustering results according to their significances.

Table 1. Description of Data Sets

Data sets Instance Class Sources Data sets Instance Class Sources

DS1(S1) 5000 15 [7] DS7(D31) 3100 31 [1]

DS2(Jain) 373 2 [11] DS8(Heart) 270 2 [1]

DS3(Flame) 240 2 [8] DS9(Wine) 178 3 [1]

DS4(Spiral) 312 3 [4] DS10(Ecoli) 336 8 [1]

DS5(Pathbased) 300 3 [4] DS11(Australian
Credit Approval)

690 2 [1]

DS6(Aggregation) 788 7 [9]

where eq = {wq1, · · · , wqL} ,
L∑

l=1

wql = 1 and ed = {wd1, · · · , wdT },
T∑

t=1
wdt = 1.

The normalized principal eigenvectors eq and ed provide the comparative signif-
icance weights of the evaluation measures in quality and diversity respectively.

As introduced above, synthesizing the weights of clustering results and eval-
uation measures as shown in Formulas (1) and (2), we can quantify the overall
evaluation of clustering results under multiple measures and thereby select the
significant clusterings for ensemble. The process of clustering ensemble selection
based on AHP is presented in Algorithm 2.

3 Experimental Results

We implement three experiments to validate AHPCES. In these experiments,
we adopt kmeans to generate 50 base clusterings, set the selection ratio ranges
from 20% to 60%, use LinkCluE [10] as the consensus function and adopt three
external criteria (CA, ARI, NMI) and three internal criteria (SC, DI, CHI) to
evaluate the clusterings, high evaluation values indicate the high performances of
the clusterings. All the experiments are performed on 11 data sets. The detailed
descriptions of the data sets are shown in Table 1.
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Fig. 1. Consistency ratios of comparison matrices.
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Fig. 2. Comparison of different clustering selection strategies.

3.1 Test of Comparison Matrix Consistency

In the first experiment, in order to demonstrate the consistency of the con-
structed pairwise comparison matrices of clustering quality and diversity (see
Sect. 2), we compute the consistency ratio C.R. of all the pairwise comparison
matrices for the base clusterings on each data set.

Figure 1 shows the average consistency ratio of the quality and diversity
comparison matrices C.R. ≤ 0.1 (namely near consistent), which indicates that
the principal eigenvectors of comparison matrices can be used to quantify the
significance of base clusterings in quality and diversity.

3.2 Test of AHP-based Clustering Selection

In the second experiment, we implement two tests to verify the AHPCES. In
the first test, we compare AHPCES with four clustering selection strategies,
which include Full Clustering Ensemble (FCE), Random Clustering Ensemble
Selection (RCES), Top-k Quality Clustering Ensemble Selection (TQCES) and
Top-k Diversity Clustering Ensemble Selection (TDCES).

Figure 2 shows the average evaluations on all the data sets against the selec-
tion ratios ranging from 20% to 60%. We can find that, under the same selection
proportions, AHPCES achieves the most precise ensemble results than the other
selection strategies, which means the AHPCES is more effective to select the
significant base clusterings for ensemble.
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Fig. 3. Comparison of ensemble with/without AHPCES on four consensus functions.

Table 2. Comparison of elegant clustering ensemble selection methods

Criterion Method
AHPCES CAS ACES SELSCE

CA 0.8904(30%) 0.6607(50%) 0.7871(30%) 0.7628(50%)
ARI 0.7701(30%) 0.3588(60%) 0.5845(30%) 0.5421(50%)
NMI 0.7519(30%) 0.4238(60%) 0.5920(30%) 0.5647(50%)
SC 0.5337(30%) 0.3382(60%) 0.4049(30%) 0.3615(50%)
DI 1.6723(50%) 0.9082(20%) 1.2681(20%) 1.2538(30%)
CHI 2933(40%) 1890(40%) 1935(20%) 1341(50%)

In the second test, we adopt four consensus functions to ensemble the cluster-
ings selected by AHPCES and the full clusterings without selection. The consen-
sus functions include CSPA, HGPA, MCLA [16] and TOME [19]. With different
consensus functions, Fig. 3 shows the comparison between the ensemble results
with AHPCES and without selection. We can find that, for all the consensus
functions, the AHPCES can improve the full ensemble results, which validates
the robustness of the AHP strategy for base clustering selection.

3.3 Overall Evaluation

In the final experiment, we expect to overall evaluate the proposed AHPCES
method through comparing with three elegant clustering ensemble selection
methods. The methods for comparison include Cluster and Selection algorithm
(CAS) [6], Adaptive Cluster Ensemble Selection algorithm (ACES) [2] and Selec-
tive Spectral Clustering Ensemble algorithm (SELSCE) [12]. Because of the lim-
itation of paper length, we just present the average evaluations generated by
different selection strategies on all the data sets.

Table 2 presents the comparison between AHPCES and other clustering
ensemble selection methods. We show the max average value evaluated by each
criterion and attach the corresponding selected proportion. It is obvious that
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AHPCES achieves the best performances. Abundant experiments indicate that
our proposed method is effective to select the qualified and diverse base cluster-
ings, and thereby produce precise clustering ensemble results.

4 Conclusions

we propose a clustering ensemble selection method with analytic hierarchy pro-
cess (AHPCES) to address the limitations of the most existing clustering ensem-
ble selection methods. Experimental results validate AHPCES can generate rea-
sonable and consistent evaluations of base clusterings for selective ensemble. Our
future work will focus on the theoretical analysis of the consistency of pairwise
comparison matrices and try to improve the construction of the comparison
matrices of evaluations indexes.
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