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Abstract. Effective information cascade prediction plays a very impor-
tant role in suppressing the spread of rumors in social networks and
providing accurate social recommendations on social platforms. This
paper improves existing models and proposes an end-to-end deep learn-
ing method called CasGAT. The method of graph attention network is
designed to optimize the processing of large networks. After that, we
only need to pay attention to the characteristics of neighbor nodes. Our
approach greatly reduces the processing complexity of the model. We use
realistic datasets to demonstrate the effectiveness of the model and com-
pare the improved model with three baselines. Extensive results demon-
strate that our model outperformed the three baselines in the prediction
accuracy.
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1 Introduction

The emergence of online social platforms, such as Twitter, Weibo, Facebook,
Instagram, WeChat, QQ, has changed our daily lives. Information diffusion cas-
cade occurs when people see the tweets of others on the platforms and then
retweet the information that the others have written. Cascade information can
play an important role in addressing the issue of controlling and predicting infor-
mation diffusion. Along with this growth of the messages on these platforms,
however, there are increasing concerns over complex and dynamic information
diffusion cascade prediction.

Much work so far has focused on information diffusion cascade prediction.
It mainly falls into four main categories: feature-based method, generative pro-
cess method and deep learning-based methods. Information diffusion cascade
prediction still has many challenges: (1) lack of knowledge of dynamic network
graph structure when real social networks are constantly changing. This greatly
affects the general type of the model. (2) the accuracy of the information dif-
fusion cascade prediction take into account not only structural information but
also temporal information.
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Here, we introduce an attention and temporal model called CasGAT to pre-
dict the information diffusion cascade, which can handle network structure pre-
dictions in different time periods. It only deals with the relationship between
nodes and neighbor nodes in the graph, without first acquiring the structural
features of the entire graph. Therefore, it can handle tasks including evaluating
models on completely invisible graphs during training. In addition, CasGAT uses
deep learning methods, graphical attention networks and time decay to enhance
our framework.

In the rest of this paper, Sect. 2 reviews the related work. In Sect. 3, we
describe the main aspects of CasGAT methodology in details. Experimental
evaluations quantifying the benefits of our approach are presented in Sect. 4 and
Sect. 5 concludes the paper and outlines directions for future work.

2 Related Work

In this section, we briefly review the research on the Information diffusion cas-
cade prediction. In general, existing method of information diffusion cascade
prediction falls into three main categories.

2.1 Feature-Based Method

As for early adopts and network structure, the properties of featured-based meth-
ods energetically depends on the quality of the hand-crafted features. These
features are mainly extracted from temporal features [8,10], structural features
[1,12], content features [5,11] and features defined by early adopters [4,6]. Faced
with complex problems and massive data, it is difficult for people to systemati-
cally design and measure Effectively capture complex features of relevant infor-
mation.

2.2 Generation Process Method

The generation process method focuses on modeling the strength function inde-
pendently for each message arrival. Generally, they observe each event and learn
the parameters by maximizing the probability of the event occurring within the
observation time window. Shen et al. [9] used the enhanced Poisson process to
model three factors in the social network (the influence of nodes, the decay
process of information heat, and the “rich get rich” mechanism). These methods
show enhanced interpretability, but the implicit information in cascade dynamics
cannot be fully utilized to obtain satisfactory predictions.

2.3 Deep Learning-Based Method

Deep learning-based methods are inspired by the latest success of deep learning
in many fields, and cascade prediction using deep neural networks has achieved
significant performance improvements. The first proposed information cascade
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predictor (DeepCas) based on deep learning [7] converts a cascade graph into a
sequence of nodes by random walk, and automatically learns the representation
of each graph. Cao et al. [2] proposed a process based on deep learning, which
inherits the high interpretability of the Hawkes process and has the high pre-
dictive power of deep learning methods. However, due to the low efficiency of
cascading sampling bias and local structure embedding, they lack good learning
ability in cascading structure information and dynamic modeling.

3 Model

The information cascade is affected by many factors. The overview of the archi-
tecture is shown in Fig. 1. The model takes a cascade graph as the input and
predicts the information increment size as the outputs. Next, we focus on the
detailed methods one by one.

Fig. 1. The overview of our model architecture.

3.1 Basic Definitions

We denote a social network (e.g., weibo network) as G = (V, E), where V is the set
of all users of G, E ⊆ V×V is the set of all relationships between users. Suppose we
have M pieces of message in the social network, let C = {Cm, (1 ≤ m ≤ M)} be
the set of M information cascades. We use gi
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3.2 Cascade Embedding

Each information cascade on every social media almost consists of a sequence
of retweets, so the big cascade is becoming a big problem when processing the
original graph cascade. There are different ways to represent cascaded input. In
our approach, the cascade Cm represents the propagation path of the message
m. We can get the cascade graph Gi

ti which is represented as a set of cascade
paths that are sampled through the Gi

ti =
{
gi

t1 , g
i
t2 , g

i
t3 , . . . , g

i
T

}
, ti ∈ [0, T ). Each

cascade graph not only contains the structure information between the users, but
also carries the temporal information. Gi

ti consists of a set of matrices.

3.3 Graph Attention Layer

This part of our model is based on graph attention network. In our app-
roach, we use the method called feature decomposition to compute the eigen-
vectors of the above matrix in Gi

ti . And we get the set of node features,

h = {−→
hi

t1 ,
−→
hi

t2 ,
−→
hi

t3 , . . . ,
−→
hi

T } as the input of graph attention layer. In order to
get the corresponding conversion between the input and output, we need to per-
form linear transformation at least once according to the input features to get
the output features, so we need to train a weight matrix W for all bytes. The
attention coefficients

euv = f(W
−→
hi

u,W
−→
hi

v) (1)

indicate the importance of node v’s features to node u. In order to make the
attention coefficient easier to calculate and compare, we introduced softmax
function to regularize all adjacent nodes of u:

αuv = softmaxv (euv) =
exp (euv)

∑
k∈V exp (euk)

(2)

Combining the above formulas (1) and (2), sorting them together can get the
complete attention mechanism as follows:

αuv = softmaxv (euv) =
exp

(
LeakyReLU

(−→
f T

[
W

−→
hi

u‖W
−→
hi

v

]))

∑
k∈V exp

(
LeakyReLU

(−→
f T

[
W

−→
hi

u‖W
−→
hi

k

])) (3)

where .T represents transposition and ‖ is the concatenation operation
The outputs of this layer are represented:

hstruc = h = σ

(
∑

v∈V

αuv

−→
hi

v

)

(4)

The output characteristics of this node are related to all the nodes adjacent
to it, which are obtained after their linear and nonlinear activation.
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3.4 Temporal Embedding

In our model, we will embed time. We use the most common LSTM (Long
short-term memory) to model temporal embedding. Below we will talk about
the specific implementation of these aspects. LSTM is a special kind of RNN.
We use the most common LSTM (Long Short Term Memory) to model tem-
poral embeddings. LSTM is a special RNN that can selectively memorize past
information through a memory unit. The specific implementation method is as
follows:

ft = σ
(
Wf · [

ht−1, g
i
t

]
+ bf

)

it = σ
(
Wi · [

ht−1, g
i
t

]
+ bi

)

C̃t = tanh
(
WC · [

ht−1, g
i
t

]
+ bC

)

Ct = ft ∗ Ct−1 + it ∗ C̃t

ot = σ
(
Wo

[
ht−1, g

i
t

]
+ bo

)

(5)

where gi
t is a matrix representation of the cascade path, and ft, it, ot are respec-

tively the input gate, forget gate and output gate.The hidden state is then
updated by:

ht = ot ∗ tanh (Ct) (6)

Finally, we get the collection of the m messages htem = h = {−→
h1,

−→
h2,

−→
h3, . . . ,

−→
hM}.

3.5 Time-Delay Function and Output Layer

Social networking is a very dynamic process. For example, when a Weibo has
just been published, it has the greatest influence, and then its effect will become
smaller and smaller over time. This is why we have to add the time decay factor.
Current methods have power-law functions (φ(t) = (t+c)−(1+θ)) and exponential
functions (φ(t) = e−θt) to simulate. In our model, we use a non-parametric
method to make a more appropriate representation of the time decay factor. We
assume that the overall observation time window is [0, T ), and then split the
observation time window into l disjoint time intervals {[t0 = 0, t1) , [t1, t2) , . . .
[tl−1, tl = T )}. We need to learn the discrete variable of time decay effect λj , j ∈
(1, 2, . . . , l). For different cascade paths, we all add time decay parameters to get
a new representation:

ht
′ = λm(htem + hstruc) (7)

and the m-th cascade path can be represented by:

h′ (Cm) =
T∑

t=1

h′
t (8)

The final output of our model consists of a multi-layer perceptron (MLP),
expressed as follows:

ΔSi = MLP (h′ (Ci)) (9)
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4 Experiments

In this section, we will present the details of experiments conducted on real-world
datasets and the results analysis between our proposed model and baseline.

4.1 Dataset

The dataset is from Sina Weibo, one of the most popular microblogging platform
in China. This dataset is provided by Cao [2]. In Sina Weibo, the network is com-
posed of the relationship among a big group of users. The relationship contains
the retweets, likes and comments. In this paper, we concentrate on the retweets
of messages. Compared to likes and comments, retweet is the most direct way to
form a cascade. The crawl time of dataset is from 0:00 on June 1, 2016 to 24:00
on June 1, 2018. It remains 119,313 messages in total. We filter out the message
before 6 am and after 9 pm. And the length T of observation time window,
we consider three settings, i.e., T = 1 h, 2 h and 3 h. Finally, we sort all the
rest cascades by publishing time, replacing the first 70% as the training set, the
middle 15% as the verification set, and the last 15% as the test set.

4.2 Baselines and Variants of Our Model

For a comprehensive comparison, we considered a variety of the latest alterna-
tives in the methods mentioned above. The baselines are DeepCas [7], Deep-
Hawkes [2] and CasCN [3]. In addition to comparing with existing baseline, we
also compared with some variants of CasGAT. Here are a few variants of our
model: CasGAT-GCN, CasGAT-GRU, CasGAT-Time.

4.3 Evaluation Metric

For the information cascade prediction problem, we choose standard evalua-
tion metrics—MSLE (mean square log-transformed error) in our experiments.
The smaller MSLE, the better prediction performance. Specifically, MSLE is the
metric for evaluating the linking accuracy, defined as:

MSLE =
1
M

M∑

i=1

(
log ΔSi − log ΔS̃i

)2

(10)

where M is the total number of the messages, ΔSi is the prediction result and
ΔS̃i is the actual result.

mSLE is the median of
(
log ΔSi − log ΔS̃i

)2

which can effectively reduce
the impact of outliers, defined as:

mSLE = mediani=1...M

(
log ΔSi − log ΔS̃i

)2

(11)
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Table 1. The performance of baseline model and CasGAT on Sina Weibo dataset

Observation Time 1 h 2 h 3 h

Evaluation Metric mSLE MSLE mSLE MSLE mSLE MSLE

DeepCas 0.918 3.693 0.857 3.276 0.906 3.212

DeepHawkes 0.736 2.501 0.689 2.384 0.694 2.275

CasCN 0.638 2.375 0.615 2.243 0.542 2.098

CasGAT 0.606 2.253 0.547 2.093 0.503 1.936

4.4 Result

In this section, we compare the performance of our model with the three base-
lines. The results are illustrated in Table 1.

Table 1 summarizes the performance comparison between CasGAT and three
baselines on the Sina Weibo dataset. Generally speaking, the proposed CasGAT
model performs relatively well in the information cascade prediction on the pub-
lic Sina Weibo dataset. It is superior to traditional methods, such as feature-
based methods and generation methods, and superior to the latest deep learning
methods. MSLE and mSLE are statistically significantly reduced.

To study and prove the effectiveness of each component of our model, we
introduced three variants of CasGAT. These variants are all modified models for
a part of our model framework. The experimental results are shown in Table 2,
from which we can see that the original CasGAT caused a certain reduction in
prediction error compared to other variants. Through comparison with CasGAT-
Time, we find that the time decay effect is essential for cascade size prediction.
Similarly, CasGAT-GCN and CasGAT-GRU also reduce prediction performance
to some extent. Among them, the error of CasGAT-GRU variant is smaller than
the original model within 1 h, but the error of the original model is still small
in the subsequent time.

Table 2. The performance of CasGAT and its variants on Sina Weibo dataset

Observation time 1 h 2 h 3 h

Evaluation Metric mSLE MSLE mSLE MSLE mSLE MSLE

CasGAT-GCN 0.618 2.292 0.574 2.186 0.525 1.994

CasGAT-GRU 0.601 2.249 0.550 2.138 0.516 1.952

CasGAT-Time 0.927 2.641 0.845 2.598 0.701 2.336

CasGAT 0.606 2.253 0.547 2.093 0.503 1.936

In summary, structural and time information are two key components in
CasGAT. These two factors play an indispensable role in improving prediction
accuracy.
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5 Conclusion

We propose a new information cascade propagation model based on deep learn-
ing - CasGAT. Our model uses structure and temporal information to achieve
information cascade prediction. The model mainly adds a graph attention mech-
anism, which greatly reduces the complexity of modeling graphs. We put our
focus on neighbor nodes instead of the entire graph, which can further improve
our prediction performance. In the future, we will increase our efforts to expand
the model’s perception capabilities and extend the model to more effective data
sets.
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