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Abstract

This chapter describes the equilibrium and non-
equilibrium characteristics of semiconductor electrodes
immersed in electrolyte solutions. The intent is to build
the reader’s intuition on how to use and design semicon-
ductor photoelectrodes for effecting purposeful chemistry.
The text illustrates how the kinetic details of charge trans-
fer processes affect the concentrations of charge carriers in
the semiconductor, thereby influencing experimental
observables (e.g., current, potential). A brief historical
summary of major ideas in the field is presented to help
readers appreciate the development of models for hetero-
geneous charge transfer at semiconductor/solution inter-
faces. The Marcus and Gerischer formalisms are
described, including predictions that have been verified
and those that are still to be evaluated. These topics are
intended to provide more explicit descriptions of key
features of semiconductor photoelectrode responses that
may not be intuitive and to distill key concepts to contex-
tualize knowledge gaps and opportunities in the field.

Keywords

Marcus-Gerischer · Charge-transfer theory · Rate
constants · Reorganization energy · Photoelectrochemistry

27.1 Introduction

Understanding the operation of a semiconductor photo-
electrode encompasses many different topics including mate-
rials science, device physics, thermodynamics, and reaction
kinetics. Through dedicated efforts by numerous groups
across these disciplines, several of the fundamental aspects
underpinning photoelectrochemical systems have been iden-
tified and described [1–7]. The majority of this book details
and relays the most recent and exciting experimental
advances in using semiconductor/electrolyte interfaces to
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drive electrochemical transformations using sunlight as an
input power source. This chapter provides the basis to under-
stand and appreciate those works by presenting a physical
chemistry perspective on how a semiconductor electrode
functions both in the dark and under illumination.

The objectives of this chapter are twofold. First, the text
describes the equilibrium and nonequilibrium characteristics
of semiconductor electrodes immersed in electrolyte solu-
tions. The intent is to build the reader’s intuition on how to
use and design semiconductor photoelectrodes for effecting
purposeful chemistry. The text illustrates how the kinetic
details of charge transfer processes affect the concentrations
of charge carriers in the semiconductor, thereby influencing
experimental observables (e.g., current, potential). Specifi-
cally, the conditions where the heterogeneous rate constants
for electron and hole transfer (ket and kht, respectively) influ-
ence the efficiency of optical-to-electrical energy conversion
are described, including commentary on aspects that compli-
cate and/or prevent ideal behavior. Second, a description of
the fundamental factors that define the magnitudes of ket and
kht is provided for elementary, outer-sphere redox reactions.
A brief historical summary of major ideas in the field is
presented to help readers appreciate the development of
models for heterogeneous charge transfer at semiconductor/
solution interfaces. A further description of the Marcus and
Gerischer formalisms, including predictions that have been
verified and those that are still to be evaluated, is presented.
Overall, the intention of the text is to avoid merely rehashing
points raised in the numerous books and reviews on semi-
conductor heterojunction devices [8–10] and the plethora of
excellent reviews on the topic of photoelectrochemistry itself
[5, 7, 11–19]. Rather, the topics are intended to provide more
explicit descriptions of key features of semiconductor photo-
electrode responses that may not be intuitive and to distill key
concepts so as to contextualize knowledge gaps and oppor-
tunities in the field. The individual topics and their cited
references hopefully serve to stimulate and guide further
reading, particularly for beginning practitioners.

27.2 Operation of a Semiconductor Electrode

27.2.1 Description of the Equilibrium State of a
Semiconductor Immersed in Liquid
Solution

The electronic structure of a solid is important to its behavior
as a source/sink of electrons in electrochemical reactions.
This chapter presupposes the reader has some familiarity
with the basic concepts of what defines and distinguishes
insulators, semiconductors, and conductors. The origins of
bands and the details of band structure in solids generally has
been reviewed in many excellent texts [9, 20–23], and

beginning readers are encouraged to consult the extensive
materials science literature. For the purposes of this chapter,
the concept of bands in charge transfer at semiconductor/
solution interfaces is key.

The band structure of a semiconductor material principally
arises from two factors: the overlap of the discrete orbitals of
the constituent atoms and the Pauli exclusion principle which
dictates that each electron must have unique quantum num-
bers [22]. These aspects result in sets of closely spaced sets of
orbitals that form a continuum of states or bands. There are
two specific bands that control the electrical conductivity and
electrochemical behavior of a semiconductor. The following
terminology will be useful in this chapter. The band (mostly)
filled with valence electrons that is highest in energy is
known as the valence band. The highest filled energy level
in the valence band is specifically known as the valence band
edge energy (Evb). The band lowest in energy that is (mostly)
devoid of valence electrons is referred to as the conduction
band. The lowest empty energy level of the conduction band
is known as the conduction band edge energy (Ecb). The
energetic separation between these two energies is denoted
as the band gap energy (Eg).

The average energy of valence electrons in a semiconduc-
tor at equilibrium is described by the Fermi level, EF

[23]. Formally, the Fermi level is the energy at which the
probability of finding an electron is 0.5 [23]. For an intrinsic
(i.e., undoped) semiconductor, the Fermi level energy would
be nearly in the middle of the band gap [10]. The Fermi level
can be moved towards either band by introducing impurities
that add either delocalized electrons or electron vacancies
(i.e., holes) into the material. Such dopants can greatly affect
the electrical conductivity, with doped semiconductors fea-
turing an excess of mobile electrons exhibiting n-type char-
acter and semiconductors possessing an excess of mobile
holes exhibiting p-type character. The law of mass action
holds that the product of the concentrations of mobile elec-
trons and holes are fixed,

n
2

i ¼ np ð27:1Þ
where n and p are the electron and hole concentrations,
respectively, and ni is a material specific parameter that
describes the concentration of mobile charge carriers in the
undoped semiconductor. This value is itself a function of Eg

as well as the properties of the valence and conduction bands.
Unlike in pure conductors, in semiconductors the concen-

tration of charge carriers is not necessarily uniform within the
entire material. In fact, when a semiconductor is contacted by
another material with a different Fermi level energy, the
semiconductor will not be equipotential throughout its vol-
ume. This condition occurs often when a macroscopic semi-
conductor equilibrates with a liquid solution containing
dissolved redox active species and is the focus of this chapter.
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Figure 27.1 depicts energy band diagrams of doped semi-
conductors prior to and after immersion in a liquid electrolyte
containing both components of a single redox couple (A and
A�). In these diagrams, the electrochemical potential of elec-
trons (referenced to an arbitrary potential) are plotted on the y-
axis, with more negative potential values at higher positions.
Conversely, the x-axis denotes a physical position, with the
interiors of the semiconductor and liquid electrolyte denoted
by the left-most and right-most values, respectively. In these
band diagrams, the vertical separation between the conduction
band edge and EF reflects the value of n and p at each x-
position through the following Boltzmann relations [10, 23],

EF xð Þ ¼ Ecb þ kBT ln
n xð Þ
Ncb

� �
ð27:2aÞ

EF xð Þ ¼ Evb � kBT ln
p xð Þ
Nvb

� �
ð27:2bÞ

where kB is Boltzmann’s constant, T is the system tempera-
ture, Ncb is the effective density of states at the conduction
band edge, and Nvb is the effective density of states at the

valence band edge. Equation 27.2 stem from the concept that
knowing the concentration of a charge carrier is synonymous
with knowing its average energy [23]. Importantly, large
vertical gaps between EF and Ecb in energy band diagrams
imply low n values and large vertical gaps between EF and
Evb denote low p values at that x value. Figure 27.1a depicts
an n-type semiconductor and an electrolyte solution prior to
contact. In this case, the value of n is determined by the
dopant density and the value of p follows from Eq. 27.1.

In photoelectrochemical systems, the quantities Ecb, Evb,
and EF are more readily understood as electrochemical poten-
tials (referenced to the same arbitrary potential) rather than as
energies. The following relation connects the two concepts,

E ¼ �qE ð27:3Þ
where q is the unsigned charge of an electron. Although the
strict, rigorous application of the Fermi level concept to the
energetics of a solution has been questioned in the past
[6, 24], it is convenient to define the Nernstian redox poten-
tial of the dissolved A/A� redox couple, E(A/A�), as the
Fermi level of charge carriers in solution [25],
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Fig. 27.1 Schematic depictions of the energy band diagrams for (top)
n- and (bottom) p-type semiconductors immersed in liquid solutions at
three separate times: (a, d) prior to immersion of the semiconductor in a
solution containing a dissolved redox couple, A/A�; (b, e) at the

moment of immersion, where the arrows describe the possible charge-
carrier transfer reactions available to attain equilibrium (the line thick-
ness indicates which process is likely the most relevant); (c, f) after
equilibrium is attained at the semiconductor/solution interface
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E A=A
�ð Þ ¼ E

00
A=A

�ð Þ þ kBT
q

ln
A½ �
A�½ �

� �
ð27:4Þ

where E0′(A/A�) is the formal electrochemical potential of
the redox couple (referenced to an arbitrary potential) and
[A] & [A�] are the concentrations of A and A� in solution.
EF of the n-type semiconductor in Fig. 27.1a is shown as
uniformly more negative than E(A/A�). Accordingly, upon
first contact, electrons will flow from the semiconductor into
solution to reduce A into A�. In the ideal case, heterogeneous
charge transfer between the semiconductor and liquid elec-
trolyte occurs at the band edge potentials at the interface
(Fig. 27.1b). In this scenario, the dominant process would
be transfer of electrons from the semiconductor at Ecb. Since
the density of electron accepting states at EF in solution is
much larger for [A] >10�6 M than the density of states at EF

in the semiconductor bandgap (where there are no states), the
resultant charge transfer will perturb the value of EF in the
semiconductor more significantly than E(A/A�) in solution.
Electron transfer will continue until the values of EF and
E(A/A�) on both sides of the semiconductor/electrolyte inter-
face are equal, i.e., the average electrochemical potential of
electrons is constant throughout both materials (Fig. 27.1c).
Consequently, net electron transfer from the semiconductor
into solution [26] will continue to take place until EF is equal
to E(A/A�) [27]. It is important to note that the specific value
of ket, so long as it is sufficiently large to permit charge
transfer, is not germane in determining the equilibrium con-
dition. Additionally, the excess negative charge now residing
in solution is located specifically at the semiconductor/
solution interface over depths<10�8 m for typical electrolyte
solutions with ionic strengths >0.1 M. The ions in this
thin layer of solution, commonly referred to as the “double
layer” [28], next to the electrode organize in alternating
layers parallel to the plane of the electrode.

As depicted, the amount of charge needed to reach equi-
librium exceeds the available electron density at the semi-
conductor surface and requires electron density from deeper
within the semiconductor. The near surface region of the
semiconductor accordingly becomes deficient in electron
density. The electron density is at a minimum at the semi-
conductor/solution interface and gets progressively larger
further into the semiconductor. At sufficient depth away
from the interface, the electron density reflects the original
doping level. However, since the electron density in an n-type
semiconductor prior to reaching equilibrium is equal to the
concentration of ionized dopant atoms, a key premise is that
the dopant atoms near the interface are the source of electrons
that transfer into solution, i.e., the dopant atoms (rather than
the semiconductor atoms) are specifically ionized
[29]. Accordingly, the near surface region becomes net pos-
itively charged with fixed charges. The depth over which net
electrons are lost is referred to as the width of the depletion

region, W. Notably, the amount of positive charges at any
point in the depletion width is constant (¼qNd) for semi-
conductors with uniform doping. The magnitude of
W depends both on the amount of charge that was lost in
order to reach the equilibrium condition and the concentra-
tion of dopants in the semiconductor (where higher dopant
concentrations lead to shorter W ). For many semiconductor/
solution contacts, W can range from 10�8 to 10�6 m. Within
the depletion width, the net positive charge leads to a poten-
tial difference (~10�1 V) between the interior and surface of
the semiconductor. The potential difference results in the
possibility of large electric fields at the semiconductor inter-
face that direct electrons away from the semiconductor/ solu-
tion interface and back towards the bulk of the
semiconductor.

A similar equilibration process occurs for a p-type semi-
conductor immersed into the same electrolyte solution in the
dark (Fig. 27.1d), with some notable differences. Upon first
contact, transfer of holes from the valence band edge is the
primary process that oxidizes A� to A in solution since holes
are the majority charge carrier (Fig. 27.1e). EF in the semi-
conductor will again be moved more significantly than the
solution potential to reach the equilibrium condition. As
before, a depletion width with a potential drop will result
within the near-surface region of the semiconductor. How-
ever, in this case, the loss of holes results in a net negative
charge across the depletion width, generating a potential drop
and electric field (Fig. 27.1f) with the opposite sign as com-
pared to Fig. 27.1c. Accordingly, there is now an additional
electrostatic barrier that moves holes away from the interface.

In the energy band diagrams in Fig. 27.1c and f, the
conduction and valence band edges are purposely drawn as
curved across the depletion width. This “band bending”
reflects the fact that the semiconductor itself is no longer
equipotential. Rather, at every position within the semicon-
ductor where there is a fixed net charge, there is an additional
electrostatic term. To be clear, this electrostatic component
does not appreciably change the total work necessary to pull
an electron from the semiconductor conduction band edge
out to vacuum since this is a material-specific property
(i.e., the electron affinity of the semiconductor [20, 22]).
Rather, this electrostatic term affects how any additional
charges added to the semiconductor will move.

Thorough descriptions of the structure of the double layer
in solution and the depletion width in the semiconductor are
outside the scope of this chapter. One important aspect to note
here is at equilibrium, the total charge held in the depletion
region and in the double layer are equivalent but over very
different volumes. Accordingly, an electron moving from the
semiconductor bulk towards the interface is repelled from the
interface because the entire net negative charge of the double
layer is not fully screened inside the semiconductor depletion
width. At the interface, none of the charge is screened,
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resulting in the maximum field strength. The specific poten-
tial at any point within the depletion width of the semicon-
ductor is a function of position. The potential difference
between the potential at a point inside the semiconductor
far away from the surface and the potential at a point at the
interface (ΔE(x)) is a quadratic function of position [5],

ΔE xð Þ ¼ � qN d

2E0E

� �
W � xð Þ2 ð27:5Þ

where Nd is the dopant density, ε0 is the permittivity of free
space, and ε is the relative dielectric constant. The potential
drop across the entire depletion region, Vbi, is often referred to
as the potential “built in” at the interface (i.e., Vbi¼ ΔE(x¼ 0))
and is readily apparent from Eq. 27.5. For the case of an n-type
semiconductor, the “upward” bending of the bands represents
the potential barrier that keeps electrons away from the inter-
face. For the case of a p-type semiconductor, the “downward”
bending of the bands similarly illustrates the potential barrier
that favors moving holes away from the interface. Notably, in
both cases, the “bent” bands also represent the electrostatic
attraction that favors movement of the minority carriers
towards the surface. Hence, the internal potential drop within
a semiconductor that is contacted by a solution can be an
effective means to separate charge carriers and selectively
drive (photo)electrochemical reactions. This aspect was the
primary focus in many of the earliest studies of semiconduc-
tor/liquid junctions [30–33].

By definition, no further net change in the concentrations
of species (n and p in the semiconductor; [A] and [A�] in
solution) occur as long as the semiconductor/solution inter-
face remains at equilibrium. Conversely, any perturbation
that moves the system away from equilibrium necessarily
changes the concentrations of all these species. A key aspect
of semiconductor electrochemistry is that specific perturba-
tions can be used to effect desired chemical changes in
solution. Although a change in any intensive property of
the semiconductor/solution system will disrupt equilibrium,
the two most useful changes to consider are either through the
application of a bias or light.

27.2.2 Steady-State Condition of a
Semiconductor Immersed in Liquid
Solution Perturbed Away from
Equilibrium by an Applied Potential

Energy Band Diagrams
For the purposes of this discussion, “ideal” semiconductors
are defined as flat, macroscopic materials that are uniformly
doped, possess large mobilities for both electrons and holes,
and have no surface defects with energies within the bandgap
that can act as sinks/traps for charge-carriers. In these

materials, electron and hole motion can be treated as
one-dimensional. Figure 27.2 illustrates qualitatively what
happens when an ideal semiconductor is utilized as an elec-
trode [34] immersed in the same solutions as Fig. 27.1 and a
potential is applied to the semiconductor in the dark. In this
case, the response of the system to this perturbation can be
gauged by the net current that passes across the semiconduc-
tor/solution interface. To be clear, such an action requires the
construction of a full electrochemical cell, i.e., the inclusion
of at least one other (counter) electrode in solution. Although
only two electrodes are needed to have a functional cell and
just two are preferable for photoelectrochemical energy con-
version systems, this discussion will assume a three electrode
cell configuration is employed. The following representations
in Fig. 27.2 also will assume that only the majority carriers
transfer across the semiconductor/solution interface [35].

Figures 27.2a–c show respective energy band diagrams for
different applied biases, ΔEapp. The corresponding current-
potential response is shown in Fig. 27.2g. The current-
potential convention shown in Fig. 27.2g is as follows.
Cathodic currents (i.e., where electrons move from the semi-
conductor into solution to reduce A) are defined as positive
and plotted upward on the y-axis. Anodic currents represent
the inverse process and are shown as negative currents plotted
downward on the y-axis. Separately, the x-axis is the electro-
chemical potential of the semiconductor, i.e., EF, plotted with
respect to an arbitrary reference potential. For convenience,
potential values are more negative towards the right and more
positive towards the left. This method of data presentation is
commonly referred to as the “Texas”/“polarographic” conven-
tion [36]. The IUPAC convention for data presentation has the
opposite definition for the sign of the current and plots poten-
tials with more positive values on the left and more negative
values on the right [36, 37].

By definition, the application of a potential involves alter-
ing the amount of charge carriers in/on the semiconductor
[25]. Figure 27.2 illustrates specifically the cases when ΔEapp

only alters the charge carrier concentrations in the depletion
width in the semiconductor, i.e., no potential is dropped
across the interface with the solution [38]. An additional
assumption in Fig. 27.2 is that the rate constant for the
minority charge carrier (i.e., kht for n-type and ket for p-type
semiconductors) is effectively zero. As shown in Fig. 27.2b,
when ΔEapp is negative, EF of the semiconductor moves to
more negative potentials. Specifically, electron density is
replenished in the depletion width, decreasing Vbi and
“unbending” the valence and conduction bands. The diminu-
tion of the potential barrier for electrons means that it is now
easier for electrons to move from bulk of the semiconductor
towards the interface. As a result, a net current flows that
represents electrons from the semiconductor reacting with A
in solution to generate A�, as indicated in Fig. 27.2g. This
condition is colloquially referred to as “forward bias” of the
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semiconductor electrode. The more negative ΔEapp is, the
larger the net cathodic current. In principle, ΔEapp can be
sufficiently negative that the original electron density in the
depletion width is restored. This potential corresponds to the
so-called flat band potential, Efb. Efb is a useful operating
point because there is no electrostatic barrier for either

electrons or holes to cross the interface at this value of EF.
Further, knowledge of Efb then allows for easy determination
of Ecb and Evb through Eq. 27.2 using Nd as the value of n.
Nevertheless, in the forward bias portion of the current-
potential response, there is no prominent, characteristic fea-
ture for Efb. In fact, mass transport of redox species from the
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Fig. 27.2 Schematic depictions of the energy band diagrams for (a–c)
n- and (d, e) p-type semiconductors immersed in liquid solutions
containing both halves of dissolved redox couple, A/A�, at various
applied potentials, ΔEapp, in the absence of illumination. These images
specifically describe the situation where the rate constant for minority
charge carriers (kht for n-type and ket for p-type semiconductors) is zero.

A non-zero value for these rate constants would result in quasi-Fermi
level splitting in the near surface region of the semiconductor but
otherwise would not change the corresponding steady-state current-
potential responses for n- and p-type semiconductors shown in (g) and
(h), respectively
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bulk solution to the semiconductor/solution interface most
often limits the attainable current flux at potentials even less
negative than flat band. Accordingly, other techniques
beyond simple measurement of current-potential responses
are needed to identify Efb [39].

As indicated in Fig. 27.2c, when ΔEapp is positive, EF of
the semiconductor moves to more positive potentials. In this
condition, even more electron density is removed from near
surface region of the semiconductor, extending the deple-
tion width and increasing the potential drop between the
interior and surface of the semiconductor. The larger poten-
tial barrier means that even fewer electrons cross over from
the semiconductor. In other words, the number of electrons
available at the semiconductor surface to reduce A in solu-
tion is so small that the net current is dominated by the
opposite process. In this case, A� donates an electron to
the semiconductor while being oxidized into A. For reasons
enumerated later in this chapter, this process is independent
of the applied potential and so the net current at more
positive potentials reaches a small and constant current, as
shown in Fig. 27.2g. This condition is typically referred to
as “reverse bias”.

Figures 27.2d–f show the corresponding energy band dia-
grams for a p-type semiconductor. Qualitatively, the general
behavior is mirrored but with holes as the majority charge
carriers. Notably, the current would still be 0 at E(A/A�) but
now the current would become progressively more negative
(anodic) at more positive potentials, i.e., when the semicon-
ductor electrode is “forward biased” (Fig. 27.2h). Con-
versely, the current would be positive (cathodic) and reach a
potential-independent value at more negative potentials, i.e.,
when the semiconductor electrode is in reverse bias.

Governing Equations
Unlike the equilibrium case, interpreting and predicting the
specific current-potential behavior of a semiconductor elec-
trode does depend on the values of the pertinent rate con-
stants for charge transfer. In the ideal case, charge transfer in
either direction at the semiconductor/solution interface
occurs at the band edge potentials. Accordingly, the follow-
ing kinetic description applies irrespective of n- or p-type
character. The net rate, vnet, (equivalents s

�1 cm�2) of total
charge transfer at the semiconductor/liquid interface can be
understood by examining the rates of charge transfer through
each band.

The total rate of electron transfer, vet, into/from the con-
duction band edge is the sum of two processes. The rate of
electron transfer from the conduction band edge to solution to
reduce A to A�, vet,!, is equal to the product of the forward
rate constant for electron transfer, ket, the concentration of
electrons at the semiconductor surface, ns, and the concen-
tration of acceptors in solution at the semiconductor/solution
interface, [A], in units of molecules cm�3.

vet,! ¼ ketns A½ � ð27:6Þ
Notably, ket is a second order rate constant that has units of
cm4 s�1 since both the values of ns and [A] are variable. Also,
the value of [A] at the interface will be the same as the value
of [A] in the bulk electrolyte solution so long as mass transfer
from the bulk of solution to the electrode interface is suffi-
ciently fast. When this is not true, a concentration over-
potential develops [25] and this relation must be modified
to indicate that [A] in the bulk solution and at the semicon-
ductor/liquid interface are different. Conversely, the rate of
back electron transfer from the solution into the conduction
band is equal to the rate constant for back electron transfer,
k�1et and the concentration of donors in solution, [A�],

vet, ¼ k
�1
et A

�½ � ð27:7Þ
Notably, the units of k�1et have units of cm s�1 since the
number of vacancies in the conduction band that can receive
an electron from A� is fixed (i.e., Ncb) and therefore this rate
constant is first order overall. The net rate of electron transfer
from/into the conduction band is then the difference between
Eqs. 27.6 and 27.7,

vet ¼ vet,! � vet, ¼ ketns A½ � � k
�1
et A

�½ � ð27:8Þ
Similarly, the total rate of hole transfer into/from the

valence band edge, vht, is a function of two separate
processes,

vht,! ¼ khtps A
�½ � ð27:9Þ

vht, ¼ k
�1
ht A½ � ð27:10Þ

where ps is the surface concentration of holes, kht is the
second order rate constant for hole transfer (cm4 s�1), and
k�1ht is the first order rate constant for back hole transfer
(cm s�1). Accordingly, the total rate of hole transfer between
the valence band edge and solution is,

vht ¼ vht,! � vht, ¼ khtps A
�½ � � k

�1
ht A½ � ð27:11Þ

The net rate of charge transfer across the semiconductor/
solution interface is then the sum of vet and vht, taking into
consideration of the opposite signs of charge on electrons and
holes,

vnet ¼ vet � vht

¼ ketns A½ � � k
�1
et A

�½ � � khtps A
�½ � þ k

�1
ht A½ � ð27:12Þ

Since the net current density flowing across the semiconduc-
tor/solution interface, Jnet, is directly proportional to vnet by q,
the net current density is then simply,
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Jnet ¼ qketns A½ � � qk
�1
et A

�½ � � qkhtps A
�½ �

þ qk
�1
ht A½ � ð27:13Þ

In principle, Eq. 27.13 can describe the full current-
potential response. However, two aspects complicate its
use. First, superficially this expression contains four separate
rate constants with different units that must be first deter-
mined. In practice, four independent measurements are not
necessary since the forward and back rate constants can be
related by the principle of detailed balance [40], i.e., at
equilibrium the forward and back rates of elementary process
must be equal. Simply stated, there can be no net charge
transfer across either the conduction band edge or the valence
band edge by definition at equilibrium. Accordingly, at equi-
librium the forward and back rate expressions are equal to
each other,

vcb,! ¼ vcb, ¼ ketns,0 A½ � ¼ k
�1
et A

�½ � ð27:14aÞ

vvb,! ¼ vvb, ¼ khtps,0 A
�½ � ¼ k

�1
ht A½ � ð27:14bÞ

where ns,0 and ps,0 are specifically the surface concentrations
of electrons and holes at equilibrium, respectively. From
these relations, the values of the back rate constants are
readily apparent,

k
�1
et ¼ ketns,0

A½ �
A�½ � ð27:15aÞ

k
�1
ht ¼ khtps,0

A�½ �
A½ � ð27:15bÞ

Then, with these definitions for the back rate constants, the
net current density is given by Eq. 27.16,

Jnet ¼ qketns A½ � � qketns,0 A½ � � qkhtps A
�½ �

þ qkhtps,0 A
�½ � ð27:16Þ

A slightly more convenient form of this same expression is as
follows,

Jnet ¼ qket A½ �ns,0 ns
ns,0
� 1

� �

� qkht A
�½ �ps,0

ps
ps,0
� 1

� �
ð27:17Þ

where the terms outside the parentheses collectively have
units of C s�1 cm�2. The ratios “ns/ns,0” and “ps/ps,0” directly
reflect the difference between the Fermi level and the solution
redox potential.

ns
ns,0
¼ e

�q
kBT

EF�E A=A�ð Þð Þ ð27:18aÞ

ps
ps,0
¼ e

�q
kBT

E A=A�ð Þ�EFð Þ ð27:18bÞ

Equations 27.18 highlight a second complication in pre-
dicting the current-potential responses in the dark. Simply,
exact analysis of the current-potential responses requires
tracking of both electron and hole transfer at the conduction
and valence band edges, respectively. Thankfully, three
aspects afford simplification without loss in accuracy. First,
for even moderately doped semiconductors, the supply of the
majority charge carrier greatly surpasses the supply of minor-
ity charge carriers. Accordingly, when the surface concentra-
tion of the majority charge carrier is small, the factor “ns-ns,0”
is much larger than “ps-ps,0” for n-type semiconductors in
forward bias and vice versa for p-type semiconductors in
forward bias. Second, for reasons enumerated later in this
chapter, ket or kht can differ by several orders of magnitude.
As a result, Eq. 27.17 can often be simplified into the follow-
ing forms for n- and p-type semiconductors, respectively, by
ignoring the portion involving the minority charge carrier.

Jnet � qket A½ �ns,0 ns
ns,0
� 1

� �
for an n-type

semiconductor electrode

ð27:19aÞ

Jnet �� qkht A
�½ �ps,0 ps

ps,0
� 1

� �
for a p-type

semiconductor electrode

ð27:19bÞ

The potential dependence of Jnet arises solely from the
potential dependence of the charge-carrier concentrations.
When the applied potential drops solely across the depletion
width of the semiconductor (i.e., the applied potential only
changes EF), Eqs. 27.2 hold and expressions for ns, ps, ns,0,
and ps,0 are given below,

ns ¼ Ncbe
q

kBT
Ecb�EFð Þ ð27:20Þ

ns,0 ¼ Ncbe
q

kBT
Ecb�E A=A�ð Þð Þ ð27:21Þ

ps ¼ Nvbe
q

kBT
EF�Evbð Þ ð27:22Þ

ps,0 ¼ Nvbe
q

kBT
E A=A�ð Þ�Evbð Þ

: ð27:23Þ

Substitution of these expressions back into Eqs. 27.19
yields the explicit current-potential relations for n-type
and p-type semiconductor electrodes, respectively,

Jnet ¼ qket A½ �Ncbe
q

kBT
Ecb�E A=A�ð Þð Þ

e
�q
kBT

EF�E A=A�ð Þð Þ � 1

� �

for an n-type semiconductor electrode

ð27:24aÞ
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Jnet ¼ �qkht A�½ �Nvbe
q

kBT
E A=A�ð Þ�Evbð Þ

e
�q
kBT

E A=A�ð Þ�EFð Þ � 1

� �

for a p-type semiconductor electrode:

ð27:24bÞ
Equations 27.24 have the familiar form of the diode equa-
tion used for solid-state semiconductor Schottky hetero-
junctions [9, 10, 41]. The collective terms to the left of the
parentheses in Eq. 27.24 represent the exchange current
density, which depends explicitly on the relevant heteroge-
neous charge-transfer rate constant. Accordingly, while the
general exponential form of the current-potential response is
independent of ket and kht, the values of these rate constants
strongly affect the magnitude of the current when the semi-
conductor is perturbed away from the equilibrium potential
(Fig. 27.3).

It is important to note that Eqs. 27.24 do not necessarily
hold for semiconductor electrodes that are not “ideal”
(as defined above) nor are they universally applicable even
for “ideal” semiconductor electrodes. Electrode form factors
other than flat, planar substrates change the governing rate
equations. Accordingly, the current-potential responses of
nanostructured semiconductor electrodes can differ signifi-
cantly [42]. Another complication not treated here is the
possibility of semiconductors with extremely small charge-
carrier mobilities. As detailed elsewhere [43, 44], this sce-
nario can lead to currents that are wholly independent of the
concentrations of redox species and instead are dictated by
the rates of charge carrier transport in the semiconductor
[45]. Section 27.2.5 of this chapter separately describes the
possible complications introduced by the presence of surface

states. Some redox species strongly adsorb, affecting how
charge is passed. Other redox species are not readily reduced/
oxidized even at “ideal” electrodes, requiring the deliberate
introduction of heterogeneous catalysts to augment the rates
of charge transfer. These modified semiconductor/solution
interfaces do not necessarily follow the presented governing
rate equations [46–48]. Simply, analytical expressions such
as Eq. 27.24 are not always tenable.

Despite the many possible confounding factors, there are
still viable approaches for predicting and interpreting the
current-potential responses at semiconductor/solution inter-
faces. The most common method is to discretize the semi-
conductor/solution system and calculate numerical
solutions of the coupled Poisson-continuity equations [47,
49–51] for electron and hole transport in semiconductors
[47, 52, 53]. This approach has the advantage of being very
adaptable to all the aforementioned variations but is
strongly dependent on the particular selection of boundary
conditions [54]. Alternatively, for macroscopic, flat semi-
conductor electrodes, a one-dimensional Onsager model has
been proposed [29, 55, 56] to describe more fully and
naturally the current-potential responses of semiconductor/
solution contacts. This model yields Eqs. 27.24 for the
conditions defined above but allows for the possibility of
understanding current-potential responses when conditions
are not “ideal.” Although relatively under-utilized, the
Onsager approach has shown versatility in the types of
semiconductor/liquid interfaces that can be quantitatively
analyzed and has the capacity to differentiate between cur-
rents from thermalized and nonthermalized charge carriers
[55–58].

J

–

+

E(A/A–)

E(A/A–)
ket,1>ket,2>ket,3

EE

J

++ –

+

kht,3<kht,2<kht,1– –

a b

Fig. 27.3 Idealized depictions of the steady-state current-potential responses as a function of the rate constant for transfer of the majority charge-
carrier into solution. The data are shown for (a) an n-type and (b) a p-type electrode in a poised solution containing both halves of a redox couple
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27.2.3 Steady-State Condition of a
Semiconductor Immersed in Liquid
Solution Perturbed Away from
Equilibrium by Suprabandgap
Illumination

A fundamental tenet of semiconductor electrochemistry is
semiconductor electrodes can also be perturbed away from
equilibrium by the application of light. Specifically, when
the illumination is comprised of photons with energies equal
to or greater than Eg [59], then light absorption is possible
that can change EF. Light absorption results in the promo-
tion of a delocalized electron from the valence band into the
conduction band and a delocalized hole from the conduction
band into the valence band. When photogeneration occurs
in macroscopic semiconductor electrodes with photons with
energy greater than Eg, the new charge carriers will quickly
lose energy in excess of Eg by thermalization, i.e., the
release of energy as heat. The photogenerated charge-
carriers will then maintain the bandgap energy and populate
the conduction band or valence band edges, respectively.
The locations of light absorption and photogeneration
depend strongly on the band structure of the semiconductor
[60]. For semiconductors with a direct bandgap, light pen-
etration and charge-carrier photogeneration occurs up to
depths of 10�6 m. For semiconductors with an indirect
bandgap, the relevant distance can be 10�4 m [61]. The
effective distance photogenerated charge carriers can travel
is proportional to the square root of the product between the
lifetime of the charge carriers, τ¸ and the charge-carrier
diffusion coefficient, D [61, 62].

Under constant illumination, carrier concentrations
change because light absorbance introduces new mobile
charge carriers. The following descriptions apply at steady-
state,

ns ¼ ns,0 þ Δn ð27:25aÞ
ps ¼ ps,0 þ Δp ð27:25bÞ

where Δn and Δp are the new net carriers at the interface
introduced by illumination. Importantly, the values of Δn and
Δp reflect how the system has reached steady-state upon the
application of constant light [63, 64]. As a result, the law of
mass action is no longer valid in the semiconductor [50, 65],

n
2

i < np ð27:26Þ
Several processes are possible that could facilitate recombi-
nation of the photogenerated charge carriers and thereby
influence the values of Δn and Δp. Some of the most pertinent
recombination processes are sketched in Fig. 27.4. Recombi-
nation of electrons and holes can occur throughout the semi-
conductor material, i.e., in the bulk and/or at the interface. In

the bulk, band-to-band recombination can occur. This process
is unavoidable and defines the limit of Δn and Δp values
when all other recombination processes are mitigated.
Charge-carrier recombination can also occur through dis-
crete, localized states in the bandgap introduced by impurities
or lattice defects. Notably, although such defects can and do
exist inside the depletion width, the strong electric field helps
physically separate electrons and holes so that the probability
of recombining is low [66, 67]. For example, in an n-type
semiconductor, electrons are driven away from the surface
while holes are driven towards the surface [50]. This aspect is
generally true in semiconductors where the charge carrier
mobilities are large. In semiconductors with low charge car-
rier mobilities, the extent of recombination in the depletion
width may be appreciable. Similar defects within the band
gap are commonplace at the interface, where the outermost
semiconductor atoms are necessarily under-coordinated and
therefore subject to different bonding than atoms in the bulk.
When both electrons and holes are used to drive both oxida-
tions and reductions of the same redox couple, recombination
of electrons and holes can also occur at the interface through
heterogeneous charge transfer at the band edges, as described
above, or through tunneling of carriers from within the semi-
conductor into solution.

Steady-state is achieved for Δn and Δp when the total rate
of recombination of excess carriers is equal to the amount of

P
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n
ti
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 /

V
 v

s.
 R

ef

Solution

Distance

Semiconductor

vb

cb

E(A/A–)

vbr,bb

vsr

vet

vbr,t

vet,tun

vht

vht,tun

(–
)

(+
)

Fig. 27.4 Schematic depiction of the rates (v) of some charge-carrier
recombination pathways including trap-mediated bulk recombination
(vbr,t), band-to-band bulk recombination (vbr,bb), trap-mediated surface
recombination (vsr), electron transfer from the conduction band by
tunneling through the depletion region (vet,tun), electron transfer from
the conduction band edge at the surface (vet), hole transfer from the
valence band by tunneling through the depletion region (vht,tun), and hole
transfer from the valence band edge at the surface (vht)
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carriers being photogenerated, i.e., n and p are time invari-
ant [68]. An important aspect to understand is that since
n and p are no longer bound by the law of mass action, the
concept of a single average energy (EF) that applies to all
the charge-carriers in the semiconductor is no longer true.
Rather, the average energies of electrons and holes must be
considered separately through the concept of “quasi-Fermi
levels” [61]. The implicit limitations of using equilibrium
concepts under nonequilibrium conditions have been
detailed [69] and must be recognized as not applicable at
all times. Nevertheless, the concept that charge carrier
populations can be described with an average value at
steady-state has proven useful in understanding steady-
state behaviors in semiconductor electrochemistry [64, 67,
70–79].

Figure 27.5 illustrates the energy band diagrams for an
n-type semiconductor electrode immersed in the same solu-
tion as Fig. 27.1 and illuminated with a constant flux of
suprabandgap illumination. In this scenario, no external bias
is applied and no net current is drawn. Rather, the semicon-
ductor is held at its open-circuit potential, which changes
upon the application of light. The influence of light on a
semiconductor electrode depends strongly on the duration
and intensity of light, as well as the rates of all other com-
peting/parallel processes that the photogenerated carriers
could undergo. For these reasons, interpreting the precise
photoresponse characteristics of a semiconductor electrode
requires enumeration of several parameters. For simplicity,
the following discussion assumes constant (i.e., time-
invariant) illumination of an n-type semiconductor with
high charge-carrier mobilities and the only recombination
process at the surface is heterogeneous charge transfer at
the band edges.

Perturbation away from equilibrium is possible by illumi-
nation with a light intensity (photons s�1 cm�2), I0. For
reference, integration of the AM 1.5 solar spectrum out to
1050 nm at 1 Sun illumination amounts to ~1017

photons s�1 cm�2 [80]. Although no net current flows across
this semiconductor/solution interface at open-circuit, photo-
generated electrons and holes do both transfer into solution.
Their respective rates are equal so as to effect no net change
in solution. In this case, setting Eq. 27.17 equal to zero and
using Eqs. 27.25 for ns and ps yields the following relation,

ketΔn A½ � ¼ khtΔp A
�½ �: ð27:27Þ

The values of Δn and Δp can then be understood by recog-
nizing that the rate of charge-carrier loss must equal charge-
carrier generation at steady-state. The rate of charge-carrier
generation is dictated by the rate of photons being absorbed,
which is the product of I0 and fraction of incident photons
that are absorbed,Φ (i.e., quantum yield). Thus, Δn and Δp at
the interface are also bound by Eqs. 27.28,

ketΔn A½ � ¼ ΦI0 ð27:28aÞ
khtΔp A

�½ � ¼ ΦI0: ð27:28bÞ
Combining Eqs. 27.25 and 27.28, the value of the charge
carrier concentrations at the semiconductor/electrolyte inter-
face are readily understood. As described above, the ratios of
“ns/ns,0” and “p/ps,0” are useful barometers of how far each
carrier concentration is perturbed away from equilibrium.
Accordingly, Eq. 27.28 can be rearranged into a slightly
more convenient form,

ns
ns,0
¼ ΦI0

ket A½ �ns,0 þ 1 ð27:29aÞ

ps
ps,0
¼ ΦI0

kht A
�½ �ps,0

þ 1: ð27:29bÞ

As evident in Eq. 27.29, under illumination, the concen-
trations of electrons and holes are not directly related to
each other. Even if ps,0 and ns,0 were identical, the values of
“ket[A]ns0” and “kht[A

�] ps0” separately influence how
different the steady-state condition is from the equilibrium
condition under a given level of illumination at open-
circuit. This point is key to understanding how a semicon-
ductor electrode ultimately performs work under
illumination.

When “ket[A]ns0” and “kht[A
�]ps,0” are both much larger

than ΦI0, ns and ps have essentially the same values as ns.0
and ps,0. Physically, the rate of photon absorption is too small
to perturb the system appreciably away from equilibrium. In
this instance, the amount of light is practically negligible and
so Fig. 27.5a, which looks like the equilibrium case in the
dark, would still essentially describe the system under this
type of illumination.

Under more intense illumination, the situation changes. In
Fig. 27.5b where both “ket[A]ns,0” and “kht[A

�]ps,0” are small
compared to ΦI0, neither charge carrier type can readily
transfer into solution. As a result, both electrons and holes
accumulate at and near the surface. In effect, they are gener-
ated faster than they can be removed either by charge-transfer
into solution or electrostatic drift into the interior of the
semiconductor. The new net electrons replenish the depletion
region, thereby lowering the potential drop between the bulk
and surface of the semiconductor. Graphically, this facet is
reflected as “unbending” of the bands. In addition, a single EF

is no longer sufficient to describe both electrons and holes.
Strictly speaking, the concept “Fermi level” only has mean-
ing at equilibrium. However, at steady-state, two “quasi-
Fermi level” potentials, EF,n and EF,p, can be ascribed to
electrons and holes, respectively, since their concentrations
are defined.

Combining Eqs. 27.18 and 27.29, the following expres-
sion applies,
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EF,n ¼ � kBT
q

ln
ΦI0

ket A½ �ns,0 þ 1

� �
þ E A=A

�ð Þ: ð27:30Þ

Notably, the difference in the electron quasi-Fermi level at
steady-state as compared to the Fermi level potential at
equilibrium (i.e., EF ¼ E(A/A�)) is described entirely by
the natural log terms. Because electrons (and holes) are at
thermal equilibrium and are highly delocalized (assuming
large mobilities), their effective potential (or average
energy) is thus uniform. For electrons in n-type semicon-
ductors, this aspect is reflected by a flat quasi-Fermi level
that spans the entire depicted material thickness. Notably,
the value of EF,n is uniformly more negative than EF at
equilibrium (Fig. 27.5a). That is, the accumulation of elec-
trons at the surface has made the potential of all electrons in
the semiconductor more negative. The potential difference
between EF,n and E(A/A�) reflects the electromotive force
available to effect electrochemical reactions at the interface.
This quantity is defined as the open-circuit photovoltage,
Voc, and is given by Eq. 27.31 for an n-type semiconductor
electrode,

Voc ¼ � EF,n � E A=A
�ð Þð Þ: ð27:31Þ

Operationally, the larger Voc is, the more uphill electrochem-
ical transformations are possible. Accordingly, small “ket[A]
ns,0”is desirable for an n-type photoelectrode.

Similarly, a small value of “kht[A
�]ps,0” implies that ps

will be significantly larger than ps,0. Accordingly, the quasi-
Fermi level potential for holes shifts considerably more pos-
itive than E(A/A�). Notably, the more positive quasi-Fermi
level potential for holes is flat only at and near the surface. In
the bulk semiconductor, charge carrier recombination pro-
cesses, in conjunction with fewer photon absorption events,
limit the concentration of holes. Deep within the semicon-
ductor, the law of mass action still holds and the two quasi-
Fermi levels collapse back into one in the energy band dia-
grams. Notably, only the holes near/at the semiconductor
interface have an effective potential sufficient to oxidize
A�. Holes far away from the semiconductor/solution inter-
face are subject only to bulk recombination with electrons
and therefore do not accumulate in excess. For the holes at
the interface, the expression for their quasi-Fermi level value
is analogous to Eq. 27.30,

EF,p ¼ kBT
q

ln
ΦI0

kht A
�½ �ps,0

þ 1

� �
þ E A=A

�ð Þ: ð27:32Þ

In this case, the accumulation of holes (positive shift of EF,p)
does not result in added capacity for energy conversion.
Rather, at the interface, the buildup of holes represents a
penalty incurred to drive an oxidation reaction at the specific
rate defined by the absorbed illumination intensity.

The value of “EF,n – EF,p” is proportional to the maximum
internal potential difference generated by illumination, i.e.,
the numbers of electrons and holes at steady-state determine
the free energy from the absorbed photons that can be utilized
for energy conversion [64]. However, “EF,n – EF,p” is not
necessarily related to Voc since the value of EF,p has no
bearing on Voc (for an n-type semiconductor electrode). In
this scenario, a fraction of the free energy from the absorbed
photons is wasted. A further complication of “EF,n – EF,p” at a
given level of illumination is that the maximum value is not
unbound, as implied by Eqs. 27.30 and 27.32. That is, a naïve
assumption might be that if “ket[A]ns0” and “kht[A

�]ps,0” are
progressively minimized (relative to ΦI0), “EF,n – EF,p” can
be indefinitely increased. This statement is tantamount to
saying Eqs. 27.30 and 27.32 are operative at all times for
the ideal semiconductor/solution interface being considered
here. Such a statement is false because accumulation of both
electrons and holes at the same location increases the proba-
bility for charge-carrier recombination by alternate processes
[81, 82]. At some point, when “ket[A]ns0” and “kht[A

�]ps,0”
are small enough, bulk recombination becomes operative
and limits how large ns and ps can be, i.e., the value of
“EF,n – EF,p” is constrained. In such an instance, the value
of EF,n is limited since “EF,n – EF,p” is bound, which ulti-
mately hinders the attainable value of Voc. This point caused
confusion in the early semiconductor photoelectrochemistry
literature [83–87] when the expectation was that a semicon-
ductor/electrolyte system could be configured that would
yield Voc values as large as Vbi or even Eg. However, Voc
measurements were consistently both much smaller and inde-
pendent of the kinetic features of the semiconductor/solution
contact, even when the possibility of surface defects were
eliminated [81, 82, 88].

A separate scenario to consider is depicted in Fig. 27.5c
where “ket[A]ns0” is large but “kht[A

�]ps,0” is small relative
to ΦI0. Here, ns remains comparable to ns,0 throughout the
semiconductor and the quasi-Fermi level for electrons
remains essentially unchanged relative to Fig. 27.5a. Effec-
tively, electron transfer from the conduction band is so fast
that no new net electrons are maintained under illumination.
As a result, the semiconductor remains deficient in electrons
in the depletion region and so the extent of “band bending”
remains the same. The small value of “kht[A

�]ps,0” does
result in ps/ps,0� 1 and the hole quasi-Fermi level potential
shifts considerably more positive than E(A/A�). However, as
described above, this potential difference results in no added
capacity to effect chemical transformations in solution.
Hence, the Voc for this junction would also be zero, as in
Fig. 27.5a, even though “EF,n –EF,p” is not zero.

The final case to consider is summarized in Fig. 27.5d
where “ket[A]ns,0” is small but “kht[A

�]ps,0” is large relative
to ΦI0. These conditions ensure that ns/ns,0 � 1 while
ps/ps,0 ≈ 1. More pertinently, this case also represents the
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ideal situation for realizing the largest values of Voc. Because
EF,n will shift to a more negative potential than E(A/A�) and
since EF,p will not appreciably differ from E(A/A�), “EF,n –
EF,p” is equivalent to “EF,n – E(A/A�)” and therefore defines
Voc. In this case, all of the internal free energy from the
steady-state populations of electrons and holes is available
to drive redox reactions in solution. This case is desirable
from the perspective of systems that efficiently convert opti-
cal energy into stored chemical bond energy. For clarity,
when the absorbed light intensity is much greater than
“ket[A]ns,0,” Voc scales logarithmically with the light intensity
over range of light intensities but not indefinitely. At high
enough light intensities, the value of ΦI0 may again become
much larger than ‘ket[A]ns,0’ and the system may revert to a
state described by Fig. 27.5b. Alternatively, another compli-
cation arises at high light intensities. If light absorption
results in enough new net electrons that there is no longer a
depletion region, then there is no remaining potential drop
within the semiconductor. Even if “kht[A

�]ps,0” is still much
larger than ΦI0, a further increase in light intensity would not
necessarily produce a larger Voc. In this case, the capacity of
the semiconductor to support an internal potential drop of the
opposite sign is more limited. Although electrons still accu-
mulate, they are confined much closer to the interface. As a
result, EF,n shifts mostly because the potential drops at the
interface. An alternative description would be the band edge
potentials at the interface now are a function of the light
intensity [89–91].

For completeness, Figs. 27.5e–h show the corresponding
cases for a p-type semiconductor photoelectrode under illu-
mination. The basic operational characteristics are the same,
except now increasing “ket[A]ns0”while minimizing “kht[A

�]
ps,0” leads to the condition that yields the largest free energy
gain without loss under illumination. In such p-type semi-
conductor electrodes, the accumulation of holes at the
interface changes EF,p throughout the semiconductor and
now “EF,p – E(A/A�)” defines Voc.

27.2.4 Steady-State Condition of a
Semiconductor Immersed in Liquid
Solution Perturbed Away from
Equilibrium by an Applied Potential
and Suprabandgap Illumination

Predicting the full current-potential response of a semicon-
ductor electrode that is perturbed both by an applied potential
and illumination is complex. As noted above, even the sim-
plest system configurations considered here behave quite
differently depending on the experimental conditions.
Hence, predicting a particular current-potential response
requires a substantial amount of detail that applies to that
specific case and is therefore beyond the scope of this chapter.

For interested readers, numerical solutions that describe
semiconductor electrode response characteristics under vari-
ous illumination and bias conditions have been detailed [49,
51, 52, 54]. Still, for the purpose of this discussion, one
operational point is worth discussing briefly.

The condition consisting of an applied potential to a
semiconductor electrode that is being illuminated that exactly
counteracts Voc is called “short-circuit”. The energy band
diagrams for this specific case are indistinguishable from
Fig. 27.5a and e for n-type and p-type semiconductor elec-
trodes, respectively. The key point at the “short-circuit” con-
dition is the quasi-Fermi level of the majority charge carrier is
returned to E(A/A�) by applying an external potential, ren-
dering either Δn¼ 0 (for an n-type semiconductor) or Δp¼ 0
(for a p-type semiconductor). Since the applied potential has
no effect on the quasi-Fermi level of the minority charge
carrier, the condition for the minority carrier at the surface
remains unchanged. Correspondingly, at the “short-circuit”
condition, a net photocurrent passes which arises solely from
the transfer of the minority carrier from the semiconductor
into solution [26]. For example, for an ideal n-type semicon-
ductor, the photocurrent at the short-circuit condition, Jsc, is
given by

Jsc ¼ �qkhtΔp A
�½ � ¼ qΦI0: ð27:33Þ

Similarly, for an ideal p-type semiconductor, the photocurrent
at the short-circuit condition is given by.

Jsc ¼ qketΔn A½ � ¼ qΦI0: ð27:34Þ

The photocurrent at short-circuit is directly proportional to
the absorbed light intensity. If the light intensity is known
with sufficient precision, the quantum yield for collection of
photogenerated minority carriers is then readily identifiable.
The energy band diagram for any other operational point in
between the “open-circuit” and “short-circuit” conditions of a
semiconductor photoelectrode would look like some inter-
mediate of these respective band diagrams. For the opera-
tional point with the maximum energy conversion, the
corresponding energy band diagram would describe the con-
dition where the product of the available photovoltage and
photocurrent is maximized. Since that condition obviously
depends on many independent terms, the energy band dia-
gram for this point is strongly system specific. Nevertheless,
the more efficient semiconductor photoelectrodes will attain a
maximum energy conversion when their energy band dia-
grams more closely resemble the “open-circuit” condition
rather than the “short-circuit” condition.

A final general comment should be made regarding all of
the diagrams in Fig. 27.5. Although they fully depict the
primary qualitative features of each described scenario, they
should not be considered as applicable at all times under all
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experimental permutations. As mentioned above, when other
recombination processes become appreciable relative to het-
erogeneous charge transfer, a limit is imposed on the magni-
tude of “EF,n – EF,p”. Less obvious is a further complication
that arises when appreciable charge accumulates under illu-
mination. Specifically, in such cases, the potential may not
drop solely within the semiconductor but instead may include
an appreciable drop across the solution double layer. As
described in the next section, such a scenario occurs when
the capacity for the semiconductor to store charge matches or
exceeds the ability to store charge in the double layer. A result
would be a vertical shift of the semiconductor side of the
energy band diagrams, with the direction depending on the
sign of the accumulated surface charge.

27.2.5 Effect of Surface States on the Operation
of a Semiconductor Electrode

In the preceding text, charge transfer was only considered at
the conduction and valence band edges at the interface with-
out influence from any other surface process. It is possible,
however, for states with energies within the bandgap to have
profound influences on the (photo)electrochemical behavior
of semiconductors in contact with electrolytes [53, 83–85,
87, 92–97]. Commonly referred to as trap or defect states,
surface states can have densities, Nss, (units of cm�2)
approaching zero for an ideal interface and as large as the
atomic density of the surface (~1015 cm�2) [86,
98, 99]. There is no singular, general, or universal way that
surface states affect the observable current-potential
responses, as their specific influence depends on the magni-
tudes of several system parameters. Nevertheless, this section
will highlight the principal two aspects that surface states
complicate in the interpretation of current flow across a
semiconductor/solution interface.

First, the manner in which an applied potential alters the
charge-carrier concentrations at the semiconductor surface
is not intuitive [38]. For the ideal case devoid of surface
states, the assumption is that all the applied potential is
dropped entirely across the depletion width. This assump-
tion can be rationalized by considering the depletion width
of the semiconductor and the double layer of charges
aligned in solution at the solid/liquid interface as capacitive
elements where charge can be stored. By definition, the
capacitance, C, of any element describes the amount of
charge (Q) stored per potential drop across that element. If
the capacitances for the depletion region and the double
layer in solution are known and if they occur in series
(i.e., a charge from the bulk of the semiconductor must
traverse the depletion region in order to transfer into solu-
tion at the semiconductor/solution interface), the fractions
of the total applied potential distributed across each region

are readily calculable. Since capacitive elements in series
add reciprocally [38, 43, 100], the following relation
applies for an ideal semiconductor/solution interface devoid
of surface states,

1

Ctot
¼ 1

Cdr
þ 1

Cdl
ð27:35Þ

The corresponding total applied potential drop across the
interface, ΔEapp, can be written as the sum of the sequential
potential drops across the depletion region of the semicon-
ductor, ΔEdr, and the double layer in solution, ΔEdl, by
Eq. 27.36.

ΔEapp ¼ ΔEdr þ ΔEdl: ð27:36Þ

Equations 27.35 and 27.36 are slight over simplifications, as
the potential dropped in solution can further be partitioned
into the potential drops across the Helmholtz and diffuse
layers [43, 100]. Still, this analysis is sufficiently accurate
for the context of this discussion. The depletion region
capacitance is a complex function of Vbi [101] but can be
approximated by Eq. 27.37 when the semiconductor is
moderately doped and EF is at least 3kBT/q away from either
band edge [101],

Cdr ¼ qNdεε0σ
2

� �1=2

Vbi � kBT
q

� ��1=2
ð27:37Þ

where σ is the contact area between the semiconductor and
solution. Cdl is typically on the order of 10�6 F cm�2 and
generally much larger than Cdr when Eq. 27.37 is valid.
Hence, the total capacitance is dominated by capacitance
of the depletion region and the applied potential predomi-
nantly drops across the depletion region of the semiconduc-
tor. As a result, the applied potential only changes Vbi

(i.e., the extent of “band bending” within the depletion
region). Accordingly, when conditions are appropriate for
use of Eq. 27.36, ΔEapp ≈ ΔEdr.

Whenever a non-zero fraction of the applied potential
drops across Cdl, the values of Ecb and Evb change (i.e., the
band edges at the interface are “unpinned” by that amount)
[100]. Determining precisely how an applied potential is
partitioned, even for ideal semiconductor/solution contacts,
requires iterative quantitative analyses. Such approaches
have been described by several groups previously
[38, 100]. When surface states are operative, the potential
distribution at the interface is further complicated. Surface
states effectively add additional capacitive elements to the
aforementioned analysis because they also can store/release
charge carriers as a function of potential [16]. That is, the
capacitance of any population of surfaces state can be
described by Eq. 27.38,
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Css ¼ qσNss
Δf
ΔEss

ð27:38Þ

where
df

dEapp
is the change in the fraction, f, of occupied surface

states, Nss, by the storage/release of electrons resulting from
the applied potential dropped across the surface states.
Assuming a single population of surface states exist at the
interface, a charge carrier that reaches the surface could either
transfer into solution directly from the band edge potentials
or transfer into a surface state and then into solution
(Fig. 27.6). Accordingly, the Cdr and Css elements act in
parallel but are still collectively in series with Cdl

[102]. The total capacitance is then given by Eq. 27.39,

1

Ctot
¼ 1

Cdr þ Css
þ 1

Cdl
ð27:39Þ

Although outside the scope of this chapter, it is possible to
formulate alternate equivalent circuits that describe semiconduc-
tor/solution interfaces with multiple, different populations of
surface states [86, 93, 94, 103–105]. Nevertheless, the expres-
sion shown here in Eq. 27.39 is sufficient to make the following
point. Since the capacitance of the surface states adds directly to
the capacitance of the depletion region, if there is a high enough
density that the sum capacitance is comparable to (or even
greater than) the capacitance of the double layer in solution,
then the applied potential will no longer just change the band

bending within the semiconductor as with the ideal semicon-
ductor/solution interface. Instead, an appreciable potential drop
across the double layer will necessarily alter Ecb and Evb. This
result could be observed as the band edges apparently changing
with different applied biases, effectively behaving as though
they were “unpinned” [43]. Such a scenario considerably alters
the energetics of the interface, potentially even changing the
apparent values of ket and kht (in a manner described in Sect.
27.3 of this chapter). Clearly, even if no charge passes from the
surface states, their ability to store charge could significantly and
non-intuitively distort the observed current-potential response
both in the dark and under illumination.

The more overt influence of surface states on a semicon-
ductor/solution contact is direct charge-transfer from/into
solution. For an n-type semiconductor electrode in the dark,
an energy band diagram including surface states is shown in
Fig. 27.6. Even with no appreciable hole-transfer through
the valence band-edge, there are now multiple inter-related
charge-transfer processes in this system [98]. First, as in the
ideal case, electron transfer can occur from the conduction
band edge to an acceptor species in solution as described
above and as governed by ket. Second, electrons from the
conduction band edge could alternatively transfer into/out
of the surface states at rates governed by the density of
surface states and the rate constants kss for capture of elec-
trons and kss

�1 for the emission of electrons by the surface
state. Third, electrons in surface states can transfer into/
from solution at rates governed by the concentrations of
redox species in solution and the rate constants ket.ss
(cm3 s�1) for electron transfer into acceptors and ket,ss

�1

(cm3 s�1) for electron transfer from donors. Accordingly,
the rate of electrons flowing into solution is no longer
given by Eq. 27.6. Instead, the rate of electron transfer
into solution, vet!, (assuming charge-transfer from/into
the valence band is negligible) depends on the occupancy
of the surface states,

vet! ¼ ket A½ �ns þ ket,ss A½ �Nssf ð27:40Þ

where the product Nss f is the explicit density of occupied
surface states at steady state. Similarly, the rate of electrons
flowing from solution back into the semiconductor, vet , can
be determined by applying the principle of microscopic
reversibility separately to the transfer of electrons into/from
the conduction band (as in Sect. 27.2.2) and to the transfer of
electrons into/from the surface states,

vet ¼ ket A½ �ns,0 þ ket,ss A½ �Nss 1� fð Þ f 0
1� f 0

� �
ð27:41Þ

where f0 is the value of f at equilibrium. Combining these last
two expressions yields the net rate of electron transfer in
analogy to Eq. 27.12,

a b
P

o
te

n
ti

al
 /

V
 v

s.
 R

ef

Semiconductor Solution

Distance

vb

cb

–1

–1 Css

Cdr

ket

ket,ss

ket,ss

kss kss

Cdl

ket
–1

(–
)

(+
)

Fig. 27.6 (a) Schematic depiction of the various kinetic processes
possible for electron transfer at an n-type electrode featuring surface
states within the bandgap at the potential indicated by the red line. The
rate constants are denoted for the emission and return of electrons at the
conduction band edge to/from solution (ket and ket

�1, respectively), the
transfer of electrons from/to the conduction band edge to/from the
surface state (kss and kss

�1, respectively), and the emission and return
of electrons at the surface sate to/from solution (ket,ss and ket,ss

�1). (b) An
equivalent circuit representation for the capacitances of surface states
(Css), the depletion region (Cdr), and the double layer in solution (Cdl)
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vnet ¼ ket A½ �ns,0 ns
ns,0
� 1

� �

þ ket,ss A½ �Nss
f � f 0
1� f 0

� �
ð27:42Þ

Clearly, when Nss is sufficiently small, the second term on the
right disappears irrespective of the rate constants for surface-
state-mediated electron transfer. That is, if the surface state
density can be sufficiently minimized, the observable rate
(qvnet ¼ Jnet) will be effectively first order with ns and [A],
i.e., the system response is ideal.

Although Eq. 27.42 has a relatively compact form, it still
implicitly requires knowledge of all rate constants that
describe processes where charge flow into/out of surface
states. Specifically, the fractions of occupied surface states
both at equilibrium and at steady-state, f and f0, are defined by
the ratios of the relevant kinetic processes [4, 43, 106],

f 0 ¼
kssns,0 þ k�1et,ss A

�½ �
kssns,0 þ k�1et,ss A

�½ � þ k�1ss Ncbe
q

kBT
Ecb�Essð Þ þ ket,ss A½ �

ð27:43Þ

f ¼ kssns þ k�1et,ss A
�½ �

kssns þ k�1et,ss A
�½ � þ k�1ss Ncbe

q

kBT
Ecb�Essð Þ þ ket,ss A½ �

:

ð27:44Þ

where Ess is the potential of the surface states. That is,
Eqs. 27.43 and 27.44 state that the sum of all the rates of
processes that place electrons into surface states divided by
the sum of all rate processes involving surface states define
the fraction of states occupied. However, with this definition
of f, the values of kss,

�1 and ket,ss
�1 cannot be re-expressed

solely with kss and ket,ss, respectively, (as was the case with ket
and ket

�1, vide supra) without further information. Still, three
limiting cases are illustrative of the possible effects when Nss

is not negligibly small.
First, when the rates of electron transfer between surface

states and solution are much faster than the rate of electron
transfer between the conduction band edge and the surface
states, i.e., ket, ss[A] and k�1et,ss A

�½ � � kssns and

k�1ss Ncbe
q

kT
Ecb�Essð Þ , f becomes independent of potential, i.e.,

f ¼ f0. That is, even with fast rates of charge transfer between
the surface states and solution, there is no net effect on
electron density at the surface. Accordingly, the current-
potential behavior follows the response expected for an
ideal semiconductor/solution interface, i.e., Eq. 27.19, even
for comparatively large Nss values.

Second, when the rate of electron transfer from the conduc-
tion band edge into surface states is much faster than all
other process, i.e., kssns � ket, ss[A], k�1et,ss A

�½ �, and

k�1ss Ncbe
q

kT
Ecb�Essð Þ, then the surface states act as electron

“traps”. Using this condition for defining f and then substituting
into Eq. 27.42, the rate law for net electron transfer is then given
by Eq. 27.45,

vnet ¼ ket A½ �ns,0 ns
ns,0
� 1

� �
þ ket,ss A½ �Nss ð27:45Þ

where ket,ss is the rate limiting constant. In this scenario, the
observed net rate of electron transfer has a constant, positive
contribution of electron transfer from surface states into solu-
tion acceptors. The weight of this potential-independent contri-
bution is dictated by the product of “ket, ssNss” relative to the
product of “ketns”. Clearly, the rate law deviates most from the
ideal case when ns is small (i.e., at a bias near or more positive
than the equilibrium potential). Again, when Nss is small, the
surface-state contribution becomes less influential. However,
now the explicit value of ket,ss defines when the magnitude of
Nss causes a perceptible deviation from the ideal case. Assum-
ing a value of 10�13 cm3 s�1 for ket,ss (as has been reported for
surface states consisting of adsorbed dyes interacting with
redox mediators in dye-sensitized photoelectrochemistry)
[107] and a maximum density of surface traps
(i.e., Nss ¼ 1015 cm�2), the velocity of electrons flowing
through surface states could be as large as 102 cm s�1. Even
when the potential is moved far into forward bias so that ns ~Ncb

(ca. 1019 cm�3), the rate constant for electron transfer into
solution directly from the conduction band edge would have
to be>10�17 cm4 s�1 so that ketns�102 cm s�1 to outpace the
velocity of electrons flowing through surface states.

Third, when only the rate of electron transfer from surface
states into acceptors in solution is much faster than the rate of
electron transfer between the conduction band edge and the
surface states, i.e., ket, ss[A] � kssns, k�1et,ss A

�½ � , and

k�1ss Ncbe
q

kT
Ecb�Essð Þ , the net rate of electron transfer is given

by Eq. 27.46,

vnet ¼ ket A½ �ns,0 ns
ns,0
� 1

� �

þ kssNssns,0
ns
ns,0
� 1

� �
: ð27:46Þ

In this scenario, the rate-limiting factor in electron transfer from
surface states becomes just the filling of surface states with
electrons. The contribution of surface-state-based electron trans-
fer will have the same potential dependence as electron transfer
from the conduction band edge since both are first order with
respect to ns but will have no dependence with [A]. In other
words, unlike the preceding scenario, the interpretation of the
current-potential response could be problematic in both reverse
and forward bias. The product “kssNss” as compared to the
product “ket[A]” now determines which process contributes the
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most to the total rate of electron transfer. Here, the rate constant
kss reflects the probability of capturing an electron at a surface
state. In solid-state nomenclature for charge-carrier traps, this
probability is a function of the effective cross-section (size) and
the velocity that carriers can move in the material [108]. Assum-
ing an effective size of a surface state as comparable to that of a
surface atom (~ 10�15 cm2) and considering the thermal velocity
of electrons in crystalline semiconductors is fast (~107 cm s�1)
[10], kss could reasonably be ~10�8 cm3 s�1. If the density of
surface traps is on the ppm scale (i.e., ~109 cm�2) and a solution
with a high concentration (e.g., 6.022 � 1020 molecules cm�3)
of redox species is used, then ket must be >10�19 cm4 s�1 to
observe electron transfer predominantly from the conduction
band edge. However, if Nss is ~1015 cm�2, then ket would
have to be >10�13 cm4 s�1 to observe electron transfer pre-
dominantly from the conduction band edge in forward bias.

Clearly, as described in the latter two cases, the magnitude of
ket for n-type electrodes (and kht for p-type electrodes) strongly
dictates whether the semiconductor/solution response behaves
ideally in the presence of a non-zero density of surface states.
Accordingly, an understanding of the factors that define the rate
constants ket and kht are central to the field of semiconductor
electrochemistry. In the following section, a description of what
defines and bounds the values of ket and kht is given.

27.3 Rate Constants for Heterogeneous
Charge Transfer at Semiconductor/
Solution Interfaces

27.3.1 Historical Context

Although the field of semiconductor photo-
electrochemistry began in 1839 with Becquerel’s discov-
ery of a photoelectrochemical response [109], more than
100 years passed before a detailed understanding of ket and
kht at semiconductor/solution interfaces took shape [67,
70–72, 110–113]. The first fundamental studies were moti-
vated in part by the burgeoning development of the semi-
conductor industry, where electrochemistry proved
essential in defining the characteristic properties of semi-
conductor heterojunctions [114, 115], and the concurrent
development of theories for charge transfer at metal/solu-
tion interfaces and between molecules dissolved in the
same solution [110].

Although several viewpoints on the essential aspects of
charge transfer were proposed [116–118], a general consen-
sus emerged on four aspects. (1) Charge-transfer is empiri-
cally an activated process and therefore ket and kht should

follow Arrhenius-Eyring [119] behavior, i.e., k ¼
kmaxe�ΔG

‡=kBT (ΔGǂ is the activation energy, and kmax is the
rate constant when ΔGǂ ¼ 0). (2) Charge transfer is

thermoneutral, occurring at a single transition state with no
change in free energy. (3) Charge transfer must occur at
timescales much shorter than nuclear motion. That is, during
electron exchange, atomic nuclei can be considered immobile
(i.e., the Franck-Condon principle) [16]. (4) Unlike charge-
transfer within a crystalline solid, the transfer of charge
necessarily must induce a measurable change in the structure
of the medium (solvent) and charge carriers (redox mole-
cules) that relates to ΔGǂ.

27.3.2 Reorganization Energy

The qualitative nature of the physical changes associated
with the injection/removal of 1e� can be readily understood
by considering an elementary redox process where a generic
species A gets reduced to A� [120]. The coordination
sphere and the dipole orientation of the solvent shell of
species A (i.e., the gray circle) are depicted at the bottom
of Fig. 27.7. In this figure, the solvent dipoles are randomly
organized around A but the configuration represents the
average energy configuration of all species. If the y-axis of
this figure represents the total energy of the system, then
injection of 1e� into A can be understood by the first
vertical line labeled “1”. The reduction of A to A� neces-
sarily raises the total energy of molecule A. However, since
the reduction occurs much faster than the motion of solvent
molecules, the environment around the redox molecule
remains unchanged. The solvent polarization is still
matched to the charge of A not A�, i.e., the local environ-
ment and nuclei positions are not energy minimized.
Accordingly, the total energy input to reach this condition
is labeled EA, reflecting the transition started from the local
structure appropriate for molecule A. Since A� has a net
negative charge, the local solvent environment must polar-
ize and the bonding of A�must change to accommodate the
new charge to minimize the total free energy of the system
by an amount –λA (vertical line labeled “2”). Now consider
a related but distinct pathway. Suppose the local molecular
structure around molecule A were changed first. That is,
solvent polarization and molecular structure of A would
shift to reflect that for molecule A�without A yet undergo-
ing charge transfer (vertical line 3). The energy to effect this
change would be +λA

�. Now, under this condition, adding
1e� to molecule A (vertical line 4) so that the total energy of
the system is minimized would require an additional input
of energy, EA� . Irrespective of which pathway is taken, the
reduction of A to A� results in the system with the same
total energy.

When λA
� ¼ λA ¼ λ, λ represents an energy requirement

for molecular reorganization that necessarily must be satis-
fied for a reduction/oxidation event to occur. That is, the
energy needed to change the oxidation state of A by �1
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requires work beyond the thermodynamic driving force.
From Fig. 27.7, the value of λ is,

EA � EA�
2

¼ λ: ð27:47Þ

The quantitative value of the reorganization energy
concept can be understood as a sum of two independent
terms [116, 121, 122]. One component in the total reorga-
nization energy describes the work needed specifically to
rearrange the solvent shell. This component is explicitly
depicted in Fig. 27.7 as the solvent dipole rearrangement
and is often denoted as the outer reorganization energy, λo.
It can be estimated by treating the solvent as a simple
dielectric continuum that supports isolated, spherical
charges [25, 121, 123]. For homogeneous electrochemical
self-exchange reactions, the value of λo is given by
Eq. 27.48,

λo ¼ q2

4πε0

1

2aA
þ 1

2aA�
� 1

r

� �
1

εop
� 1

εs

� �
ð27:48Þ

where the a terms are the respective ionic radii, r is the mean
distance between A and A� during electron transfer, and εop
& εs are the optical and static dielectric constants of the
solvent medium. The dielectric constants reflect how the
medium polarizes at short (~10�15 s) and long times
(~10�11 – 10�14 s), respectively [124]. Equation 27.48

highlights that solvents with similar εop and εs necessarily
afford smaller values of λo. Additionally, the first term in
parentheses describes the change in volumes occupied
between A and A�. For the reduction of A at an electrode
surface, Eq. 27.48 is not directly applicable since the reac-
tants are A and an electron from the semiconductor. Several
groups [125–127] have contributed to a related approach for
estimating λ at the semiconductor/solution interface since
the outer reorganization component is more nuanced. Ions
in solution can generate an image potential within the near-
surface of the semiconductor but not necessarily instanta-
neously [125]. The exact treatment is involved but an
approximate expression has been developed that estimates
the outer reorganization energy for a 1e� reduction at a
semiconductor/solution interface,

λo,sc ¼ q2

4πε0

�
1

aA

1

εop
� 1

εs

� �
� 1

2δ

�
1

εop

εop,sc � εop
εop,sc þ εop

� �

� 1

εs

εs,sc � εs
εs,sc þ εs

� ���

ð27:49Þ
where δ is the mean distance between the semiconductor
surface and A during charge transfer and εop,sc & εs,sc are
the optical and static dielectric constants of the semiconduc-
tor. The sum total value of λ for semiconductor/solution
interfaces is typically on the order of 1 eV.

A-
(chemical environment for oxidized species)

A-
(chemical environment for reduced species)

A (chemical environment for reduced species)

EA–EA

A (chemical environment for oxidized species)
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g

y

1 2 3
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E0(A/A–)
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A

Fig. 27.7 A schematic depiction of the consequences of isoenergetic
charge transfer at rates much faster than nuclear motions. Step 1 indicates
the change in system energy, EA, when species A is reduced by 1 e�.
The local molecular structure cannot immediately respond, resulting in
species A� in a local molecular structure minimized for A. The local
molecular structure must change to accommodate A� to minimize the

system energy, resulting in a loss of energy by an amount λA (Step 2).
The same transition could be envisioned if the local molecular structure
of A is first changed to that appropriate for A� (Step 3). This requires an
energy input of an amount λA�. Species A can be reduced by 1 e� to A�

by input of an additional energy EA�
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The other component of λ arises from the structural
changes incurred by the redox molecule itself when it is
reduced/oxidized. In Fig. 27.7, this reorganization energy,
λi, is depicted simply as a change in the shape of A and A�.
For actual molecules, λi depends on the specific design of the
redox molecule and can be estimated from the sum total bond
length and angle increases/decreases that occur as the molec-
ular structure responds to the change in oxidation state
(Eq. 27.50) [25, 123],

λi ¼
X
i

ki,Aki,A�

ki,A þ ki,A�
Δx2i ð27:50Þ

where the ki terms are the force constants for specific bonds in
A and A� and Δxi is the change in bond length before and
after the redox event. The inner reorganization component for
a homogeneous self-exchange reaction, e.g., A + A� !
A� + A, includes the total energy difference for two mole-
cules. Since the number of participating molecules is halved
in a heterogeneous electron transfer at a semiconductor/solu-
tion interface and since the electrode lattice is not substan-
tially distorted by charge transfer [128], the inner
reorganization energy for a heterogeneous reaction can just
be estimated as half the value of the inner reorganization
energy for the self-exchange reaction.

27.3.3 Fluctuating Energies of Redox Molecules
in Solution and Models
for Heterogeneous Charge Transfer at
Semiconductor/Solution Interfaces

A key requirement for models of charge transfer is to relate λ
to ΔGǂ so that values of ket and kht can be determined. A core
premise in the models described in this chapter is that the
fluctuations away from equilibrium in the free energies of the
redox molecules in solution strongly factor into the cumula-
tive rate of charge transfer. Since λ reports on the work
needed to order/disorder the solvation shell and the molecular
structure of redox species, λ is key to understanding the
energy fluctuations.

Although quantum mechanics have been used exten-
sively to detail energy fluctuations of species in solution
[17, 122], the original fluctuating energy level concept
developed by Marcus was classical in nature. A brief sum-
mary of the Marcus model is presented first, highlighting the
basis of his 1990 Nobel prize in Chemistry [129]. Following,
a related approach popularized by Gerischer is given [70–
74], including both the commonalities and the two key
distinctions. First, Gerischer formally connected the solu-
tion potential and the Fermi level of charge-carriers in semi-
conductors. Second, Gerischer used the fluctuating energy
level concept to formulate a distribution of states for the

redox molecules in solution analogous to the bands of a
solid.

The classical version of the Marcus model of charge-
transfer is represented in Fig. 27.8a. Treating the solvent as a
dielectric continuum as described above, the Marcus model
holds that a polar solvent has an energy minimized average
orientation of its dipoles around a charged species. In order to
inject (or remove) an electron from the ion, the solvent dipoles
must first reorient. The timescale of these nuclear motions
defines a (comparatively) slow first step in the charge transfer
process of converting A to A�. To polarize, the solvent must
gain energy from the surrounding media through random col-
lisions to attain a specific intermediate state. At this state, the
local structure of the solvent shell and the coordination sphere
of the redox species do not reflect the energy minimized
structure for either A or A�. Instead, the polarization of this
intermediate state is such that the energies of the products and
reactants are the same. Figure 27.8a displays this idea by
depicting the system in terms of the relevant free energies
along a reaction coordinate, where the intermediate state is
the single point where the curves intersect [111, 130].

The dielectric continuum treatment of the solvent means
that all the various possible molecular rearrangements are
parametrized into one single variable (i.e., “q” in
Fig. 27.8a). The free energies of the reactants (A & e�) and
the products (A�) are then displayed as a function of this
variable. The local molecular structure at this specific, non-
equilibrium intermediate state specifically allows iso-
energetic charge transfer on a fast timescale relative to
nuclear motions. The probability that the system will attain
this nonequilibrium configuration then is central to dictating
the rate of charge transfer.

The free energy vs reaction coordinate profiles are shown
in Fig. 27.8a as diabatic surfaces, i.e., the reactants/products
exchange thermal energy with the surrounding medium. The
reorganization energy is depicted in Fig. 27.8a as the vertical
distance between the free energy minimum of the reactant
curve at qA and the free energy of the product curve at that
same reaction coordinate. The difference in the vertical posi-
tions of each curve’s minima defines the reaction driving
force, ΔG0. Assuming a parabolic form of the free energy
curves of both the reactants and products along the reaction
coordinate simplifies how λ, ΔGǂ, and ΔG0 are related. In this
view, the free energy of a species is proportional to the square
of the reaction coordinate by λ (i.e., G¼ λq2). Setting the free
energies of the two curves equal at qǂ yields the following
relation between λ and ΔGǂ,

ΔG‡ ¼ λ
4

ΔG0

λ
þ 1

� �2

¼ ΔG0 þ λ
� �2

4λ
ð27:51Þ

Although compact and informative, the free energy vs
reaction coordinate diagrams do not readily convey two
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aspects pertinent to the semiconductor/solution interface.
First, the specific energetics of the semiconductor electrode
surface (Ecb and Evb) are not obvious in this representation.
Second, the diagrams do not readily describe the notion of
concentration. Considering homogeneous chemical reactions
as events between discrete molecules is natural and the typ-
ical way chemical mechanisms are discussed. However, the
reactivity of charge carriers in semiconductor electrodes is
more often understood from a perspective of carrier statistics
[40, 64], where the concept of concentration changes is
important to the concept of (quasi-)Fermi levels. Although
the limits of the statistical viewpoint have been intently
debated [131], practitioners in the semiconductor electro-
chemistry field generally have adopted it.

Figure 27.8b presents the perspective put forth by
Gerischer. Here the interface between the semiconductor
and solution are explicitly understood as the contact between
two phases with defined densities of charge-carrier donors
and acceptors. The extent of overlap between the bands is
relevant in predicting the rate of charge transfer. Accordingly,
the Gerischer model requires development of the concept of
densities of acceptor and donor states in solution [35].

Consider an ensemble of molecules A in solution with an
average energy of EA. As described above, this energy
describes the average orientation of the solvent shell and
molecular structure of A. Brief fluctuations in the ordering/
disordering of the solvent dipoles and the molecular struc-
tures of A will slightly alter the individual energies of each

molecule A. In the original description [70, 72], the energy
fluctuations were not ascribed to specific vibrational modes
of the solvent or A. Rather, the key criterion was that the
fluctuations were random. Such fluctuations would be
expected at all T > 0 K where the available thermal energy
for perturbations is “kBT”. The fluctuations move the energy
of some molecules A to a value of E. To be clear, these
random fluctuations cancel out over time and do not alter
EA as the average energy. However, the square of the energy
fluctuations (i.e., (EA – E)2) will have a non-zero value. If the
fluctuations are random, this squared energy displacement
will be proportional to kBT and follow the behavior of a
harmonic oscillator, i.e., kBT ¼ ½K((EA – E)2), where K is
a “solvent force constant”. [74] The “2λ” factor shown above
(Fig. 27.7) defines the interaction, (K�1 ¼ 2λ) [132, 133]
since it represents the energy required for the solvent shell
and coordination sphere to change by �1 [16, 110],

EA � Eð Þ2 ¼ 4λkBT: ð27:52Þ
The value of “4λkBT” is then the barometer for the magnitude
of energy fluctuations, i.e., it is the mean square value of the
energy fluctuations.

The probability of finding molecule A with energy E,
P(E), within an ensemble of non-interacting A molecules
is defined by the mean square value of the energy fluctua-
tions [134]. The normalizing factor in this case is
“(4πλkBT )

1/2” [134],
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Fig. 27.8 (a) Free energy vs reaction coordinate diagrams of a spon-
taneous electron transfer event as described in the Marcus model. The
reactant free energy curve is centered at qA and the product free energy
curve is centered at qA� . Charge transfer occurs when the reactant-
product complex is formed at q‡. The values of λ and ΔG0 are denoted.
Insets: a magnified view of the transition state assuming either non-
adiabatic or adiabatic charge transfer. (b) An energy band diagram

plotted as a function of the density of states (increasing away from the
interface). The “band structure” for a poised solution containing a
dissolved redox couple as proposed by Gerischer is shown on the right
side. The values of λ and ΔG0 are denoted. (c) A hybrid energy band
diagram where the left side represents the semiconductor band structure
as a function of position and the right side represents the density of states
of the solution “bands”
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P Eð Þ ¼ e
� EA�Eð Þ2

4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p ¼ e

�q2 E�EAð Þ2
4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πλkBT
p : ð27:53Þ

The density of molecules Awith a particular energy E, D(E),
is then given by Eq. 27.54,

D Eð Þ ¼ A½ � e
� EA�Eð Þ2

4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p ¼ A½ � e

�q2 E�EAð Þ2
4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πλkBT
p : ð27:54Þ

Similarly, the density of molecules A�with a given energy is
given by Eq. 27.55,

D Eð Þ ¼ A
�½ � e

� E�EA�ð Þ2
4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πλkBT
p ¼ A

�½ � e
�q2 EA��Eð Þ2

4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p : ð27:55Þ

The functional forms of these distributions are depicted
explicitly in Fig. 27.8b, where these distribution functions
define the “bands” in the solution. Each Gaussian is centered
at EA and EA�, respectively, with a full width at half maxima
equal to “(4λkBT )

1/2” and is separated from the other Gauss-
ian by a factor of “2λ”.

To be clear, the analogy of Eqs. 27.54 and 27.55 as
defining electronic density of states is not unlimited.
Unlike in a crystalline lattice where formal electronic
bands arise from the overlap of stable, fixed chemical
bonds, the faux solution “conduction band” described by
Eq. 27.54 and the faux solution “valence band” described
by Eq. 27.55 are transient in nature. That is, the distribu-
tions of A and A� are a product of the random, brief
interactions between the solvent and the redox molecules.
Therefore, this band description does not imply the possi-
bility of optical excitations to interconvert A and A�

[17, 124]. It should also not be considered a unique out-
come of the ensemble description of energy fluctuations.
Equations 27.53, 27.54, and 27.55 would still follow from
the Marcus picture of Fig. 27.8a. That is, the probability of
a molecule having an arbitrary free energy assuming a
classical, parabolic free energy curve follows Boltzmann
statistics. In this case, the partition function that defines the
pre-exponential term is “(4πλkBT )

1/2” [135]. Accordingly,
the solution band concept as developed by Gerischer is not
in conflict with any aspect of the Marcus approach but
rather is a useful complement for describing semiconduc-
tor/solution interfaces.

The essence of the Gerischer model for describing the
solution with a band structure is visualized in Fig. 27.8c
[74]. This diagram shows the same semiconductor/solution
interface but in a hybrid form. This perspective still explic-
itly incorporates the band structure of the semiconductor,
as routinely done for solid-state heterojunctions, in the
form shown earlier in this chapter (i.e., the y-ordinate is

electrochemical potential and the x-ordinate is a physical
distance normal to the surface plane) [10]. However,
implicit in Fig. 27.8b and c is the relation between free
energy and electrochemical potential. One concept that
Gerischer specifically advanced is that the density func-
tions of Eqs. 27.54 and 27.55 can also naturally be under-
stood in terms of electrochemical potentials (rather than
just absolute energies), arguing that a thermodynamic
cycle can relate the ionization energies of species in the
gas phase with electrochemical potential energies of redox
chemistry in solution. The idea is that although the two
quantities are not equal, they scale linearly and that
E(A/A�) can be a characteristic reference point to relate
the two [72]. The thermodynamic cycle arguments are
sufficiently nuanced that interested readers are encouraged
to review the original text. However, one important point is
that thermodynamic cycle argument rigorously only holds
when the semiconductor and solution are equilibrated with
each other. Away from equilibrium, the connection
between applied electrochemical potential and system
energies do not necessarily hold for all conditions (e.g.,
ΔEdl 6¼ 0 in Sect. 27.2.5; “hot” electron/hole transfer in
Sect. 27.3.6). Those conditions notwithstanding, the cen-
tral point here is that Eqs. 27.53, 27.54, and 27.55 can be
expressed on the electrochemical potential scale with no
loss of accuracy or meaning.

The solution side of Fig. 27.8c still plots electrochemical
potential on the y-axis but the x-axis on this side of the
interface is the density of states, again appearing as Gaussians
oriented normal to the semiconductor/solution interface, cen-
tered at EA and EA

�, respectively. Their values, with respect
to the semiconductor band edge potentials at the interface, are
now clear.

In Fig. 27.8c, the midpoint value between EA and EA
� is

the standard reduction potential of the redox couple,
E0(A/A�),

EA � EA�ð Þ
2

¼ EA þ λ
q
¼ EA� � λ

q
¼ E

0
A=A

�ð Þ ð27:56Þ

where EA and EA� are offset from E0(A/A�) by �λ/q. Accord-
ingly, the magnitude of the reorganization energy can be
represented by the widths and separations of the two energy
state distributions. The driving force for electron and hole trans-
fers ΔG0

et ¼ �q(Ecb –E0′(A/A�)) and ΔG0
ht ¼ �q(E0′(A/A�)-

Evb) are still apparent in this depiction. Finally, since [A] and
[A�] are explicitly included in Eqs. 27.54 and 27.55, the relative
heights of the energy state distributions in solution are also
readily communicated (Fig. 27.9a–c).

In this depiction, the consequences of isoenergetic charge
transfer at the semiconductor/solution interface become
apparent. Figure 27.9d shows a scenario where the density
of states for the A/A� redox couple and the conduction band
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Fig. 27.9 (a–c) Schematic depictions using the Gerischer model of
semiconductor/solution interfaces showing how the relative concentra-
tions of A and A� affect the “band structure” in solution. (d, e)

Schematic depictions using the Gerischer model of semiconductor/solu-
tion interfaces with redox couples with either (a) small or (b) large
values of λ but otherwise the same standard potential, E0(A/A�)
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of the semiconductor exhibit negligible overlap, implying
very slow electron transfer. Figure 27.9e shows the same
semiconductor immersed in a solution where the X/X�

redox couple has the same standard potential but a larger
reorganization energy. The larger λ widens and moves the
distribution of potentials for molecules A to a more negative
potential, leading to a faster rate of electron transfer from
this semiconductor conduction band to molecules A in solu-
tion. However, since charge transfer can occur in parallel at
every potential spanned by the conduction band, the
observed rate is the sum of all of these individual rates.
Correspondingly, interpreting the meaning of a single rate
constant for the sum of many charge transfer events may not
be obvious a priori and requires further development of the
microscopic picture of charge transfer at semiconductor/
solution interfaces.

27.3.4 Explicit Expressions for Electron and Hole
Transfer at Semiconductor/Solution
Interfaces

In their classical forms, both the Marcus and Gerischer per-
spectives are fundamentally similar. They both rely on the
fluctuating energy concept to make equivalent predictions
regarding the form of ΔGǂ with respect to λ. Accordingly,
both representations have been proven useful to the field of
semiconductor electrochemistry. Still, in their simplest forms,
both are best understood with the proviso that the actual
charge transfer event is non-adiabatic. This concept is best
described from the Marcus perspective and is captured in the
insets of Fig. 27.8a. At the transition state, the diabatic curves
intersect. For a non-adiabatic process, it is possible for the
reactants to reach the transition state configuration but not
undergo charge transfer. For an adiabatic process, the proba-
bility of conversion from the reactant state to the product state
is unity, i.e., all energy fluctuations that effect the transition
state will always result in charge transfer. This implies the
reactants and product curves are strongly coupled. Specif-
ically, the orbitals of the redox species interact with states
in the semiconductor band, lowering the energy of the
transition state by some amount relative to the
non-adiabatic case. Quantitatively describing adiabatic
reactions thus requires more details specific to each sys-
tem. Assumption of non-adiabaticity simply means the
error in the energy of the transition state is assumed to be
small, i.e., it is at the intersection point of the two free
energy curves.

In the Gerischer model, the forward electron transfer rate
at potential E is proportional to the product of the density of
electrons in the semiconductor at E, ρn(E), and the density of
molecules A at E,

vet,! Eð Þ ¼ κn Eð ÞDA Eð Þρn Eð Þ, ð27:57Þ
where κn(E) is a proportionality constant with units of
cm4 s�1. Similarly, the forward hole transfer rate at potential
E is proportional to the product of the density of holes in the
semiconductor at E, ρp(E), and the density of molecules A�

at E,

vht,! Eð Þ ¼ κp Eð ÞDA� Eð Þρp Eð Þ ð27:58Þ

where κp(E) is a proportionality constant with units of
cm4 s�1. These relations can be expanded, using Eqs. 27.54
and 27.55 for the D(E) terms, and the definitions of ρn(E) and
ρn(E) [10],

ρn Eð Þ ¼ Nn Eð ÞF Eð Þ ¼ Nn Eð Þ 1

1þ e
q

kBT
EF�Eð Þ ð27:59Þ

ρp Eð Þ ¼ Np Eð Þ 1� F Eð Þð Þ

¼ Np Eð Þ e
q

kBT
EF�Eð Þ

1þ e
q

kBT
EF�Eð Þ ð27:60Þ

where Nn(E) is the number of total states occupied by an
electron at potential E, Np(E) is the number of states occupied
by a hole at potential E, and F(E) is the Fermi function that
defines the occupancy of states at EF. The total rate of elec-
tron transfer from the semiconductor conduction band into
solution can then be understood by summing up the individ-
ual rates at all potential values,

vet,! ¼
ð�1
1

κn Eð Þ A½ � e
�q2 E�EAð Þ2

4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p Nn Eð Þ

� 1

1þ e
q

kBT
EF�Eð Þ dE: ð27:61Þ

The total rate of hole transfer from the semiconductor valence
band into solution can be similarly expressed as,

vht,! ¼
ð�1
1

κp Eð Þ A�½ � e
�q2 EA��Eð Þ2

4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p Np Eð Þ

� e
q

kBT
EF�Eð Þ

1þ e
q

kBT
EF�Eð Þ dE: ð27:62Þ

Several aspects can simplify Eqs. 27.61 and 27.62. First, in
Figs. 27.8 and 27.9, current flow across the semiconductor/
solution interface can visually be understood as not occurring
at potentials more positive than Ecb because there is no electron
density in the semiconductor at more positive potentials.
Accordingly, since the integral is zero for E > Ecb, the bounds
for integration can be simplified to E¼ Ecb to E¼�1. Second,
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if charge-carriers are thermalized, then the only appreciable rates
for charge-transfer will occur at potentials near the band edges.
For electron transfer from the semiconductor conduction band,
the relevant potential range then spans just from Ecb to “Ecb –
2kBT” and for hole transfer from the semiconductor valence
band, the relevant potential range spans from Evb to
“Evb + 2kBT”. Over this potential range, the value of the expo-
nential term for the density of molecules is roughly constant and
can be pulled out of the integral, with E set explicitly to either
Ecb or Evb, respectively. Similarly, the values of κ(E) over this
small range can be considered constant and so these κ terms can
be moved outside of the integral (with units of eV cm4 s�1).
Third, the remaining integrals in Eqs. 27.61 and 27.62 represent
the total electron and hole concentrations at the surface, ns
and ps, respectively (i.e.,

Ð�1
Ecb

Nn Eð Þ 1

1þe
q

kBT
EF�Eð Þ dE 	 ns;

Ð Evb
1 Np Eð Þ e

q
kBT

EF�Eð Þ

1þe
q

kBT
EF�Eð Þ dE 	 ps ). When EF is within the semi-

conductor bandgap, then the solutions to these integrals are the
Boltzmann expressions of Eqs. 27.2. Accordingly, the rate
expressions for electron and hole transfer from the semiconduc-
tor into solution are simplified,

vet,! ¼ κn A½ � e
�q2 Ecb�EAð Þ2

4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p ns ð27:63Þ

vht,! ¼ κp A
�½ � e

�q2 EA��Evbð Þ2
4λkBTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πλkBT
p ps: ð27:64Þ

Comparison of Eqs. 27.63 and 27.64 with Eqs. 27.6 and 27.9
show the explicit terms that constitute ket and kht,

ket ¼ κnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p e

�q2 Ecb�EAð Þ2
4λkBT ð27:65Þ

kht ¼ κpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p e

�q2 EA��Evbð Þ2
4λkBT ð27:66Þ

where the Arrhenius-Eyring form is evident.

27.3.5 Franck-Condon Factor and the Inverted
Region

In one sense, the assumption that the solution density-of-
states term is energy independent is just a further expression
of the Franck-Condon principle. Only the local molecular
structures around A (for electron transfer) and A� (for hole
transfer) at the band edge potentials are relevant since the
charge transfer events occur predominantly just at the band
edge potentials. In fact, the exponential term is often referred

to as the nuclear or Franck-Condon factor [136–138]. How-
ever, this assumption also has a more profound consequence
on the values of ket and kht. The Franck-Condon term satisfies
the Arrhenius condition, where the rate constant is propor-
tional to an activation energy defined by the exponent. How-
ever, the form of the activation energy in charge-transfer
reactions is different than activation energies in other chem-
ical reaction rate constants.

As written, the activation energies for ket and kht are given
in terms of EA and EA�. Since these potentials are not directly
measurable quantities, the activation energies can be recast in
terms of the readily observable term E0(A/A�) using the
equalities in Eq. 27.56,

ket ¼ κnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p e

�q2 Ecb�E0 A=A�ð Þþλ
q

� �2

4λkBT

¼ κnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p e

� ΔG0
etþλð Þ2

4λkBT ð27:67Þ

kht ¼ κpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p e

�q2 E0 A=A�ð Þ�Evbþ
λ
q

� �2

4λkBT

¼ κpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p e

� ΔG0
ht
þλð Þ2

4λkBT : ð27:68Þ

Here the activation energies are now readily understood from
experimental observables. Specifically, the difference
between the measured band edge potentials and the standard
potential of the redox couple define the charge transfer driv-
ing forces (vide infra).

The expressions in Eqs. 27.67 and 27.68 identify one of
the most unique and consequential aspects of the Marcus and
Gerischer models for semiconductor/solution interfaces: the
values of ket and kht are not monotonic with respect to the
reaction driving force. Instead, they have a maximum value
when ΔG0 ¼ �λ. At this specific condition of optimal exo-
ergicity, the activation barrier is zero. The rate constants
attain a maximum value since only the pre-exponential term
remains. At any other value of the reaction driving force, the
maximum rate constant value is attenuated by the exponential
term. This unusual functional dependence was controversial.
Although in retrospect multiple charge-transfer models pre-
dict such behavior [117, 139, 140], models based on the
fluctuating energy level concept have been the most convinc-
ing on this point [110, 111, 141–143].

Since the reorganization energy and band edge potentials
are clear in the Gerischer depiction of semiconductor/solution
interfaces, the nonlinear dependences of ket and kht with ΔG0

can be readily understood graphically. Figure 27.10 depicts the
Gerischer model for four different ideal semiconductor/
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solution interfaces, where the properties of the semiconductor
are kept constant and all three redox couples (A/A�, B/B�,
C/C�, D/D�) have the same reorganization energy. In
Fig. 27.10, the yellow bars highlight the overlap of the solution

density of states at the band edge potentials. The redox couples
only differ in their standard potentials, with E0(A/A�) > E0

(B/B�) > E0(C/C�) > E0(D/D�) but none are more negative
than Ecb. For all these interfaces, the overlap between the
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Fig. 27.10 Schematic depictions using the Gerischer model for four
related semiconductor/solution interfaces, where the semiconductor is
the same but the standard potential of the redox couples (A/A�, B/B�,
C/C�, and D/D�) is progressively more negative. The yellow bars
highlight the overlap between the semiconductor and solution bands at

the band edge potentials. In this depiction, the C/C� redox couple is
expected to yield the largest ket value since the overlap with the con-
duction band at the band edge is the greatest. The overlap with the
valence band is minimal for all these redox couples, implying kht should
be small for all
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semiconductor valence band and the solution valence band is
negligible. Accordingly, in all cases, only electron transfer
from the semiconductor conduction band is operative. For
the redox couple A/A�, the overlap between the conduction
bands at Ecb is small. Accordingly, the respective electron
transfer rate constant is expected to be small. For redox cou-
ples B/B� and C/C�, the overlap gets progressively larger
since these redox couples occur at increasingly more negative
potentials. For the C/C� redox couple, the overlap is maxi-
mized since ΔG0¼ �λ. The further negative shift of the D/D�
redox couple acts to decrease the conduction band overlap.
Thus, ket for this redox couple will be proportionally smaller.

The diminution of ket and kht when ΔG0 < �λ is com-
monly described as “inverted” behavior [119, 144–
147]. Although a natural consequence of the fluctuating
energy level concept, the experimental observation of smaller
rate constants when a large (relative to λ) reaction driving
force is applied has historically proved difficult. For homo-
geneous charge transfer reactions, measuring rate constants
under conditions approaching the “ΔG0 ¼ �λ” criterion
requires rate measurements typically much faster than the
limit imposed by diffusion of reactants [148]. Accordingly,
the apparent rate constant values often reach a limiting value
as the reactions became more exoergic, exhibiting so-called
Rehm-Weller behavior [149]. For heterogeneous charge
transfer reactions at metal/solution interfaces, two problems
are encountered. Again, the diffusion of redox species to the
electrode surface can impose a limit on the fastest rates
(currents) that can be measured. However, more profoundly,
the continuum of available states in a metal ensures charge
transfer is never slow at large reaction driving forces. Simply,
at a metal, charge transfer will always be dominated by states
below the Fermi level with optimal potential (energy) values.
In this way, even in the absence of the diffusion limit, plots of
the rate constant vs driving force are plateaued rather than
parabolic [150–152].

In this regard, semiconductor electrochemistry has proven
useful. Since (for an ideal semiconductor electrode) charge
transfer occurs from only the band edges, the complication of
a continuum of available states incurred with metal electrodes
is not an issue with semiconductor electrodes. That is,
irrespective of the applied potential, charge transfer occurs
at the band edge (rather than at the quasi-Fermi level).
Although the diffusion of species to the electrode surface is
still problematic, it is not prohibitive for rate constant mea-
surements since charge transfer occurs only at the band edge
potentials (for an ideal semiconductor). A series of rate mea-
surements were obtained by Morrison and co-workers that
showed compelling evidence of “inverted” behavior for
n-ZnO immersed in aqueous solutions with redox species
possessing very positive standard potentials [153]. Current-
potential responses collected at currents less than the mass-
transport-limited current, when extrapolated to the potential

where there is no band bending within the semiconductor,
yielded data suggestive of smaller values of ket. Unfortu-
nately, the interpretation was complicated by large uncer-
tainties in the reorganization energies of the employed
redox couples. Nevertheless, these measurements were con-
sistent with theory predictions and actually preceded the
more-cited studies of tethered donor-acceptor molecules and
solvated electron reactions [145, 154–157] that are credited
for proving the existence of an “inverted region”. Later
measurements with n-Si in nonaqueous solvents [98, 158]
and n-ZnO in aqueous solutions [128, 159, 160] further
supported the observation of “inverted” behavior and
reaffirmed the utility of semiconductor/solution interfaces
for fundamental understanding of charge transfer processes.

To date, all the available current-potential data collected
for semiconductor/solution contacts suggest that the shape of
the “inverted region” for heterogeneous charge transfer reac-
tions follows the classical form of the energy fluctuation
model. Figure 27.11a depicts the semi-logarithmic plot of
ket (or kht) vs ΔG0 assuming only classical mechanics,
where the plot is symmetric and is centered at ΔG0 ¼ �λ.
In the classical case, there are no distinguishing features
between reactions with small and large driving forces. Inter-
estingly, the classical model has been demonstrated repeat-
edly as insufficient to describe the kinetic data of
homogeneous charge-transfer reactions. Often asymmetric
lnk vs �ΔG0 plots are observed, where the rate constant is
larger than expected for strongly exoergic reactions [128,
159–161]. Based on compelling data [162], the prevailing
rationale is when �ΔG0 > λ, the classical energy fluctuation
concept does not accurately describe all real systems. Specif-
ically, the high energy vibrational states of the reactants
becomes relevant in dictating the rate of charge transfer.
Quantum mechanical approaches [163] are necessary to
describe the solvent/molecule environment. A general con-
clusion from such work is that large excess driving forces can
facilitate nuclear tunneling between the reactant and product
states. That is, specific molecular motions couple with elec-
tron transfer (i.e., “vibronic” states), lowering the effective
activation energy for charge-transfer (Fig. 27.11b). The
excess reactant driving force lowers the barrier for nuclear
tunneling (i.e., electron transfer occurs along with a change
along the reaction coordinate). This aspect facilitates larger
charge transfer rate constants than the classical case with the
same ΔG0 [137, 148, 162, 164–167], resulting in a less steep
“inverted” region in lnk vs ΔG0 plot (Fig. 27.11a).

One practical reason why only classical behavior has been
observed in semiconductor electrochemistry is that compar-
atively few semiconductor/solution interfaces have been suf-
ficiently studied, particularly in the absence of complications.
Beyond the complexities associated with interfacial surface
states (Sect. 27.2.5), the uncertainty in rate constant measure-
ments by the method of Morrison [153] and Gomes [168]
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may be large enough to mask the possibility of this aspect.
Undoubtedly, the uncertainties in capacitive measurements of
band edge potentials and in the reorganization energies of
redox species decrease the precision in estimates of rate
constants. Alternate approaches for making ket and kht mea-
surements would be valuable in this regard. One intriguing
method is to fabricate semiconductor/solution contact areas
small enough that the probability of the occurrence of a
surface state becomes negligible and the possibility of larger
numbers of repetitive measurements is greater [169]. Other
reflectance spectroscopies for studying electrode interfaces
may also prove useful in this regard [170].

A separate argument may be the observations are coinci-
dental, i.e., classical models of charge transfer do not fully
capture all relevant aspects of charge-transfer, even for puta-
tive outer-sphere redox processes. Work has been done to
understand electron transfer at semiconductor electrodes
without relying on any of the aforementioned assumptions
and simplifications. For example, one study modeled n-type
InP electrodes immersed in aqueous solutions of metal aquo
complexes, using electronic structure calculations to deter-
mine P(E) for the redox couple in solution [171–173]. Such
calculations indicated that coupling between the electrolyte

and the semiconductor through solvent is possible and
suggested that the representation of the solution density of
states as a Gaussian is inaccurate. More critically, these
studies have argued that charge transfer at the semiconduc-
tor/solution interfaces intrinsically represents a transition
between a discrete molecular state to a continuum of states
in the semiconductor, an aspect that is not captured at all in
the classical charge transfer models [174]. The modeling
approaches advocated in these works have not been widely
applied to other semiconductor/solution systems, have not
shed light more generally on “inverted” behavior at semicon-
ductor/solution interfaces, and remain to be supported by
experimental observations. Nevertheless, such studies argue
the dependences of ket and kht on reaction driving force may
not be simple to predict for all redox species.

27.3.6 Upper Bounds on Rate Constant Values

As described above, the Franck-Condon factor determines
how the operative rate constants are attenuated when the
conditions for charge transfer are not optimal. However,
when ΔG0 ¼ �λ, all charge transfer models based on the
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0. (b) Free energy vs
reaction coordinate diagrams of a spontaneous electron transfer event as
described in the Marcus model occurring in the “inverted” region, i.e.,
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surface, with –ΔG‡ indicated. The green arrow represents a different
trajectory from the reactant state to the product state where nuclear
tunneling between diabatic curves occurs. The activation energy for
this process is also indicated
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fluctuating energy level concept, either classical or quantum
mechanical, predict maximal rate constants for electron and
hole transfer at semiconductor/solution interfaces. At this
condition, charge transfer is activationless and only the elec-
tronic details of tunneling between reactants and products at
the transition state dictate how fast charge is exchanged. The
values of ket and kht at the optimal exoergicity condition are
explicitly the pre-exponential factors in Eqs. 27.67 and 27.68.
Here, they are denoted as ket,max and kht,max,

ket, max ¼ κnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p ð27:69Þ

kht, max ¼ κpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT
p ð27:70Þ

In the original Gerischer description of charge-transfer, the
values of ket,max and kht,max were not explicitly evaluated
[19, 120]. Rather, the κ terms were cast as just quantum
mechanical tunneling factors, representing the electronic cou-
pling between the semiconductor and redox species
[74]. Gerischer later advanced two approaches to describe
ket,max and kht,max in detail. One view held that the rate
constants were simply the product of three separate terms
[77]. The first component was a geometric factor,
representing the number of pairs of charge-carriers and
redox molecules close enough to react. This number was
estimated from the product of the average distance between
the redox species & the semiconductor surface (δ ~ 10�8 cm)
and the hemispherical volume (2/3πr3 ¼ 10�21 cm3, where
r is the maximum distance from the interface to which the
wave function of an electron can interact with the redox
species) within the semiconductor from which charge carriers
interact with solution. The second term encompassed an
attempt frequency for molecular motions along the reaction
coordinate to reach the transition state configuration
(~1013 s�1) [175]. The third term is a unit-less fraction that
describes the electronic overlap between the semiconductor
and the redox species, using a Landau-Zener approximation
for transfer between two discrete states [175]. A deficiency of
this approach is the large uncertainty in both the interaction
volume in the semiconductor and the values of the electronic
factor, where the validity of the Landau-Zener approximation
(i.e., the interaction of two discrete states) has been called in
to question [173, 174]. The second approach to determine
ket,max and kht,max followed the formalism used to describe
current flow across solid-state heterojunctions [3, 16,
74, 77]. Specifically, ket,max and kht,max were cast as the
product of the velocity of charge carriers inside the semicon-
ductor (~107 cm s�1), the cross section of interaction (taken
to be the area of an ion, ~ 10�15 cm2), and the average
distance between the redox species and the semiconductor
surface (δ ~ 10�8 cm). These two approaches both suggest
that the maximum rate constants are ~10�16 cm4 s�1.

Separate work on developing ket,max and kht,max more
explicitly using the Marcus description has been reported
[3, 176]. The interaction between charge-carriers within a
semiconductor and redox species in solution has been treated
as analogous to charge transfer between molecules at the
interface between immiscible liquids [3, 177]. In this way,
an explicit expression originally developed by Marcus [177]
could be adapted for ket at semiconductor/solution interfaces,

ket, max ¼ 2π f et
β3

rA þ reð Þ ð27:71Þ

where rA is the radius of A (~10�8 cm), re is the effective radius
of an electron in the semiconductor (10�7 cm), fet is the attempt
frequency for reaching the transition state (1013 s�1), and β is an
attenuation factor for electron tunneling across a distance
(~108 cm�1). Accordingly, the maximum rate constant value
predicted by this model is 10�17 cm4 s�1 [178–180]. This
approach has the advantage that, aside from f, all the terms are
explicitly measurable. A critical assumption is that electrons
(and holes) can be treated as hard spheres, with no associated
reorganization energy. The validity of the assumption of elec-
trons as hard spheres and the ambiguity of the distance at closest
approach in this model has been raised [181].

An alternative method for predicting ket and kht based on
quantum mechanics has been described [138, 182]. In this
approach, the rate constant is estimated directly from the
probability of a transition occurring between two states.
This probability is explicitly given by the value of electronic
coupling between the semiconductor and acceptor in solution
(i.e., Fermi’s golden rule [183]). For electron transfer, the
value of ket,max is given by Eq. 27.72,

ket, max ¼ 4π2

h
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4λkBT
p V

β
lsc

d2=3sc
6

π

� �1=3
ð27:72Þ

where h is Planck’s constant, V is the matrix coupling element
observed at the distance of charge transfer averaged over all
states at each E and across the semiconductor surface
(~10�2 eV2 per state), lsc is an effective coupling length
between the semiconductor surface & acceptor (~ 10�8 cm),
and d is the atomic density of the semiconductor. The appeal of
this formalism is it can be applied also to metal/solution inter-
faces. Doing so affords quantitative comparison between the
two types of solid/solution junctions, enabling specific esti-
mates of charge transfer rates for semiconductor electrodes
from measurements recorded with metal electrodes. Accord-
ingly, the implications of Eq. 27.72 have been assessed in two
distinct ways. In one report, ket,max was evaluated for specific
semiconductor/solution systems by calculating explicit
V values [178, 179]. In a separate study, Eq. 27.72 was assessed
through comparisons with analogous expressions for metal
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electrodes, where a greater abundance of experimental data
exists [138]. Both studies indicated the Fermi Golden Rule
approach is consistent with ket,max ¼ 10�16 – 10�17 cm4 s�1.

The paucity of experimental data for ket and kht at semi-
conductor/solution junctions makes fuller tests of these
models difficult. In fact, the majority of data is focused only
on ket since measuring kht invariably incurs parallel corrosion
processes [73, 184]. There are experimental reports that sug-
gest the maximum rate constant values are larger than pre-
dicted [185–188]. However, such studies do not follow the
predictions of rate measurements that are first order in
[A] and ns (i.e., Eq. 27.24). Within the subset of studies
where the current-potential responses do comport with these
conditions, the data appear to be globally consistent with the
premise that ket,max 
 10�16 cm4 s�1 [98, 128, 158–160, 169,
176, 180, 189].

Several experimental challenges have contributed to the
difficulty in accumulating unambiguous measurements of
rate constants at semiconductor/solution interfaces. First, as
described elsewhere in this chapter, the possible participation
in heterogeneous charge transfer by surface states is difficult
to avoid. This complexity can be appreciated by considering
the number of available states at the band edges at the
semiconductor/solution interface. For many semiconductors,
the effective density of states at the band edge is ~1019 cm�3.
Assuming that the average coupling length between redox
molecules in solution and the semiconductor surface (δ) is
~10�8 cm, a reasonable estimate of the surface density of
states at the band edges is ~1011 cm�2 [178]. For surface
atom densities of 1015 cm2, this estimate suggests that sur-
faces with defect densities of 1 per 10,000 atoms or higher
will have comparable or greater densities at the potential(s) of
surface states than at the band edge potentials. The problem is
even more severe for semiconductors with lower effective
density of states (e.g., Ncb,InP ¼ 1017 cm�3) [178], indicating
for some systems the demands for effective surface passiv-
ation are steep before unambiguous rate measurements can be
made. Second, the steady-state method of Morrison [16, 153]
and Gomes [168] for rate studies at semiconductor/solution
interfaces does not directly measure ket (or kht). Rather, the
rate constants are inferred through extrapolation back to the
specific potential where the built-in potential is zero and
ns ¼ Ncb for n-type electrodes ( ps ¼ Nvb for p-type elec-
trodes). As described above, precise current measurements at
this potential are often limited by the rate of mass transport of
solution species to the electrode surface and uncertainties in
the extrapolation can propagate to large errors in ket or kht
estimates [190]. Third, time-dependent electrochemical mea-
surements do not necessarily report on heterogeneous charge
transfer, as they are often limited by the RC time constant of
the electrode/solution interface and/or do not follow charge-
transfer processes directly [3]. Fourth, even for ideal semi-
conductor/solution interfaces, the potential drop across the

solution double layer is not necessarily negligible at the
potentials required for unambiguous determination of ket or
kht [16, 38, 100]. Fifth, adsorption of the redox species on the
electrode can severely complicate interpretation. Adsorption
necessarily changes the effective concentration of redox spe-
cies at the interface and likely the coupling between the
semiconductor and solution species. Since adsorption puts
the redox species in direct contact with the semiconductor,
the assumption of weak coupling during charge-transfer may
no longer be valid.

The possibility of adsorption has been cited as a source of
uncertainty in a series of ket measurements [188, 191, 192]. In
fact, the premises that adsorption never occurs at the semicon-
ductor/solution interface for putative outer-sphere redox spe-
cies and that the non-adiabatic assumption is generally valid
have been questioned [171–173, 181]. Abandoning these
assumptions requires revisiting the validity of the Marcus
and Gerischer equations presented above for estimating ket
[171–173]. Specifically, some work has been performed to
replace the use of a single parameter (λ) to describe the
interactions between the redox species, solvent, and semicon-
ductor with a comprehensive, first principles approach based
on molecular dynamics and extended Huckel theory
[171]. This work suggests that the electronic coupling between
semiconductor electrodes and redox molecules is dynamic and
depends strongly on the orientation and position of the redox
molecules relative to the interface. Doing so has led to notice-
ably larger predictions for ket,max (
10�14 cm4 s�1) [191], a
prediction at odds with the models presented above but com-
patible with the Onsager model for charge transfer at semicon-
ductor/solution interfaces [56]. Still, the use of such
comprehensive tools for describing charge transfer at semicon-
ductor/solution interfaces have not been widely adopted and
no definitive experimental measurements have yet been col-
lected to indicate conclusively that large values of ket or kht are
regularly incurred for putative outer-sphere redox species.

Even within the classical framework, the notion that a
single λ value should be replaced with separate reorganiza-
tion energies for the reduced and oxidized forms of some
redox couples (i.e., λA 6¼ λA) has been discussed [111, 193–
195]. Additionally, the idea that λ is affected by the specific
nature of the semiconductor electrode surface morphology
has been proposed [196], where the operative dielectric con-
stant (as used in Eq. 27.49) is sensitive to variations in
roughness at the nanoscale. Variations in the effective dielec-
tric constant at the interface could accelerate or decelerate the
observed rate of charge-transfer. It is presently unclear what
role, if any, these aspects play in the rate measurements
performed on semiconductor/liquid junctions to date.

To be clear, the possibility of extremely fast, non-adiabatic
charge transfer reactions in semiconductor electrochemistry
are not without precedent, even within the conventional Mar-
cus and Gerischer frameworks. The most well-known cases of
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ultra-fast charge transfer involve charge injection from excited
vibrational modes of attached/adsorbed dyes into the conduc-
tion band of the semiconductor [197–204]. While charge
transfer from semiconductors into molecules in solution has
been discussed occurring only at potentials approximately
�2kBT/q of the band edge potential [74], the inverse process
is not necessarily true in dye sensitized charge transfer
[200]. Dye sensitization can occur through unoccupied states
well above or below the conduction and valence band edges,
respectively, from short-lived excited states of dye molecules
(Fig. 27.12a). One recent example has shown with time-
resolved spectroscopy that charge transfer between a photoex-
cited dye and a semiconductor [200, 205] can occur at short

timescales (10�15 s), much faster than the timescale for
intermolecular relaxations (10�13 s). To put in context,
extremely rapid charge-transfer rates were previously thought
to be hallmarks specifically of strongly coupled, adiabatic
processes [206]. However, in this study evidence of vibronic
coupling strongly indicated the process was non-adiabatic.
This work, in conjunction with related sensitized studies
[207], further suggests that purely classical models are insuf-
ficient for strongly driven, exoergic heterogeneous charge
transfer reactions at semiconductor electrodes.

Time-resolved spectroscopic measurements are not the only
instances of fast charge-transfer events (and by inference, large
rate constants) semiconductor electrode interfaces. A specific
study demonstrated plausible evidence for “hot” electron trans-
fer from a semiconductor electrode into solution redox species
[99, 208]. Figure 27.12b summarizes the premise, where pho-
toexcitation of the p-type semiconductor generated excited
electron/hole pairs. In doped semiconductors, the timescale
for thermal relaxation of the “hot electron” to the band edge
is ~10�11 s. For a moderately doped semiconductor, all pho-
toexcited electrons thermalize (blue arrow) well before they
reach the interface and are emitted from the band edge poten-
tial. However, for a heavily doped semiconductor where the
depletion width is sufficiently thin, the thermalized electron
could tunnel through the depletion region and react with
solution species at a potential much more negative than the
band edge. Indirect evidence for this scenario was observed for
the reduction of a metal complex to zero valent metal clusters
only occurring under the conditions of degenerate doping and
illumination for the p-type electrode [99, 208]. These data
suggest that the reduction process occurred with a rate constant
different than ket, as defined above but with a magnitude yet to
be characterized or understood.

27.4 Summary

This chapter summarized many of the basic ideas under-
pinning the operation of semiconductor electrodes immersed
in electrolyte solutions. The text is not an exhaustive listing
of the many careful and thought-provoking works on any of
the presented topics, so readers are encouraged to consult the
cited literature and references contained within for more
detail. However, two important points to take from this over-
view are that even the most basic aspects of semiconductor
electrochemistry have taken time to develop and that several
unresolved questions still remain.

As has been the case for the past decade, a push in the field
of semiconductor electrochemistry is to move away from
“ideal” interfaces and instead develop non-ideal semiconduc-
tor/solution interfaces. Attaining “ideality” is not just diffi-
cult, but complex, non-ideal semiconductor electrode
interfaces can actually offer many tangible, practical
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Fig. 27.12 (a) Idealized depiction of light stimulated, sensitized charge
transfer from a dye molecule into the conduction band of a semiconduc-
tor at a potential more negative than the band edge. (b) Idealized
depiction of the possibility of “hot” (i.e., unthermalized) electron trans-
fer at a degenerately doped semiconductor electrode, where electron
tunneling through the depletion region affords charge transfer at poten-
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advantages. For example, deliberately “complicating” the
chemistry and composition of a semiconductor/solution inter-
face can perhaps solve the longstanding issues in corrosion
susceptibility [209–212]. Understanding the design princi-
ples of non-ideal semiconductor electrodes, however,
requires understanding of even more diverse and nuanced
concepts. With this in mind, it cannot be over-stated how
enabling and useful a basic understanding of “simple,”
“ideal” semiconductor photoelectrochemistry is. Without
the insight and appreciation of the operating principles, the
probability of designing an optimal, non-ideal photo-
electrochemical system will likely remain low, particularly
for electrochemical transformations that involve more com-
plexity than outer-sphere reactions. Accordingly, a deep
understanding of how to manipulate ket and kht purposely
for practical electrochemical reactions of interest remains
vital to drive semiconductor electrochemistry forward.
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