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Abstract. Ice accretion poses a major threat for performance and safety
of aircraft. Electro-Thermal Ice Protection Systems (ETIPS) are a reli-
able and flexible alternative to protect critical parts against it. Their
main drawback is the high power consumption, especially when oper-
ating in fully evaporative Anti-Ice mode. In this work, a Genetic Algo-
rithm (GA) is deployed to optimize the heat flux distribution on the
fixed heaters of a wing ETIPS that operates in Anti-Ice regime. The aim
is to minimize the power consumption while ensuring safety, such that
no runback ice is formed downstream the protected parts. A thermody-
namic numerical model was deployed to assess runback ice formations
for each layout of heat fluxes. A linear penalty method was selected to
handle the constraint of no-runback ice formation. Crossover and Muta-
tion operators for GA were investigated for a large population as well
as a penalty factor. Higher penalties and Mutation-based GA presented
the best optimization performance based on several runs. The optimal
layout of fluxes was found to minimize as well the convective losses in
several ways to increase the evaporative efficiency.

Keywords: In-flight icing · Ice Protection Systems · Optimization ·
Genetic Algorithms

Nomenclature

Parameters H IPS Substratum thickness [m]

Δli Size of the heater i [m] h Heat Transfer Coefficient[Wm−2K−1]

δ Thickness [m] il−s Solidification latent heat [Jkg−1]

ṁ Mass Rate [kgs−1] il−v Vaporization latent heat [Jkg−1]

Q̇ Thermal Power [Wm−1] kwall Effective Thermal Conductivity

q̇
′′

Heat Flux [Wm−2] l Number of chromosome gens

P Heat Fluxes vector p Probability

A Control volume surface area [m2] Pi Heat Flux of the heater i [Wm−2]
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c Chord [m] s Curvilinear Coordinate [m]

cp Specific Heat [Jkg−1K−1] T Temperature [K]

F Wetness fraction V Velocity [ms−1]

LWC Liquid Water Content [kgm−3] imp Impinging

MVD Mean Volume Diameter [μm] in Incoming to a control volume

Subscripts IPS Ice protection system

0 Total m Mutation

∞ Free stream out Outgoing from a control volume

A Average of runs rec Recovery

B Best of all runs ref Reference Temperature, 273.15K

cr Crossover wall External solid surface

f Liquid film water Liquid film

ice Freezing

1 Introduction

Aircraft icing consists of the accumulation of ice on their surfaces when inter-
acting with supercooled clouds. These contain water droplets that are at a tem-
perature below the freezing point but they remain liquid in metastable equi-
librium. When the droplets impact, they totally or partially freeze [9]. Among
other effects, in-flight icing causes a reduction in the lift capability, increase in
drag, decrease of the control surface effectiveness [10]. Furthermore, severe ice
accretions have been the cause of several accidents in the past [14]. Accord-
ing to literature, “the average altitude of icing environments is around 3 000 m
above mean sea level, with few encounters above 6 000 m” [15]. Commonly, air-
craft operate at these altitudes and for this reason, the critical parts of aircraft
must include Ice Protection Systems (IPS). Anti-Ice operational regime of IPS
prevents the formation of ice and it includes two operating modes: fully evapo-
rative and running wet. Electro-Thermal IPS (ETIPS) is a mature technology
widely deployed to protect small critical parts due to its reliability. It consists
of a substratum including resistors to transform electricity into heating power.
One of its main drawbacks a high power consumption compared to other tech-
nologies, especially in fully evaporative operation for large protected areas in
long icing encounters. Also, when operating in running wet regime, the water
that is not evaporated might freeze downstream forming the so-called runback
ice. Runback ice also compromises safety and performance. Wing ETIPS are
deployed in several substratum heating bands that extend spanwise and can be
controlled independently. Despite its drawbacks, there is room for improvement
and motivation for such in the development of fully electric aircraft.

There is a very limited research effort available in open literature concern-
ing ETIPS experimental studies, mainly due to high cost and confidentiality.
A study conducted by Al-Khalil [1] consists of a set of icing wind tunnel tests
of an ETIPS. However, there is a large research effort on the development of
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numerical models for the prediction of the performance of Thermal Anti-Ice
ETIPS. Numerical models aim to support preliminary designs and to improve
the understanding of the physics. These codes include ANTICE [1], FENSAP-
ICE [2], the works by Silva [18,19] and many others. They are based on the
formulation of mass and energy conservation equations in control volumes. With
the development of numerical codes, there is a recent research effort on optimiz-
ing their power consumption. Pellisier [13] performed a surrogate-based numer-
ical optimization study of the geometric parameters of Pneumatic wing IPS.
The goal was to minimize the power consumption while ensuring all water was
evaporated employing GA. Pourbagian performed a surrogate-based optimiza-
tion study of a wing Anti-Ice ETIPS in both operational modes [16] utilizing
Multi-Adaptive Direct Search. Further work of Pourbagian [17] included several
formulations of objective functions and constraints for the optimization of an
Anti-Ice ETIPS.

In this work, the minimization of the thermal power consumption of an Anti-
Ice ETIPS working in fully evaporative regime was performed utilizing a GA.
Several Genetic operators were investigated and compared to find the best per-
forming one. The numerical framework of optimization of the IPS includes only
in-house developed and open-source codes. It is aimed to obtain an understand-
ing of the physics of optimized configurations compared to intuitive designs,
hence the identification of the global minimum is only advantageous. In Sect.
2, the framework for numerical simulations is presented. Section 3 describes the
optimization methodology including the objective function selected. In Sect. 4,
the results obtained are presented and discussed. Finally in Sect. 5 the conclud-
ing remarks are explained.

2 Numerical Modelling

2.1 Model Equations

Several assumptions and simplifications were introduced to enable the model con-
struction. Steady-state was assumed, given that generally, Anti-Ice systems deal
with long exposures to icing conditions. The physical process was decomposed in
several loosely coupled numerical steps. The discretization of the computational
domain was performed utilizing the in-house software uhMesh [7]. The computa-
tion of the Aerodynamic field was performed through the CFD code SU2 [8]. The
flow was modelled as inviscid and the resulting velocity field for the reference
test case is presented in Fig. 1. The distribution of water impingement was com-
puted by means of the in-house software PoliDrop [3]. It consists of a Lagrangian
Particle Tracking solver that computes the trajectories of water droplets in an
aerodynamic field. The distribution of water on the surface is quantified by the
collection efficiency. The obtained profile for the reference test case is presented
in Fig. 2. The thermal calculations were performed by the Anti-Ice module of
PoliMIce. It solved mass and energy conservation equations. The model equa-
tions were based on the work of Silva [18,19] while the liquid film model is based
on the work of Myers [12] adapted to the Anti-Ice problem. The equations are
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solved in a discrete domain divided into control volumes. The mass conservation
equation reads:

∂δf ūf (δf , s)
∂s

=
ṁimp − ṁevap − ṁice

AρH2O
(1)

From δf , ṁin and ṁout can be retrieved. The equation of the energy conservation
in the solid substratum of the IPS is presented next:

d
ds

(
kwall H dTwall

ds

) − F hwater (Twall − Twater) + q̇
′′
IPS

− (1 − F ) [hair (Twall − Trec)] = 0
(2)

Finally, a second conservation equation in the liquid film is formulated:

F A hair (Trec − Twater) + F A hwater (Twall − Twater)

+ ṁin cpwater
(Tin − Tref ) − ṁout cpwater

(Tout − Tref )

+ ṁimp

[
cpwater

(T∞ − Tref ) + V 2
∞
2

]

− ṁe [il−v + cpwater
(Twater − Tref )]

+ ṁice [il−s − cpwater
(Twater − Tref )] = 0.

(3)

The main heat fluxes in Eq. 3 are the evaporative and convective ones. The
convective heat fluxes are inefficiencies as ideally all the thermal power supplied
would be devoted to evaporation. The evaporative heat flux depends exponen-
tially on the temperature whereas the convective heat flux is linear. It is assumed
there is no temperature gradient across the height of the film. Terms to predict

Fig. 1. Airflow velocity field computed
by means of the CFD software SU2 for
the test case 67A

Fig. 2. Water collection efficiency com-
puted by means of PoliDrop. The 0
abscissa corresponds to the leading
edge of the airfoil. Positive values of s/c
correspond to the suction surface of the
airfoil.
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and account for mass and heat fluxes of the runback ice were introduced into the
model formulation proposed by Silva [18]. The IPS substratum was modelled as
a unique layer with an equivalent thermal conductivity and a fixed thickness.

2.2 Baseline Design

The layout of the ETIPS was taken from the experimental work of Al-Khalil
[1]. The geometry consisted of an extruded NACA0012 profile with a chord of
0.9144 m. The IPS comprised a set of 7 multilayered heaters fitted at the leading
edge expanding spanwise. Due to a manufacturing issue, the heaters have been
shifted towards the suction side a total of 0.0145 m. Therefore, the geometry,
depicted in Fig. 3, is not symmetric. The freestream velocity is equal to 89.4
ms−1, the pressure is equal to 90 000 Pa, the angle of attack equal to 0◦ and
the Static Air Temperature is equal to 251.33 K. As for the cloud properties the
LWC is equal to 5.5e−4 kgm−3 and the MVD is equal to 20 µm.

Fig. 3. Layout of the heaters of the ETIPS. Note that due to a manufacturing issue
the heaters are shifted towards the CEG side

This layout and operation conditions were selected as the baseline test case
for optimization because they represented a realistic problem for which actual
improvements entailed by the optimization study would be quantified. The model
validation results are shown in Fig. 4, where they are compared to experimental
measurements reported in the work of Al-Khalil [1]. Computational results are
in good agreement with experiments, in particular in the region of impingement.
Due to fixed cloud and flight parameters, the mass impinging is computed only
once through the Aerodynamic and Particle Tracking solvers. Therefore, each
model evaluation included only the solution to the thermodynamic model. This
rendered the computational cost per evaluation in the order of 20 s. The simu-
lations were run in a single node from a cluster, which included two Intel Xeon



194 B. A. Gutiérrez et al.

X5650 processors with a base frequency of 2.67 GHz. Each consists of 6 cores
with 2 threads each, 24 threads in total.

Fig. 4. Comparison of the experimental surface temperature readings from the work
of Al-Khalil [1] and the predictions from the ETIPS numerical model

3 Optimization Methodology

3.1 Problem Formulation

The target of the optimization is the minimization of the thermal power con-
sumption of the ETIPS constrained to no-runback ice formations downstream
the protected parts. The designs for which the freezing mass rate was greater
than 1e−7 kgs−1 were considered infeasible. The design vector P included the
heat fluxes corresponding to each heater. A linear penalty method was chosen
to handle the constraint. The amount of constraint violation was integrated into
the objective function as a penalty. The penalty was chosen to be linearly pro-
portional to the amount of extra-power that would be required to evaporate the
freezing mass rate. Hence, the formulation of the optimization problem for a
discrete domain reads:

minimize
P∈IR7

7∑

i=1

PiΔli + k

N∑

i=1

ṁice(si)il−v (4a)

subject to Pi≥ 0Wm−2 (4b)
Pi≤ 45 000Wm−2, (4c)

where k is an integer proportionality factor. Low k values drove the optimization
algorithm to the infeasible region of the design space. High values stopped the
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exploration of the portions of the design space close to the constraint. Two
different values were tested namely, k = 3 and k = 10. When the constraint
was inactive, the objective function solely depended linearly on the heat fluxes.
Further decrease of the heat fluxes lead to the formation of runback ice, activating
the constraint. At that point, the monotony of the objective function changed
due to the penalty. Consequently, the global minimum must lay at the feasibility
boundary.

3.2 Optimization Algorithm Description

GAs were selected as the preferred optimization algorithm because the objective
function included nonlinearities and multiple local minima. These features were
associated with the inclusion of the penalty, which also introduced noise to the
objective function. That was due to the coupling of several numerical models with
their associated numerical errors. For these reasons, gradient-based algorithms
could misperform here. In addition, GAs are easily scaled to multi-objective
problems, allowing future problem exploitation. Finally, GAs are simple, mature,
widely proven and versatile algorithms that have successfully optimized complex
objective functions with different features when adequate parameters are set
[4]. Their main drawback is the slow or no convergence to the exact global
minimum and the requirement of parameter tunning. The computational cost
per evaluation of the ETIPS numerical model is low, enabling numerous repeated
samples.

GAs are inspired by the survival of the fittest individuals in a population. Each
individual is represented by a chromosome containing the input parameters and
by its fitness that accounts for its respective objective function value. The input
parameters were encoded forming a binary string, the chromosome in which each
bit mimics a gen. Bit encoding can perform equally well than real value encod-
ing as reported by De Jong [5]. Among its benefits are the ease of performing the
operations of Crossover and Mutation. A total of 23 bits per design variable were
required to get an accuracy of 0.01. The selected generic operators for the evo-
lution of the population were Roulette Selection, One-point Crossover, Bit-flip
Mutation and Elitism for the single best individual of a population [11]. The selec-
tion of operator parameters and population size is of paramount importance for
the adequate performance of the algorithm. In this work, they were extracted from
the parameter study performed by Deb for a multiple peak function [6]. Selection
operator performs the exploitation of local portions of the design space to find a
minimum. Crossover and Mutation operators account for two different paradigms
for exploration and exploitation. To investigate the suitability of each, their per-
formance was investigated in Crossover-based GA (C-GA) and Mutation-based
GA (M-GA) as well as combined (CM-GA). A constant population of 500 individ-
uals was selected. In a preliminary study, a population of 100 individuals presented
premature convergence as well as poor population diversity for C-GA, M-GA and
CM-GA, Operators parameters pcr and pm were set to 0.9 and 1

l respectively as
suggested by Deb [6]. The stopping criterion was set to 100 000 function evalua-
tions per run. To cope with the characteristic randomness of the algorithm, each
of the runs was repeated 5 times.
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4 Results

A summary of results is depicted in Table 1, where the best objective function
values Hb for each GA and k are reported with their respective constraint values
ṁice and the arithmetic mean of the minimized power consumption of all the 5
runs HA.

Table 1. Best and Average Performance of the 5 runs for each of the GA tested and
different penalty factors. The values reported account only for the power consumption,
not including constraint violation penalties.

k C-GA M-GA CM-GA

Hb ṁice HA Hb ṁice HA Hb ṁice HA

3 4 249 1.48e−6 4 289 4 329 2.75e−6 4 369 4 293 5.98e−7 4 342

10 4 286 0.00 4 341 4 249 0.00 4 287 4 328 0.00 4 381

First, it was observed that for k = 10, the optimized solutions for each run
were generally feasible. Hence, the exploration of the design space focused the
search in the feasible and linear portion of the design space. The best perform-
ing GA on average and individually was M-GA for the parameters selected. It
retrieved the overall best optimized solution, which decreased the thermal power
consumption by 11.8%, pushing the design to the feasible space. Besides, it pre-
sented the minimal difference between HA and Hb showing better consistence.
Nevertheless, CM-GA was the poorest performing algorithm caused by an excess
of exploration or sub-optimal parameter selection that slowed the convergence.
On the other hand, for k = 3, penalties were small enough such that infeasi-
ble solutions were well-performing. As stated in Sect. 3, the landscape of the
infeasible region is more complex. Because of that, more exploration was needed
making C-GA and CM-GA more adequate choices for the parameters selected.
The best performing GA was C-GA for both Hb and HA. The Mutation operator
performed exploration and exploitation actions even in a heterogeneous popu-
lation whereas the Crossover operator conducted exploitation only for homoge-
neous populations. The selected large population and random Selection operator
maintained diversity in the population. However, in the feasible space, further
exploitation given by M-GA was suitable and thorougher exploration performed
by CM-GA ill-performed.

The convergence histories for the 5 runs of M-GA and k = 10 are depicted
in Fig. 5. Analogous results were found for the remaining GAs and runs. The
computational cost per run was in the range of 2e5 s. One can see that the
convergence rate was slow, not reaching it clearly in any of the runs. Besides,
each run converged to a different value. This was due to the presence of several
local minima, inherent inefficiency of the GA or sub-optimal parameter selection.
Furthermore, the selective pressure was low. That was caused by the population
size and the uniform Selection operator that maintained alive unfit individuals
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and their genetic information by chance. On a different note, any minimum must
lie at the feasible boundary, dictated by the ice formation threshold. Otherwise,
Hb could be further reduced manually by decreasing any Pi until reaching it.
Consequently, in these runs no minimum was reached.
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Fig. 5. Convergence history over the course of the simulations. Convergence was still
not reached.

Next, the results obtained for the optimized design are presented in Fig. 6
and Table 2. It was found that the optimal design minimized as well the convec-
tive losses. In the baseline design, those accounted for 38% of the total thermal
power and 31% in the optimized design. That was achieved by shortening the
liquid film and nearly turning off heaters F and G. All the excess heat supplied
to them would be dissipated by the air. At stagnation point, there is a promi-
nent temperature drop. Large portion of heat is taken there to warm imping-
ing droplets. Besides convective losses relative to the thermal power supply are
maximum, hence keeping the heat flux low improved system performance. At
the locations corresponding to heaters B, C, D and E, the relative convective
losses were reduced. By raising the temperature there, the evaporation process
was more efficient the mass evaporated increases exponentially with water tem-
perature and convective losses depend linearly. In that way, a bigger portion of
the thermal power supplied was devoted to evaporation, improving the efficiency
of the ETIPS.
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Fig. 6. Temperature predictions on the solid surface for baseline and optimized designs.
Included additionally, the limits of the liquid film in each case for comparison

Table 2. Comparison of the heat fluxes and total power consumption per meter span
protected for baseline and optimized designs.

Heat flux

[Wm−2]

Heater A Heater B Heater C Heater D Heater E Heater F Heater G Power

[Wm−1]

Base 43 400 32 550 26 350 21 700 18 600 20 150 18 600 4 815

Opt 6 328 39 378 39 476 41 853 43 039 0 239 4 250

5 Final Remarks

Any of the GA alternatives was successful in finding the designs that outper-
formed the initial intuitive design within few function evaluations. However,
convergence to a minimum was slow and frequently non reached. In addition,
the global minimum was not identified either. This evidenced the shortcomings
of GA under sub-optimal parameters selection. Nevertheless, it was concluded
that deploying a more aggressive elitist strategy could speed up convergence.
For instance, elitist parent-off spring survival to fill the population size, which
provided promising results in preliminary runs. Moreover, the number of bits
chosen for the binary encoding of each of the variables should be investigated
as well for improved convergence. With regards to the allocation of heat fluxes,
it was found that an optimal design presents minimal convective losses for the
same amount of evaporative heat fluxes. This could be achieved by increasing the
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water temperature in locations of relatively low convective losses and shrinking
the liquid film. Furthermore, the heat fluxes in dry parts should be low or oth-
erwise, the convective losses would rapidly escalate. Due to the accuracy of the
numerical model presented in Sect. 2, a mismatch is expected between the best
solution here presented and reality. However, the qualitative design guidance can
be helpful on the allocation of heat fluxes on the heaters of an ETIPS.
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