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Preface

Artificial intelligence and smart technologies change the landscape of common-
used solutions. They have a great impact on human being and society in general.
Despite on continents and countries, society is being changed, so there are new
processes needs re-evaluation and discovering new approaches for understanding,
modelling and management.

Society 5.0 put a human in a centre of economic and social activities via tech-
nologies based on highly integrated cyberspace and physical space. This new
Society 5.0 extends the information society paradigm. However, a simple extension
and increasing complexity of information systems are not enough. That is why
many questions remain open, the questions covering such domains as
human-centred processes, ecology safety, the comfort of the environment in regions
and cities, health care and medicine for life longevity. It required new ideas and
solutions in computer science and artificial intelligence application for development
society towards Society 5.0.

The book includes 21 chapters covering such application areas of cyber-physical
systems in society as ecology, environmental issues, medicine and health care. All
chapters are joined in four sections: human-centred society, smart cities and
regions, smart technology for ecology and smart technology for health care.

This book is directed to researchers, practitioners, engineers, software devel-
opers, professor and students. We do hope the book will be useful for them.

Edition of the book is dedicated to the 130th Anniversary of Kazan National
Research Technological University and technically supported by the Project
Laboratory of Cyber-Physical Systems of Volgograd State Technical University.
The book was prepared with the financial support of the Russian Foundation for
Basic Research, project No. 20-08-20032.

Volgograd, Russia Alla G. Kravets
St. Petersburg, Russia Alexander A. Bolshakov
Volgograd, Russia
September 2020

Maxim Shcherbakov
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Cyber-Social System as a Model
of Narrative Management

Aleksandr Davtian , Olga Shabalina , Natalia Sadovnikova ,
and Danila Parygin

Abstract The chapter considers approaches to modeling goal setting and goal
achievement as the main stages of the management process in socio-economic
systems in the context of their natural evolution into cyber-social systems. Amodel of
narrative management in a cyber-social system, in which the choice of management
strategies is considered as a narrative practice, implemented through the duality of
goal setting and goal achievement, is proposed. The goal model is represented as a
dynamic structurally ordered space of goals, reflecting the conditions for the avail-
ability of goals, determined by the state of the managed system. The methods of
universal algebra are used to model the space of goals, which makes it possible to
form and dynamically modify the space, and to calculate the availability of goals
and the dynamics of their achievement in space in a given structural connection.
Responsibility for making managerial decisions to achieve goals remains with the
person. The results of his actions, leading to the impossibility of achieving the goal,
are compensated bymodifying the goal space without losing its structural coherence.
The architecture of the software complex for management support in cyber-social
systems, which implements the proposed model, is presented. The mathematical
methods used in the system to manage support are described.

Keywords Socio-economic system ·Management in socio-economic system ·
Cyber-social system · Goal setting · Goal achievement · Goal model · Goal space ·
Dynamic goal setting · Narrative management
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1 Introduction

Thewell-being of society to a large extent depends on the activities of socio-economic
systems (SES), organized by the society itself to meet its needs. It is required to
manage the processes of functioning of the system to achieve the results of the SES
activities demanded by society.

The key stages in the process of complex socio-economic systems manage-
ment are the establishment and structuring of management goals and the devel-
opment of strategies to achieve them. Therefore, modern research in the manage-
ment of socio-economic systems is associated with the development of effective
models and methods of goal setting and goal achievement and mechanisms for their
implementation in the conditions of modern society.

The technical, and after it the information explosion that took place in society,
created a total world information space. Comprehensive changes in society caused
by the influence of the information space, in which each SES is inevitably immersed,
led to a qualitative change in the role of information in management tasks in such
systems. It is necessary to rethink the processes of goal setting and goal achievement,
as the main components in the SES management system, in a new context and the
development of new approaches to modeling these processes under the new condi-
tions of their functioning, in the context of the natural evolution of SES immersed
in the information space.

2 Modeling Goal Setting and Goal Achievement
in a Socio-economic System

It is customary to consider goal setting as a management function implemented at
the first stage of organization the system’s activities and aimed at achievement the
general goal ofmanagement [1], under the classical principles ofmanagement theory.
The process of goal-setting includes several stages associated with the analysis of
the general goal of system management; detailing the goal according to the selected
characteristics; the choice of qualitative and quantitative indicators to assess the
achievement of goals and their relationships, etc.

The well-known models of goal setting (SMART (Specific, Measurable, Achiev-
able, Relevant, Time-bound), SPIRO (Specificity, Performance, Observability)), etc.
[2–4]. Are structured verbal descriptions of the principles of forming the goals of
the system functioning, determined by the general goal. It is customary to present
the results of goal setting in the form of goal models, reflecting the composition of
goals, characteristics, and relationships, the form of which is determined by the type
and purpose of the model [5]. The main structural model of goals is the goal tree [6,
7], which is a decomposition of the general goal set at the top level of the system
into goals following the organizational structure of the system, taking into account
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its purpose, scale, specifics and other characteristics. Graph models of goals are also
used to synthesize goal models [8].

Strategies for achieving the goals determined by the goal model are developed
at the next stage of the organization the system’s activities. This implies that in the
process of system development, the formed structure of goals does not change and
the management task is formulated as the task of organizing activities to ensure
the achievement of goals. At this stage, the state of the system is analyzed, its real
capabilities are assessed, the tasks are formed, the solution of which should lead to
the achievement of the corresponding goals, the ways of the most rational use of
resources to improve the efficiency of the system are considered, etc.

Various quantitative and qualitative modeling methods are used to model goal
achievement. Graph-theoretic models are widely used in the study of properties
and analysis of complex systems [9, 10]. The nodes of the graph, depending on
the purpose of modeling, can be system components; processes that determine the
behavior of the system; various factors affecting the dynamics of system develop-
ment, etc. Arcs of the graph can be informational, control, technological, and other
connections between them.

The representation of a socio-economic system as an active system allows one
to take into account the presence in such systems of a person who can conduct
purposeful behavior following his preferences (interests) [11]. It is believed that the
rational behavior of people corresponds to the choice of states (strategies) that would
maximize their objective functions. In particular, game-theoretic models and the
corresponding mathematical methods are used to describe the behavior of systems
in conflict, possibly uncertain situations [12, 13].

Simulation methods and methods of qualitative modeling are also used to display
the properties of dynamically changing systems [14–20]. The behavior of the system
in such models is represented as a change in its state in the space of possible states.
Management of the system is the choice of the trajectory of its development as
an ordered set of states, leading the system from the initial to a given target state,
unchanged during the development of the system. In general, the considered models
of goal achievement are based on the assumption of the finiteness and fundamental
achievability of the goal and the a priori existence of strategies for achieving it.

The considered goal achievement models are focused on the execution of projects
completed in the time that determine the achievement of local goals. Goal achieve-
ment in this case is a time-repeating process of achieving goals within the framework
of a developed model of goals, which is a general goal. The process of achieving the
general goal itself is customarily correlated or even identified with the mission of
the socio-economic system, determined by the needs of society [21].

Thus, goal setting and goal-achievement are viewed as two successive stages of
managing a socio-economic system under the classical principles of the manage-
ment theory. Accordingly, the models of the system management process include
independent models of goal setting and goal achievement, designed to support the
corresponding stages of management (see Fig. 1).
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Fig. 1 Goal setting and goal achievement in a socio-economic system

3 Integration of Cybernetic Principles into Management
Processes in SES

The organization of management in SES is always associated with the collection and
processing of data on the current state of the system and its environment. The trade-
off between the amount of data stored on paper and the ability of a person to process
this data and make management decisions based on their analysis was maintained in
the pre-information era. The possibilities of modern information technologies have
led to a manifold increase in the amount of data available to humans. Today, the
intensity of information flows significantly exceeds the ability of a person to select
and analyze the data necessary to ensure the sustainable development of the system
from the information noise surrounding him.

The successful organization of SES management in such conditions is only
possible with the availability of computing resources and technologies that allow
continuous collection, processing, and analysis of big data necessary to understand
the system processes in SES. At the same time, computing resources should be inte-
grated into the SES on the principles of cybernetics, which determine the methods of
managing information resources in the system, and the management of information
flows should be subordinate to the goals of the SES itself. Thus, an organized SES
with a cybernetic “insert” into its structure can be defined as a cyber-social system
(CSS).
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The concept of a cyber-physical system has appeared relatively recently, and an
unambiguous understanding of this term has not yet been achieved. Thus, a cyber-
social system is modeled as a cyber-network of agents monitoring the state of people
in a social network, following [24]. Moreover, each node of the cyber network repre-
sents an agent, and links represent the exchange of information between agents. The
developed model is designed to solve NP-complex optimization problems in social
networks. In [25], the category of cyber-social systems is considered as a result of
the interaction of SES with cyber technologies, due to fundamental transformations
in a wide range of human activities in the context of digital technologies. In [26, 27],
cyber-social systems are allocated to a new class of SES as a result of the integra-
tion of human subjects into cyber-physical systems and simulates such systems as a
combination of models of socio-technical systems and models of human behavior.

Thus, a new category of socio-economic systems (cyber-social systems) is desig-
nated, inwhich a continuous increase in spontaneous flows of information leads to the
gradual replacement of the real system with its virtual representation in cyberspace.
And the management of the system is replaced by the management of its information
image based on the principles of cybernetics.

4 Goal Setting as a Component of Goal Achievement
in a Cyber-Social System

Not only the initially set goals but also the very goal orientations of the system in its
environment can change under the conditions of continuously growing information
flows that determine the current state of the SES and the dynamics of its development
in conditions of interaction with the external environment. In turn, this can signif-
icantly affect the a priori ideas about the goals of management; their fundamental
achievability and strategies for achievement; and possibly the need to achieve the
goal (or goals) as such. Management of a system without taking into account the
continuous exchange of system data with the environment, which forms information
flows that determine the target state of the system itself, can lead to the loss of its
manageability and, ultimately, the loss of the meaning of its existence as a carrier of
the mission.

Taking into account the influence of information flows on the development of
the SES stipulates the need to additional define or redefine goals in the process of
system development. In this case, goal setting implies the construction of an initial
model of the system management goals and its dynamic updating (modification) by
the actions carried out both by the system managing staff and executors, taking into
account the current state of the system and its environment.

In this context, goal setting should be considered as a continuous process of
achieving a general goal, which forms the managed development of the system at
all stages of its life cycle. At the same time, the general goal itself generates an
increasing multiplicity of goals, the achievement of which determines the success of
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the implementation of the mission of the socio-economic system in society, i.e. the
general goal is not related to the time of its achievement, but to the time of existence
of the system itself. Goal achievement in this casemeans the activities of subjects and
objects of management in the execution of projects that determine the achievement
of the corresponding goals in the context of constantly growing information flows
that determine the dynamic formation of the goal space.

The fulfillment of the mission as a unity of goal setting and goal achievement in
SES determines the need for constant monitoring and analysis of information flows,
which are carriers of information necessary for making operational and informed
decisions. The integration of cybernetic principles, as general principles of deduc-
tion of the subsequent state of the system from the previous one, into themanagement
of the SES, allows making management decisions based on the analysis of informa-
tion flows that determine the dynamics of the interaction of the system with the
environment and, therefore, to consider the SES as a CSS (see Fig. 2).

Failure to achieve this or that set goal as a result of KSS management does not
mean that cybernetic principles do not work. Cybernetics itself is not responsible
for the setting of goals. The task of cybernetics is the formation and management
of information flows to achieve the set goal of system management. Management in
SES is carried out by a person, and the ultimate goal of management is to ensure the

Fig. 2 Dynamic goal setting as a structural component of goal achievement in a cyber-social system
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existence of the system and fulfill its mission, assigned by the environment of the
system.

5 Model of Narrative Management in CSS

The key problem in organizing management in SES is the problem of forming strate-
gies to achieve management goals. There is no way to determine whether or not the
strategy chosen by the subject of management will lead to the achievement of the
chosen goal in SES. A priori known “correct” strategies do not exist, but there is only
a person’s belief in the achievability of the goal based on the strategy chosen by him,
determined by his previous experience, a measure of responsibility and competence.

The management strategy chosen by a person determines not only the future
state of the system but also the very existence of the system in the future. Thus, the
future of the system is present, in the understanding of a person, in the present in
the form of a narrative, i.e. “instructions for creating the future in the present” [12].
This understanding of the “structure” and behavior of the system allows applying a
narrative approach to the organization of management of such systems, based on the
subjectivity of any management strategy chosen by a person and his responsibility
for its implementation.

The concept of narrative control in SES, proposed in [22], is based on the non-
modeled competences and responsibilities of a person as a subject and object of
management, and the organization of the management process itself on the princi-
ples of cybernetics. The model of goals is represented in the proposed concept as a
dynamic structured-ordered space, reflecting the logic of goal achievement, deter-
mined by the dynamics of the state of the system in terms of its interaction with
the environment through bidirectional information flows. The methods of universal
algebra are used to model the space of goals, which allows forming and dynamically
modify the space, and to calculate the availability of goals and the dynamics of their
achievement in space in a given structural connection [23]. Goal achievement, in this
case, is a process developing over time to achieve goals within the framework of the
developed goal model.

Themission represents the inductive limit of the dynamically evolving goal space.
The bearer of the mission is a person who is responsible for the development of a
management strategy, while it is the person who has the “last word” in making
management decisions. The business process of narrative management is shown in
Fig. 3.

The proposed management model in the CSC, based on the duality of goal setting
and goal achievement, implements the possibility of monitoring and maintaining
the observability and controllability of the system during its operation, taking into
account its possible states leading to changes in the goal space. In this case, the
responsibility for the actions of the participants in the management process lies with
the participants themselves. The results of their actions, leading to the impossibility
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Fig. 3 Narrative-based management process (BPMN notation)

of achieving the goal, are compensated for by the goal space modification without
losing its structural coherence.

6 Software Complex for Management Support
in Cyber-Social Systems

The proposed models are implemented in a software complex for management
support in cyber-social systems [28]. The behavior of people as subjects and objects
of management cannot be modeled within the framework of the proposed models,
since the responsibility for the implementation of management decisions remains
with the person. Mathematical modeling is used to support those stages of manage-
ment, within whichmodels are applicable, that can be reasonably interpreted in terms
of a real modeled system (see Table 1).

The architecture of the software complex is shown in Fig. 4.
Screen forms in the mode of forming a management strategy and determining the

availability of current objectives are shown in Fig. 5.
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Table 1 Mathematical
methods of management
support

Function of software
complex

Mathematical methods

Development of
management strategy

–

Building of goal space Lattice theory methods

Goal space modification Methods of universal algebras

Search of available
objectives

Calculus on a topological lattice
in idempotent algebra

Assessment the need to
achieve the objective

Scenario forecasting methods

Assessment the attainability
of the objective

Fuzzy hierarchical estimation
methods

Matching tasks with
objective

–

Execution of tasks Network planning techniques

Objective achievement
assessment

Methods for convolution of
expert assessments
Ranking methods for
convolutions of numeric
assessments

Fig. 4 Architecture of the software complex for supporting the dynamic goal-setting of SES

7 Conclusion

The model of narrative management, in which the bearer of the mission is a person
who is responsible formanagement strategy development, is proposed in thework.At
the same time, the person has the “last word” in making managerial decisions. Goal
setting is a way of presenting the future in terms of the present, and goal achievement
is actions performed in the present, determined by the future that has not yet taken
place, in the context of the proposed model.
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a

b

Fig. 5 Screenshots of the software complex for management support in cyber-social systems:
a Formation of management strategy; b determination of available objectives
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The integration of cybernetic principles into the management process in the SES
makes it possible, based on goal setting, to determine the form of goal achievement,
i.e. the order and type of actions determined by the respective goals. Narrativeness as
a way of organizing management removes the problem of the inaccessibility of goals
but ensures the need for the existence of SES through its integrability into the process
of social development. Thus, the cyber-social system itself implements a model
of narrative management, in which the behavior of people as subjects and objects
of management is not subject to modeling, and the responsibility for the actions
of participants in the management process lies with the participants themselves.
The results of their actions, leading to the impossibility of achieving the goal, are
compensated by goal spacemodificationwithout the loss of its structural connectivity
as a necessary condition for the system existence.
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Let’s not argue—let’s do the math.
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Abstract Modern science has notmade theworld lessmysterious, and future discov-
eries may be even more surprising than the conclusions of relativity or quantum
mechanics, confirming the thesis of A. Clarke that “advanced technology is indis-
tinguishable from magic”. In other words, with a certain level of technology devel-
opment, an adequate understanding of them may require intellectual resources that
exceed the capabilities of a single human, primarily for handling large amounts of
information. What is it, how are cognitive processes defined and physically imple-
mented in nature, how effectively can their technical simulation be implemented,
and, finally, whether it is possible to build not just a supercomputer, but a superbrain
for solving super tasks. These issues are currently at the forefront of current research
in both natural and human sciences, as well as computer technology. In this chapter,
the problem is considered in the aspect of finding solutions of “bounded rationality”
that is, based on the regularization of solutions obtained using computable functions
that are defined on a set of data taking into account certain specific or even personal
cognitive biases.
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1 Introduction

Formally considered a problem is that the cognitive processes occurring in the
human brain, being a part of objective reality,[1, 2] do not obey the common logic-
mathematical principles of modern physics. To describe cognitive processes we need
new models and applied methods that, on the one hand, would meet the principle of
physical explanation of the phenomenon of intelligence, and with another—would
consider their “informational entity” that in quantumphysics, for example, connected
with the effect of “retro-causality”, that is, the impact on the current state of the
quantum object not only of past events but also events not yet held the future with
the explanation of the phenomenon of quantum nonlocality or predictive modeling
(calculations). The model that is constructive from the point of view of computer
science should reflect aspects that are common to any type cognitive processes,
related to their internal system, or more precisely, information organization, and not
only with the properties of physical substance, which is a particular case can be
considered as a carrier of cognitive processes.

Based on this, the research is based on the correspondence principle, which
assumes that the formal description tools used at the system level reflect the properties
of the studied objects that are available for measurement or experimental observa-
tion.[3, 4] According to this principle, the well-known properties of macroscopic
physical substances in a 4-dimensional space–time continuum are characterized by
the Archimedean metric and are accurately described by the properties of the real
number field, but on the microscopic scale, the interaction processes of quantum
particles have different nature and, therefore, are represented by operators in Hilbert
space.

First of all, we will highlight the systemic essence of cognitive processes and
try to understand by what kind of mathematical methods these processes can be
adequately modeled, for example, to create artificial intelligence that combines the
cognitive resources of people and classical Turing’ machines in a common global
exo-intelligent digital space.

The research attempts to provide answers to the questions formulated above, based
on themodern paradigm of computer science, the metaphorical formulation of which
follows the ideas of R.Descartes, namely “compute ergo sum” (I calculate, so I exist).
The implementation of this paradigm applied to the engineering education system
allows preventing the situation when a hypothetical global failure of all computer
systems no one will be able to spend vital for civilization calculations in manual, not
because it is beyond human possibilities, but because this skill has ceased to learn, and
as a result, the knowledge in the Sciences become incomplete and simplified to the
extent that their use only to control “magical” devices, not having a full description
and understanding of the principles of their work.

Solving this problem on the way to creating hybrid human–machine exo-
intelligent systems will allow the designs a new space of digital knowledge that
exists not only in a verbal-declarative but also in an operational-computational form
available both for people and machines.
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In our studies, we based a number of theses, namely: Thesis 1: intelligence as a
phenomenon subject to natural physical laws; Thesis 2: the principle of “presumption
of neutrality”, namely the need to find “natural” explanations for all the peculiarities
of the manifestation of intelligence via formally defined cognitive functions; Thesis
3: the nature of intelligence is related to the organization of information connections
between memory resources and data perception, and not to the properties of the
substance in which the data obtained and the knowledge formed on their basis are
stored.

2 Thesis 1: Why Bounded Rationality Solutions

Human behavior is based on the so-called. cognitive functions (attention, memory,
perception, etc.), the carrier of which is the brain—an organ that combines the func-
tions of controlling both biological and mental processes. From a formal point of
view, such decisions are “fast”, although not strictly optimal, since they allow “cog-
nitive distortions” of physical models of situations and the context of events, but
they allow taking into account: (1) previous experience, (2) operational data, (3)
cognitive forecast possible consequences of the decisions made. In many cases, the
use of heuristics leads to the so-called decisions of bounded rationality, which may
differ significantly from decisions based on conscious, controlled, and analytically
sound decisions. However, heuristics can be very effective in both practical and
specific situations. In practice, cognitive biases occur when people apply heuristics
in previously unknown or unfamiliar conditions that do not fit the existing model
of space–time patterns and current contexts of events. In the process of brain evolu-
tion, the realization of cognitive functions was associated with the development of
controls for specific biological, perceptual, and motor operations, which inevitably
deviate from the abstract laws of logic, the theory of probability, or mechanics.

The control processes of such operations using the biological neural network of
the brain and the central nervous system were aimed at solving a poorly formal-
ized problem—to deliver a cognitive subject to where he could survive. For this,
cognitive functions must effectively implement universal mechanisms for coinci-
dence detection, pattern recognition, and associative learning, which are important
for maintaining the physical integrity of the subject in the natural environment.
Poorly formalized decisions of “bounded rationality” differ significantly from deci-
sions obtained on the basis of “higher” cognitive functions, such as analytical and
symbolic reasoning.

However, in the process of evolution, the brain has not been optimized for the
implementation of the cognitive functions that provide the processes of analyt-
ical thinking (for example, calculation, statistics, analysis, reasoning, abstraction,
conceptual thinking) and which have become important for the purposes of human
“survival” only relatively recently. Therefore, the natural characteristics of the brain
as a complex neural network adapted for the implementation of the functions of
perception and motor skills require additional resources used in solving conceptual
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or analytical problems,which are based not on taking into account relative differences
or comparisons, but on processing absolute values that characterize the phenomena
under consideration. Understanding the mechanisms of cognitive processes associ-
ated with solving tasks for which the brain’s neural network was initially optimized
explains why a person can easily and effortlessly perform very computationally
complex tasks of movement and perception (usually with massively parallel data
flows), then has great difficulties in solving logical or arithmetic tasks, which are
computationally much simpler.

3 Thesis 2: Computational Aspects

Cognitive processes of obtaining solutions of limited rationality give priority to
information that is compatible and consistent with previously obtained knowl-
edge while ignoring information that is not directly available or not recognized
by the senses. There are four groups of cognitive distortions that determine the
computability properties of cognitive functions, namely: association (correlations),
compatibility, conservation, and attention. Currently, the greatest practical successes
in solving intellectual problems have been achieved using methods that, in principle,
are based on “brute computing force” or, in other words, on the ability to quickly
sort possible solutions, for example, in analogy in playing chess. In our case, the
“intellectualization” problem can be formulated as a solution to the inverse problem.

Many different options for representing such solutions in the form of a finite
sequence of machine operations can be implemented in both inductive and deductive
manners. In the first case, artificial neuromorphic computational structures are used,
which are “programmed” bymachine learningmethods based on the previously clas-
sified dataset, and in the second case, digital platforms use target software libraries
assembled from previously validated fragments. To concretize the task of building
exo-intelligent platforms, wewill rely on data aggregation and classificationmethods
based on similarity criteria for objects or processes based on functional or structural
associations, using the search for solutions based on the heterogeneous symbiosis of
bio and machine intelligence resources shows on Fig. 1.

The basis of the technology of combining the computing resources of computer
systems and the capabilities of human intelligence to solve P or NP complex tasks
is the concept of mathematics of “big data”. The “computational field” of such new
math consists of (1) a tuple of “data-algorithms”, (2) their meta characterization,
and (3) resources of distributed heterogeneous reconfigurable computer platforms,
the nodes of which are connected into the consistent system by “smart” data pass.
Using the heterogeneity aspect of calculations, i.e. the use of processor elements with
different architectures and set of operation, namely CPU, GPU, TPU, and FPGA [5],
allows to effectively scale, both in “width” and “vertical”, various algorithms of
“extracting knowledge” from the processed data, “adjusting” taking into account the
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Fig. 1 The distribution between human and intelligence machine resources

situational context implemented a variety of algorithms that are used to assess poten-
tial threats and risks associated with the implementation of “calculated” solutions
and the accuracy of computer models used [6].

It should be noted that due to heterogeneity and functional scaling, in exo-
intelligent platforms, data processing algorithms oriented to the processor-centric
approach can be effectively combined with memory-centric solutions, which allows
simulating cognitive functions that can be characterized as “computational insight”,
based on mechanisms to speed up the search algorithms by indexing the target
data warehouse, potentially containing the whole spectrum of responses to correctly
formulated queries. Similar mathematical processing technology is now widely used
in modern search engines Yandex and Google, successfully modeling the functions
of intellectual activity, which are usually associated with the concept of intuition.
However, the technical implementation of this technology remains “flat,” that is, the
adaptation of platform elements occurs only at the software level, when, as hardware
components, they are formed from standard industrial systems.

This leads to a decrease in integrated energy-computational efficiency due to the
fact that all modern processor elements at the macro level are built on the basis of
logical gatesAND-NOTorOR-NOT, therefore, any computational operations reduce
the informational entropy of the processed data, contributing to the release of thermal
energy no less than Q = k * T * ln 2 J of energy, where k is the Boltzmann constant
and T is the temperature of the system. This energy itself is small, so Q for T= 300 K
is 0.017 eV per bit, but in terms of the number of logical elements (LE) which in the
modern microprocessor (MP) is equal to 2–5× 1010, the total energy at a switching
frequency of LEs of 5 GHz grows to values of the order of 1 J for each second of
MP operation. Therefore, if modern microprocessors combined in a supercomputer
cluster, and try to simulate the work of the humane brain, which including 1.5 ×
1017 LE, then the energy costs will exceed the level of practical expediency of using
computer technologies, can be represented only of purely scientific interest.
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Although reconfigurable computers have a higher specific energy efficiency of
digital elements compared to MIMD microprocessors and SIMD graphics acceler-
ators, FPGAs, however, perform work at much lower frequencies, which, however,
expands the synthesis capabilities, allowing, or to reduce unit costs energy when
achieving comparable performance, or at the same energy costs to obtain greater
productivity of data processing processes through the use of special architectural
solutions [7–10]. Achieving the technical and economic efficiency of using exo-
intelligent platforms requires the search for solutions balanced in the aspect of
“standardization-specialization”, which, along with the effective implementation of
standard computing procedures, have the resources necessary for using machine
learning technologies and reconfiguring hardware accelerators taking into account
the structural features of the implemented algorithms. In view of the foregoing,
the transition to the use of technologies of hyper-converged clustering of heteroge-
neous processors, storage devices of amemory class, “smart” data channels endowed
with intelligent processing functions, using specialized processors optimized for
processing packet traffic, to create exo-intelligent platforms requires the development
of universal heterogeneous computingmodules that allow “vertical” and “horizontal”
functional integration with the allocation of mutually agreed levels of “processing”,
“aggregation” and “explanation” of calculation results. An ex-intelligent solution
based on a hyper-convergent processor/storage platform differs significantly from
well-known approaches implemented in the framework of the “one program—a lot of
data” model (SPMmodel), Amdahl-Ware phenomenological laws for programs with
an invariable proportion of serial and parallel computing or the law Gustavson-Bors
for programs that may be complicated due to the increase in the volume of processed
data because they are based on the use of hardware reconfiguration methods, which
are supported by machine learning algorithms.

The use of computational acceleration nodes as a basic component of the hetero-
geneous software and hardware reconfigurable platform extends its functionality by
quickly adapting the hardware components to the features of Fig. 2 solution method,
algorithms, and corresponding source code that is implemented at a given time.

Fig. 2 Solution method, algorithms, and corresponding source code
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4 Thesis 3: Discussion

Relentless digital transformation of modern knowledge, examples of which are
supercomputer methods of predictive modeling, approximate optimization based
on a random search, genetic algorithms based on meta-heuristics borrowed from
nature, strictly speaking, form the components of a new exo-intellectual infras-
tructure for solving complex fundamental and applied tasks. This infrastructure is
harmoniously supplemented by reinforcement machine learningmethods, the formal
prototypes ofwhich areRobbinson-Monroe andKiefer-Wolfowitz stochastic approx-
imationmethods, as well as other well-known random search numerical optimization
methods. Although all these methods were actively developed long before the advent
of AI tasks, their implementation on modern hyperconverged computing platforms
opens up new possibilities for integrating the resources of the natural intelligence of
people and artificial intelligence of “smart” machines [11–15]. The main capabilities
of hyper-convergent high-performance computing platforms depend significantly on
the balanced loading of all hardware components and the correspondence of their
architecture to the specific features of the application programs.

Therefore, the proposed solution-wide is based on “machine learning” methods
to associate hardware platforms as well as software components of cognitive func-
tion in order to increase boundary rationality solution accuracy as well as energy
consumption.

With regard to computing platforms that are used to carry out cognitive operations
in order to determine the associative features characteristic of the set of reversible
data, Fig. 3 presented attractors of states of individual layers of the Siamese neural
network,which allow, on the basis of their analysis of their structure, to judgewhether
the sister has achieved an “acceptable” rational solution.

5 Conclusions

The idea to clarify the essence of bounded rationality cognitive solutions in terms of
computable functions and corresponding neuromorphic computing platform which
architecture was chosen and parameters tuning by “machine learning” process that
taking into account the specific features of heuristic algorithms can be very attrac-
tive due to significantly simplify harmonic integration with the associative “exo-
intellectual” infrastructure that can adapt humane and machine resources. For the
effective use of such an infrastructure, deep interdisciplinary training of computer
science specialists is of particular importance, which requires the careful develop-
ment of new education programs that cover both fundamental and applied aspects of
the natural and engendering sciences, including the use of fundamental methods for
predictive analytics, big data mathematics, and machine learning.
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Fig. 3 Attractors of states of individual layers of the Siamese neural network
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Image Processing for Biometric Scanning
of the Palm Vein Pattern

Lina Kh. Safiullina and Rustem R. Maturov

Abstract Due to increased requirements for access control systems, the use of
biometric recognition technologies is becoming a reliable solution for the protec-
tion of critical information. One of the best ways of personal identification is to use
the palm vein structure. The chapter deals with improving accuracy in the problem
of recognizing the palm vein pattern when comparing biometric templates using the
Canny edge detection algorithm and the Gabor filter. 2D Gabor filter improves the
adaptability of recognition and is therefore proposed to solve the problem of image
blurring and select a threshold when the traditional Canny algorithm smoothes the
edges. The results of experiments show that this filter can detect less pronounced
edges and provides more complete information about the image, which has a posi-
tive effect on the result of biometric authentication. The similarity of two biometric
templates is determined using the Minkowski metric. Experiments conducted on the
original facility show high performance, as well as good results in false acceptance
errors (FAR= 0%) and false rejection errors (FRR= 0.01%) based on processing 360
images captured from 26 people, whichmakes it possible to use the proposedmethod
in the identification and authentication system at existing data security facilities.

Keywords Canny algorithm · Gabor filter · Biometrics · Vein pattern ·
Identification · Authentication

1 Introduction

This chapter discusses the method of recognizing a person by the palm vein pattern
captured in the IR spectrum. Initially, infrared scanning was used in healthcare to
form a vein map and diagnose venous disorders. However, after Fujitsu became
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interested in the scanning method, the first laboratory vein recognition system for
human identification was installed in 2006 in the public library of the Japanese city
of Naka. The widespread use of the palm vein pattern identification/authentication
method began in Japan to prevent bank fraud around the mid-2000s, making it one
of the youngest identification/authentication methods [1]. This technology is based
on the fact that hemoglobin in the blood absorbs infrared (IR) radiation, i.e., when
the palm is illuminated with IR light, veins, unlike other parts of the hand, do not
reflect light and looks like dark parts. Thus, the unique pattern of the palm venous
network can be captured using infrared radiation.

The technology of biometric user authentication based on the vein pattern has
many significant advantages:

• possibility of contactless identification (which is more hygienic);
• high level of uniqueness;
• static biometric characteristic over a long time;
• high resistance to falsification due to the complexity of creating an artificial model

of the user’s vein pattern;
• the impossibility of stealing a biometric characteristic;
• low cost of hardware and the entire system,

which makes it applicable to many areas [2].
The main difficulty in implementing the vein pattern recognition method is the

high-quality processing of images that highlight the structure of veinswithout foreign
objects, not related to them: skin creases, the borders of IR illumination, the back-
ground behind the palm, the borders of the palm, etc. At the same time, the perfor-
mance of a biometric human recognition system, represented by the following key
indicators [3]:

• false acceptance rate (FAR);
• false rejection rate (FRR);
• failure to enroll (FTE);

should not exceed 0–0.05% for each of them.

2 Problem Statement

The purpose of this research is to improve the quality and performance of human
recognition based on palm vein patterns, using the Canny algorithm and the Gabor
filter.
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2.1 Recognition Device Operating Principle

The designed hardware and software system (HSS) consists of a scanner, an appli-
cation handler, and a program comparing biometric samples. The scanner creates
an image of the palm of the user to be identified and then sends it to an application
handler written in the built-in Matlab language, which, in turn, generates a binary
pattern with an image of palm veins (biometric template). The resulting biometric
template is processed by a program created in Microsoft Visual Studio 2018 in C++
that compares it with other templates contained in the database, and then the authen-
tication results are sent to the ID scanner. If the palm image matches the existing
templates, a corresponding message appears on the screen. The appearance of the
device and its connection diagram is shown in Fig. 1.

The Arduino UNO microcontroller with an integrated development environment
(Arduino IDE) was chosen as the programmer unit to control the whole set of device
components. The Arduino UNO is connected to 6 IR diodes and a distance sensor.
The diodes are positioned symmetrically on the card around the camera and point
in the direction where the palm is brought. They are tilted towards the camera at a
certain angle to focus their rays on the identification object, which is about 19 cm
away from the lens. The programmer and camera are connected via a USB cable to
a computer with all the necessary software installed.

Fig. 1 Appearance (left) and diagram (right) for connecting components to the HSS programmer
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2.2 Device Operation Algorithm

After switching on, the device goes into standby mode. In this operating mode,
only the distance sensor is activated. It is directed towards the palm, and when
the identifier (hand) approaches the device, the sensor sends information about the
distance to the camera to the microcontroller. If the distance is the same as the value
pre-programmed in the microcontroller, a disabling signal is sent to the sensor; the
camera and IR illumination are switched on. At the same time, the distance sensor is
disabled, because the light it emits to measure the distance to the object will create
noise and interference to the camera, the lens of which will reflect its beam through
an infrared filter along with an IR beam, which will create a “flash exposure” and
adverse noise for the subsequent processing of the image.

It is enough to turn on IR illumination for two seconds after the camera is turned
on and ready; this time suffices to focus the lens on the identification object and
capture an image. After creating an image, it is better to disable the camera and
the illumination; the image is sent for processing by one program, and the result of
authentication comes from another program.

Next, the result is passed to the identification object: if positive, the signals are
sent to the green LED; if negative, the signals are sent to the red LED. Then the
device switches to the initial mode.

2.3 Image Processing

As mentioned above, one of the main problems in image processing is the separation
of the edges of the vein map and the removal of papillary patterns, shadows, and
reflections. The heterogeneity of the image and the angle of the light source create a
sharp change in the color shade in the image. As a result of this difference, there is
a probability of erroneous allocation of an area that is out of all relation to the vein
pattern [4]. It might often be the case that the algorithm cannot distinguish the edges
of small objects. As a rule, the borders of such “islands” are poorly defined and are
absorbed by the objects against which they are located.

TheGabor filter and theCanny algorithmwere used to filter the image and improve
the quality of recognition. The Gabor filter, which belongs to the bandpass filter
family, is a linear filter used for detecting borders. Frequency and orientation repre-
sentations of Gabor filters are similar to those of the human visual system in terms
of textural representation and discrimination [5]. In the spatial domain, the two-
dimensional Gabor filter is a Gaussian kernel function modulated by a sinusoidal
plane wave. The formula for constructing a two-dimensional Gabor filter (1–3):

G(x, y) = exp

(
−1

2

[
x2φ
σ 2
x

+ y2φ
σ 2
y

])
cos

(
2πθxφ

)
(1)
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xφ = x cos(φ) + y sin(φ) (2)

yφ = −x sin(φ) + y cos(φ) (3)

where σ x, σ y are the deviations of the Gaussian kernel along the x and y axes, which
determine the length of the filter, θ is the frequency modulation of the filter, φ is the
spatial orientation of the filter that determines its position relative to the main axes.

Image processing by the Gabor filter is achieved by averaging the values of the
processed image over a certain area at each point. Accordingly, the imposition of the
Gabor filter on the image has the form:

I ′(x, y) = 1

n2

n∑
i=1

n∑
j=1

I
(
x − n

2
+ i, y − n

2
+ j

)
· G(i, j), (4)

where I (x, y) is the intensity of the source image at the point (x, y),

I′(x, y) is the intensity of the new image at the point (x, y),

G(i, j) is the Gabor function value, i ∈ [0, n], j ∈ [0, n].
Before applying the filter, it is necessary to construct themid-frequency and orien-

tation fields using four gradations for the current image and then make a convolution
in all points of each direction. The result of applying this filter is shown in Fig. 2.

The Canny algorithm generates an optimal smoothing filter based on the criteria
for detecting, localizing, and minimizing multiple responses to a single edge [6]. The
edge of the image can have different directions, so the Canny algorithm uses four
filters to detect horizontal, vertical, and diagonal edges of the blurred image. The
edge detection operator returns the value for the first derivative in the horizontal (Gx)
and vertical (Gy) directions. From here, the gradient and direction of the rib can be
determined:

Fig. 2 Image before (left) and after (right) processing
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Fig. 3 HSS image before (left) and after (right) applying the Canny algorithm

G =
√
G2

x + G2
y,Θ = atan2

(
Gy,Gx

)
, (5)

where G is the length of the hypotenuse,

atan2 is an arctangent function with two arguments.

The edge direction angle is rounded to one of the four angles that represent the
vertical, horizontal, and two diagonals (for example, 0°, 45°, 90°, and 135°). The
result of applying the Canny filter in this chapter is shown in Fig. 3.

The final binary pattern depends on the sensitivity of the threshold value and the
standard deviation of the Gaussian filter (sigma) [7, 8]. The optimal values were
assumed to be threshold = 0.25 and sigma = 10.

2.4 Comparison of Biometric Templates

As a result of applying theGabor filter and theCanny operator, we get a binary pattern
that is converted into a perceptual hash, which is used for further comparison with
reference hash patterns. To obtain a perceptual hash, the following transformations
over the images were sequentially performed:

1. Size reduction to 8 × 8 pixels.
2. Discoloration (i.e., converting all colors to grayscale gradients).
3. Binarization (i.e. converting each pixel to either black or white). In this case, the

threshold of the binarization process is the obtained average color value.
4. Conversion of the resulting 64-bit pixel value into a hash.

After these transformations, two hashes are compared with each other using the
Minkowski metric [9–12]:

ρ(x, y) =
(

n∑
i=1

|xi − yi |p
)1/p

(6)
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where ρ is the Minkowski distance, i is the number of the corresponding symbol,
xi are symbols of the first number or word, yi are symbols of the second number or
words, p is a parameter, which equals 2.

The metric value is low when comparing samples of the same template and high
when comparing samples of different templates.

A database of templates for all registered users is required to create a human
identification/authentication system [13]. When each subsequent sample is received
by HSS, the value of the Minkowski metric is calculated between the received hash
and templates from the database corresponding to the person [14]. Then the average
value of thismetric is taken, estimating how similar the sample is to a specific person’s
template according to the accepted threshold value (Figs. 4 and 5) equal to 13 [3].

Fig. 4 Comparison of biometric templates for a single user (the value of the Minkowski metric is
equal to 10)

Fig. 5 Comparison of biometric templates of different users (the value of the Minkowski metric is
equal to 24)
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Table 1 Comparison of FAR, FRR and FTE indicators

Authors Objects Number of images to
analyze

FAR (%) FRR (%) FTE (%)

Kulkarni et al. [17] 50 500 5.66 5.66 0

Chunyi et al. [18] 40 588 5.19 0.02 0

Qui et al. [19] 106 3816 0.1 0.09 0

Joseph [20] (matching
without fuzzy retrieval)

156 6264 0.25 0 0

Joseph [20] (matching
after fuzzy retrieval)

156 6264 0.17 0 0

This research 26 360 0 0.01 0

3 Results and Discussion

The results of recognizing and processing 360 images of 26 users were analyzed
using three key indicators of biometric systems [15, 16]:

• False Access Rate (FAR)—the percentage threshold that determines the proba-
bility that a user will be incorrectly accepted;

• False Rejection Rate (FRR)—the probability that the biometric security system
will incorrectly reject an access attempt by an authorized user.

• Failure toEnroll (FTE)—the probability that the userwill not be able to be enrolled
in a biometric system due to an insufficiently distinctive biometric sampling.

• A comparison of these indicators with data published in the scientific literature is
presented in Table 1.

Despite the small number of images analyzed in this chapter, themethod described
above shows rather well values of performance indicators. In Kulkarni et al. [17],
Chunyi et al. [18] error rates are too high. The FAR value is especially dangerous for
the access control system because it shows the percentage of users who can access
it without having the right to do so.

Results of Qui et al. [19], Joseph, Ezhilmaran [20] have good performance indi-
cators, and the analysis was performed using a very large number of images, which
reduces the probability of statistical error.

The authors of the chapter will continue to increase the biometric data bank and
clarifying the performance indicators of the biometric system.

4 Conclusion

The results of a statistical analysis based on 26 users and 360 images for testing the
HSS and the proposed recognition algorithm showed the following:
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• false acceptance rate FAR = 0%;
• false rejection rate FRR = 0.01%;
• failure to enroll FTE = 0%,

which is within normal limits [3]. Therefore, the combination of the Canny oper-
ator and Gabor filter can be considered appropriate to improve the algorithm for
recognizing a person by the palm vein pattern.
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Abstract The chapter addresses the issue of correspondence between the skills
required by employers and the professional competencies of specialists in the IT
field. The discrepancy between the said sets has been highlighted. An approach
based on extracting skills from the natural language vacancies texts published on
the job aggregators sites is proposed. The method allows for analyzing the required
professional competences from the employers’ point of view to eliminate the identi-
fied differences. Possible ways of structuring the selected skills including ontological
modeling and cluster analysis are described. An ontological model has been created
to proceed with the hierarchical structuring of the professional competencies set.
Skill groups have been formed based on domain knowledge, and cluster analysis
has been applied to form workload sets. The method of dynamic cluster forma-
tion and skill attribution to a particular group within the domain is described. The
applied aspects of the approaches are examined using data of Russian regions and
federal states of Germany. The differences between a set of workloads and a skill
set are determined. The strengths and weaknesses of the highlighted approaches are
described. The automationmethod of demand planning for IT specialists based on an
integrated model combining the described approaches above is suggested. Prospects
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1 Introduction

The study of the competencies required for a specialist in a particular field could
be essential for both an employer and a potential employee. Currently, the skills
employers expect from specialists often do not correspond to the skills specialists
acquire during their training [1].

By 2013, 15% of Russian companies reported a lack of employees’ qualifications.
Moreover, the qualification gap in the Russian labor market is not a temporary issue,
but a constant and worrying trend [2]. Such skills discrepancies are also observed in
European countries. Data analysis revealed a gap between the skills of young profes-
sionals and the employers’ requirements in different activity sectors. It is important
to note that such skills discrepancies are more prevalent in intensively developing
fields [3].

In the present study, the issue of skills discrepancy is examined on the example
of software engineering specialists and their professional competencies. This field is
rapidly developing in the labor market, and the demand for specialists is constantly
growing. HH.ru job aggregator data analysis shows a vacancy rate 5.5% increase
for IT specialists during the period from 2016 to 2018 [4]. At the same time, it
is necessary to note that the necessity in IT specialists arises in other areas where
intensive processes of automation, digitalization, analytics take place. The demand
for IT specialists is observed in all the developed countries, and the staff shortage
issue is rather acute [5, 6]. Therefore, closing the gap between the skills required by
employers and real specialists’ competences is especially important in this field.

We suggest that in order to successfully identify discrepancies between the
employers’ requirements and the actual skills of candidates, an approach allowing
analysis and formalization of the said requirements is necessary. The skills system-
atization will provide an opportunity to take into account the most valuable
competencies during the programs planning for future specialist training.

2 Approaches to Solving the Problem

The proposed approach is based on the method of extracting the employers’ require-
ments from the vacancies texts published on the job aggregator sites. The vacan-
cies descriptions published on the HH.ru aggregator were selected as the primary
data source [7]. The data were retrieved via API using the “Programmer” query
for each Russian region individually. After the vacancies’ text retrieval, the skills
were collected using Natural Language Processing (NLP) techniques. The method
includes the following steps:

1. Splitting the text into sentences;
2. Splitting the sentences into words;
3. Words normalization;
4. Stop-words deletion and filtering;
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5. Converting words into vectors [8, 9].

This algorithm was applied to vacancies text. The skills were identified during
the filtering step. After the skills were extracted, it was necessary to create a model
that would allow structuring the data. Two approaches were considered as possible
methods: ontological model and cluster analysis. The ontological model does not
require words to be converted into vectors, so the skills set was formed based on the
ontology before the words to vectors’ conversion step.

The ontological model is a hierarchical structure of the domain concepts. The
formation of ontology includes a description of the studied issue using concepts,
their attributes, and specific objects. This could be compared to the object-oriented
programming paradigm, where concepts are presented as classes, properties are class
attributes, and objects are class instances. The advantage of this structure of knowl-
edge organization is the machine processing capability as well as the flexibility and
scalability. At the same time, ontology is presented as a holistic model of knowledge
[10, 11]. Retrieved skills do not initially have any system organization, so there are
no logical links between certain skills. It should also be noted that often vacancies
do not explicitly specify a full hierarchy of required skills. For example, a vacancy
may mention the Flask framework proficiency, but it does not highlight that Flask
is a Python programming language framework. Thus, the vacancy implicitly speci-
fies the following requirements: proficiency in the Python programming language,
proficiency in the Flask framework. The integrity of ontology allows us to restore
missing dependencies and build a complete list of necessary skills.

A skill was chosen as a key concept forming the structure of the ontology, defined
as a fragment of the domain knowledge, which allows performing specific tasks
within the domain [12]. Using the automatic construction model of the hypertext
denotation graph, the following groups of skills were defined [13]:

1. Programming language;
2. Development environment;
3. Library;
4. Framework;
5. Programming technologies;
6. Operating system;
7. Software;
8. Information transfer protocols/Server;
9. Non-specialized skills.

Figures 1, 2 and 3 show the ontology excerpts based on the vacancies localized
in Moscow.

The presented graph has a rather complicated structure and a multilevel depen-
dency. Moreover, an instance of one class can be an instance of another class. It is
also worth mentioning that the list of classes in the method is constant.

For the second method of skills structuration, it is necessary to convert words to
their vector representations as this method functions in vector space. The “Bag of
Words” approach was used in the study. The given algorithm allows us to define
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Fig. 1 Fragment of the “Programming languages and libraries” graph for Moscow

Fig. 2 Fragment of the
“Operating system” graph
for Moscow

Fig. 3 Fragment of the “Development environment” graph for Moscow

the word usage frequency in the overall text scope. For the attribute calculation, the
metric TF-IDF was used, where TF is term frequency, and IDF is inverse document
frequency. This approach does not take into account the word order in the text,
which can lead to data loss. This drawback is eliminated to some extent by using
the N-gram algorithm, which makes it possible to consider not only words but also
phrases. A combination of these methods reduces the number of errors in semantic
understanding of words with the same spelling but different meanings [14, 15].
The algorithms were implemented using Python programming language, and NLTK
library for natural language symbolic and statistical processing [16].

For further processing, cluster analysis was performed to create workload sets.
Affinity propagation was chosen as the clustering algorithm. The algorithm automat-
ically determines the structure and number of clusters by passing messages between
vector representations of words. When passing the information about the points’
location relative to each other, matrices are formed that define the “leader” of the
cluster and the points that fall into the cluster with the said leader. Recalculation
of the matrices occurs until the system is settled [17, 18]. Cosine similarity had
been chosen as a metric determining the elements affinity [19]. The similarity level
between vectors A and B is determined by scalar product and vectors normalization
using the Formula (1).

similarity = A× B

AB
=

∑n
i=1 Ai × Bi

√∑n
i=1(Ai)

2 ×
√∑n

i=1(Bi)
2

(1)
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Cluster analysis grouped the skills definingworkload sets. As a group designation,
the cluster central element was chosen (cluster centers are marked in red). In Fig. 4
there is an example of clustering for Moscow.

In the region, 79 skills were identified and grouped into 11 clusters by the algo-
rithm. It is noteworthy that the clusters overlap as a relatively low Silhouette coeffi-
cient (0.363) shows. Therefore, it is advisable to conduct an additional study using
fuzzy algorithms such as fuzzy c-means.

The algorithm has identified the following groups by their central skills:

1. PHP 7. Android

2. C + + 8. JavaScript

3. PostgreSQL 9. ORACLE

4. iOS 10. JSON API

5. 1C programming 11. Spring Framework

(continued)

Fig. 4 Cluster analysis result for Moscow
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(continued)

6. C#

This approach involves a simple hierarchy with two levels, and an instance can
belong to only one class at a time. It is worth pointing out that the centers and the
number of clusters vary depending on the region.

Comparing both approaches to the skill structuring for Moscow, we can see that
the ontological model provides a multilevel hierarchy of classes with a strict organi-
zation system. Another advantage of structuration via an ontology is the possibility
of assigning one element to multiple classes while clustering is intended to create
non-crossing sets and therefore does not provide such an opportunity. Nevertheless,
developing an ontological model for each region requires significant resources.

Cluster analysis does not allow to identify the vertical hierarchy of the skills within
the domain and to highlight the deep implicit dependencies between the skills, but
the identification of the key element of the workload sets yields sufficiently good
results regarding horizontal skill integration. For instance, the group in Moscow
clusters determined by the “1C Programming” skill includes all the skills used for
the 1C programming workload. The advantage of this approach is the automation
of the group selection process, which reduces the data structuring labor intensity.
The approaches differ in the principles that define a skill belonging to a class: in
cluster analysis, the group includes a skill that is more similar to all the elements of
a given cluster; in ontology, the class is an abstract concept to which the selected
skills assigned.

Furthermore, it has to be emphasized that the ontological model is structurally
more complex and the structure itself is stricter. Grouping in ontology occurs by
category, with a specific category not being a set of skills that are required for a
particular field of software engineering. On the contrary, the cluster approach groups
skills according to a specific field of IT specialist expertise, the structure of such
a model is more dynamic and flexible. A cluster may contain a set of skills that a
specialist requires for a particular position.

The heterogeneous nature of the IT field leads us to emphasize the necessity of
specifying a region during clusters and ontologies creation. To prove this, let us give
an example of clustering results for the Sverdlovsk Oblast region (Fig. 5).

There were 73 skills identified in the Sverdlovsk Oblast region, and the algorithm
formed 13 clusters with the following centers:

1. 1C programming 8. iOS

2. JavaScript 9. Spring Framework

3. Qt 10. Java SE

4. PHP 11. Android

5..NET Framework 12. Django Framework

6. SAP 13. MongoDB

7. Project management
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Fig. 5 Cluster analysis for the Sverdlovsk oblast region

Several clusters and their centers in the Sverdlovsk Oblast overlap with those in
Moscow. There are even fully matching clusters, for instance, cluster 7 in Moscow
and cluster 11 in the Sverdlovsk Oblast have both the same central elements and the
same list of skills.

But there are also differences, for example, clusterswith the “PHP”central element
have different sizes: the set of skills of the Sverdlovsk Oblast region is a subset of
Moscow skills. Also, there is no “JSON API” skill in the Sverdlovsk Oblast region,
and in Moscow, this skill is the center of cluster 10.

According to this, one can assume that the workloads set of the Sverdlovsk Oblast
are a subset of the workloads set of Moscow. However, a more detailed analysis of
the cluster structure reveals non-overlapping skills and clusters, for instance, in the
Sverdlovsk Oblast there is the “Development of technical tasks” skill, which is not
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present in Moscow clusters. Thus, it is confirmed that it is necessary to analyze a set
of workloads for each region individually to provide the most complete represen-
tation of the local companies demand IT specialists possessing certain professional
competences.

To evaluate the quality of the identification of workloads sets for different coun-
tries, vacancies in the German federal states were also analyzed. The primary data
source was the “Monster.de” job aggregator [20]. The query “Programmierer” was
used for data retrieval for each federal state individually. In Fig. 6 the workloads set
identified for the federal state of Saxony is presented.

In Saxony, 98 skills were divided into 18 clusters. Noteworthy that in Moscow,
2000 vacancies were analyzed and 79 skills were identified, while in Saxony 98

Fig. 6 Cluster analysis for the federal state of Saxony



Automation of Demand Planning for IT Specialists Based … 43

unique skills were extracted out of 248 vacancies. Hence, there are more vacancies
similar to each other inMoscow. It should also be noted that there is more fragmenta-
tion than inMoscow. The average cluster size for Moscow is 7.18, and for the federal
state of Saxony, it is 5.44. The Silhouette coefficient is even lower than in Moscow
(0.184) which leads us to the conclusion that there is indeed a need for further studies
using fuzzy methods.

The algorithm has identified the following groups by their central skills:

1. NET 10. BPMN

2. JavaScript 11. Django

3. Windows 12. CI/CD

4. PHP 13. Redis

5. Python 14. SOAP

6. SAP 15. JPA

7. IOS 16. Qt

8. JSF 17. Magento

9. Internet 18. Go

The group formation principle is the same. Let us also remark that Moscow and
Saxony both have “PHP”, “iOS” and “JavaScript” cluster centers, with “JavaScript”
clusters being relatively similar. However, the differences between the clusters as a
whole are significant, which once again demonstrates that a skills structure should
be created taking into consideration country and region specifics.

3 Conclusion

Both of the outlined approaches quite effectively structure the required skills. For
strict formalization and identification of top-level skills, the ontological model is
more appropriate. At the same time, the cluster analysis allows to identify a group
of skills needed in a particular programming area and is more suitable for creating
a list of a particular specialist professional competencies. A combination of these
methods will allow, on the one hand, to form a workload-based list of the required
skills, and on the other hand, to form a complete list of skills based on the professional
competencies’ hierarchy within the domain.

Therefore, we can suggest a possible approach to an integrated model combining
the advantages of both ontology and cluster analysis. We assume that it can be an
automated interpretation of the cluster based on its center and the skills closest to it
and its further integration into a broader hierarchy of the domain ontology.

It is easy enough to interpret cluster 7 for Moscow (Fig. 4) as a group of skills
required for an Android OS application developer. Describing the cluster as “an
Android developer skills”, we at the same time integrate it into the ontological model:
the “Android” skill is linked to the “Operating systems” class, “Kotlin” is part of
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the “Programming languages” class, and “Android SDK” belongs to development
environments. Consequently, the requirements for general competencies related to
operating systems, programming languages, as well as familiarity with development
environments are implicitly imposed on an Android developer. Based on the given
interpretation, it is possible to provide an individualized training program aimed at
improving the professional level in these particular areas.

The clusters formed for the German federal states can be interpreted similarly. For
example, for Saxony, cluster 16 (Fig. 6) can be interpreted as “a C/C++ developer
skills”. This cluster includes the programming languages themselves (“C” and “C+
+”), a standard template library for the C++ programming language (“STL”), a
cross-platform framework for software development in C+ + (“Qt”), a specialized
microprocessor-based monitoring and control system that is compatible with Qt
(“Embedded”). Thus, this cluster defines C/C+ + developer skills as proficiency
in programming languages and libraries, the ability to use the frameworks, and the
ability to work with embedded systems.

The integrated model implies regional localization of workloads sets. In this case,
in order to simplify the model, it is possible not to fragment the ontology by region.
It is sufficient to create a unified ontology for all the skills. The skills required for a
particular IT area in the region can be drawn from clusters, with the missing skills
identified using the different hierarchy levels of the general ontological model.

The proposed approach may become the basis for the decision support system
both in the field of human resources management and specialists training.
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Numerical Modeling of Business
Processes Using the Apparatus of GERT
Networks

Mikhail Dorrer , Alexandra Dorrer , and Anton Zyryanov

Abstract The chapter solves the problem of numerically predicting the parameters
of a business process model (using the cost example) without using multi-pass simu-
lation models. To solve this problem, an apparatus of stochastic GERT networks is
used. The edge of the GERT network is associated with the operation of the business
process, and the node of the GERT network is associated with the event or branching
of the business process. An algorithm for translating a business process model into
an equivalent GERT network is given, as well as calculating the parameters of the
business process cost distribution law based on the resulting GERT network. The
proposed approach allows us to solve the problems of predicting the dynamics of
discrete-event models described in standard model notations (IDEF3, ARIS EPC)
without using multi-pass simulation models.

Keywords Business process · Simulation model · ARIS eEPC · GERT

1 Introduction

Markets of goods and services in the modern economy are highly competitive. The
condition for the survival of enterprises in the competition is their effectiveness and
ability to quickly change production andmanagement processes. The answer to these
requirements in management technologies is the application of a process approach.
The process approach is the basis of such standards as ISO 9001: 2015 [1], ISO
12207: 2017 [2]. Best practices in business process management are outlined in
BPM CBOK [3].
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Most business processmanagementmethodologies include one version or another
of a continuous improvement cycle. An important role is played by the continuous
improvement cycle in Kaizen philosophy [4, 5]. The classic quality manager W.
Deming developed and described the PDCA continuous improvement cycle [6, 7].
Continuous improvement cycles are also used in more general tasks. So in Ackoff’s
works, a cyclic procedure for resolving problem situations in applied system analysis
is proposed [8, 9].According to [10], the business processmanagement cycle includes
the stage of “Simulation and Analysis”. The high-level model obtained at this stage
is used to predict the behavior of the system when performing various scenarios
to detect critical sections and bottlenecks. The results of the analysis are used to
configure the process before its implementation. However, this stage of the analysis
is characterized by both great laboriousness and high computational complexity. In
this work, the authors set themselves the goal of demonstrating a technology that
provides a solution to the problems of analysis and forecasting of socio-economic
objects, but without this drawback, using a substantial example.

The problem of the complexity of simulation in this chapter is proposed to be
solved by using the apparatus of GERT-networks.

Computer simulation models make it possible to evaluate in measurable terms the
consequences of changing business processes, to predict with the help of a compu-
tational experiment how the “image of the future”, the “to-be” model, will behave.
The simulation model allows you to identify potential problems associated with the
proposed improvement, to build a forecast of the dynamics of the system.

Simulation, therefore, is a powerful tool for studying the behavior of real systems.
Moreover, the simulation itself does not solve optimization problems, but rather is a
technique for assessing the values of the functional characteristics of the simulated
system, allowing you to identify problem areas in the system [11].

However, imitation is inherently a random process. Therefore, any result obtained
by simulation is subject to random fluctuations and, therefore, as in any statistical
experiment, should be based on the results of relevant statistical checks [11]. To elim-
inate these negative features of the approach, the urgent task is to replace simulation
experiments with analytical models.

With the accumulation of experience and statistics in the field of complex
systems research, alternative stochastic networks, in particular PERT and GERT,
are becoming more widespread. Model PERT (Project evaluation and review tech-
nique) [12] is used to model projects and programs, and GERT (Graphical evaluation
and review technique) [13] is used to model technological and business processes.

A detailed description of GERT networks is presented by Phillips [14], Neumann
[15], Pritsker [13]. A significant contribution to the development of the apparatus of
GERT networks was made by Alexander Shibanov [16].

Attempts to study business processes based on GERT networks were made by
Barjis [17], Aytulun [18]. Barjis and Dietz [17] use the DEMO methodology devel-
oped by them based on the BPM standard tomodel business processes. Neither Barjis
and Dietz [17] nor Aytulun [18] apply any of the most widely used business process
description methodologies in the world (IDEF, ARIS, BPMN). In these works, there
is no description of formal methods and algorithms for converting business process
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models to GERT-network models; the features of modeling business processes by
GERT-networks are not investigated. One of these features is the study of finan-
cial and resource flows of business processes, since the study of the probability-
time characteristics of processes is not basic, although it provides a lot of useful
information.

The article [19] proposes the use of GERT networks to construct an input–output
table for a carbon fiber production chain in accordance with the input–output theory.

Article [20] is devoted to an overview of the application of GERT networks
to management problems. The authors demonstrate the results of using the GERT
network to analyze a hypothetical R&D project. The chapter provides an assessment
of improving the efficiency of project planning, workload, resources, and equipment
of the project.

Thus, the modeling of business processes based on GERT networks is a poorly
studied topic, therefore, additional research is relevant. The authors have already
attempted to work with the use of GERT-networks for the analysis of business
processes in [21], but the idea to show the application of the same approach to
assessing the cost parameters of a business process seemed interesting.

Representation of business processes in the form of a GERT-network will allow
for research related to the forecast of business process dynamics. In particular, it is
possible to determine the probability density function of runoff performance over
time and resources, aswell as the required central distributionmoments – expectation,
variance.

2 Methods

GERT networks are a variant of semi-Markov models, but the random variables in
them are characterized not only by dispersion but also by the distribution law. GERT-
networks allows you to include random deviations and uncertainty that occur directly
during the execution of each individual work [13]. The execution of work (operation)
in the system is associated with the branches (arcs) of the GERT-network, which are
characterized by additive random variables. To calculate the output characteristics
of GERT networks, the generating functions of the moments of random variables are
used. Activation of each subsequent branch is generally probabilistic.

A GERT network can be described by a directional weighted graph.

G = (V, E),

where V is the set of vertices (nodes); E many directed edges (arcs).
GERT network nodes are interpreted as system states, and arcs as transitions

from one state to another. Such transitions are associated with the implementation of
generalized operations characterized by the density of distribution and probability
of completion.
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Thus, a GERT network is a network with sources R and sinks S of the “work
on an arc” type, in which each node belongs to one of six types of nodes [13], for
each arc 〈i, j〉 a weight of the form [pi j , Fi j ] is defined, where pi j is the conditional
probability of the arc 〈i, j〉 execution subject to activation of the node i , Fi j is the
conditional distribution function of some random variable.

The calculation of the parameters of the GERT network represents the finding of
the first central moments of the distribution of the random value of the network. In
particular, the first and second central moments of a random variable are found—the
mean and variance, respectively. In addition, for some tasks, it is important to find the
probability of the network flow and the distribution function of the random variable
of the entire network.

Methods for calculating the parameters of a GERT network are described in [14].

3 Results

Consider the ARIS eEPC model of the “Product Manufacturing” business process
(Fig. 1) and the GERT network that corresponds to this business process. The task
of translating a business process model into a GERT network model was considered
in [22]. We also used assumptions about the laws of the probability distribution of
the parameters of business process operations given in [23].

Table 1 and Fig. 1 present a comparison of elements of a business process model
and a GERT network.

Note that in the business process under consideration there are two initial events.
Each of the events initiates the start of the process with some probability: “Order for
a standard product”—60%, “Order for a non-standard product”—40%. Therefore,
for the GERT-network model, we introduce the network source V0 and the arcs
connecting the source with the vertices V 1 and V 2.

In Table 2 are presented the parameters characterizing the arcs of the GERT-
network, according to the additive parameter—the financial costs of the function. To
simplify the notation, we introduced the index k, which replaces the indices ij for the
characteristics, corresponding to the arc.

Thus, a GERT-network model is obtained that fully displays the model of the
system under study, and for each arc of the network, the conditional probability and
the generating function of the moments are determined.

Next, you need to close the GERT network with an arc WA, leading from node
V15 to node V1.

ReplacingWA(s) by 1
WE (s) , we obtain the following transmittances for the network

loops.
Loops of the first order: W8(W9W11 + W10W12)W13W14W15,

(W1W3 + W2W4W5W6)W7W8(W9W11 + W10W12)W13W16W17W18

(
1
WE

)
.

There are no loops larger than the first order in this GERT network.
Using the topological Mason equation [7], we obtain:
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Fig. 1 ARIS eEPC model and its corresponding GERT network

H = 1 − W8(W9W11 + W10W12)W13W14W15 − (W1W3 + W2W4W5W6)×

×W7W8(W9W11 + W10W12)W13W16W17W18

(
1

WE

)
= 0
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Table 1 Comparison of
model objects

Model eEPC
object

Model eEPC
object type

GERT
network node

GERT
network node
type

S1 Event V1 STEOR

S2 Event V2 STEOR

S3 Process V3 STEOR

S4 Event V4 STEOR

S5 Logical
Connector

V5 STEOR

S6 Logical
Connector

V6 STEOR

S7 Logical
Connector

V7 [EOR, DT]

S8 Process V8 STEOR

S9 Process V9 STEOR

S10 Event V10 STEOR

S11 Logical
Connector

V11 [AND, ST]

S12 Logical
Connector

V12 STEOR

S13 Event V13 STEOR

S14 Process V14 STEOR

S15 Event V15 STEOR

Transforming this expression, we get:

WE (s) = (W1W3 + W2W4W5W6)W7W8(W9W11 + W10W12)

× W13W16W17W18

1 − W8(W9W11 + W10W12)W13W14W15

which WE (s) is the equivalent W-function for a GERT network.
Substituting the values of the probabilities and generating functions of the

moments from Table 2, we find the value WE (0) and then calculate the first central
moment of the distribution relative to the origin.

The mathematical expectation and the variance of the drain of the GERT network
are calculated in this way:

μ = 12.879

σ 2 = 9.211
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Table 2 Parameters of the GERT network

Arc 〈i, j〉 k pk Mk(s) Wk(s)

〈V0, V1〉 1 0.6 1 0,6

〈 V0, V2 〉 2 0.4 1 0,4

〈 V1, V5 〉 3 1 1 1

〈 V2, V3 〉 4 1 1 1

〈 V3, V4 〉 5 1 (1 − 2s)−1 (1 − 2s)−1

〈 V4, V5 〉 6 1 1 1

〈 V5, V6 〉 7 1 1 1

〈 V6, V7 〉 8 1 1 1

〈 V7, V8 〉 9 1 1 1

〈 V7, V9 〉 10 1 1 1

〈 V8, V11 〉 11 1 exp(10s + 0.0003125s2) exp(10s + 0.0003125s2)

〈 V9, V11 〉 12 1 exp(s + 0.00005s2) exp(s + 0.00005s2)

〈 V11, V12 〉 13 1 1 1

〈 V12, V10 〉 14 0.05 1 0.05

〈 V10, V6 〉 15 1 1 1

〈 V12, V13 〉 16 0.95 1 0,95

〈 V13, V14 〉 17 1 1 1

〈 V14, V15 〉 18 1 exp(0.5s + 0.0001125s2) exp(0.5s + 0.0001125s2)

〈 V15, V1 〉 WA 1 1 1

Figure 2 shows the probability density, the mathematical expectation, and the
distribution function of the calculated random variable (financial costs for the busi-
ness process) of the GERT network. Figure 2 shows the probabilistic forecast of
the dynamics of the event model of the business process “Product manufacturing”
(Fig. 1) based on the GERT network. Thus, we can say that with a probability of

Fig. 2 Probability density and distribution function of the GERT-network (in thousand rubles)
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90%, the costs of the business process will be in the range of 11.500 thousand rubles
up to 16.000 thousand rubles.

4 Conclusion

Thus, an approach is proposed that allows solving the problems of predicting the
dynamics of discrete-event models described in standard model notations (IDEF3,
ARIS EPC). The study of business processes based on GERT-networks can provide
a lot of useful information about the behavior of the studied system. Unlike simu-
lation experiments, this method is analytical, and therefore has several advantages
compared to a simulation experiment—less computational complexity, obtaining a
result that does not depend on the randomness factor.

The next steps in the development of this work may be to check the sensitivity of
central moments in time and cost to various model parameters (probabilities, laws,
and parameters of the distribution of time and cost for individual operations) with
access to recommendations for optimizing the investment of resources in improving
the business process as a whole.
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Models and Methods of Forecasting
and Tasks Distribution by Performers
in Electronic Document Management
Systems

Sofia S. Kildeeva, Alexey S. Katasev, and Nafis G. Talipov

Abstract This paper describes the problem of task distribution received through the
electronic document management system. The fuzzy-production model underlying
the solution to this problem is described. Based on the proposed model, a software
package was developed for decision-making support of task performers selection, its
structure is presented. A model of task distribution is considered taking into account
its forecast values. The basic steps in forecasting model construction are described.
The effectiveness of this approach for task distribution, based on workload indicators
of specialists with different levels of working capacity and qualifications, is shown.

Keywords Electronic document management system · Task distribution · Fuzzy
production model · Forecasting · Data mining

1 Introduction

Currently, electronic document management systems (EDMS) are widely used in
many fields of human activity [1–3]. The use of such systems can improve the
efficiency of working with documents by reducing the time for making managerial
decisions and ensuring quality control of performance discipline. However, due to
a large number of incoming tasks of various difficulty levels, the problem of their
rational distribution among performers arises [4]. Often for solving this problem,
an expert approach is used, which is effective in terms of the quality of managerial
decision-making. However, in the absence of an expert, tasks distribution difficulties
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arise. To eliminate this drawback, the development of effective models, methods,
and technologies for assigning tasks to performers is relevant [5]. Such technology
should not only allow distributing the tasks received for execution but solve this
problem taking into account the forecasting of the possible number of tasks with
various categories of complexity.

As an example of the EDMS, consider the existing electronic document manage-
ment system of the territorial office of The Federal Service for Supervision of
Communications, Information Technology, And Mass Media (Roskomnadzor). In
the field of protecting the rights of personal data subjects, the most time-consuming
and urgent task, for automated decision support, is maintaining a register of personal
data operators (PDO), that is, timely updating information about PDO previously
included in the register, and monitoring the provision of the corresponding notifi-
cation by unregistered PDO, which is the implementation of the legislation of the
Russian Federation in the field of personal data in general.

2 Statement of the Tasks Distribution Objective
for Maintaining the Register of Personal Data Operators

Consider the formal statement of the tasks distribution objective between performers
when maintaining the register of PDO [6]. Let Z = {z1, z2, …, zN} be a set of tasks of
volume N. Each incoming assignment can be classified according to a specific level
of difficulty. Let’s highlight the following levels of complexity of incoming tasks
corresponding to different categories of PDO:

(1) S1—”Low” (this level of complexity includes tasks coming from such PDOs,
such as “physical person” and “private entrepreneur”);

(2) S2—“Medium” (this level of complexity includes tasks coming from such
PDOs, such as “juridical entity”);

(3) S3—“High” (this level of complexity includes assignments from such PDOs
such as “government agencies and municipalities”).

Let A = {a1, a2, …, an} is a set of performers who are processed incoming tasks.
It should be noted that the number and composition of performers who are included
in a given set may be subject to changes over time. For each potential executor of the
received task, the following characteristics can be determined: the level of workload
(C1), efficiency (C2), and the level of qualification (C3). It is necessary to carry out
a rational distribution of all N tasks included in the set of received tasks Z between
potential performers from set A. In this case, the individual characteristics of each
performer should be taken into account in terms of the entered characteristics.

In the course of the analysis, it was found that themost rational method for solving
the problem is the method of fuzzy inference [7–9], which is based on fuzzy rules
[10, 11]. To implement it, it was necessary to solve the following tasks:
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(1) selection of the type of fuzzy production rules for making decisions on the
distribution of tasks by the performer;

(2) development of a methodology for constructing a system of fuzzy rules;
(3) development of an inference algorithm on a system of fuzzy rules;
(4) development of a method for constructing membership functions in fuzzy rules;
(5) development of a method for determining the reliability of fuzzy rules;
(6) development of a model for accounting for predicted values of the number of

incoming tasks when they are distributed among performers;
(7) development of a software package for decision-making support for the

distribution of tasks.

Let’s consider the solution of these tasks in more detail.

2.1 The Type of Fuzzy Production Rules for Making
Decisions on the Distribution of Tasks

Fuzzy-production rules underlie the model of the knowledge representation of an
expert on the distribution of tasks between performers, taking into account their
special aspects and characteristics. Within the framework of solving the problem
under consideration, the following type of fuzzy rules was chosen [12]:

I F ∧ (x1 is Ã1, . . . , xn is Ãn, xn+1 is An+1) ⇒ y = ai [CFi ], (1)

where xi , i = 1, n—workload of the i- th performer; xn+1—task difficulty; Ãi =
{xi , μ Ãi

(xi )}, i = 1, n—fuzzy gradations of the workload of performers; μ Ãi
(xi ) ∈

[0; 1]—the degree of xi belonging to Ãi ; An+1—the value of the complexity of the
task from the set {S1, S2, S3}; y—output variable that defines the executor of the
task; ai , i = 1, n—a specific performer from {a1, a2,…, an}; CFi—the utility of
choosing the i-th performer.

Theworkload of the performers and the complexity of the task are the input param-
eters of the fuzzy rule. In this case, specific task executors act as output parameters.
A feature of this type of rule is the use of the utility parameter CFi of the choice
of the i-th performer. Thus, the rules of the form (1) reflect the logic of an expert
when making a managerial decision on the distribution of tasks between performers
[13–15].
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2.2 Development of a Method for Constructing a System
of Fuzzy Production Rules

When deciding on the selection of a performer for a specific task, the total number,
and composition of potential performers are taken into account. Let consider the
developed technique for constructing a system of fuzzy production rules for a specific
number and composition of task performers. This technique includes the following
steps [6]:

(1) assignment of many task performers A = {a1, a2, …, an};
(2) setting the number m and names of gradations that determine the workload

indicator of potential task performers (for example, for m = 3, the gradations
can be designated as Ã1 = “low workload”, Ã2 = “medium workload”, Ã3 =
“high workload”);

(3) construction of all possible combinations of the values of the input parameters
(xi, xi+1), which are responsible for the workload of potential performers and the
complexity of the assigned task, and the output parameter (y), which determines
whoof the potential performers is selected to perform it.Given that the number of
task difficulty values is three, the number of possible combinations is calculated
using the following formula:

N = 3 mn2 (2)

where m—the number of grades of the complexity of incoming tasks, n—number of
tasks.

Thus, each fuzzy-production rule corresponds to a combination of input conditions
that determine the rate of the workload of potential performers and the complexity of
a specific task, and an output value that determines which of the potential performers
is selected to complete it.

Using the developed technique, it is possible to draw up a system of fuzzy produc-
tion rules for a specific number and composition of performers. This system of rules
has the following form (3):

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

I f ∧ (x1 is Ã
j
1, . . . , xn is Ã

j
n, xn+1 is Ak

n+1) ⇒ y = a1 [CF1]
I f ∧ (x1 is Ã

j
1, . . . , xn is Ã

j
n, xn+1 is Ak

n+1) ⇒ y = a2 [CF2]
. . .

I f ∧ (x1 is Ã
j
1, . . . , xn is Ã

j
n, xn+1 is Ak

n+1) ⇒ y = an [CFn]
(3)

where j = 1,m determines the value of the performer’s workload, k = 1, 3—the
difficulty of the task.

It should be noted that for a different number and composition of performers, it
is necessary to form an individual system of rules. To solve the task of choosing
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a task performer, an inference algorithm has been developed on a system of fuzzy
production rules.

2.3 Development of an Inference Algorithm Based
on a System of Fuzzy Production Rules

To determine the specific executor of the received task, an inference algorithm was
developed based on the rules of a fuzzy production model. The following indicators
are calculated for each rule [6]:

(1) a confidence level of the antecedent of rule V∈[0;1] (veracity):

V = min
(
μ Ã j

1
(x∗

1 ), . . . , μ Ã j
i
(x∗

i ), . . . , μ Ã j
n
(x∗

n ), μAk
n+1

(x∗
n+1)

)
(4)

where x∗
i , i = 1, n—number of tasks of the i-th performer, x∗

n+1—
the difficulty of the task, moreover μ Ã j

i
(x∗

i ) ∈ [0; 1], μAk
n+1

(x∗
n+1) =

{
1, i f x∗

n+1 = Ak
n+1

0, i f x∗
n+1 �= Ak

n+1

;
(2) complex assessment of the reliability of the rule solution C∈[0;1] (complex):

C = V ∗ CF, (5)

where CF—the usefulness of choosing a performer in a rule.

Consider the stages of the developed algorithm for assigning tasks to performers,
taking into account the introduced indicators [6]:

(1) determination of the level of complexity x∗
n+1 of the requirements of the task

entering the EDMS;
(2) determination of the number of tasks x∗

i , that are simultaneously performed by
the i-th performer;

(3) calculation of the degrees of operation μ Ã j
i
(x∗

i ) and μAk
n+1

(x∗
n+1) conditions for

each r-th rule of the system Ruler , r = 1, N of the SR system;
(4) for each rule, the calculation of values Vr by the formula (4);
(5) formation of a set of rules with a non-zero degree of confidence: Scon f =

{Ruler |Vr �= 0} , r = 1, N ;
(6) calculation of the estimate Cr by formula (5) for all rules from the set Ruler ∈

Scon f ;
(7) selectionof the rulewith themaximumcomplex assessment Rule∗

r : maxCr
r : Ruler∈Scon f

;

(8) getting the value a∗
i of a rule Rule∗

r as a solution to a problem.
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Thus, the fuzzy-production model of task distribution is a system of fuzzy-
production rules of the form (3), which are determined by a combination of input
conditions with task executors, as well as an inference algorithm based on rules.
The membership functions (MF) and the reliability of the rules are used as model
parameters. For the practical use of the model, it is necessary to identify the values
of these parameters [16–18].

2.4 Development of a Method for Constructing Membership
Functions in Model Rules

For the formation of MF in the rules of the model, a method for approximating the
subjective assessments of performers (SAP) has been developed [6]. Let there be
n potential executors of tasks {a1, a2, …, an}. Each of them sets the value of its
workload level based on the number of tasks that it performs simultaneously. The
method is based on the processing of the subjective assessment of the level of the
performer’s workload using the scale, which is presented in Table 1.

The SAP method includes the following main stages:

(1) assignment by the expert of the carrier S of a fuzzy set Ã, which corresponds to
the MF for the level of the workload of performers;

(2) survey of performers and the formation of their subjective assessments of the
correspondence of the left Li (α

∗) and right Ri (α
∗) boundaries of the selected

workload level to a specific value of α* from the set {1, 0.8, 0.6, 0.4, 0.2} in
accordance with Table 1 (moreover [Li (α

∗); Ri (α
∗)] = Aα∗ ⊂ S, where Aα∗

is an α*- a slice of a fuzzy set Ã);
(3) calculation of the average values of the left Lcp(α

∗) and right Rcp(α
∗)boundaries

of the α*- slice Acp
α∗ = [Lcp(α

∗); Rcp(α
∗)] for all α* from the set of values

of the performer’s confidence {1, 0.8, 0.6, 0.4, 0.2} according to the following
formulas:

Lcp(α
∗) =

n∑

i=1

Li (α
∗)

n
; Rcp(α

∗) =
n∑

i=1

Ri (α
∗)

n
(6)

Table 1 Performer confidence rating scale

The numerical
value of
confidence, α

1 0.8 0.6 0.4 0.2

Interpretation Absolutely sure Substantially
sure

Very sure More or less
sure

Poorly sure
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(4) construction of the MF of a fuzzy set Ã by combining the obtained α*-slices
Ã = ⋃

α∗
α∗Acp

α∗ and approximating their vertices by the method of least squares

[19].

The proposed method allows you to build membership functions that determine
the workload of performers in a fuzzy production model of assignment distribution.

2.5 Development of a Method for Determining the Reliability
Values of Fuzzy Production Rules

To determine the values of the reliability of fuzzy rules, the CF-expert method
was developed. Let CF—the reliability of the fuzzy rule Rule, which expresses the
degree of the expert’s confidence in the correctness and optimality of his decision
on the distribution of the received task to a specific performer (the usefulness of
the performer’s choice). This parameter depends on the workload, performance, and
qualifications of potential performers.

Within the framework of the method under consideration, the following concepts
of the utility of choosing an executor are used, which take into account various factors
for calculating the values of the CF parameter:

(1) μC̃1
(ai ) ∈ [0;1]—the usefulness of choosing the i-th performer according to his

current workload;
(2) μC̃2

(ai ) ∈ [0;1]—the usefulness of choosing the i-th performer according to his
performance;

(3) μC̃3k
(ai ) ∈ [0;1]—the usefulness of choosing the i-th performer according to his

qualifications for performing tasks of the k-th level of complexity.

The method for determining the reliability of fuzzy rules includes the following
main stages:

(1) calculating the utility of choosing the i-th performer based on his current
workload μC̃1

(ai ) based on the following formula:

μC̃1
(ai ) =

{
1 − ni

N , i f N �= 0;
1, i f N = 0

(7)

where ni—the number of simultaneously performed tasks by the i-th performer,
N = ∑n

i=1 ni—the total number of tasks for all performers;
(2) determination of utility μC̃2

(ai ) and μC̃3k
(ai ) based on the method of paired

comparisons [20];
(3) calculation of the reliability of fuzzy production rules by the formula:

CFi
k = μC̃1

(ai ) ∗ μC̃2
(ai ) ∗ μC̃3k

(ai ) (8)
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Thus, the CF-expert method is based on numerical utility estimates calculated by
the formula (7), and an assessment of the utility of choosing a particular contractor
based on his performance and qualifications.

The use of the SAP and CF-expert methods allows determining the values of
the parameters of the membership functions μ Ãi

(xi ) and the reliability CF of each
fuzzy production rule. As a result of the application of these methods, parametric
identification of the fuzzy production model of the distribution of tasks occurs [6].
Thus, we can conclude that the construction of a set of rule systems for a different
number and composition of task executors, identification of model parameter values,
as well as the use of an inference algorithm on a rule system allows us to form a
fuzzy production model of task distribution in the EDMS.

2.6 Decision Support Software Package

Based on the developed mathematical support, a software package has been imple-
mented that allows decision-making support [21] on the choice of an executor for a
specific task. The structure of the software package is shown in Fig. 1.

The module for forming the composition of performers is designed to add or
exclude, if necessary (vacation, business trip, sick leave, etc.) performers of tasks and
indicate their characteristics. The module for distributing tasks among performers
includes a block for constructing a fuzzy-production model of assigning tasks, as
well as a block for fuzzy inference. The experimental research module is designed
to generate tasks, assess the accuracy of the task distribution model, and visualize
the results obtained.

Fig. 1 Block diagram of the software package
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Table 2 Fragment of the expert task distribution scheme

№ p/p Difficulty level of the task The current number of tasks
for the performers

Executor of the task

a1 a2 a3 a4

1 High 14 16 14 6 a1

2 High 15 16 14 6 a3

3 Low 15 16 15 6 a4

4 Middle 15 16 15 7 a4

3 Formation of Reference Schemes for the Distribution
of Tasks

To check the adequacy of the developed fuzzy-production model for the distribution
of tasks, the data accumulated in the EDMS of the Roskomnadzor Office for the
Republic of Tatarstan were used. A comparison of the results of the model with the
reference (expert) schemes of task distribution was done. Table 2 shows a fragment
of one of the schemes used.

In total, 10 reference schemes for the distribution of tasks were formed. The
average number of tasks included in each scheme is 166. Table 3 shows the
characteristics of the generated reference circuits.

The table for each scheme indicates the total number of tasks, their distribution
by difficulty levels, the total number, and composition of task performers, as well as
the structure of the expert distribution of tasks by performers.

4 Models of Assignment Distribution by Performers

The module for assigning tasks to performers has two modes of operation: direct
assignments distribution (seeFig. 2) and assignments distribution, taking into account
their predicted value (see Fig. 3).

It can be seen from the figure that the tasks to be distributed go to the tasks distri-
bution module. This takes into account the composition of their potential performers.
At the output, tasks are formed, distributed by performers.

In this case, the tasks to be distributed are a set of actually received and predicted
values of the number of tasks from the PDOs. All tasks are submitted to the input
of the task distribution module and are distributed among performers, taking into
account the complexity of each task, as well as the qualifications, workload, and
performance of the performers. After the distribution of the entire set of the current
and predicted number of tasks, those tasks that have not been received yet, but were
only predicted are excluded from the resulting distribution. Thus, the final set of
tasks is formed, rationally distributed among the performers.
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Fig. 2 Scheme of the model of the direct distribution of tasks without taking into account their
predicted values

Fig. 3 Scheme of the task distribution model taking into account their predicted values

5 Solving the Problem of Predicting the Number of Tasks
Received Through the EDMS

To solve the problem of predicting the number of tasks received through the EDMS,
we used real data in the form of time series [22–24], describing the actual number
of received jobs of varying complexity with a step of one month, starting from April
2015 to the present. The tasks are classified according to three levels of difficulty,
respectively, three-time series were used for the analysis. Each such series was a
sample containing the following data: date (month, year) and the number of tasks.

A multilayer feedforward neural network was used as a model for predicting the
number of tasks [25–29]. For its construction, the analytical platform Deductor was
used [30], on the basis of which the following stages of modeling were performed:

(1) loading and preparing initial data for analysis;
(2) building neural network models of various structures with a change in the

number of hidden layers and neurons in each layer;
(3) testing the constructedmodels and choosing the best one in terms of the accuracy

of the predicted values obtained;
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(4) application of the selected neural network model to predict the number of tasks
arriving for distribution with different levels of complexity.

In accordance with the forecasts obtained, in the further distribution of tasks
between the performers, the following number of tasks was used: 1 task of high
difficulty, 15—of medium difficulty, and 22—of low difficulty.

6 Solution of the Task Distribution Problem Taking
into Account Their Predicted Values

Let us consider the distribution of tasks between the performers, taking into account
the predicted values obtained as a result of applying the neural network predictive
model. Tasks were distributed among four specialists of the personal data protection
department of the territorial office of Roskomnadzor:

(1) chief specialist (performance level—1, qualification for performing tasks of
high complexity—1, medium complexity—1, low complexity—1);

(2) leading specialist (performance level—0.8, qualification for performing tasks
of high complexity—1, medium complexity—1, low complexity—1);

(3) a specialist-expert (performance level—0.6, qualification for performing tasks
of high complexity—0.5, medium complexity—0.9, low complexity—1);

(4) specialist of the 1st category (performance level—0.7, qualification for
performing tasks of high complexity—0.2, medium complexity—0.8, low
complexity—0.9).

During the setting parameters for performers, the initial number of tasks was set
to zero. In the next step, the current number of tasks was generated:

(1) high level of complexity—2;
(2) medium level of complexity—14;
(3) low level of complexity—21.

After the successful generation of tasks, they were distributed among four
performers by their levels of performance and qualifications for performing tasks
of a specific level of complexity.

Consider the distribution of tasks taking into account their predicted values. As
described earlier, to distribute tasks taking into account the predictive model, it is
necessary to form a set consisting of the current number of tasks and their predicted
number. In this case, the current number of tasks is represented by 2 tasks of high
complexity, 14 tasks of medium complexity, and 21 tasks of low complexity. Per the
constructed predictive models, the predicted number of tasks of high complexity is
1, tasks of medium complexity—15, tasks of low complexity—22. Accordingly, the
following number of tasks will participate in the current distribution:

(1) 3 tasks of high complexity;
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Table 4 Workload of performers with different models of assignment distribution

№ Performers The workload in the
distribution of tasks,
without taking into
account the predicted
values,%

The workload in the
distribution of tasks,
taking into account
the predicted values
before their
exclusion,%

The workload in the
distribution of tasks,
taking into account
the predicted values
after their
exclusion,%

1 Chief specialist 65 95 40

2 Leading specialist 50 95 45

3 Specialist-expert 35 90 55

4 Specialist of the 1st
category

35 95 45

(2) 29 tasks of medium complexity;
(3) 43 tasks of low complexity.

As a result of the distribution for execution, the chief specialist received 19 tasks,
the leading specialist received 19 tasks, the specialist-expert received 18 tasks, and
the specialist of the 1st category received 19 tasks.

In accordance with the described model, after the distribution of all tasks among
the performers, it is necessary to exclude the forecast tasks from the resulting distri-
bution. In this case, this is 1 task of high complexity, 15 tasks of medium complexity,
and 22 tasks of low complexity.

Distributing tasks without taking into account and taking into account their
predicted values, the results of the workload of performers were obtained, shown
in Table 4.

As can be seen from the presented table, the use of the proposed technology
for forecasting and distribution of tasks allows reducing the burden of maintaining
the register of PDOs on the chief and leading specialists. This is a positive effect
since the main job responsibilities of these specialists include the implementation
of inspections of the activities of the PDOs for compliance with the legislation of
the Russian Federation in the field of personal data protection and responding to
complaints from citizens in this area.

The main duties of a specialist-expert and a specialist of the 1st category include
maintaining a register of PDOs,which explains the increased load on them to perform
the type of tasks under consideration.

7 Conclusion

The proposed model for the distribution of tasks, taking into account their predicted
values in comparison with the original model, allows achieving the following results:

(1) reducing the workload of the chief and leading specialists;
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(2) more even distribution of workload between performers;
(3) the possibility of the optimal distribution of tasks between performers, taking

into account such features of time series as trend and seasonality;
(4) the possibility of the optimal distribution of tasks between performers, taking

into account the vacation schedule and other situations involving the replace-
ment of any position by another specialist.

Thus, the results of the research have shown the effectiveness of the proposed
approach and the possibility of its practical use for forecasting and assigning tasks
to performers in EDMS.
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cyber-physical clusters that ensure the functioning of the city. Unlike existing solu-
tions, the proposed approach allows to consider the relationship of the information
flows between different levels of smart city systems. Considered features ofmodeling
of the cyber-physical water supply system (including active control system models,
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megalopolis water supply enterprise revealed significant vulnerabilities in ensuring
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1 Introduction

Theproblemof resourcemanagement inmodern cities is particularly relevant.Urban-
ization imposes certain requirements on the development of models of resource
management. In the modern world, the issue of improving the efficiency of water
resources management in modern cities is an important task. Cities are evolving,
becoming more technological and smart while facing serious challenges-in addition
towater scarcity due to climate change, the scarcity also occurs due to the degradation
ofwater sources, anthropogenic impact on sources, an increase in the number of urban
residents, which leads to significant problems of reducing the quality of life of urban
residents, and deterioration of health. In December 2016, the United Nations General
Assembly unanimously adopted the resolution “International Decade (2018–2028)
for Action—Water for Sustainable Development” to help put a greater focus on the
water during ten years [1], confirming the international importance of the issue of
security water.

Modeling and management of environmental systems is an important aspect of
ensuring the strategic development of cities, of which the quality of management of
urban water supply systems plays a special role. Urbanization of the modern world,
the dynamic development of society, due to the need to provide residents of modern
cities with clean fresh water. At the same time, public water supply systems face a
number of problems, including outdated infrastructure, growing regulatory require-
ments, problems of water quantity and quality, and lack of resources. According to
[2], the United States will have to spend up to $ 200 billion on water systems over
the next 20 years to upgrade transmission and distribution systems. Of this amount,
$ 97 billion (29%) is estimated to be needed to control water losses. The average loss
of water in systems is 16%—up to 75% of this can be recovered.

A similar situation is typical in most countries, which gives this topic of interna-
tional significance. Anthropogenic impact on the environment, degradation of water
resources, climate change increases the risk of water scarcity of cities, the occur-
rence of threats to water security of agglomerations. The potential of using modern
technologies, including complex adaptive systems for controlling water supply in a
modern city, allows minimizing risks and improving the quality of water provided
to residents of cities.

The technological development of modern cities has certainly affected cities that
are evolving into smart cities. The modern city is an abundance of systems that
carry potential threats.Monitoring and security of critical water supply infrastructure
systems inmodern cities is an integral part of the security of vital support systems. At
the same time, the possibility of integrated monitoring of systems increases the effi-
ciency of using both the systems themselves in terms of maintenance and increasing
the operating life, including involving robotic systems and systems and improves the
quality of consumed water resources [3].

An important direction in ensuring the strategic security of cities is modeling
potential threats and adjusting management based on the identified shortcomings.
An integrated approach will increase the level of strategic security of modern cities.
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Fig. 1 Temporal dynamics of the urbanization levels (% urban population) for China and the world

Urbanization trends place higher demands on water quality. Often, previously
designed water supply systems cannot provide a quantitative indicator of the increase
in the volume of water consumed. The dependence on water is increasing at times,
provided that additional external anthropogenic impacts on the environment are
affected by the degradation of water resources and, as a result, the risk of lowering
the quality of water provided to the urban population is realized Population growth
combined with economic growth has fueled recent urban land expansion in North
America. Between 1970 and 2000, the urban land area expanded at a rate of 3.31%
creating unique challenges for conserving biodiversity and maintaining regional
and local ecosystem services [4]. This trend also confirms [5], demonstrating the
dynamics of the urbanization levels for China and the world (Fig. 1).

An audit of water supply systems (WSSs) in the United States, Netherlands i
United States [6] shows that in the Netherlands, at least half of the water distribution
pipes have been replaced since the 1970s; as a result, pipe networks are, on average,
33–37 years old. Although there are regional differences, an estimated 22% of the
pipes in the United States are more than 50 years old; the average age of pipe at
failure is 47 years, and only 43% of pipes are considered to be in good or excellent
condition. In the United Kingdom, as much as 60% of pipe inventory does not have a
record of pipe age, and estimates of average pipe age are on the order of 75–80 years
overall.

Also, the aquatic environment acts as a major pool for antibiotics and antibiotic-
resistant genes (ARGs). Antibiotics in the aquatic environment generally originate
from effluents of wastewater treatment plants, industrial sites, hospitals, and live-
stock farms. It was estimated that in 2013 the total usage of 36 antibiotics reached
92,700 tons in China, making it the world’s largest producer and user of antibiotics
[7]. This allows concluding that, in addition to the level of deterioration of water
supply systems, dividing by climatic zones, in the future, the model should include
parameters for a technical assessment of the state of WSS in cities, as well as the
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quality of water supply sources as an integral part of assessing the level of water
security in cities.

Based on the problems,we formulate the goal of the study—to identify the features
of modeling the CP WSS of the Smart City.

Research Objectives:

1. To analyze the systems of a smart city as a combination of CPS and classifying
systems.

2. Identify the features of CPS of a smart city by the example of water supply
systems.

3. Build practical basic models for managing the cyber-physical water supply
system in Saint Petersburg, Russia.

2 CPSs Within the Smart City

2.1 Concept Overview

To solve the first task, it is necessary to form a comprehensive view of the
specifics, determine the concepts used in the study. The basic concepts are CPSs and
smart cities. According to [8], cyber-physical systems (CPS) are complex systems
with organic integration and deep interaction of computing, communication, and
control (3C) technologies. Currently [9], CPS are managed, reliable, and extensible
networked physical systems that are further integrated with computing, communica-
tion, and control capabilities that can interact with people through many new modal-
ities. CPS are the foundation and core of Industry 4.0 and the Industrial Internet.
As we see, the obligatory criterion of CPSs is the presence of functions and human
participation in the performance of a certain function. The classification of CPSs in
a smart city will be considered in more detail below.

According to [10] assert that a smart city has sixmain dimensions: smart economy,
smart people, smart governance, smartmobility, smart environment, and smart living.
The authors propose replenishing the concept, namely: smart city—is a set of systems
operating in the digital ecosystem of the city, with the aim of increasing the efficiency
of the use of city resources, ensuring safety, improving the quality of life and health
of the city residents.

In the Russian Federation, for example, the term Safe City is used along with the
term Smart City. The functionality of Safe City systems in the Russian Federation
is a set of systems aimed at coordinating the interaction of services responsible for
maintaining law and order, preserving the life and health of city residents, increasing
the efficiency of management of administrative and administrative authorities, and
improving interagency cooperation.
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2.2 Classification of CPS of the Smart City

The next stage of the study is to consider the Smart City as a set of CPS and, based
on this set, divide CPS into directions, creating a basic classification. At the same
time, the classification requires a more advanced division and not just the creation
of the main and supporting clusters.

The city is a holistic management object that operates according to certain rules
and depends, in terms of management theory, on management decisions, managerial
impact, quality, and timeliness. At the same time, the city can be represented as
a holistic distributed active management mechanism in which there is a plentiful
amount of active elements, for example, providing services, residents, enterprises. In
turn, they have a mechanism for influencing the functioning of the governing body,
and managerial influences depend on the preferences of the active elements.

Existing approaches to decomposing smart cities into cyber-physical systems do
not allow a comprehensive assessment of the interaction between different cyber-
physical systems. The approach to classification is either very superficial [9]. Only
the basic functions of the city and the division into main and supporting clusters are
taken into account. Or there is no classification at all [19], which does not allow us
to form a consolidated topology of cyber-physical systems of a smart city.

In this chapter, we propose to consider a smart city as a set of basic cyber-physical
systems.These systems include a set ofmodern tools for protecting andprocessing the
received information using basicAnalytics technologies formaking the bestmanage-
ment decisions. The procedure for decomposing a smart city into cyber-physical
systems is fundamental in the approach proposed by the authors. The extended clas-
sification requires a comprehensive infrastructure audit to identify cyber-physical
systems. Each of these complexes includes a wide range of modern tools and inter-
faces that ensure the processing of various types of data and the provision of digital
services and services, methods of automated processing, recognition, and ensuring
all the properties of information security (confidentiality, integrity, availability of
data).

In contrast to analogs, this approach allows us to take into account the peculiarity
of the disparity and diversity of cyber-physical systems. Classification involves the
decomposition of a smart city into cyber-physical systems and the division into
categories (clusters). The classification is based on active system management func-
tions. This makes it possible to comprehensively form the topology of cyber-physical
smart city systems and evaluate their interaction. The basic classification of smart
city cyber-physical systems developed by the authors is presented in Table 1.

The “Security” cluster can be interpreted both as “Providing” and “Supporting”.
In turn, the authors decided to separate this function into a separate cluster, due to
the potential increase in the number of threats to the functioning of the Smart City,
especially cyber threats.
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Table 1 CPS classification of smart city

Cluster Description Example CPS

Control It is aimed at ensuring timely
decision-making on the basis of reliable
data obtained from CPS

Support and decision-making system,
secure management, analytical
systems

Control Supervision of compliance with
established requirements. Often
presented as a subsystem of the cluster
“management” or “safety”

Monitoring systems and condition,
environment, traffic congestion,
equipment condition

Safety It is aimed at identifying potential threats
to the security of both city residents and
their property, as well as city
infrastructure, enterprises

CCTV, video surveillance, warning
systems, intrusion detection

Providing Ensuring the functioning of the city Water supply, gas supply, electricity
supply, telecommunication, logistics

Supporting Supporting systems responsible for
maintaining the functioning of the city

Smart manufacturing, smart buildings

3 Modeling the Cyber-Physical Water Supply System
of the Smart City

3.1 Analysis of the Specificity of the Subject

Based on the classification of Smart city CPS described in Chap. 2, let’s look in more
detail at the water supply system as an example of a CPS. To evaluate the features
of modeling, it is necessary to analyze the principle of operation of the system.

The system is based on the principle of resource allocation using the infrastruc-
ture of the water supply enterprise. The supply function is the basic one for the
enterprise and the supplied water (resource) must meet the established parameters
(characteristics) approved in this particular locality (city, country). The characteris-
tics are the quality and guarantees of quantitative indicators of providing residents
in case of compliance with the established requirements, often contractual relations
and pricing policy [11].

The system consists of a set of water supply sources (resources), a manage-
ment body (water supply enterprise), and water supply infrastructure (main and local
communications).

Let’s imagine the functioning of a water supply company as a basic business
process (Fig. 2).

Adistinctive feature of digitalVodokanal as aCPSof aSmart city froman“analog”
Vodokanal is the availability of specialized equipment, sensors, for example, based
on IoT and IIoT, data centralization and Analytics that allow you to quickly monitor
the state of systems, optimize maintenance costs, and indirectly increase the service
life of the infrastructure.
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Water 
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Fig. 2 The Basic business process of functioning of a water supply company

If we consider the water supply system as an active system, then with the appear-
ance of additional intelligence of the system, increasing the active elements of the
system, the complexity of managing the system increases. In this case, part of the
control becomes automated or automatic, thereby reducing the human factor, but
there are additional potential threats that can affect the system’s control mechanism.

3.2 Building Basic Models of a Cyber-Physical Water Supply
System

Based on the study of the specifics of the cyber-physical water supply system of a
Smart city, we will build basic models. A cyber-physical water supply system is a
multi-link active resource distribution system, the resource is water. The system is
managed by the management body. In control theory, active and passive systems are
distinguished. In addition to being able to select a state, the AC elements have their
interests and preferences, that is, they select the state purposefully (otherwise their
behavior could be considered passive).

The General formulation of the task of managing an active system is as follows:
The state of the system that belongs to some valid set A, is represented by the variable
(1):

y ∈ A (1)

The state of the system depends on control actions (2):

η ∈ U : y = G(η) (2)
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Fig. 3 Two-level automated
fan-type system C

AE AE AE

Value K (η) = �(η,G (η)) it is called control efficiency, where η ∈ U—control
the action.

The task of the governing body is to choose such an acceptable control that
maximizes the value of efficiency, provided that the reaction of G(η) of the system
to the control actions is known (3):

K(η) → max
η∈U (3)

Accordingly, the management task is reduced to the need to choose the optimal
control (4):

η∗ =∼
η (y) ∈ U,

∼
η: A → U (4)

Let’s imagine a two-level active fan-type system (Fig. 3).
The AU structure is a set of information, management, and other relationships

between AU participants, including relationships of subordination and distribution
of decision-making rights. The governing body, active elements are members of the
system, and resources are distributed according to the specified rules [12].

In turn, the section of contract theory is also applicable tomodeling the functioning
ofwater supplyCPS.Contract theory-studies incentivemechanisms in active systems
operating under conditions of external probabilistic uncertainty are also discussed in
Sect. 3.4.

Consider the following approach based on the resource allocation mechanism.
When distributing a resource between n active elements centp. The resource value
of the i—element is determined by its utility function (5), where xi—is the amount
of resource it receives, a ri—is the type of active element.

ϕi (xi , ri ) (5)

In turn, the main task of the center will be to distribute the resource itself with a
given goal, for example, to maximize the utility of all elements (6)

∑

i∈I
ϕi(xi, ri) → max

x≥0
(6)



Smart City: Cyber-Physical Systems Modeling Features 83

When modeling CPS, it is necessary to take into account the feature of the multi-
links of the active system, which affects the system control model.

3.3 Consideration of the Features of Modeling Integrations
of the Cyber-Physical Water Supply System of a Smart
City

Modeling integrations of the cyber-physical water supply system of a Smart City
has certain features. Integration refers to the process of combining disparate system
elements into a single unit or dividing them into secure segments in order to improve
the efficiency of system management. In our case, we will consider the process of
integrating the integration of a cyber-physical water supply system with the manage-
ment center of Smart city systems. Which is often a hardware and software platform
that meets the security requirements for data storage and processing.

Integration in order to centralize data, improve themanagement and controlmech-
anism, should be considered as additional potential threats to the functioning of the
system.

To evaluate the performance of the CPS modeling integration of water Smart city
model underlying the data exchange between the elements of the active system as a
“Digital water supply system” (DWSS) and “Analog water supply system” (AWSS),
it will also give an initial expert assessment of changes in the number of parts of the
system, additional potential vulnerabilities.

Figure 4 simulates the functioning of an “analog” water utility, i.e. a water

Fig. 4 Modeling of the operation of the “analog water supply system”
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Fig. 5 Modeling of the operation of the “digital water supply system”

supply company that does not use centralized systems for accounting and moni-
toring resources, equipment condition, operational monitoring of resource losses,
and predictive Analytics. Often, the information provided to the management body
is unreliable, untimely, and incomplete, which leads to the inability to form an objec-
tive full-fledged situation for the water supply enterprise, the quality of the resource,
equipment wear, planned and actual costs for repairs, and to ensure the level of safety.

Figure 5 simulates the functioning of the “Digital water supply system” as a
complete CPS. Data is exchanged in a secure, centralized, and automated way at each
production stage, according to the business process Fig. 2—from source to consumer.
It analyzes the chemical and biological composition and resource losses, the condi-
tion of equipment and its level of wear, and quantitative indicators of consumption.
Innovative technologies become a tool to improve the control efficiency of water
supply systems of a modern city [13]. By automating the operation of the “digital
water channel”, the potential number of security threats increases, which, as already
mentioned, must be taken into account in the management models of the CPS of
water supply in a smart city [14].

Based on the analysis, we compare the advantages and disadvantages of the two
types of water utilities (Table 2).

The digital water channel control model is different from the analogwater channel
managementmodel.Digitalization of the industry has a positive impact on the level of
development of water utilities, centralizes the exchange of data over secure commu-
nication channels, provides the opportunity to build models of both deterministic
and stochastic, the result of which is to optimize costs [13] and improve the quality
of services provided to consumers. Often, the main problem of the transition to the
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Table 2 Comparison of advantages and disadvantages of the operation of “analog water supply
system” and “digital water supply system”

The analog water supply system The digital water supply system

Advantages Less qualified personnel to maintain
systems
“Used” to manage this way and
unwillingness to change the strategy

Improving the quality of delivered
water
Increasing the level of security
Loss reduction
Cost optimization

Disadvantages Additional threat
The lack of systems for monitoring
the quality of the resource
There is no reliable operational
information about losses

Increasing the number of threats
Additional infrastructure maintenance
costs

management of a “digital water channel” is the lack of funding even to maintain the
existence of an “analog water channel". The authors believe that this problem is a
serious test and challenge for the modern world in the period of transition to digital
format, and it is important that the technological solutions of Smart cities also meet
the security requirements, including in the field of CPS water supply for Smart cities.

3.4 Practical Implementation

Let’s take a practical example of the created basic models and analyze their appli-
cability. One of the largest cities in the Russian Federation – Saint Petersburg with
a population of more than 5 million people-was taken for the study. Vodokanal St.
Petersburg, Russia’s oldest and one of the biggest suppliers and sewage operators in
Russia. Vodokanal of Saint Petersburg is one of the best water supply and sanitation
companies in Russia. The installed technological equipment allows us to provide
high-quality water to consumers, while the negative factors of the company’s oper-
ation for environmental pollution are minimal and meet the requirements of inter-
national standards. Water in the Baltic Sea in the area of Saint Petersburg has a low
level of anthropogenic pollution, which allows us to conclude about the effectiveness
of measures and technologies used to ensure the management of the functioning of
the cyber-physical water supply system.

Build two almost basic models, as applied to St. Petersburg:

1. Resource allocation model, according to the theory of contracts.
2. Scenario modeling of failure of the main water supply source (degradation,

infection).

A. Resource allocation Model, according to contract theory.
An active element, such as a consumer, selects an action y ∈ A, which under the
influence of the external environment leads to the implementation of the result
of the i-th active element (7), where gde A—is the set of feasible actions of the
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active element, A0—is the set of valid results of activity of the active element
[12].

z ∈ A0 (7)

Suppose that on the available set of possible actions of the active element is
finite and has the form

A = {y1 . . . , yn}, A0 = {z1 . . . , zn} (8)

Set formula

σi = σ(yi ), ci = c(yi ), pi j = p
(
z j , yi

)
(9)

At the first stage, you need to define a set of actions to be implemented: for each
possible action

yk, k = −
1, n (10)

We are looking for an incentive system σ k
j , that satisfies the constraints of (11)

and implements it.

0 ≤ σ k
j ≤ C, j = 1, n (11)

Looks like:
⎧
⎪⎨

⎪⎩

n∑
j=1

σ k
j pk j − ck ≥

n∑
j=1

σ k
j pi j − ci , Ai = −

1, n

0 ≤ σ k
j ≤ C, j = −

1, n

(12)

Conclusion: this basic approach allows us to conclude that contract theory can
also be applied to modeling the functioning of water supply CPS.
After analyzing the basic theoretical mechanism of resource allocation,
according to the theory of contracts, let’s move on to a practical assessment of
the resources themselves, namely the sources of water supply in St. Petersburg.

B. Scenario modeling of failure of the main water supply source (degradation,
infection).

During the study, it was revealed that according to the approved state scheme of
water supply and sanitation of the city of Saint Petersburg [15], the main source of
water supply in the city is theNeva river (98%of the total amount of water consumed;
the remaining 2% are underground sources). The proportional ratio makes it possible
to consider that it is actually the main and only one.
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In case of contamination/degradation of the main source of water supply, it is
necessary to promptly ensure the transition to a backup source of water supply, if
there is one. It often happens that in many settlements there are no redundant sources
for a variety of reasons—from natural to economic [1].

Reservation of water supply sources dates back to antiquity, for example, in the
Byzantine period in Istanbul, one of the great creations in the field of water supply
reservation was built, combining with a special architectural monument-the Big
Basilica Cistern [16]. CIS tank was about 100,000 tons. The 4.80 m thick exte-
rior walls were made waterproof by covering them with a 3.5 cm thick brick dust
solution.

According to the Russian legislation [17], the reservation of sources of drinking
and household water supply in the event of an emergency is carried out on the basis of
underground water bodies protected from contamination and clogging. At the same
time, such sources should be provided with special protection zones, the regime of
which corresponds to the regime of zones of sanitary protection of underground
sources of drinking and household water supply.

Source redundancy can be implemented with the help of additional wells, backup
protected storage (open and closed), rapid transportation of the resource by transport,
and storage of large-size reserves at enterprises (Fig. 6). Switching to a backup is
also possible in an automated way, similar to the power supply when in case of
disconnection of the main power source, the backup power is switched on either by

Fig. 6 Modeling potential water degradation scenarios
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switching to an independent backup power line or by using a specialized installation
like a fuel generator or solar/wind power and battery-stored backup power.

At the same time, it is often problematic for many cities to consider the possi-
bility of quickly entering a backup water supply, especially if management systems
do not provide for such a possibility. Unfortunately, many cities face this situation,
which leads them to disrupt the stable functioning of systems and increase the risk
of threats to water security. Active chemical and biological contamination, delib-
erate anthropogenic contamination of water sources for the purpose of terrorist and
extremist activities, including sabotage [18], which are displayed in this scenario
modeling, are potentially possible. Such studies allow us to justify the feasibility
of modeling the functioning of CPS and the introduction of reservation systems in
order to increase the level of strategic security of a modern city, improve the level of
water resources control.

Recommendations based on scenario modeling:

1. Saint Petersburg is one of many cities that has a “single” source of water supply.
Very often, cities are not provided with backup sources of water supply and
in case of emergency situations-epidemics, biological infections, anthropogenic
pollution, can cause significant economic and social damage. When building
smart cities, it is necessary to take into account the fact of a “single” source
and to forecast and analyze the scenario in the models in order to improve the
strategic security of cities.

2. The presence of virtually the only source of water supply for the city of Saint
Petersburg with more than 5 million inhabitants is unacceptable. The largest
freshwater lake in Europe-Lake Ladoga, which is the source of the Neva River,
is located near Saint Petersburg. This can potentially increase the security level
to ensure water security of the region requires an increase in monitoring of
compliance with measures of the purity of lake Ladoga, equipping CPS water
for the purpose of operational monitoring of the chemical and biological status
of the water body.

3. Consider the possibility of building closed protected freshwater storage facilities
in Saint Petersburg.

4. Further researchwill include additional simulationmodeling of various scenarios
for the functioning of the cyber-physical water supply system in Saint Petersburg,
taking into account the identified threats, trends, and the level of equipment wear,
as well as integration with Smart city systems. Special attention should be paid to
improving the level of security of both the functioning of systems and assessing
the potential consequences due to the failure of supporting CPS.

4 Conclusion

Advanced technologies of smart city governance (includingwater resourcesmanage-
ment) are based on the use of cyber-physical systems. At the same time, the existing
global challenge of improving water resources management is particularly acute in
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the context of water source degradation, water shortages, and continuing population
growth. This area of research is a pressing issue. The analysis of the theory and prac-
tice of smart city functioning as a set of cyber-physical systems allowed to conclude
that it is advisable to refine the methods of classification of smart city cyber-physical
systems. In particular, the application of the clustering approach of the cyber-physical
systems of the smart city became the basis for the developed taxonomy of cyber-
physical systems. This classification implies the decomposition of cyber-physical
systems on the basis of control functions, providing consolidated construction of the
cyber-physical system’s topology and assessment of their interaction.

The authors created the basic models of functioning of cyber-physical water
supply systems in a modern city and considered the specifics and features of the
modeling process. When modeling cyber-physical systems of a smart city, it is
necessary to take into account that these systems are multi-link active ones. By
building models, it is possible to improve water management and reduce potential
risks [20]. The development of integrated models of cyber-physical water supply
systems functioning in a modern city requires additional research. The basic models
of cyber-physical water supply systems simulated by the authors have been practi-
cally tested. Conducted scenariomodeling implied disabling of themainwater source
in a city with more than 5 million inhabitants - on the example of the city of Saint
Petersburg, Russia. In order to increase the strategic security of the region, a list of
measures has been compiled to reduce the likelihood of water scarcity, including the
creation of reserve protected closed-type freshwater storage facilities and equipping
Lake Ladoga with cyber-physical water supply systems. These results are the basis
for considering the improvement of smart city water supply management and the
creation of simulation models for the scenario of the smart city’s main water source
disabling.
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Controlling Traffic Flows in Intelligent
Transportation System

Alexander Galkin and Anton Sysoev

Abstract The approach to control traffic flows in intelligent transportation systems
is proposed. The algorithm is based on optimization of the transportation system
functioning criterionwhich is speed (or time) ofmovement. The system is represented
as a graph. The control consists of changing the traffic flows rate on individual
sections of the system (graph edges), for example, by regulating the operation of
traffic lights, and changing the capacity of sections, for example, by using reverse
lanes.

Keywords Intelligent transportation systems · Effectiveness criteria ·
Optimization · Control · Graphs

1 Introduction

Regional transportation systems have a significant impact on social and economic
development of the region. Therefore, the issues of modernizing transportation
systems are always relevant. The upgrade may involve powerful infrastructure
changes [cf. 1]: construction of new roads, transport hubs, development of new
modes of transport, etc. These activities require significant financial costs and a long
time to implement them.

Effective control of existing transportation infrastructure is another area of devel-
opment of transportation systems, and, as a rule, the cost of implementing such
measures is much lower, since no significant infrastructure changes are required.
The duration of their implementation is also shorter. But such events have a limited
scale of positive effects.
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The relevance and possibilities of effective control of transportation systems have
increased with the development of information and telecommunications technolo-
gies [2]. The intellectualization of transportation systems is developing all over the
world [3], and various technologies are being used. But all of them are based on
collecting information about the current state of transportation systems and fore-
casts of the future state [4]. This information may include [5]: geo-information
data (road and road network diagram, transport nodes, terrain, buildings, traffic
control equipment, traffic flow diagram), traffic flow characteristics (speed, flow
rate, density), information about meteorological characteristics of the environment
(relative humidity, air temperature, pressure, precipitation), and others. The distinc-
tive features of each intelligent transportation system are the ways in which such data
is collected, processed, and used in control decisions [6]. Almost all transportation
systems use graph structures to describe the road scheme, which is a universal tool
in this case allowing to solve optimization problems [7]. The vertices of the graph
can describe the transport nodes corresponding to, for example, the intersection of
roads. And the edges describe the roads themselves.

2 Controlling Traffic Flows

2.1 Graph-Structural Approach to Modelling
of Transportation Systems

Each vertex of the graph can be compared with a vector value that describes its
various characteristics, such as the presence/absence of a traffic light or its signal,
the incoming traffic flow rate, capacity, the value of carbon dioxide emissions, etc.
For each edge of the graph, we can alsomatch its own vector value e(i, j) = [xi ; x j ] =(
e(i, j)
1 , e(i, j)

2 , ..., e(i, j)
m

)
, appropriate, for example, for traffic capacity, traffic flow rate,

etc. In general, these characteristics are not constant and can change over time. It is
also assumed that some of these characteristics can be controlled. For example, by
adjusting traffic lights, it is possible to change the capacity of nodes, and by switching
reverse roads, it is possible to change the capacity of roads and, as a result, the flow
rate of incoming traffic at transport nodes [cf. 8]. The most common graph-structural
object, modelling the traffic flows, is the transportation network [9, 10]. The main
tasks include the equilibrium distribution in the transportation network [11, 12] and
the search for the maximum flow [13, 14]. Control in an intelligent transportation
system consists of setting conditions that optimize certain characteristics [15] of
the transportation system state. In this case, these characteristics act as optimality
criteria. There aremany types of optimality criteria [16]: traffic safety, environmental
impact, etc. But one of the main things is the speed (time) of movement. One of the
possible values that characterizes this criterion is
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k(e(k)) = λ(x (i))

μ(e(k))
, (1)

where λ(x (i)) is the flow rate entering the vertex i, which is the beginning of the edge
k, and μ(e(k)) is the capacity of the edge k. If the value of this criterion is less than
1, the movement is free and the speed is limited by permission signs. The criterion
for the entire transportation system can be defined as follows

K1 = min
m∑

k=1

c(e(k)), (2)

where

c(e(k)) =
{
1, k1(e

(k)) > 1;
0, k1(e

(k)) ≤ 1.
(3)

Thus, the optimal situation is one in which the flow rate of incoming traffic does
not exceed their capacity on as many edges corresponding to roads as possible. Let
us consider the problem of choosing optimal controls for a transportation system,
defined as a graph, and characterized by criterion (2). Let the graph have two param-
eters for each vertex i: x (i)

1 is the flow rate of the incoming streams and x (i)
2 is the

maximum capacity, and each edge also contains two parameters e(i, j)
1 : e(i, j)

1 is the
flow rate of the incoming streams and e(i, j)

2 is the maximum capacity. Let us assume
that different traffic light control modes can be used as control actions, which change
x (i)
2 and reverse road switching, which change e(i, j)

2 .
Parameters set for graph vertices and edges are related. Figure 1 shows possible

variants of the transport node scheme.
For the option (a) in Fig. 1 the link has the following form

α1e
(i,iout1)
1 + α2e

(i,iout2)
1 + · · · + αne

(i,ioutn)
1 = min(e(iin ,i)

1 , x (i)
2 ), (4)

where α1, α2, …, αn are weight coefficients that characterize the separation of
traffic flows along different edges that exit from the same node.

For the option (b) in Fig. 1 the link has the following form

e(i,iout )
1 = min(e(iin1,i)

1 + e(iin2,i)
1 + ... + e(iinm ,i)

1 , x (i)
2 ). (5)

For the option (c) in Fig. 1 the link has the following form

α1e
(i,iout1)
1 + α2e

(i,iout2)
1 + · · · + αne

(i,ioutn)
1

= min(e(iin1,i)
1 + e(iin2,i)

1 + ... + e(iinm ,i)
1 , x (i)

2 )
. (6)
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a) b)

c)

Fig. 1 Schemes of transport vertexes: a one input—several outputs, b several inputs—one output,
c several inputs—several outputs

However, it should be kept in mind that for the option (a), if e(iin ,i)
1 > x (i)

2 , changes
the maximum capacity of the edge e(iin ,i) as follows e(iin ,i)

2 = x (i)
2 . For options (b)

and (c): if e(iin1,i)
1 + e(iin2,i)

1 +· · ·+ e(iinm ,i)
1 > x (i)

2 , the maximum capacity of the edges
changes e(iin1,i), e(iin2,i),…, e(iinm ,i) as follows e(iin1,i)

2 = β1x
(i)
2 , e(iin2,i)

2 = β2x
(i)
2 ,…,

e(iinm ,i)
2 = βmx

(i)
2 , where β1, β2, …, βm are weight coefficients that characterize the

share of transport vertex capacity allocated to the corresponding incoming edge.
In order to account for the capacity of only edges, each vertex x (i) of the highway

graph can be split into two vertexes—x (i)
in and x (i)

out , at the same time setting a new edge
e(iin;iout ) = (x (i)

in ; x (i)
out ). Then all incoming edges in the vertex x (i) will be included

in x (i)
in , while the outgoing ones will come from x (i)

out . The vertex capacity of x (i),
divided into two, will become the capacity of the edge e(iin;iout ) = (x (i)

in ; x (i)
out ). If

there are vertices x ( j), such that the graph has edges e(i, j) and e( j,i), then the edge
e(iout ;iin) = (x (i)

out ; x (i)
in ) is also added.

2.2 Approach to the Redistribution of Traffic Flows
in Transportation System

Control by adjusting the operating modes of traffic lights and switching reverse
roads leads to changes in the capacity of individual graph edges. The total capacity
of adjacent edges remains constant:

∑
j∈Xe

(i, j)
2 + ∑

j∈Xe
( j,i)
2 = const , where X is

the vertex set of the graph.



Controlling Traffic Flows in Intelligent Transportation System 95

Let us set the matrix of maximum edge capacities for a graph

E2 =

⎡
⎢⎢⎣

e(1,1)
2 e(1,2)

2 ... e(1,n)
2

e(2,1)
2 e(2,2)

2 ... e(2,n)
2

... ... ... ...

e(n,1)
2 e(n,2)

2 ... e(n,n)
2

⎤
⎥⎥⎦ (7)

and the matrix of traffic flow rate

E1 =

⎡
⎢⎢⎣

e(1,1)
1 e(1,2)

1 ... e(1,n)
1

e(2,1)
1 e(2,2)

1 ... e(2,n)
1

... ... ... ...

e(n,1)
1 e(n,2)

1 ... e(n,n)
1

⎤
⎥⎥⎦. (8)

Let us compose the vector U of dimension n with elements presented as∑
j∈X e( j,i)

1 − ∑
j∈X e(i, j)

2 (difference between the sum of elements of the column i
of the matrix (8) and the column i of the matrix (7)). The positive value of element
means that the intensity of movement along the edges of the vertex i is higher than
the capacity of the edges exiting it. The negative value indicates that there is a reserve
of capacity of the edges emanating from the vertex i.

Next for each element of the resulting vector, we perform the following actions.
If Ui > 0, we choose all the edges e(i, j), such as Uj < 0. Then the overall ability to
increase the capacity of the node i will be

∑
j∈X j

∣∣Uj

∣∣, where Xj is the set of vertices

x ( j), adjacent the vertex x (i).
For selected edges, according to the control capabilities, we increase the capacity

as follows:

e(i, j)
2new = e(i, j)

2 +
∣∣Uj

∣∣
∑

j∈X j

∣∣Uj

∣∣ min[|Ui |,
∑
j∈X j

∣∣Uj

∣∣]. (9)

This method is used to unload congested areas without loading them. The direct
adjustment of the operating modes of the traffic light and reverse motion at the
specified capacity capabilities is carried out according to the specialized algorithms
[17–19]. The recalculation procedure (9) can also be repeated, if one considers the
range of capacity not only of adjacent vertices, but also of vertices to which one can
construct a route limited to a certain number of edges.

2.3 Numerical Example

Let us consider the example of traffic flow management in the transport network
presented in Fig. 2.
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Fig. 2 Transportation
network graph

The structure of the graph corresponds to the road sections in Lipetsk The lateral
orientation of the edges in Fig. 1 corresponds to two opposite edges. Arrow signs
stand for the the edge traffic flow respectively. The label above refers to an edge
from left to right, the label at the bottom—from right to left. The label on the left
refers to an edge with a direction from the top to the bottom, and the label on the
right refers to the direction from the bottom to the top. In addition, the capacity of
the vertices x (2) = [25; 30; 8; 32; 30; 15; 14; 20; 20] is specified. It corresponds
to the total possibilities of the intersection determined by the given vertex when
organizing movement in all possible directions. In this case, the redistribution of the
total capacity of the vertices in all directions can be considered as a test to check its
effectiveness. One of the most common ways to reach this is to adjust traffic lights.

To connect this section of roads to the entire urban transportation system is ensured
by the formation of additional incoming traffic at vertices 1, 2, 7, 9 and the capacity
of those leaving the transportation network at the same points. This can be taken into
account by putting an extra vertex to the graph, as shown in Fig. 3.

In fact, the new vertex 0 is the analogue of the source and run-off in the classical
transportation network. To implement the proposed flow control algorithm, a number
of changes must be made to the graph: (1) each vertex having multiple inputs and
multiple outputs from the same vertices (see option c) in Fig. 1), must be split into
as many vertices as there are exits. The resulting vertices have one exit and contain
all inputs except the input from the vertex where the exit is going. This is necessary
to ensure that the flow from the input vertex is not redistributed to the vertex itself;
(2) to transfer the capacity from vertices to edges, each vertex must be split into two.
The first will include all edges. One exit with the capacity of the shared vertex will
be directed to the second. The other one will have all the edges coming out. The
example of this partition for the first vertex is shown in Fig. 4.

Vertex 1 was split into three: 1.0, 1.2 and 1.4. The second character in the number
defines the vertex with which the output edge is connected. In turn, each of the three
vertices obtained was split into two to transfer the capacity from the vertex to the
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Fig. 3 Modified transportation network graph

Fig. 4 Partition of vertex 1

edges. The total capacity of the edges [1.0; 1.0*], [1.2; 1.2*] and [1.4; 1.4*] is equal
to the capacity of vertex 1. The edge distribution is determined by the current traffic
light setting. In the initial conditions of the task, let’s assume that the capacity is
proportional to the weight of the output edge among all exits, for example,

e(1.0,1.0∗)
2 = x (1)

2 · e(1,0)
2

e(1,0)
2 + e(1,2)

2 + e(1,4)
2

= 25 · 6

6 + 15 + 15
= 4, 17.

Severed edge intensity values, e.g., [0; 1.2] and [0; 1.4], are determined by the
weighting factors that characterize the division of the traffic across the different
edges leaving the same vertex. Under the conditions of the problem, let the weights
be proportional to the weight of the output edge among all exits, for example,
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Fig. 5 Capacity matrix fragment

e(0,1.2)
1 = e(0,1)

1 · e(1,2)
2

e(1,2)
2 + e(1,4)

2

= 6 · 15

15 + 15
= 3.

In the end, capacity and flow rate matrices are determined for a graph (Fig. 3) of
size [52 × 52]. Figures 5 and 6 show the fragments of the obtained matrices.

The value of the vector U is calculated from the obtained matrices as follows:
U = [0.; 0.97619;−1.70238;−0.27381;−1.83333;−6.28571;

− 4.85714; 0.943182;−5.51136; 0.568182; 2.18182;−1.875;
2.18182; 0.;−1.88661; 1.67443; 1.55385; 1.65833;−2.82947;
− 0.6; 0.685714;−0.771429;−4.13228;−1.00529;−3.07937;
− 2.78307; 0.407407;−1.85185;−0.0740741; 0.518519; 2.33333;
− 1.33333;−1.33333;−3.;−0.833333;−0.7;−3.46667; 3.83333;
− 2.7; 5.86667;−0.272727; 0.974026; 0.298701;−1.5;
0.428571;−0.928571;−1.01099;−1.7033;−6.28571;
3.52448;−2.94872; 6.42424

]]. The

value of the criterion obtained is
∑52

k=1 c(e
(k)) = 18.

Among the many positive elements selected are those whose capacity can be
modified. These elements are [2.5; 4.3; 4.5; 4.7; 6.5; 8.7; 8.9]. So for the elements
2.5 and 8.7 there are no edges e(2.5, j) and e(4.8, j), such as Uj < 0, and their capacity
cannot be increased. Among the remaining edges the edge i is selected, for which
the maximum value is

∑
j∈X j

∣∣Uj

∣∣−Ui , where Xj is the set of vertices x ( j), adjacent

the vertex x (i), with negative values of Uj. Such a vertex is 8.9. So we recalculate
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Fig. 6 Traffic flow rate matrix fragment

the new edge capacity with formula (9):

e(8.9,8.9∗)
2new = e(8.9,8.9∗)

2 +
∣∣Uj

∣∣
∑

j∈X j

∣∣Uj

∣∣ min[|U8.9|,
∑
j∈X j

∣∣Uj

∣∣]

= 7.272727 + 0.298701 = 7.571428

.

That is the edge capacity must be increased by 0.298701. Increase in capacity
in the example presented can only be achieved by redistributing the total capacity
of the vertex between its outgoing edges (traffic lights regulation). In this case, the
limit on the value of the total capacity of the vertex should be respected. In our case
e(8.5,8.5∗)
2new +e(8.7,8.7∗)

2new +e(8.9,8.9∗)
2new = const. The edge e(8.5,8.5∗)

2 has the capacity reserve
of 0.772727.

As a result, the following capability modifications are made:

e(8.9,8.9∗)
2new = 7.272727 + 0.298701 = 7.571428,

e(8.5,8.5∗)
2new = 7.272727 − 0.298701 = 6.974026.
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We get the value of the criterion
∑52

k=1 c(e
(k)) = 17. and repeat this procedure

with new capacity and intensity matrices as long as the criterion is reduced. In the
example given, the value of the criterion can be reduced to 14.

3 Conclusion

Thus, the traffic control algorithm in Intelligent Transportation Systems is presented
in this chapter. The intelligent transportation system is expected to collect and analyze
real-time traffic information. This information is used by the traffic control algorithm.
The algorithm is based on optimization of the performance criterion of the transporta-
tion system—speed (time) of movement. In the above example, using the algorithm
it is possible to reconfigure traffic lights modes in such a way that the total number of
congestion sections decreases from 18 to 14. In case of optimizing not only current
state of the system but also taking into account the future possible states the presented
approach could be extended to time-dependent graphs described in [20].
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Abstract The aim of the study is to improve intelligent methods for supporting city
management tasks by monitoring the state of processes in the urban environment and
deliberately changing their parameters in accordance with decisions obtained using
predictive modeling. The chapter provides an analysis of the current state of the
cyber-physical problem of modeling processes in systems with people interaction,
existing methods for modeling the people movement in an urban environment, and
projects formodeling the peoplemovement in a city based on amulti-agent approach.
The process of developing scenarios for moving agents in an urban environment is
shown. The main components of the software solution responsible for simulating
human behavior are presented.
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1 Introduction

Decisions effectiveness improving when choosing options for urban environment
development is one of the main problems of modern large cities. New approaches
to the management of urban processes are required because of the increase in popu-
lation, the complexity of urban processes, and the tightening of requirements for
the quality of urban services provided. Models suitable for studying various options
for changing the urban environment, organizing activities, and choosing the most
effective solutions can be built on the basis of an analysis of the functions of the city,
the processes, and behavior of residents in it [1].

The multi-agent approach is considered among many methods for modeling such
systems. Such an approach is to reduce the initial complex problem into a set of simple
tasks, and each “simple” problem is solved by a special program called an agent. An
agent is an independent software system that consists of program objects that have
the ability to receive an impact from the outside world, determine its reaction to this
impact and, in accordance with this, form a response action.

Agents as software entities are able to perceive the environment and respond
depending on the situation in which they are [2]. They are goal oriented, i.e. they
receive tasks and perform them, interactingwith each other andwith the environment.

The problem of increasing the adequacy of the developed models requires the
development of new approaches to modeling the behavior of actors taking into
account the interaction with the environment, other actors and the implementation
of a wide range of behavioral scenarios.

2 Existing Approaches to Modeling Human Behavior

Multi-agent modeling is currently an actively developing and promising area of
IT [3]. A multi-agent system is a system of several interacting intelligent agents
(programs). Entities in such a system are active (agents that respond to each other and
the environment) and have individual characteristics. Modeling takes place from the
bottom up, thus, behavior at the individual level forms the global level of the system,
which allows achieving from low to high levels of abstraction. The simplicity of the
initial implementation of such a system is due to incomplete data on the environment
and the agents themselves that may cause subsequent difficulties in the interactions
formalization [4].

The agent-based approach has been shown to be effective in describing a wide
variety of processes. Nevertheless, there are too many unsolved problems associated
with the implementation and ensuring the adequacy of multi-agent systems [5]. So,
there are many approaches to modeling the behavior of intelligent agents in multi-
agent systems. It makes sense to consider the main ones.
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2.1 Modeling the Behavior of Intelligent Agents
in Multi-Agent Systems

Rule Based Behavior Model. The organization of a rule-based behavior model
assumes that the agent will behave identically in each similar situation, guided by
the rule that the programmer set for him. Rules can be entered based on the current
state of the agent, or they can be absolute and not depend on it. Setting rules based
on the state of the agent or its parameters allows to provide some variety of behavior,
but can’t achieve realistic behavior [6].

Behavior Model Based on the Finite State Machine. The behavior of an agent
with various states can be modeled on the basis of finite state machines. The state
may reflect the conditions in which the agent is: hunger, thirst, fatigue, and others.
The most famous variant of this approach is called GOAP and is successfully used
in game projects on a global scale (F.E.A.R., S.T.A.L.K.E.R and others) [7]. This
approach implies that the activity of the agent is regulated by his state and the purpose
of this state. For example, the agent in a state of “hunger” must achieve the goal of
“eat” before it can switch to another state. The need for an agent to achieve a goal
determines the need to build a chain of actions aimed at achieving this goal.

Finite state machines allow you to simulate a fairly varied and realistic behavior
of the agent. However, the addition of new states to the model involves a substantial
revision of the entire model in order to add new relationships between the new and
each of the existing states [8].

BehavioralModel Based onBehavior Tree. The behavior tree is an oriented acyclic
graph whose nodes are agent behavior options. The tree starts from the root node,
which sends the child a signal for execution and receives the state of the nodes in
response: “Running” if the node is still running, “Success” in the case of successful
implementation and “Failure” in case of failure. Variable agent behavior can be
modeled using such a system. Also, the behavior tree, being a kind of finite state
machine, has an undeniable advantage in the form thatwith the increase in the number
of available states, the complexity of the tree does not grow as fast as the complexity
of the automaton [9, 10].

Model of Social Forces. The model is based on Newtonian dynamics to describe
the movement of pedestrians and shows several natural behavioral phenomena of
pedestrians in the process of movement: pedestrians choose the shortest path; move
at an individual speed, taking into account the situation, gender, age, restrictions;
keep a certain distance from each other. The distance depends on the pedestrian
flow density and speed. The pedestrian movement in the model of social forces is
described by the sum of the forces acting on it. The position in space, the speed and
acceleration of a pedestrian at any given time can be learned by compiling and solving
a system of differential equations describing the action of social forces [11, 12].

The necessary accuracy of calculations and sufficient realism of pedestrian
behavior can be obtained with the right settings. But the operation of the algorithm
is characterized the by low speed with the high complexity of implementation, as
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well as the need for high computing power. Moreover, the model has a low level of
abstraction (micro level) [13].

2.2 Application of Multi-Agent Modeling in Gaming
and Research Systems

It is also worth considering specific applications of multi-agent modeling. There are
a number of applications designed to solve modeling problems in transport systems.
Among such applications can be noted TRANSIMS, MIRO,MobiSim, ARCHISIM,
SimMobility Freight and others.

There are also alternative multi-agent platforms such as GAMA,MadKit, Repast,
Jade andNetLogo, which include basic components for creating agents from any data
set, as well as the ability to perform large-scalemodelingwithmillions of agents [14].
High-level agent programming languages, such as NetLogo or GAML, are offered
to refine such systems.

The platforms under consideration can be universal, like GAMA, or highly
specialized, like MATSim [15, 16], which has tools for modeling traffic flow using
queue theory. Themain advantage of the platforms under consideration over competi-
tors is the use ofmulti-agentmodeling, due towhich the possibility ofmicromodeling
of traffic flows and the environment is achieved [17, 18].

A multi-agent approach is also used in most computer games to simulate the
behavior of non-player characters (NPC) [19]. It makes sense to pay attention to
some specific games in the context of considering ways of modeling the behavior of
the urban population.

Thus, in the series of games The Elder Scrolls [20], the Radiant AI game artificial
intelligence system [21] is implemented, which describes the behavior of NPC and
their behavior throughout the day. The behavior of the characters is subject to a
plan according to which at a certain time of the day the character sleeps, takes food
or walks around the city, while visiting places of interest and meeting with other
characters for short conversations. This approach to modeling enables to create a
realistic model of pedestrian movement in a settlement.

The Grand Theft Auto [22] series of games implements a larger-scale model of
the city, which includes, in addition to pedestrians, vehicles, rail and air services. The
optimization in this series is designed so that it does not clearly track the movement
of all agents: characters that are not in the player’s field of vision do not physically
exist in the game, and appear only when they enter the field of view. A traffic system
in which cars drive only on roads and observe traffic signals can be noted among the
advantages of the model implemented in these games.

More realistic traffic system implemented in the Mafia game series [23]. Cars in
these games observe the speed limit, independently determine from which row they
can turn, and wait for the police in the event of an accident. In addition, the game is
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able to track traffic violations: police can write a fine or detain a player for speeding,
driving in the oncoming lane or through a red traffic signal, and for traffic accidents.

Multi-agent modeling can be successfully used in games where it is designed to
diversify the game environment and provide a comfortable immersion of the player
in its world, and in serious geographic information systems (GIS). The ability to
model each agent with special properties individually is actively used in GIS. Due
to this, it is possible to carry out accurate modeling of urban processes and predict
changes in the urban environment.

3 The Proposed Approach to the Development
of an Agent’s Behavior Model in an Urban Environment

An adequate model in some approximation, which corresponds to the simulated part
of the space, can be obtained by describing the basic rules of interaction and the
necessary properties of agents. Each agent in the developed system is a model of
a person (an actor with free will) or other entities of a living and artificial origin,
who are participants in a conditionally dependent dynamic interaction and capable
of transporting material and information resources.

The proposed method for constructing a model of state change allows working
with events of a measurable scale. Rules of behavior are based on the essence of
the roles and properties of the personality that shape its needs. The realization of
needs launches certain scenarios of behavior, which, ultimately, are expressed in the
sequence of actions of agents. The consequence of each action is a certain state in
which the actor goes into and which causes a reaction due to rules, physical, social,
legal and other restrictions in accordance with the conditions of the real world. A set
of behavioral patterns of actors forms an integral model of the macro level [24].

An approach using the BDI paradigm [25] (a model of beliefs, desires, and
intentions) was used in this study.

Beliefs is information about the patterns and condition of the environment that
an agent can receive. The assumption is made that the agent’s information about the
world can be erroneous and incomplete, therefore it is only the agent’s view of the
world, and not reliable fundamental laws and environmental information.

Desires is the aggregate of all the goals that the agent would like to achieve.
Desires must be consistent with each other. It is assumed that the agent will not be
able to realize all his desires (goals), so he must limit their list and choose the most
important ones.

Intentions is a collection of plans and scenarios for achieving desires. Intentions
determine the direction of activity. The agent is trying to find ways in which he could
fulfill his intentions. Intentions limit future choices, because an agent cannot create
and accept new intentions that are incompatible with those that are already in the
process of implementation. Intentions have a long life. The agent will make new



108 A. Anokhin et al.

plans in case of failure of the current, until it succeeds. An intention can be deleted
from the list only if the agent realizes that the intention is not feasible [26].

The BDI approach is based on the desire to analyze a person’s mental activity,
processes and understanding how and on what basis people make decisions. The
basic algorithm of the BDI agent actions is as follows:

1. Determination the goals to which the agent will strive.
2. The choice of those goals, the implementation of which the agent will try to

achieve.
3. Determination of methods and scenarios for achieving selected goals.

The behavior of an agent can change under the influence of factors such as weather
conditions in the area of its location, the presence in the field of activity of certain
physical objects, as well as the activities of other agents. The result of choosing a
scenario for achieving goals based on a combination of data from the world and other
agents is the impact: the movement of a person in space, as well as the opposite effect
on other agents.

4 Development of the Module for Human Behavior
Simulation

It was decided to implement a client–server architecture in order to separate the
functionality of the application. The C# programming language, which has proven
itself to be the best in the speed of developing complex projects, was used to write
the server side of the system.

The client part of the system is written using the JavaScript language. The Open-
Layers open source library was chosen as the framework for working with the map
[27]. The WebSocket communication protocol is used to implement closer interac-
tion between the browser and the platform, with the ability to work in interactive
mode with support for real-time applications.

“.NetTopologySuite” framework used to work with map objects [28]. This
framework is a port of the JTS Topology Suite framework written in Java.

Geometry classes support modeling points, lines, polygons, and collections. The
geometry is linear in the sense that the boundaries are determined by linear interpo-
lation between the vertices. The geometry is embedded in a 2-dimensional Euclidean
plane. The vertices of the geometry can also have a value of Z.

User-defined accuracy models are supported for geometric coordinates. Compu-
tations are performed using algorithms that provide reliable geometric calculations
for all exact models.
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Fig. 1 Brief diagram of system components in the form of UML 2.0 components diagram

4.1 System Architecture

Anextensiblemotion simulation systemhas been developed tomeet the requirements
described above. The architecture of this system is client–server, and also divides the
program into a kernel andmodules that implement individual tasks. This architecture
is shown in Fig. 1.

The main part of the system is the server, which is responsible for the simulation.
MapManager loads the map data on which the simulation will take place before
starting the simulation. GenerationManager creates all objects and agents and places
them on the map using its submodules. After that, each agent has a destination on
the map to which it must get.

MovementManager is responsible formoving agents around themap and updating
the values associated with it. The InteractionManager module is used to implement
the interaction of agents with objects and with each other. StatisticManager collects
statistics for all agents and objects in the system from the moment the simulation
starts, and also provides access to statistics data from past simulations.

4.2 Development of Pedestrian Moving Algorithms

The construction of the pedestrian behavior algorithm will be considered as an
example. In general, the process of modeling the movement of people is reduced
to updating the state of objects with a certain frequency and changing this state, as
well as the number of objects themselves and many other.
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The system needs to create new agents to get started (see Fig. 2a). The scene is
filled with the necessary number of agents (pedestrians) at the start of the program
according to the developed algorithm. Each agent is assigned a route consisting of
the starting and ending points of the path, as well as a set of points through which
the agent must pass along the road. The agent disappears from the scene and must
be replaced by a new agent as soon as it reaches the endpoint of its path.

The process of modeling agent behavior is as follows. The agent is initially
assigned a standard scenario: following from the start point to the end with periodic
updating of the state of the agent under the influence of external and internal factors.
An agent may be assigned a new, non-standard scenario, as a result of updating the
state: for example, following another agent, stopping movement or changing a route
(see Fig. 2b).

The process of executing standard and non-standard scripts will be discussed later.
The standard scenario involves following from the starting point of the route where
the agent was created (left the house, from work or from transport) to the destination

ba

Fig. 2 Algorithms to run simulations: a algorithm of filling the scene with agents, b scenario
assignment algorithm
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point (work, home, store), where it will be deleted (see Fig. 3a). The agent path is
indicated by dots. The option of waiting one agent for another with subsequent joint
movement to a given point is a non-standard scenario (see Fig. 3b).

ba

Fig. 3 Pedestrian moving algorithms: a standard scenario, b non-standard scenario
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Fig. 4 Visualization of pedestrian behavior

4.3 Pedestrian Behavior Implementation Example

At the moment, several models of behavior of actors in the urban environment have
been implemented. Modeling pedestrian behavior will be discussed in more detail
below.

Figure 4 shows the result of modeling pedestrian behavior. The main program
window is occupied by a map, on top of which individual agents (pedestrians) are
shown in circles. As a result, points (simulated objects) appear on the map at the
same coordinates where they are located on the server.

The main scenarios of pedestrian behavior are indicated by the numbers in Fig. 4:

1. The standard scenario of a pedestrian following from a start point to an end point.
2. The movement of pedestrians relative to each other if the speed of one pedestrian

is higher than the speed of another.
3. The situation of stopping both pedestrians in one place, for example, for

conversation.
4. Joint walking of pedestrians in one direction (the speed of this pair is equal to

the speed of the slowest pedestrian).
5. The scenario in which one pedestrian waits for another in order to continue

moving together.

The runningmodel visualization is always available on the project website https://
live.urbanbasis.com/ [29]. The software package core implements simulation at the
multiprocessor computing cluster of VSTU [30].

https://live.urbanbasis.com/
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5 Conclusion

The main methods for modeling agent behavior and tools for its implementation are
considered in the study. The main approaches to the construction of scenarios of
the behavior of actors are studied: the behavior of individual agents in a multi-agent
system is modeled on the example of pedestrians. The developed model demon-
strated such advantages as the ability to individually customize each actor, due to
which high variability of the behavior of the same type of entities is achieved. The
bulkiness and the need for high computing power for operation can be noted among
the shortcomings of the resultingmodel. The tasks for further correction of themodel
taking into account the current results are identified.

A generalized behavior model of the urban system, as a system describing the
interaction of independent agents, system actors, is planned to be developed by
complicating the behavior models of actors, as well as increasing the complexity of
interactions between elements of the system. This will make it possible to predict
changes in processes depending on changes in parameters (properties) of the urban
environment. The presence of this forecast will allow to timely influence the current
situation by choosing options for changing the situation depending on the set perfor-
mance indicators. It is especially important that the simulation results can help in
decision-making in the event of emergencies that have not previously occurred.
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Forecast of the Impact of Human
Resources on the Effectiveness
of the Petrochemical Cyber-Physical
Cluster of the Samara Region

Natalya Baykina, Pavel Golovanov, Mikhail Livshits ,
and Elena Tuponosova

Abstract The chapter analyzes the impact of the training system in the field of
cyber-physical production processes for the oil industry of the Samara region. Math-
ematical models in the form of the production function are Cobb–Douglas linking
the efficiency of the petrochemical cluster of indicators of activities supporting the
University in the Samara region. On the obtained mathematical models the forecast
for oil production and refining volumes is shown, depending on the training of qual-
ified specialists in the university taking into account the regular nature of economic
conditions. Based on the DEA (Data envelopment Analysis) methodology, in the
period under review, the comparative performance indicators of the oil industry in
the Samara region as a cyber-physical production system are evaluated.

Keywords Petrochemical cluster · Oil production · Cyber-physical production
system · The cobb–douglas production function ·Mathematical model · Data
envelopment analysis (DEA) · Comparative efficiency

1 Introduction

A significant share of the budget of the Samara region is provided by the work of the
petrochemical cluster, which includes enterprises for the oil extraction and refining,
aswell as scientific organizations and educational institutions that supply the industry
with personnel. The depth increase of oil refining characterizing the effectiveness of
the oil industry is demanded strong and powerful cyber-physical industrial complex
of scientific and technical potential and various specialists who support the digital-
ization of the industry. The personnel needs of industry are provided by specialists
in many profiles: geologists, operational staff, workers in pipeline transport and oil
and chemical processing enterprises, mechanics and electricians, as well as the staff

N. Baykina · P. Golovanov · M. Livshits (B) · E. Tuponosova
Samara State Technical University, 244 Molodogvardeyskaya, St. Samara 443100, Russia
e-mail: usat@samgtu.ru

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2021
A. G. Kravets et al. (eds.), Society 5.0: Cyberspace for Advanced
Human-Centered Society, Studies in Systems, Decision and Control 333,
https://doi.org/10.1007/978-3-030-63563-3_10

115

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-63563-3_10&domain=pdf
http://orcid.org/0000-0003-4417-6158
http://orcid.org/0000-0003-3883-6113
mailto:usat@samgtu.ru
https://doi.org/10.1007/978-3-030-63563-3_10


116 N. Baykina et al.

of the necessary infrastructure support: mathematicians, IT specialists, economists,
etc.

The preparation of qualified specialists for such a complex, interconnected cyber-
physical infrastructure requires a long time—student training at the university with
an established educational process continues for at least 4–5 years. This fact does not
allow to experiment for effective management for personnel policy of the industry.
Assessing the relationship between the indicators of training specialists at a university
and the efficiency of oil production is an urgent task, both for the development
of a university and the effectiveness of digitalization of the industry as a whole.
An effective tool for analyzing this relationship in the context of cyber-physical
production is mathematical modeling.

It is necessary to mention that the problem of such mathematical models for crisis
periods (e.g. war periods, epidemic, etc.) has not been solved yet. But for regular
periods, rather well-known approaches for mathematical modeling is existed [1–5].
The relevance of forecasts of these models does not decrease moreover it is even
increased during the crisis period due to several reasons.

The forecast of these models allow evaluating the loss rate not relatively retro-
spective industry performance but relatively predicted achievable in the absence of
crisis phenomena. Besides, chaotic economic processes become regular after the
crisis. And this process management requires prediction by mathematical modeling
showing long-term fundamental patterns.

2 Mathematical Modeling

The method of constructing mathematical models in the form of an inhomogeneous
production function (PF) of Cobb–Douglas is widely used in modern literature;
it is used to describe processes and objects of various fields: social, economic, and
production. PFs allowone to take into account several influencing factors and evaluate
their contribution to the overall effect. For example, in the article [6], a mathematical
model was constructed of the relationship and mutual influence of economic growth
and innovative technologies of firms operating in monopolistic and oligopolistic
markets.

The group of authors in the article [7] built a food industry growth model based
on the modified Cobb–Douglas production function, taking into account the inno-
vative factor, and received a typology of Russian regions according to the level of
development of light and processing industries.

In the article [8], the dynamics of changes in the volume of production in the
mining industry for the period from 2005 to 2015 are considered and a model is
constructed in the formof the production function ofCobbDouglas using the example
of mining in Russia. The author considered the output volume (billion rubles) as the
output characteristic of the model, and the fixed capital (billion rubles) and the
number of staff (people) as inputs.
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In the article [9], models are presented for assessing the operational efficiency of
distribution electric networks using the DEA method and based on the least-squares
method with the Cobb Douglas production function. A comparison is made between
the estimation methods and a conclusion is made that the model in the form of a
Cobb—Douglas PF is less preferable from the point of view of evaluating efficiency
points.

The author in the article [10] gives a mathematical model of GDP based on the
Cobb—Douglas PF models. Agriculture, industry, and services. The conclusion is
drawn about the influence of the final price of the goods on the prices of factors of
production.

In [11], the author considers the issue of the Cobb–Douglas PF and offers a
methodology for analysis in accordance with the elasticity of output associated with
factors of production.

To describe regular development production systems, the method of constructing
mathematical models in the form of an inhomogeneous production function (CF) of
Cobb–Douglas (1) [12] is widely used:

Y (t) = A · K (t)α · L(t)β · eλt , (1)

where Y is the release of the final product; K (t)—capital resources, L(t)—labor
resources, α, β—characteristic of resource use efficiency—elasticity indicator, A—
scaling transformation coefficient, λ—factor of influence of scientific and technolog-
ical progress (STP),α—factor elasticity for factor K ,β—for factor L . Cobb–Douglas
model supposes to the exponential growth of the product at constant labor and capital
costs as a result of scientific and technological progress (STP), the degenerate variant
excluding the “no STP” option is easily obtained by and λ = 0 [12, 13].

On this basis, we will build mathematical models that link the effectiveness of
the cyber-physical petrochemical complex with indicators characterizing the effec-
tiveness of training specialists at the Samara Technical University (Samara State
Technical University), a reference university in the Samara Region, which trains
specialists for the oil industry in all of the above areas. For the output parameters of
the model, we take quantitative indicators characterizing the productivity of the oil
industry in the Samara Region: oil production—Y1, the amount of oil received for
refining—Y2 and the number of processed products: gasoline, diesel fuel, heating
oil—Y3.

As input characteristics K (t) L(t) formula (1) we will take indicative indicators
of the basic higher education institution of the Samara region: graduation of students
of Samara State Technical University—Si , people (characterizes the performance of
the university); the total number of scientific publications—Pi , pcs.; performance
of scientific and technical works (R&D) on grants—Gi , units; and the generation
of intellectual property—Ii , units (characterize the level of practical significance
of scientific work). Given these input factors, the model (1) of the inhomogeneous
Cobb–Douglas PF with allowance for the NTP is written in the form (2).

Y (t) = A · S(t)χ · P(t)κ · G(t)φ · I (t)ρ · eμt , (2)
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Table 1 Factor elasticity

Factor elasticity Input resource

χ For the factor Si , graduation of students of Samara State Technical
University

κ For the factor Pi , total number of scientific publications

ϕ For the factor Gi , grant research

ρ For the factor Ii , intellectual property generation

μ For the influence factor of scientific and technological progress (NTP)

The identification of model parameters is carried out using the least-squares
method (LSM) [13, 14]. We will evaluate the quality of modeling by the determina-
tion coefficient (R2) and the criterion of F-statistics, and the predicted properties of
the model by the Darbin-Watson criterion (DW). We will carry out the smoothing
of the initial data based on the moving average method, providing averaging of the
effect of random outliers of statistical information [15].

The sensitivity of model solutions (2) to the corresponding input resources is
characterized by sensitivity coefficients, factorial elasticity, which is presented in
Table 1.

We develop mathematical models in the form of an inhomogeneous Cobb–
Douglas PF taking into account scientific and technological progress (2).

In these models, as an output parameter Y , we will consider the performance
indicators or the oil industry that are most dependent on human resources.

oil production, Y= Y1

Y1(t) = A1 · S(t)χ1 · P(t)κ1 · G(t)φ1 · I (t)ρ1 · eμ1t (3)

by the amount of oil received for processing, Y= Y2

Y2(t) = A2 · S(t)χ2 · P(t)κ2 · G(t)φ2 · I (t)ρ2 · eμ2t (4)

by the number of processed products: gasoline, diesel fuel, and heating oil, Y= Y3

Y3(t) = A3 · S(t)χ3 · P(t)κ3 · G(t)φ3 · I (t)ρ3 · eμ3t (5)

3 The Result of Modeling

For identification, we will use statistical data on the oil complex of the Samara
region [16–18]. Table 2 shows the coefficients of mathematical models (3), (4),
(5) obtained with the help of method LSM separately for smoothed and unstated
statistical information.
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Table 2 Characteristics of mathematical models (3–5)

Y1(t) Y2(t) Y3(t)

Oil production Amount of oil received
for processing

Amount of processed
products

Elasticity Unstated Smoothed Unstated Smoothed Unstated Smoothed

χ 0.0245 0.8098 0.1537 0.4567 0.1325 1.0605

κ 0.0494 0.0650 0.0155 0.0323 0.0196 0.1046

φ 0.0109 0.0808 −0.0236 −0.0239 −0.0222 −0.0489

ρ 0.0836 −0.4503 0.0380 −0.1531 0.0545 0.5506

μ 0.01341 0.06705 0.00106 0.02139 −0.01480 0.04674

Simulation quality

DW 1.1461 2.0982 1.8553 3.0115 1.5339 2.9943

Ra 0.4270 −0.0491 0.0723 −0.5058 0.2331 −0.4971

R2 0.8494 0.9698 0.9358 0.9893 0.7822 0.9769

F 5.6395 32.0996 14.5714 92.2261 3.5904 42.3796

Figures 1 and 2 show the results of modeling for oil production from the unstated
and smoothed initial data of the inhomogeneous Cobb–Douglas PF taking into
account the scientific and technical progress (3) from 2008 to 2018.

Factor elasticities are the components of the logarithm gradient of the corre-
sponding industry indicator (3)–(5) in the region of the input coordinates
S(t), P(t), G(t) and I (t) that is why it allows estimating the sensitivity of this
parameter. The greatest factor elasticity model (3), constructed based on non-
smoothed initial statistical data has the generation of intellectual property objects

Fig. 1 Calculation of oil production (Y1) by the model (3)
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Fig. 2 Calculation of oil production (Y1) by the model (3)—smoothed data

Ii . When smoothing data, the greatest influence for oil production Y1 is made by the
implementation of research on grants (factor G). When smoothing data, the quality
of this model improves—the coefficient of determination R2 increases by 14% to
almost one. This indicates a trend of a significant influence of the scientific work of
university graduates on the effectiveness of their work in the oil industry.

Similarly, the modeling results and model parameters for the amount of oil
received for refining (Y2) are presented in Figs. 3 and 4.

Fig. 3 Calculation amount of oil received for refining (Y2) by the model (4)
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Fig. 4 Calculation amount of oil received for refining (Y2) by the model (4)—smoothed data

The greatest factor elasticity in the model (4), taking into account scientific and
technological progress, has the generation of intellectual property objects Ii , which
reflects its greatest influence on the amount of oil received for refining, and when
smoothing the initial data, the total number of scientific publications has the greatest
impact Pi . The models are distinguished by their good approximative and prognostic
properties. The value R2 is more than 0.9, and the Darbin–Watson criterion DW in
the model constructed from the smoothed data increases by 62% compared to the
model constructed from the unsmoothed data and reaches a value of 3.

The result for the production of petroleum products in the Samara region (5) based
on uncoated and smoothed source data is presented in Figs. 5 and 6.

When modeling the number of oil products produced, the factor generation, as
in the case of the model (4), has the highest factors of the generation of intellectual
property objects Ii and performing research on grantsGi . The processing of gasoline,
diesel fuel, and heating oil is a complex technological process, where the scientific
base of young industry experts is very important, which is largely characterized by
joint research developments of teachers and university students. When smoothing
the initial data, the modeling error decreases and the determination coefficient (R2)
increases by 25%.

All the obtained models are characterized by good convergence with statistical
data, but at the same time, the factor elasticity χ of the number of graduates of SSTU
students Si is either the smallest or negative. This can be explained by the inefficiency
of the extensive approach to training for such a high-tech and knowledge-intensive
industry as the oil industry.
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Fig. 5 Calculation processed products (Y3) by the model (5)

Fig. 6 Calculation processed products (Y3) by the model (5)—smoothed data

4 Forecasting

We check the predicted properties of the Cobb–Douglas PF models taking into
account the scientific and technical progress for 2008–2018 and construct forecast
until 2022. Provided regular crisis-free development the student graduation Si for
the next 4 years is easily predicted. We extrapolate the data on the generation of
intellectual property objects Ii by a quadratic polynomial, research on grants Gi by
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Table 3 Forecast of university resources for 2019–2022

Year Input data

S, people P , pieces G, units I , units

2019 5272 4899 50 52

2020 4731 5081 51 60

2021 4235 4764 52 71

2022 3856 4987 52 87

a cubic polynomial, and the total number of scientific publications Pi in the forecast
will be assumed to correspond to the roadmap of the reference university [19, 20]
(Table 3).

The forecast will be built on models based on unstated source data. Figure 7
shows the forecast values obtained by the model (3) of oil production (Y1), Fig. 8
- the amount of oil received (Y2) for refining (4), and Fig. 9—the production of
petroleum products (Y3) (5).

From the forecast (Fig. 7) according to the initial data (graduation of specialists
and scientific work at Samara State Technical University), it can be seen that in the
case of regular crisis-free development oil production would be increased during the
study period.

According to themodel (4), the forecast for the amount of oil received for refining,
presented in Fig. 8, shows that in 2019 there will be no changes in oil refining, and
in the future, an increase would be expected.

Regarding the forecast of the amount of produced gasoline, diesel fuel, and heating
oil (Fig. 9), in 2019 there is a slight decrease in the volume of processed products,

Fig. 7 Forecast of oil production (Y1) by the model (3) until 2022
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Fig. 8 Forecast of the amount of oil received for refining (Y2) by the model (4) until 2022

Fig. 9 Forecast of processed products (Y3) by the model (5) until 2022

and then in case of regular crisis-free development, there would be a slight increase,
which in 2022 would ensure a return to the level of 2018. It should be noted that
the personnel influence on the operation of the oil complex is very important but
not absolute for the high performance of output production indicators. For example,
as practice shows, if the state of financial support, equipment, and arrangement of
fisheries are predictable, then external factors make significant adjustments, and they
can not always be taken into account.
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5 Comparative Assessment of the Effectiveness

For a comparative assessment of the effectiveness in the considered period time of
staffing the oil cluster of the Samara region for all three indicators Y1, Y2, Y3, we
use the methodology of multi-criteria evaluation of comparative efficiency—Data
Envelopment Analysis (DEA) [21].

The structure of the comprehensive performance indicator DEA will form as
follows:

fi = max
u1 · Y1 + u2 · Y2 + u3 · Y3

v1 · Si + v2 · Pi + v3 · Gi + v4 · Ii , (6)

where u1, u2, u3 are the positive weighting coefficients characterizing the relative
contribution of each of the output factors Yi to the total efficiency coefficient f , and
accordingly, v1, v2, v3, v4 the weighting coefficients of the input quantities to be
determined during the DEA procedure.

Figure 10 shows the comparative performance indicators of the oil industry in the
Samara region.

In 2008 and 2013, the comparative effectiveness of staffing in the industry was
maximum and equal to 1. From 2013 to 2018, there has been a decline in production
efficiency and a decrease in relative efficiency to a minimum level— fmin = 0.54.
Then the growth is possible in the absence of crisis to 0,71 by 2022. The results
presented in Fig. 10 confirm the conclusions of the simulation by formulas (3)–(5),
shown in Figs. 3–9.

Fig. 10 Indicators of the comparative efficiency of the oil industry from 2008 to 2022
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6 Conclusion

Mathematical modeling, forecasting, and comparative assessment of the effec-
tiveness allow making the following conclusion: the practical scientific work
skills together with the University scientists acquired by young specialists during
their study provide high efficiency of staff replenishment contribute most to the
development of the oil industry.

The obtained models allow us to forecast the absence of crisis production devel-
opment and outline measures for the development of the industry, university, and
forms of their interaction. Confirmation of the forecast for 2019 should be expected
with the publication of statistical reports in 2020.

It should be noted that the chapter analyzes the influence of exclusively the training
and graduation of specialists of SSTU on the effectiveness of the regional oil cluster
and establishes a significant effect on the production of this factor. In this case, one
should take into account the influence of numerous other factors, in particular, the
equipment of deposits, the economic, social, and political conditions, etc.

It is necessary to highlight that maintaining the high relevance of forecasting
on mathematical models in the conditions of the absence of crisis development in
crisis periods. These forecasts determine long-termprospects; reflect the fundamental
tendencies which are very important while industry staffing. In the long run, staffing
will determine the productivity, competitiveness, and financial performance of the
oil cluster.
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Abstract A mathematical approach to the creation of an integrated mathematical
model of the socio-economic system for the study of various aspects of the develop-
ment of the competitiveness of the region on the basis of the principles of building
cyber-physical systems is proposed. For this, a modification of the Kolmogorov-
Chapman equations has been developed, which allows one to describe the integra-
tion of enterprises into clusters and use fragmentary data on the state of indicators of
the structures under study. A graph of cause-and-effect relationships of dangerous
combinations of events is created. The results of model approbation are carried out.
An example of numerical modeling is given, showing a high probability of timely
response to the occurrence of elementary events included in the minimum sections
of the graph. The results of the work are intended for use in the development of math-
ematical models of advising systems for monitoring and countering the violation of
the sustainable functioning of an enterprise using modern mathematical models and
information technologies.
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1 Introduction

Themodern period of socio-economic development corresponds to a series of various
successive crises. At the same time, one crisis entails others, such as, for example, the
problems caused by the coronavirus pandemic, which initiatemany economic, social,
psychological, and other interrelated problems interacting in explicit causal products
and in hidden, latently affecting the environment. Often it is latent connections that
have a decisive influence on the dynamics of the system as a whole. Therefore, the
task of identifying latent causal relationships is urgent [1–3].

The problem is complicated by the formation of new industry 4.0 [4–6] and
a change in the technological order. The processes occurring in the world are of
a systemic nature and testify to the uneven, cyclical nature of economic develop-
ment and the need to detect emerging basic technologies, the use of some inno-
vations in order to relatively quickly overcome alternating crises corresponding to
the minimum of the great Kondratyev wave. One of the most noticeable trends in
the change in the technological structure is the digitalization of the economy and
all spheres of society [7–9]. The modern information technology concept of cyber-
physical systems [10–13] implies the integration of computing resources into real
objects of any kind, including industrial complexes, socio-economic systems, and
biological objects. In cyber-physical systems, information, and communication tech-
nologies (ICT) are distributed throughout the system and synergistically linked with
its constituent elements [14].

According to the researchers, the prospects for building cyber-physical systems,
as well as the formation of Industry 4.0 on their basis, affect the interests of society.
Therefore, the creation of such systems should be investigated in technical, as well as
in broader social, cultural, and economic aspects, including taking into account the
increase in the competitiveness of various regions [15]. The use of cyber-physical
systems extends to many types of human activity, including different complexes:
defense, industrial, transport, commercial, and energy, as well as various types of life
support systems frommedicine to smart homes and cities, as well as many economic
systems. At the same time, when creating these systems, it is necessary to take into
account and identify cause-and-effect relationships, which is especially important
when building competitive regions of the Russian Federation on the principles of
cyber-physical systems. At the same time, it is believed that the creation of full-
fledged cyber-physical systems in the future will lead to changes in interaction,
including the economic sphere, similar to the construction and implementation of
the World Wide Web in everyday life. In the current conditions of revolutionary
changes, the study of the processes of increasing the competitiveness of regions is
one of the key tasks of forecasting and management. One of the obvious ways of
research is the development of mathematical models based on nonlinear differential
equations.
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2 Mathematical Modeling Based
on the Kolmogorov-Chapman Equations

One of the approved methods for studying failures in technical systems, the tree of
failures, and the system of Kolmogorov-Chapman equations has been successfully
used to model processes in socio-economic systems [16, 17]. In the latter case, the
special development of the cause-and-effect graph is carried out like a tree of events.
Logical Boolean operations are introduced into the vertices of the graph, which are
consequences of causes. Then the possible minimum cross-sections are revealed as
sets of sequentially realized events. An event graph is built for each of the minimum
sections. For each graph of events, a system of Kolmogorov-Chapman equations is
constructed and solved. For each of these sets of events that form theminimum cross-
sections, the dynamics of the probabilities of the combined events are obtained. The
rest of the events are then excluded by the model. For them, other minimal sections,
state graphs, systems of equations, and solutions are constructed. As a result, sets of
separate possible solutions are considered for joint consideration of the system.

The difficulty in applying this model is, firstly, the need to declare clear dependen-
cies of cause-and-effect relationships, which is very difficult and often incorrect for
socio-economic systems. Secondly, a significant increase in the number of equations.
For 4 reasons, 24 + 1 = 32 equations are obtained, for 100 reasons—2101 equations,
which is quite difficult for calculations based on a mathematical model. Thus, when
building amodel for the integration of cyber-physical systems, it is necessary to solve
the following tasks:

(1) take into account the intersection of the studied processes;
(2) create a system of nested models to reduce the number of equations in the

system;
(3) to allow the structure to develop naturally, taking into account the effects of

causes that are absent in the field of study.

This problem of developing a mathematical model of a complex cyber-physical
system can be solved only on the basis of nonlinear dynamicsmethods. In accordance
with the tasks set, we will present the model of the economy of the region of the
Russian Federation, as a certain socio-economic environment that allows providing
the infrastructure of interaction between clusters of various organizations in the
region. The initiative to increase the competitiveness of the region is based on the
leadership policy that unites the leading organizations and allows the development
of the infrastructure of the socio-economic environment of the region based on infor-
mation and communication technologies (ICT), linking all the constituent elements
(Fig. 1).

To create amathematicalmodel of such a structure,wewill be based on a relatively
simple model of the Kolmogorov-Chapman equations. Let the models of individual
organizational structures be based on a system of balanced indicators [18] for which
a cause-and-effect graph is built that combines the 4 branches of risk indicators
of the threat of loss of the organization’s ability to work: finance, market, internal
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Fig. 1 An integrativemodel for describing the growth opportunities of the region’s competitiveness

business processes, training, and growth. In the processes of the organization’s func-
tioning, risks arise from the impossibility of implementing the main processes, for
example, industrial business processes, as a result, the risk of systemic disruption
of the enterprise’s activities and the implementation of the root top of the risk tree
increases.

To implement the goal ofmonitoring the identification of dangerous combinations
of risks for the successful functioning of an enterprise, it is advisable to use the system
of linear differential equations of Kolmogorov-Chapman:

dP0(t)

dt
= −

k∑

j=1

λ j P0(t) +
k∑

j=1

μ j Pj (t);

dPi (t)

dt
= −Pi (t)π

−
i +

2k−1∑

j=0

π+
i j Pj (t);

dP2k−1(t)

dt
=

k∑

j=1

λ j P2k−k+ j−2(t). (1)
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This mathematical model is applicable to determine the probabilities of realizing
the minimum cross-sections under certain conditions; it consists of 2 k equations for
the functions P0(t), . . . ,P

k−1
2 (t)—the probabilities of events corresponding to the

vertices of the cause-and-effect graph of the risk tree. The disadvantages of using
such a model to characterize various socio-economic processes are the above-noted
lack of taking into account the cross-section and mutual influence of risk events, a
large number of 2 k equations taking into account the possibility of implementing k
reasons, and the absence of a visible prospect of increasing the complexity of the
modeled part of the system.

3 Modeling Statistics

Let us ask ourselves a question:what functions describe statistics?Consider the statis-
tical data for the Saratov region of the Russian Federation. Let’s take the data on the
factor “Volume of innovative goods, works, services”, which contain, in percentage
terms, information on the total volume of goods that are shipped, as well as services
and works [17] (Table 1).

Let’s approximate these data and get the following function:

Volume InnProd = 0.102866 + 1.23901e−x2 − 0.0582672Cos(x)

+ 0.0331014Cos
(
x2

) − 0.0377882Sin(x)

+ 0.0362681Cos(10x)Sin(x). (2)

The results of approximation (solid line) and statistical data (points) are shown
in Fig. 2. If you use this pattern, you can build the following extrapolation curve
(Fig. 3). The obtained dependence allows us to assume: on the one hand, the value of
the Volume InnProd factor, which has fallen to close to zero, will remain fluctuating
near zero for a very long time. This may be so, if we recall, for example, the last few
decades of the development of the South African Republic. However, on the other

Table 1 Characteristics of innovative products (Volume InnProd) by volume, services, and works
as a percentage of the total volume of goods shipped, as well as services and works in the Saratov
region

Year Volume InnProd Year Volume InnProd Year Volume InnProd

2000 0.49 2006 0.080 2012 0.103

2001 0.06 2007 0.036 2013 0.111

2002 0.20 2008 0.175 2014 0.054

2003 0.17 2009 0.328 2015 0.140

2004 0.189 2010 0.211 2016 0.000

2005 0.15 2011 0.001 2017 0.000
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Fig. 2 Characteristics of the value of innovative goods, aswell as services andworks as a percentage
of the total volume in the Saratov region for the period 2000–2018 according to [17], marked with
red dots. The extrapolation results are shown by the solid line

Fig. 3 Results of extrapolation of statistical data on the value of innovative services, goods, works
as a percentage of the total volume in the Saratov region for 40 years, starting from 2000

hand, we can safely say that the period over which the extrapolation was carried
out is too short. In addition, the Volume InnProd factor is dependent on many other
components. It is not isolated and should be considered as a result of interaction with
other factors of the region’s development. Also, it should be taken into account that
the region is an open system and interacts with the environment, consisting of other
regions and the governing influences of the government.

It is important to note that the observed process is oscillatory. Let’s carry out
the transformation and look at the expression obtained as a result of statistical data
interpolation. The resulting expression is complex-valued:
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Volume InnProd = 0.102866 + 1.23901e−x2 − 0.0582672Cos(x)

− (0.0291336 − 0.0188941i)eix

− 0.00906701ie−i9x + 0.00906701ie−i9x

+ 0.00906701ie−i11x − 0.00906701iei11x

+ 1.23901e−x2 + 0.0165507e−ix2

+ 0.0165507eix
2

(3)

Let us assume that it is possible to build a certainmodel that describes the dynamics
of statistically observed factors of the region’s competitiveness. Let this model be
based on the well-proven model of the Kolmogorov-Chapman equations.

4 Modification of the Kolmogorov-Chapman Equations

Let’s modify the mathematical model for predicting combinations of risks for an
organization. First, consider the replacement of probabilities in the nodes of the
event tree with status functions (SF) [18]. Here SF characterizes the status, which
is a set of characteristics that are inherent to the subject or object and determine its
position in the system. In this case, an SF will be called a mapping that establishes a
rule for determining the correspondence of some ordered pair of arguments [18]. An
ordered pair of arguments is a characteristic of the probability of an event occurring
at a graph node and its direction along an adjacent edge, which can be interpreted as
an action or reaction. Let’s introduce the binary values of the characteristics at the
nodes. We will estimate the probability of an event occurring at a node as low and
high, and the direction to the root top (up) or away from it (down). In this case, there
will be 4 possible estimates of the state in the node of the event tree: {low, down};
{low, up}; {high, down}; {high, up}. The use of SF as characteristics of the top of the
cause-and-effect graph allows us to combine λj—the values of the intensities of the
occurrence of an event πj and μj—the intensity of counteraction to this event, which
is used in the system of Kolmogorov-Chapman equations. Intensities describing the
“direction of action” λj, πj, μj, and the probabilities Pi of these events in complex-
valued status functions. In this case, the real characteristic of the function describes
the classical probabilities of occurrence of events at the vertices of the causal graph,
the imaginary characteristic corresponds to the angle of rotation of the vector and
allows you to represent the “direction of action”.

In addition, such a representation allows one to take into account interference
effects. If two causes A and B are in states described by the attributed functions fA
and fB and if these states interact, then the result of the interaction is described as.

P = | f A − fB |2. (4)



136 A. Bolshakov et al.

Such a mathematical description reflects the features of various interdependent
processes, as well as the internal structure of various real objects that are subject to
research. These include, for example, the fundamentals and elements of the firm’s
balanced scorecard. These include financial performance, customer relationships,
internal business processes, and personnel training and development indicators [19].
Moreover, they are internally interconnected. A common description of these states
allows one to obtain a probability distribution of the following form:

P = | f A|2 + | fB |2 (5)

The methods used for estimation to obtain estimates introduce errors in these
measurable states. This, in turn, influences the principle of fact-based governance.
The use of the so-called complex functions for assessment will eliminate this
discrepancy.

Note that SFs are attributed to the state of the object, similar to membership
functions (FP) in the fuzzy set theory (TNM). They also depend on the base variable
entered, such as r. However, unlike FP, the choice of which is determined by the
conditions of the problem and the simplicity of presentation, the set of used SFs is
formed as a set of orthonormal functions that form a set of orthogonal basis functions.
The introduction of SF changes the interpretation of the calculation results. The
probability is not limited by the supremum FP = 1, has a similar restriction on the
integral SF = 1. To implement this condition, we introduce not a normalization
equation as in the system of Kolmogorov-Chapman equations, but a restriction on
the growth of the function into the equation. This limitation is introduced by analogy
with the limitations of innovation diffusion models [20]. Then in the equations for
P0 the 2nd term of the equation appears under the integral—P0 (2). The third term
of the equation under the integral allows us to introduce the mixing of the SF, the
implementation of which is described in the equation with the rest of the reasons
for the set of reasons under study. Such a mathematical representation of the cross
interaction of the processes under study is characteristic of synergistic models in
the equations of chemical and biochemical kinetics. It is also useful in assessing
the health of components in a production system that uses digital twin technology
[21, 22].

Consider a model with nonlinear growth and mixing constraints introduced into
the Kolmogorov-Chapman equations for the probabilities of realizing events intro-
duced into the vertices of the event graph. The first term remains in the equations,
the growth restriction is introduced in the second, and mixing is carried out in the
third, which occurs nonlinearly. We obtain equations of the form (5):

dP0(t)

dt
= 1∫

−1

⎛

⎝
k∑

j=1

P0(t)
(
ψ j (r) − P0(t) − ψ*

j (r)Pj (t)
)
⎞

⎠dr
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Fig. 4 Description of the
results of digital modeling
based on the modification of
the Kolmogorov–Chapman
equations. Nonlinearity is
introduced for various initial
conditions used: 1—P (0) =
0.5, 2—P (0) = 1. In this
case, the values of the
probabilities of other
different events are taken
equal to 0.5

dPi (t)

dt
= 1∫

−1

⎛

⎝
2k−1∑

j=0

Pi (t)
(
ψ*
i − ψ j Pj (t) − ψ j Pi (t)

)
⎞

⎠dr

dP2k−1(t)

dt
= 1∫

−1

⎛

⎝
k∑

j=1

P2k−k+ j−2(t)(ψ j − ψ2k−k+ j−2P2k−k+ j−2(t))

⎞

⎠dr (6)

where Pi(t) are complex-valued SFs.
Numerical simulation of the system of Eq. (4) makes it possible to obtain a certain

oscillatory process tending to an equilibrium stable state (see Fig. 4). The results
obtained suggest that studies based on the proposed equations obtained on the basis
of the modification of the Kolmogorov-Chapman equations for SF can be promising
as a basis for describing cyber-physical systems that are a sub-system of the general
socio-economic system of the region. This raises the complexity of the obtained
results of digital modeling of interpretation for social applications. Therefore, when
investigating a dangerous confluence of events, it is required to compare models for
the same behavior of the system in a certain sense. It is desirable to form proactive
management decisions based on forecasting [23].

5 Conclusions

Thus, a mathematical approach to the creation of an integrative model of the socio-
economic system by studying the opportunities and risks of developing the compet-
itiveness of the region is proposed. The model is based on a modification of the
Kolmogorov-Chapman equations and implies the integration of individual enter-
prises into clusters with the possibility of using disparate fragmented data on the state
of indicators of the structures under study and sections of the graph of cause-and-
effect relationships of dangerous combinations of events. The preliminary appro-
bation of the model has been carried out. An example of numerical calculations
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is presented, showing a high probability of timely response to the occurrence of
elementary events included in the minimum sections of the graph. Their occurrence
and development lead to the realization of the event of the graph vertex. The results
of the work are intended to be used in the development of mathematical models
of advising systems for monitoring and countering the violation of the sustainable
functioning of an enterprise using modern mathematical models and information
technologies.
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Regional Competitiveness Research
Based on Digital Models Using
Kolmogorov-Chapman Equations
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Abstract The concept of regional competitiveness is investigated taking into
account the trends in the transition to Industry 4.0. The risk indicators analysis
for the competitiveness increase of Russian regions was carried out. A systemati-
zation of indicators based on a cause-effect graph was proposed. The developed
system of indicators allows us to identify competitive risks at the regional level. A
simplified digital model of the cause-effect graph structure for competitiveness risks
was presented. It is suggested to find a solution to the problem of high dimension by
revealing the structures of minimal cut set in a causal graph. In this case, it is assumed
that the reasons that trigger the chain of event-consequences realization which leads
to the risk of a root event of the cause-effect graph should be identified. The minimal
cut sets for the obtained graph of competitiveness factors that correspond to crit-
ical combinations of events and lead to a decrease in the region’s competitiveness
were determined. The digital model was validated using the indicators values for the
regions of the Volga Federal District as an example.
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1 Introduction

In the context of the transition to Industry 4.0, the competitiveness of regions or
other territorial items is an urgent issue concerning creating and studying the risks
of adverse events, and their consequences. The concept of regional competitiveness
has different ambiguous definitions. In many cases, the proposed interpretations
correspond to the requirements of the specific research. The competitiveness of the
region is a reflectionof the complex interaction of various factors (economic relations,
productive forces, institutional environment), and from such interaction, a synergistic
effect appears.

Traditionally, for quantitative evaluation of competitiveness at the country level
is applied to the gross domestic product (GDP). For a comprehensive assessment of
regional development, Russian statistical sources use an indicator such as the gross
regional product. Competitiveness can be interpreted in terms of efficiency, which is
expressed through GDP, and industrial indicators of the region. However, the GDP
as an indicator of wealth and economic development has been criticized [1].

A large number of competitiveness assessments apply a rating approach. One of
the main theories, which is devoted to the study of regional competitiveness and
its relationship with the characteristics of global competitiveness, was proposed by
M. Porter. His concept is based on the method of determining the so-called global
competitiveness indicator. It can be used to control the competitiveness of a particular
region [2].

Application of the principles of cyber-physical systems creating is essential for
obtaining modern models for assessing socio-economic objects. The estimations
obtained using the Global Competitiveness Index (GCI) 4.0 reflect the ability of
countries to compete in the era of the Fourth Industrial Revolution [3]. Indicators
considered as prerequisites for long-term growth are united in a hierarchical struc-
ture containing four categories: the creation of favorable institutional, infrastruc-
tural conditions; human capital; innovation ecosystem; development of commodity
markets, financial system.

The European Regional Competitiveness Index (RCI) provides a generalized
submission of competitiveness for each of the territorial nomenclature units.
Although RCI includes a wide set of indicators, it has some limitations, for example,
it does not take into account any of the environmental aspects [4].

The Global Sustainable Competitiveness Index (GSCI) involves an extensive
range of indicators, taking into account factors of sustainable development and future
potential (environment, society, economy) for integrated competitiveness assessing
[5].

Other proposed approach includes a large number of factors which affect regional
system performance. These indicators are divided into three groups: social infras-
tructure and political institutions, monetary and fiscal policies, microeconomic
competitiveness. This structure covers more than 120 indicators [6, 7].

A modern approach to competitiveness estimation is associated with innovations
and new production technologies, including cyber-physical systems. They lead to the
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growth of industrial production without increasing damage to the environment. In the
framework of the World Economic Forummethodology, competitiveness estimation
is formulated in terms of environmental sustainability. The efficient use of natural
resources; health improvement; biodiversity for innovation are taken into account.
As a rule, Green economies work better in terms of the labor force health (reduction
of environmental pollution), innovation, and restoration of natural capital [8].

Significant attention is devoted to studies of the economy cluster composition. It
is concluded that increasing competitiveness should have a cluster character. This
point of view differs from the previous provisions on the targeted nature of industrial
production. It means the economy gradually moves to related activities that rely on
the corresponding fundamental comparative advantages [9, 10].

An essential aspect of the conceptual approach to regional competitiveness is the
increase in labor productivity and innovative activity [11]. A distinctive feature of
regional competitiveness models should ensure the inclusion of endogenous growth
patterns. Key factors requiring targeted investments are human capital and knowl-
edge. They will determine the differences in growth rates according to researchers
[12].

It is especially important to give due consideration to the effectiveness of using
the principles of cyber-physical systems constructing for managing socio-economic
processes. To analyze the scientific, technical and innovative potential of the region
in the process of assessing competitiveness, especially the interaction of innovations
and socio-economic development of territories, it is necessary to take into account the
specifics of assessing competitiveness in various conditions, especially the interaction
of innovation and socio-economic development of territories [13].

The debatability of the methodology for assessing regional competitiveness has
led to the emergence of a variety of ratings comparing the Russian regions by
different sets of indicators. However, competitiveness is not a characteristic that can
be measured directly; assessments are based on an indirect set of indicators. Econo-
metric models have significant limitations in the process of application (formulation
of a hypothesis about the nature of data distribution, sampling of the required volume,
quantitative indicators, unstructured time series). Attempts to use artificial intelli-
gence methods and models to expand the possibilities of numerical assessment of
complex socio-economic systems in the face of uncertainty, and inaccuracy of infor-
mation are limited to simpler objects of study than the competitiveness of regions.
The proposed approach will allow the development of constructive digital mathemat-
ical models and methods for the dynamic assessment of the risks of competitiveness
of the Russian regions on the principles of building cyber-physical systems.
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2 Formation of a Risk Factors Hierarchical Structure
for Regional Competitiveness Assessment

Digital modeling of regional competitiveness involves specifying the concept under
consideration. In the context of the regional economy, there are different approaches
to competitiveness. As an important criterion for this category, the ability of
regional authorities to create conditions for achieving and maintaining a competitive
advantage in certain areas is highlighted [14].

The experience of foreign studies cannot be fully applied to the Russian regions
due to the specifics of the Russian economy. The development of the domestic
regional economy is largely determined by differences in the conditions of repro-
duction: the regions are provided with natural resources to varying degrees; differ in
climatic, social, economic, investment, and innovative conditions [15]. For a system-
atic assessment concerning identifying the risks of regional development, competi-
tiveness is determined by the ability to use regional potential (resource, rawmaterials,
labor, innovation, production) to achieve high living standards.

Risk is an integral part of the functioning of socio-economic systems at any level.
Therefore, the risks have a significant impact on the governance of competitiveness,
require consideration in the formation of managerial decisions. Existing approaches
to the definition of risk concerning socio-economic systems focus on the uncertainty
and probabilistic nature of the assessment. In particular, this refers to the probability
of obtaining an unpredictable result as a consequence of a management impact.
It should be noted that the risk is a real or perceived event or activity that could
potentially cause uncertainty, harm, or destruction of the economic, natural, or social
system [16].

The risks of regional competitiveness are understood as the risk of negative trends
that arise in the process of socio-economic development as a result of an unsatisfac-
tory degree of taking into account various types of dangers. These dangers threaten
regional socio-economic development if the corresponding managerial influences
were not appropriated during creating the concept of perspective directions for
regional development and strategic management.

An important research stage is the formation of an indicator set to assess the
regional competitiveness risks. The methods used for the quantitative estimation
of regional competitiveness are diverse in the indicator set. They generally contain
such categories as macroeconomic, infrastructural, demographic, technological, and
innovative indicators. For a systematic assessment of competitiveness risks, it is
necessary to include in the model a sufficiently large number of external (economic,
political, organizational) and internal (financial and non-financial) factors that create
threats at the regional level. Studies that do not take into account various aspects of
competitiveness and their interaction do not provide the necessary tools to support
decision-making at the territorial level [17]. Therefore, the application of ideas and
methods for constructing cyber-physical systems for a given subject area is relevant.

To understand the phenomenon of competitiveness, various factors of competi-
tiveness risks are highlighted by the proposed classification. They are presented as
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a hierarchical structure. The root level of the tree corresponds to the integral assess-
ment of regional competitiveness. At the next level of the hierarchy, two categories of
indicators are distinguished: transactional and transformational factors. The applied
method of event tree formation allows distinguishing semantically connected groups
of indicators [18].

Technical, social, and natural resource risk indicators are denoted as transfor-
mational indicators at the next level of the event tree. The category of transac-
tional indicators includes institutional, informational, and innovative indicators of
competitiveness risks. An expanded set of indicators is presented for a comprehen-
sive description of the regional competitiveness risk system at the next level of the
hierarchical structure. As the leaves in the tree-like structure, it is proposed to use an
extended set of characteristics: the value of all fixed assets; the value of fixed assets
depreciation; the density of railway tracks; density of paved roads; the percentage
of the population with money income below the subsistence minimum; average per
capita money income of population; life expectancy at birth; migration growth coef-
ficient; dilapidated housing stock; the number of medical personnel (doctors) per
10,000 population; the number of unemployed registered at the bodies of employ-
ment services; the number of recorded crimes; the volume of shipped own-produced
goods, works performed and services (mining and quarrying); sowing areas of main
crops; emission of pollutants into atmosphere; discharge of polluted sewage; use
of the Internet electronic documentary exchange in organizations; R&D personnel;
sales of innovative goods and services. This set of indicators sufficiently describes the
level of regional development and allows assess the competitiveness risks. Besides,
statistical data is available, and corresponding data has been collected for a fairly
long time.

3 Building an Event Tree to Prevent Competitiveness Risks
at the Regional Level

Theproposedmethod to the analysis of risks associatedwith a decrease in the compet-
itiveness of regions is to study the factors of competitiveness risks basedon the formed
causal graph. A special feature of themethod is the development of a cross-functional
tree graph to describe a complex multi-factor object, which is the competitiveness
of the region. The use of cause-effect graphs has been well tested in the analysis of
technical systems. The extension of these methods has been demonstrated for the
analysis of socio-economic systems and cyber-physical systems. It can be argued
that the systematization of competitiveness indicators for Russian regions based on
the structures of cause-effect graphs is promising.

Tomodeling the structure of the cause-effect graph for systematization of compet-
itiveness risk indicators, the following hierarchical risk indicators system of for
assessment is proposed: regional competitiveness (E0); transformational (E1); trans-
actional (E2); technical (E3); social (E4); natural resource (E5); institutional (E6);
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Fig. 1 The hierarchical structure of the region competitiveness risk indicators

information (E7); innovative (E8); using of fixed assets (E9); transport infrastructure
(E10); population income (E11); demographic (E12); quality of life (E13); mineral
extraction (E14); sowing areas of main crops (E15); environmental (E16); number of
unemployed (E17); number of crimes (E18); using of the Internet (E19); using the
Internet electronic documentary exchange in organizations (E20); R & D personnel
(E21); sales of innovative goods and services (E22); all fixed assets (E23); fixed assets
depreciation (E24); density of railway tracks (E25); density of paved roads (E26);
average per capita money income of population (E27); the percentage of the popu-
lation with money income below the subsistence minimum (E28); life expectancy
at birth (E29); migration growth coefficient (E30); dilapidated housing stock (E31);
medical personnel (doctors) per 10,000 population (E32); emission of pollutants into
atmosphere (E33); discharge of polluted sewage (E34). Figure 1 shows a causal graph
for assessing regional competitiveness risks.

Digitalmodeling based on the obtained structure allows identifying a key direction
for management decision making that impact on the socio-economic system of the
region to increase its competitiveness.

4 Kolmogorov-Chapman Model for Assessing
Competitiveness Risks

The following algorithm, taking into account the values of the vector of managerial
influences on the set of adverse events u(t) ∈ U is used to assess the competitiveness
of a particular region. For permissible values of the vector of estimation of the states
of the system x(t) ∈ X the criterion is minimized at a given time interval [ts, tf ]:
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KA =
t f∫

ts

Pr(t, x, u)dt, (1)

gde KA is the criterion which characterizes the risks of reducing the region’s compet-
itiveness in the time interval [ts, tf ]; Pr is the probability of the corresponding risk
being realized and the occurrence of a certain process stopping due to a critical
combination of events under consideration, while they do not separately cause the
specified risk; X, U are a set of values for system state vectors x(t) and management
impacts on the combination of adverse events u(t); the variable t indicates time.

The solution to this task poses certain difficulties because the construction of a
sufficiently complex digital mathematical model for the active system under research
is required for a full procedure for determining the values of the criterion KA(t, x, u)
as well as the integrand Pr(t, x, u). In the process of minimization, it is necessary to
solve a complex system of differential equations of relatively high dimension. Thus,
when solving the formulated problem, it is required to determine the control action
u(t) ∈ U which transfers the criterion value KA into the area of the minimum risk
probability for the vertices of the constructed cause-effect graph. In this regard, the
basis of the algorithm contains a statement repeatedly confirmed by practice that to
reduce the risks of the root event at the top of the graph, it is enough to develop
and implement a detailed comprehensive plan of action for minimizing the selected
combinations of risks.

As a result, task (1) is reduced to the search for such actions to achieve effective
functioning of the region’s competitiveness management system, in which the proba-
bility of occurrence and development of risks to reduce the region’s competitiveness
is minimized.

To assess the probability of the occurrence of a possible set of events that are
atomic in the proposed representation, it is necessary to single out a finite number of
states. The state graph for the complete cause-effect tree of events (Fig. 1) has 235

= 34 359 738 368 vertices corresponding to the combinations of events. Solving a
system of more than 34 million equations is not feasible. It is possible to consider
mathematical models of separated fragments of the tree structure. These parts are
formed by the minimal cut sets structure for the cause-effect graph.

To assess the probability of reducing competitiveness, the minimal cut sets [19]
of the graph of the main factors affecting competitiveness are determined. Elements
of these minimal cut sets correspond to groups of processes, the implementation of
risks of non-fulfillment of which leads to the loss of competitiveness by the region.
Classification is performed by the number of elements of minimal cut sets. There
are two-, three-element, etc. minimal cut sets. They correspond to combinations of
events that are critical and lead to a decrease in the competitiveness of the Russian
region.

A state graph is formed for each such section, which is used to construct a system
of differential equations. Such a system is called Kolmogorov-Chapman [20, 21].
As a result of solving the system of differential equations the probability of reducing
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the region’s competitiveness due to critical combinations of events associated with
individual risk factors is determined.

Let us consider one variant of the minimal cut sets E17—E19—E20—E21—E22.
This minimal cut set is 5-element; it includes innovative, institutional, and informa-
tional risk factors for regional competitiveness. Possible causes of adverse events or
the implementation of risks are presented in Fig. 2. The implementation of each risk
combination is characterized by the probability Pri. Analysis of the state graph of the
type shown in Fig. 2 can be performed by digital mathematical modeling methods.

For each of the states, it is necessary to compose a differential equation:

dPri (t)

dt
=

31∑
j=0

li Pr j (t) −
31∑
k=0

dk Prk(t) (2)

The constraints are formed based on the Kolmogorov-Chapman differential
equations system and in matrix form have the following form:

dPr(t)

dt
= A ·

⎛
⎜⎜⎝

Pr0(t)
Pr1(t)
. . .

Pr32(t)

⎞
⎟⎟⎠ (3)

where Pri (t) is the probabilities of the transition of the managed object into certain
state i, A is the transition matrix containing parameters of the intensity of actions to
restore di and actions to implement the risk of the corresponding vertex li in the state
graph. Matrix A is constructed based on the adjacency matrix of the states graph
(Fig. 2).

Thus, it is possible to compose the differential equations system describing the
effect on the root vertex for the cause-effect graph. The system of differential
equations in the case of the 5-element minimal cut sets takes the form.

dPr0(t)

dt
= (−l1 − l2 − l3 − l4 − l5)Pr0(t) + d1Pr1(t) + d2Pr2(t)

+ d3Pr3(t) + d4Pr4(t) + d5Pr5(t) (4)

dPr1(t)

dt
= l1Pr0(t) + (−d1 − d2 − d3 − d4 − d5)Pr1(t) + d2Pr6(t)

+ d3Pr7(t) + d4Pr8(t) + d5Pr9(t) (5)

dPr2(t)

dt
= l2Pr0(t) + d3Pr10(t) + d4Pr11(t) + d5Pr12(t)

+ (−d2 − l1 − l3 − l4 − l5)Pr2(t) + d1Pr6(t) (6)
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Fig. 2 State graph for a 5-element minimal cut set E17—E19—E20—E21—E22
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. . .

dPr31(t)

dt
= l5Pr26(t) + l4Pr27(t) + l3Pr28(t) + l2Pr29(t) + l1Pr30(t)

+ (−d1 − d2 − d3 − d4 − d5)Pr31(t) (35)

A solution of system (4)–(35) is carried out by the Runge-Kutta methods.

5 Conducting a Computational Experiment for Specific
Regions Based on a Digital Model for Assessing Regional
Competitiveness

The proposed approach was being tested on the example of several regions of the
Volga Federal district. The research information and analytical database were devel-
oped. It used data from open sources [22, 23]. The values of leaf vertices of the cause-
effect graph are determined for 2018. The analysis of competitiveness is carried out
for the following regions of theVolga Federal district: Saratov region, Samara region,
Ulyanovsk region, Republic of Tatarstan. These regions represent objects that differ
significantly in terms of socio-economic development. They are indicative of the
fact that, given the relative similarity of natural resource conditions, they belong
to different categories in the ratings of the socio-economic status of the Russian
Federation’s subjects [24, 25].

A computational experiment was carried out for the same probabilities of risk
development and managerial impact l1 = 0.04; l2 = 0.4; l3 = 0.3; l4 = 0.4; l5 =
0.5; d1 = 0.3; d2 = 0.4; d3 = 0.5; d4 = 0.5; d5 = 0.5. Preliminary calculations
were performed to visualize the possible dynamic modes of the model (4)–(35). The
obtained calculation results are presented in Figs. 3 and 4.

Initially, the low risk of losing the region’s competitiveness at given parameter
increases, passes the peak of the maximum value, decreases, and begins to grow
again.

The results of a computational experiment (Fig. 3) with fixed values of the model
parameters corresponding to the situation with a high level of crisis impacts and an
intensive control action response to prevent crisis phenomena at the regional level,
allows us to draw the following conclusions. The considered critical combinations
of events in the case of deterioration in indicators of innovative and informational
risk factors of development and increasing unemployment lead to the fact that the
probability of a region’s competitiveness decrease does not exceed 0.3 for all these
regions. It should be noted that the risk for the leading region, to which the Republic
of Tatarstan can be attributed based on existing ratings, is significantly lower and
does not exceed 0.15. This is consistent with the widespread opinion of the expert
community that leading regions retain their positions in the medium term.
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a) b)

c) d)

Fig. 3 The modeling results of analyzing the region’s competitiveness for Volga Federal district:
a Saratov region; b Samara region; c Ulyanovsk region; e The Republic of Tatarstan

a)
b) 

d) 
c) 

Fig. 4 The probabilities of joint critical realization of events: E17—the number of unemployed,
E19—digitalization and using of the Internet, E20—using the Internet electronic documentary
exchange in organizations, E21—R & D personnel, E22—sales of innovative goods and services
for the regions a Saratov region, bUlyanovsk region, c Samara region, d the Republic of Tatarstan.
The model uses the same values of the implementation of the risks and the control actions in the
selected minimal cut set
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In fig. Figure 4 shows the probabilities of a critical combination of events E17—
E19—E20—E21—E22 for four different regions: Saratov Region, Ulyanovsk Region,
Samara Region, Republic of Tatarstan. The probability values of the risk realization
and the occurrence of process stopping due to a critical combination of the events
in question, while they do not individually cause a certain risk to be initialized. In
general, the simulation results correspond to the expected values, which confirms the
adequacy of the model used.

The disadvantages of this approach include the need to neglect a large number of
potentially significant indicators of vertices to reduce the size of the model. In the
proposed scheme for constructing state graphs for minimal cut sets, this problem is
insurmountable. However, due to the significant complexity of the structure of the
considering indicators, digital modeling of the region’s competitiveness based on the
Kolmogorov-Chapman equations is an acceptable way for analyzing a multi-factor
socio-economic system.

6 Conclusions

The competitiveness of the region has a dynamic nature and is formed in an evolu-
tionary way depending on the influence of various direct and indirect factors. The
dynamics of technical and technological changes, the development of management
methods and systems, the change in the needs structure lead to a continuous increase
in the number of factors that should be taken into account in the analysis of regional
competitiveness. The competitiveness of the region is associated with the multifacto-
rial concept of competitive potential,which characterized the possibility of successful
participation in inter-regional and interethnic competitive relations. It assumes the
presence and realization of the competitive potential of the regional system. In turn,
the assessment of potential in the framework of competitive analysis involves the
assessment of risks inherent in a given region. The formation of a hierarchical struc-
ture of indicators for risk assessment, as the initial stage of the study, allows the use
ofmathematical models based on the Kolmogorov-Chapman equations for analyzing
the dynamics of the risks of regional competitiveness.

An important aspect of regional competitiveness researching is the analysis and
forecasting of potential losses, the assessment of various risk types, and the identifica-
tion of priority regional policy directions. The applicability of the methods based on
the principles of building cyber-physical systems, using the Kolmogorov-Chapman
equations to analyze the dynamics of regional development for assessing competi-
tiveness risks is shown. For many strategies developed at the national level, the goal
of competitiveness is to develop and maintain measures that encourage wealth (for
example, low inflation, an effective institutional environment, open markets, etc.).
At the level of subnational territories, the task is to determine priorities within the
framework of the strategic plan in conditions of limited resources that have the most
significant positive effect taking into account regional conditions.
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Using modern digital mathematical models to assess such complex socio-
economic objects as the regions by competitiveness analysis will allow us to obtain
a more objective characterization. A feature of this study, in contrast to tradi-
tional approaches, is the study of digital models that provide assessing regional
competitiveness in dynamics when implemented as a cyber-physical system.
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Transformation of Reduced Compounds
of Carbon and Nitrogen Oxides
in the Cramped Aerodynamic Conditions

Vadim A. Zaytsev

Abstract The joint transformation of typical urban atmosphere pollutants under
cramped aerodynamic conditions is considered. These are the spaces between build-
ings with their highest concentrations, as a result of which reactions proceed quite
intensively, with speeds greater than in unlimited volume. The kinetics of the process
is described by a stiff system of differential equations, which is solved by the Rosen-
brockmethod. The effect of the influence of reduced carbon compounds and nitrogen
oxides in a wide range of their concentrations on the rate of formation of a highly
toxic secondary pollutant is studied. In the course of numerical experiments, the
conditions corresponding to its maximum value are determined. In this case, the
transfer of substances from the reaction zone does not have time to occur.

Keywords Mathematical modeling · Systems of stiff differential equations ·
Environmental chemistry · Atmospheric chemistry · Chemical kinetics · Ecology

1 Introduction

A large number of publications are devoted to the study of atmospheric chemical reac-
tions. For a quantitative assessment of the prevailing directions of these processes,
dependingon the conditions, aswell as for use in problemsofmathematicalmodeling,
corresponding databases on chemical kinetics and photochemistry were created. In
some of these works, the reactions taking place in the stratosphere are considered. At
the same time, special attention is paid to the processes leading to a decrease in the
concentration of ozone (the so-called “thinning” of the ozone layer). A completely
different situation is typical for the troposphere, where an increase in ozone content
is a negative factor. The starting point here was the study of photochemical smog
[1–6].
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Articles that contain material, already on the actual model study of the lower
atmosphere, mainly cover the range of pollutant concentrations typical for an unlim-
ited volume, i.e. when dilution has occurred or occurs over time with distance from
emission sources. They often compare the results of a numerical experiment and
direct measurements [7–10].

In contrast to the well-studied rates of processes occurring in an unlimited volume
in the lower atmosphere and their dominant directions, depending on various factors,
the intensity of chemical reactions in constrained aerodynamic conditions has not
been studied in suchdetail [11–14].This situationoccurs quite often in other problems
of hydrodynamics and mass transfer [15].

These works are based on the so-called base case, which corresponds to the
averaged concentrations of pollutants for a number of stationary stations of GPBU
“Mosecomonitoring” located near busy transport highways. For the formulation of
the problem in them, it is not important that these values differ slightly at different
stations and on different days (of course, since photochemical transformations are
being studied, we are talking about the warm season with bright sunny weather).
The articles [12, 13] analyze the situation that occurs when these concentrations
increase by the same number of times or investigate the quantitative contribution of
such primary pollutants as CH4 and CO to the increase in the concentration of the
secondary pollutant—O3, at concentrations of NO and NO2 corresponding to the
basic variant. Work [14] is devoted to the study of the effect of the relative content
of the above-mentioned nitrogen oxides.

All these cases are quite possiblewhen the flowof carsmoves in the space between
two groups of long and tall buildings located not far from each other, located on
opposite sides near the motorway. There is a high probability of creating abnormally
high concentrations of exhaust gases. The appearance of such new buildings in the
zone of influence of high sources of emissions, for example, thermal power plants,
initially designed for smaller houses, leads to similar consequences. In order not to
create local concentrations in the area of the aerodynamic shadow of the building,
the pipe must exceed 3.5 of its height.

An analysis of the possibility of the appearance and determination of concentra-
tions of secondary pollutants—more toxic compounds formed during the process of
transformation of primary pollutants—is of exceptional importance for atmospheric
chemistry. In this case, the compounds of the first group include ozone and peroxy-
acetyl nitrates; to the second—hydrocarbons, carbon monoxide, nitrogen monoxide,
nitrogen dioxide.

For this reason, in someworks, it is precisely the negative effect of ozone on health
and an increase inmortality of the population that is investigated. Thus, the article [16]
studies the relationship between the content of ground-level ozone and the incidence
rate of people in a low-urbanized area (VyatskiyePolyany,Kirov region) andMoscow
in the summer of 2010. In Vyatskiye Polyany, the absence of a relationship between
these parameters at high air temperatures and low ozone concentrations. Thus, an
attempt was made to isolate the effect of pure ozone. In contrast, when exposed to
mean daily ground-level ozone concentrations above 60 mg/m3 for 13 consecutive
days, the number of ambulance calls increased. In the capital, the increase in ozone



Transformation of Reduced Compounds of Carbon … 159

content led to an increase in the frequency of respiratory diseases and mortality.
Similar research is being carried out abroad. Theworks [17–22] show its contribution
to the total additionalmortality,mainly due to cardiovascular and respiratory diseases.

In view of the importance of the problem of secondary atmospheric pollution,
whole reviews are regularly devoted to ozone, containing descriptions of the work
of a fairly large number of researchers [23, 24].

2 Research Problem Statement

In works [12–14] the analysis of the influence of the concentrations of primary
pollutants on the oxidation of methane in the atmosphere is carried out. Its content
in the exhaust gases of cars with gasoline engines without catalytic converters is
the highest in comparison with other hydrocarbons. The study of the process took
place in the area between the buildings, which was presented as a very large room
with a certain rate of air exchange. In these constrained aerodynamic conditions of
the urban atmosphere, relatively high concentrations of primary pollutants can be
achieved. Intense sunlight creates a favorable situation for photochemical reactions.

It is shown that the greatest contribution to the increase in the ozone content is
made by a simultaneous increase in the concentration of nitrogen oxides or a relative
increase in the concentration of NO2 in comparison with NO. An increase in the
content of nitrogen monoxide in comparison with its dioxide leads to the opposite
result. The influence of the concentrations of reduced carbon compounds (CH4 and
CO) at various variations in the concentrations of NO and NO2 remains unexplored.
The effect of reduced carbon compounds in pure form has not been identified, which
is very important from a theoretical point of view, since their presence in the air was a
priori assumed.That is, the casewas not consideredwhen their concentrations, aswell
as the concentration of the product of the incomplete transformation of methane—
formaldehyde, are equal to zero. Consequently, the estimation of the time for which
there is a significant increase in the ozone concentration in these cases, as well as
the search in the course of numerical experiments for conditions corresponding to
its maximum value is the goal of the work.

The above estimates are important for studying parallel transformations of other
hydrocarbons, their predominant directions under given conditions.
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3 Developed Mathematical Model and Numerical
Experiments

For the convenience of perception, the chemical equations underlying the mathemat-
ical model, described earlier in [12–14], are briefly presented again. Chemical reac-
tions that are essential for the transformation of methane under the above conditions
are presented in Table 1, as well as their rate constants [12–14].

The mathematical model does not take into account the process of ozone photol-
ysis, since, at such high NO concentrations, the rate of O3 sink according to reaction
(14) is significantly higher than the rate of its photochemical decomposition. The
loss of a part of intermediate radicals and molecules is not taken into account. This
is due, for example, to the formation of so-called “reservoir gases”, which can then
be decomposed by light into the original substances:

CH3O
·
2 + NOx → CH3O2NOx

CH3O
· + NOx → CH3ONOx ,

and with the formation of formic acid:

CH2 = O + HO·
2 � CH2(OH)OO·

CH2(OH)OO· + NO → CH2(OH)O· + NO2

Table 1 Chemical reactions
taken into account in the
mathematical model and their
rate constants

CH4 + HO· → ·CH3 + H2O k1 = 7.9 × 10−15

·CH3 + O2 + M → CH3O·
2 + M* k2 [M] = 1.8 × 10−12

CH3O·
2 + NO → CH3O· + NO2 k3 = 7.6 × 10−12

CH3O· + O2 → CH2 = O + HO·
2 k4 = 1.3 × 10−15

CH2 = O + hν → ·CH = O + H· k5 = 3.7 × 10−5

CH2 = O + hν → CO + H2 k6 = 4.9 × 10−5

CH2 = O + HO· → ·CH = O + H2O k7 = 1.0 × 10−11

·CH = O + O2 → CO + HO·
2 k8 = 5.5 × 10−12

CO + HO· → CO2 + H· k9 = 3.0 × 10−13

H· + O2 + M → HO·
2 + M* k10 [M] = 1.4 × 10−12

HO·
2 + NO → NO2 + HO· k11 = 8.3 × 10−12

NO2 + hν → NO + O(3P) k12 = 8.9 × 10−3

O(3P) + O2 + M → O3 + M* k13 [M] = 1.8 × 10−14

O3 + NO → NO2 + O2 k14 = 1.8 × 10−14
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CH2(OH)O· + O2 → HCOOH + HO·
2,

and also with the loss of the hydroxyl radical for the oxidation of other hydrocarbons.
The latter is partly justified by the application of modern norms, for example, the

Euro-4 standard. It sets the benzene content in gasoline to no more than 1%. This
slightly changes the hydrocarbon composition of exhaust gases in comparison with
the samecharacteristic of previous years in the directionof the absolute predominance
of methane in them, which is directly confirmed by the data of State Budgetary
Institution “Mosekomonitoring”. Thus there is a decrease in the toxicity of emissions.

Therefore, the actual transformation times of a number of substances will be
slightly longer than those obtained. However, as indicated above, the goal is only to
estimate these values, which is necessary for a detailed analysis of the quantitative
contribution to this effect of various variants of changes in the concentrations of
reagents, as well as for constructing a more complex mathematical model that takes
into account the parallel transformations of other hydrocarbons and their prevailing
directions. under the given conditions.

Such modeling problems are reduced to solving systems of ordinary differential
equations of the form (1):

dci
dτ

= Fi − Ri , (1)

where ci are the concentrations of each of the initial substances and products of these
reactions (the unit of measurement is the number of particles in cm3 of air), τ is the
time, Fi and Ri are terms that take into account the generation and consumption of
substances, respectively.

The resulting rigid system of 17 differential equations is solved numerically by
one of the specially developed methods for systems of this class—the Rosenbrock
method. It should be noted that the use of the Runge-Kutta-Felberg method here
does not allow finding a solution for a time greater than the value of the order
of 5 × 10–4 s, which is important; moreover, at a smaller value, a large solution
error can be obtained. The initial concentrations correspond to the abnormally high
ones reached in constrained aerodynamic conditions. According to the data of the
State Budgetary Institution Mosecomonitoring, averaged for a number of stationary
stations located near busy transport routes, the concentrations of such air pollutants as
methane, carbon monoxide, nitrogen monoxide, nitrogen dioxide can, for example,
be, respectively, 1.30, 0.83, 0.040, 0.060 mg/m3 (basic variant). It is not very impor-
tant here that there is a possible slight difference in these values at different stations
and on different days [12–14].

At this stage, a simultaneous increase in the concentrations of nitrogen monoxide
and nitrogen dioxide compared with the base variant by 2 and 5 times, while the
content of reduced carbon compounds in each of these cases corresponds to either
the base variant or increases by 5 times. These situations can relate to very severe air
pollution from vehicles in the cramped aerodynamic conditions. Figure 1 shows the
results of numerical experiments in which the influence of these parameters on the
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Fig. 1 Dependence of ozone concentration in the air on time with the different simultaneous
growth of NO and NO2 concentrations in comparison with the base case and cases of a fivefold
increase in the concentrations of reduced carbon compounds: 1—basic variant (without increasing
concentrations); 2—the concentration of reduced carbon compounds is increased by a factor of 5
in comparison with case 1; 3—simultaneous growth of NO and NO2 concentrations by 2 times;
4—the concentration of reduced carbon compounds is increased by 5 times compared with case
3; 5—simultaneous growth of NO and NO2 concentrations by 5 times; 6—the concentration of
reduced carbon compounds increased 5 times compared to case 5

change in the ozone concentration is studied. In this chapter, a lot has been pointed
out about its negative impact on health and an increase in mortality.

As follows from the figure, a significant increase in the O3 content occurs in a
time comparable to the time of its transfer from the region where the given chemical
processes take place. The effect of reduced carbon compounds on the increase in
the ozone content increases with the concomitant increase in the concentrations of
nitrogen mono- and dioxide.

Then the effect of reduced carbon compounds is investigated in detail where it
manifests itself most strongly, i.e. with a simultaneous increase in the concentrations
of NO and NO2 by 5 times. Numerical experiments are carried out for cases in
comparison with this and include a change in the concentrations of reduced carbon
compounds in a wide range from complete absence to an increase of 5 times, for
each separately, and at the same number of times simultaneously (Fig. 2).

These numerical experiments reveal a significant effect of reduced carbon
compounds on the growth of ozone content. At the same time, an increase in the
CO concentration has a greater contribution than an increase in the CH4 concentra-
tion, and their combined effect exceeds the individual effect for each of them. These
patterns differ from those obtained for the cases of the impact of reduced carbon
compounds on the base case [12, 13]. In the absence of reduced carbon compounds,
the ozone concentration is lower (curve 2) than for their base content (curve 1).
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Fig. 2 Dependence of ozone concentration in the air on time at different concentrations of reduced
carbon compounds in comparison with the option of the simultaneous increase in NO and NO2
concentrations by 5 times: 1—the concentration of reduced carbon compounds is the same as in
the base case; 2—the concentration of reduced carbon compounds is zero; 3—the concentration of
CH4 is increased by 5 times; 4—CO concentration increased by 5 times; 5—the concentration of
reduced carbon compounds is increased 5 times

The article [14] considers a disproportionate change in the concentration of
nitrogen oxides. It was found that the relative increase in the concentration of NO2

compared to NO has the greatest contribution to the increase in the ozone content.
However, the effect of the content of reduced carbon compounds under these condi-
tions has not been studied. Meanwhile, it is nitrogen dioxide that is predominant
in forest fires. And the transformation of nitrogen monoxide into dioxide as it is
transferred from a relatively distant source (for example, a thermal power plant) can
reach 80%. This is why this influence is important to consider. The results of the
corresponding numerical experiments are shown in Fig. 3.

As follows from thefigure, the effect of reduced carbon compounds on the increase
in the ozone content increases with an increase in the concentration of nitrogen
dioxide.

Further, by analogy with the above, the level of nitrogen dioxide concentrations
(an increase in 2 times compared with the baseline version), in which reduced carbon
compounds make the greatest contribution to secondary air pollution, is studied in
detail.

These numerical experiments are shown in Fig. 4. They show approximately the
same tendency as with the simultaneous growth of NO and NO2 concentrations by
5 times.
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Fig. 3 Dependence of ozone concentration in the air on time with different growth of NO2 concen-
tration in comparisonwith the base case and cases of increase in the concentration of reduced carbon
compounds by 5 times: 1—basic variant (without increasing concentrations); 2—the concentra-
tion of reduced carbon compounds is increased by a factor of 5 in comparison with case 1; 3—
NO2 concentration increased by 1.4 times; 4—the concentration of reduced carbon compounds is
increased by 5 times compared with case 3; 5—NO2 concentration is doubled; 6—the concentration
of reduced carbon compounds is increased 5 times compared to case 5

Themodel was tested on the data of the State Budgetary Institution “Mosekomon-
itoring”. Numerical experiments show quite satisfactory agreement between the
calculation results and the measured ozone concentration.

4 Conclusion

So, summarizing the above, we can draw the following conclusions:

1. The processes in the considered chemically active system occur rather quickly
before the substances leave the region of the reaction.

2. With a simultaneous, proportional increase in the concentration of nitrogen
mono- and dioxide, as well as the concentration of NO2 without changing the
concentration of NO, the effect of reduced carbon compounds on the increase in
the ozone content increases.

3. The effect of reduced carbon compounds has been studied in detail where it mani-
fests itself most strongly, i.e. with a simultaneous increase in the concentrations
of NO and NO2 by 5 times and NO2 without NO by 2 times. A significant effect
of reduced carbon compounds on the growth of the ozone content was found.
At the same time, an increase in the CO concentration has a greater contribution
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Fig. 4 Dependence of ozone concentration in the air on time at different concentrations of reduced
carbon compounds in comparison with the option of doubling the NO2 concentration: 1—the
concentration of reduced carbon compounds is the same as in the base case; 2—the concentration
of reduced carbon compounds is zero; 3—the concentration of CH4 is increased by 5 times; 4—CO
concentration increased by 5 times; 5—the concentration of reduced carbon compounds is increased
5 times

than an increase in the CH4 concentration, and their combined effect exceeds the
individual effect for each of them. These patterns differ from those obtained for
the cases of the impact of reduced carbon compounds on the base case [12, 13].

4. For the most unfavorable of the considered cases, the ozone content increases
by more than 3 times, which is approximately 2 times higher than its maximum
permissible average daily concentration. However, this value is less than the
maximum permissible maximum one-time concentration, the use of which is
justified here to a greater extent.
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Numerical Modeling of Pneumatic
Conveying in the Mode of the Inhibited
Dense Layer

Asia. G. Mukhametzyanova, Andrei O. Pankov,
and Alina A. Abdrakhmanova

Abstract Using the methods of computational fluid dynamics, we studied the
process of pneumatic conveying in the mode of the inhibited dense layer. The results
of numerical modeling correlate well with other scientists’ data. The impact of the
particle movement mode and shape of the arrestor is assessed on the stability of the
process of pneumatic conveying in the mode of the inhibited dense layer.

Keywords Pneumatic conveying · Inhibited dense layer · Numerical modeling ·
Particle motion mode · Reliable conveying velocity

1 Introduction

Pneumatic conveying in the mode of the inhibited dense layer (IDL) is a perspec-
tive method of transporting bulk materials for short distances. These conditions
allow to preserve the dense layer along the whole conveyor tube, and to get a high
concentration of the solid phase in the flow, bringing its value to concentration in
the stationary layer. To create an inhibited dense layer at the end of the conveyor
tube conic narrowing parts with the conic angle of 1–2° are created, or arresters
(diaphragm, cone head, etc.) are installed [1].

The properties that define pneumatic conveying in the mode of the inhibited dense
layer are low consumption of the transported gas, the low conveying velocity with
preservation of, system capacity in the solid phase, preservation of high concentration
along the conveying tube, easiness of regulation of velocity of the bulk material flow
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over a broad area, etc. [2]. One of the main advantages of pneumatic conveying in the
mode of inhibited dense layer is the opportunity to combine with other technological
processes, such as cleaning from light impurities with pneumatic separators, drying
with the stream of the warmed gas, catalysis, pyrolysis, etc. [3].

Application of pneumatic conveying in the mode of the inhibited dense layer
could be quite useful in many cases for solving a whole range of technological
problems. The main problem for the performance of pneumatic conveying in the
mode of inhibited dense layer is lack of studies, lack of impression of the structure
of the inhibited dense layer, and impact on it of various technological, structural, and
mode’s parameters.

The reliability and economic feasibility of pneumatic conveying depend on the
right choice of the airflow velocity. The increase of this velocity reduces the opera-
tional life of pneumatic pipes, leads to an increase of pressure loss in the network,
and electrical power consumption, and its reduction causes fallout of the transported
material in the pneumatic pipe and blockage of the latter. The right choice of the
velocity of the transporting gas is extremely important both for sustainable conveying
mode and for energy efficiency.

Controlling influence over speed of the material in pneumatic conveying in the
mode of the inhibited dense layer has a hydrodynamic environment created in the
braking area. Moreover, the concentration of the material transferred in the airflow
also affects transportation speed [4]. Work [5] shows that the speed of the bulk
material in the mode of the inhibited dense layer depends on the physical-mechanical
properties of the granular material, gas speed, dimensions, and form of the narrowing
arrester and does not depend on the length and unevenness of the transport pipe.

2 Background and Problem Statement

The reliable transporting speed should be higher than the engulfment velocity. This
velocity may be in large excess over the first velocity of pseudo-fluidization in usual
modes of pneumatic conveying and may be almost the same as the terminal velocity
of the particles (the second critical velocity of pseudo-fluidization).

In course of pneumatic conveying in the mode of inhibited dense layer movement
of the particles is restricted so much that terminal velocity becomes much lower
and engulfment velocity becomes almost the same as the first velocity of pseudo-
fluidization. The extension of the layer during pneumatic conveying is not large, its
structure is almost the same as of the solid phase of the fluidized state. Therefore,
gas speed should be a few times higher than the velocity at the beginning of the
pseudo-fluidization of the transported material. In this case, we mean gas velocity in
the lower part of the conveying tube. While moving up in the transport pipe the gas
velocity increases due to its extension, bearing capacity increases, and engulfment
hazard is excluded.
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The process of the established pneumatic conveying of solid spherical particles
along the smooth vertical part of the pipe is studied herein with methods of computa-
tional fluid dynamics. STAR-CCM+ computational complexwas used as the studies
instrument, that allows obtaining solutions for a wide range of physical problems,
including for transient circuits, coupled heat transfer, exposure, laminar, and turbulent
frictional flow, etc.

The approach to the modeling of movement of two-phase flows is majorly deter-
mined by the intensity of mutual interaction and depends on the volume ratio of the
solid phase in a flow [6–8].

If the volume ratio of solid particles is less than 10–6, the particles do not affect
the movement of the gas flow. If the volume ratio of solid particles is increased to
10–3, the interaction between the gas and the particles is observed, however, the
movement of separate particles is regarded to be independent of each other [6]. In
the case of higher concentrations of solid particles interaction between the particles
in a flow is observed, as well as between the particles and the device walls that lead
to changes of movement of the gas phase.

In course of studies of fluid dynamics of two-phase flows, a fewmodel approaches
that differ from each other by the method of review of the interacting phases and link
between them are formulated and clarified.

The work [9] provides a classification of imitation models depending on the area
of their application and description of the interaction of the phases.

According to the authors [8–17], the most practical bearing for modeling of the
weighted layer has the model of discrete elements and the continuous model, the
principal difference between which is the description of the movement of the discrete
particles, and the common problem is the preparation of the closing relations, and,
particularly, determination of the mechanical interaction of the phases.

Movement of the gas phase for discrete element model or Eulern-Lagrangian
model is solved in Euler representation, as a continuum in an immovable coordinate
system, and movement of particles is represented with Lagrangian equations in the
movable coordinate system that are integrated along their trajectory [6, 8].

The model of discrete elements, which is solved by integration of the particle
movement equations within the velocity field of the bearing gas, allows obtaining
statistical data on the movement of the separate particles with regard to their density,
dimensions, shape, and polydispersity of the particles [6].

However, frequent application of the model of discrete particles in full for
large concentrations of particles is restricted due to complexity and long term of
computations made in a few iterations [13, 14].

3 Numerical Modeling

For the purposes of studies of two-phase flows, particularly, of the gas-solid parti-
cles flow STAR-CCM + computational complex provides for the Lagrangian
multiphasicity model and Discrete Element Method—DEM.
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For numerical modeling of two-phase gas-solid particles flow Discrete Element
Method—DEMwas applied, that allowed to design clashes of particles of any shape
and to consider gyration of the particles affected by the forces and their moments.

Discrete Element Method DEM is a set of numerical methods for the design of
a large number of particles of solid materials. The key provision of the method is,
that the material is comprised of separate discrete particles, that may have various
properties and surface shapes, elastic properties, density, etc.

Modeling startswithmoving of all of the particles to a specific position and assign-
ment to them of the initial speed. Then the forces affecting every particle are calcu-
lated by the initial data and the relevant physical laws. For every particle dynamic
problem is solved that includes determination of the active forces and movement
trajectory [17].

For calculation of the terminal velocity of solid spherical particles in a vertical
pneumatic conveying system of three-dimensional Navier–Stokes equations, aver-
aged by Reynolds (Formulas 1–7) is solved, supplemented with discrete methods
based on the Lagrangian approach.

Airflow is described as follows:

• mass preservation equation

V(
−→
V ) = 0 (1)

• impulse preservation equation

∂ �V
∂t

+ V̄ ( �V �V ) = −∇ p

ρ
+ ∇(

τ + τt
)

ρ
; (2)

viscous tensor τ is determined with Newton rheological law:

τ = μ ∗ (∇−→
V + [∇−→

V ]T) − 2

3
∗ μ∇ ∗ −→

V ∗ I, (3)

and Reynolds stress tensor τt—in accordance with the generalized hypothesis by
Boussinesq:

τt = μt ∗ (∇−→
V + [∇−→

V ]T) − 2

3
∗ μt∇ ∗ −→

V ∗ I − 2

3
∗ ρ ∗ k ∗ I. (4)

To determine turbulence specifications − ε turbulence model was applied:

∂

∂t
(ρ ∗ k) + ∇[ρ∗−→

V ∗ k − (μ+μt

σk
∗ ∇] = μt ∗ P − ρ ∗ ε, (5)
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∂

∂t
(ρ ∗ ε) + ∇[ρ ∗ −→

V ∗ ε − (μ+μt

σε

∗ ∇ε] = Cε1 ∗ ε

k
∗ −μt ∗ P − Cε2 ∗ ε2

k
; (6)

Generation component in transfer equations

P = μ ∗ (�
−→
V + [�−→

V ]T) ∗ �
−→
V , (7)

where—turbulence kinetic power; ε—turbulence kinetic power velocity;μt—turbu-
lence viscosity; Cε1, Cε2—semiempirical ratios of turbulence model.

General equation of impulse preservation for the material particle as follows

mp = dvp
dt

= Fs + Fb; (8)

where Fs—forces affecting the particle surface; Fb—mass forces affecting the
particle. These forces, in their turn, divide into

Fs = Fd + Fp; (9)

Fb = Fg + Fc; (10)

where Fd—resistance force; Fp—tensile force; Fg = mpg—gravitational force;
Fc—additional forces of the body that are represented by the interaction of the
particles with other particles and boundaries of the area. At that, Fc is represented
as follows

Fc = �neighbor.particlesFcontact + Σneighbor.boundariesFcontact; (11)

In addition to impulse preservation equation (8), the discrete element model
includes an equation for computation of the particles turn:

d

dt
Lp = d

dt
(Ipωp) = �neighbor.particlesTc + �neighbor.particlesTA; (12)

where the torque is calculated as follows

Tc = rcFc − μr|rc||Fc| �p∣∣�p

∣∣ ; (13)

where L p—angular moment of the particle; Ip—inertia moment of the particle;
Tc—torque of the separate particle that occurs as a result of the operation of the
exchange forces, applied to the particle in the point other than the particle center of
mass; rc—vector from the center of mass to contact point; μr—coefficient of rolling
friction; �p—the angular spin rate of the particle. The coefficient of rolling friction



174 Asia. G. Mukhametzyanova et al.

is determined during verification with the experimental model and is set as 0.3. Force
in (9) and (10) are modeled as follows.

The equation for tensile force Fd

Fd = 1

2
CdρAp|νs|νs; (14)

where Cd—coefficient of rolling friction; ρ—air density; νs—slide speed of the
particle; Ap—projected area of the particle.

The equation for tensile force Fp

Fp = −Vp∇pstatic; (15)

where Vp—particle volume; ∇Pstatic—static pressure gradient of the basic phase.
For a description of the interaction between Fconstant particles Hertz-Mindlin

interaction model was used that is based on the Hertz-Mindlin interaction theory.
Pursuant to this model the forces affecting between these two spheres A and B

are described by the following group of the equations.

Fcontact = Fn + Ft; (16)

where Fn—normal and Ft—tangential forces.
Normal force:

Fn = −Kndn − Nnνn; (17)

where Kn = 3
4Eeq

√
dn + Req—normal spring tension; Nn =

√(
5KnMeq

)
Nn damp—

normal damping; Nn damp—normal decay coefficient, determined by the Eq. (20).
Tangential force is determined as follows

Ft = −Ktdt − Ntνt; (18)

if |Ktdt| < |Kndn|Cfs;

Ft = |Kndn|Cfsdt

|dt| ; (19)

|Ktdt| ≥ |Kndn|Cfs,
where Cfs—coefficient of static friction, tangential spring tension Kt =

8Geq
√
dnReq, tangential damping; Nt =

√(
5KtMeq

)
Nt damp, Nt damp—tangential

decay coefficient, determined by Eq. (21)

Nn damp = − ln(Cn rest)√
π2 + ln(Cn rest)2

; (20)



Numerical Modeling of Pneumatic Conveying in the Mode … 175

Nt damp = − ln(Ct rest)√
π2 + ln(Ct rest)2

; (21)

where Cn rest and Ct rest—normal and tangential elasticity coefficient; Req, Meq, Eeq,
Geq—equivalent radius of particles, Young’s modulus, shear modulus correspond-
ingly.

As initial data were taken physical parameters of the air under normal conditions,
input, and output velocity. Configurations are set for the interaction of the particles
with each other and with walls of the computational region.

The problem for setting the movement of the traffic flow in a rectangular channel
with a diameter of 0.02 m and length of 2.2 m. Spherical particles with a diameter of
0.003 are taken. Change of modes (transfer from the inhibited dense layer to piston
flow) was determined according to output pressure pulsation—in the mode of an
inhibited dense layer, this parameter does not exceed 10% [18].

Numerical modeling of the movement process of two-phase flow along the
conveying tube allowed to detect velocity fields of both of the phases, pressure,
and other values. The results of numerical modeling correlate well with other scien-
tists’ data [2]. The impact of the particle movement mode and shape of the arrestor is
assessed (Fig. 1) on the stability of the process of pneumatic conveying in the mode
of an inhibited dense layer, minimum gas velocities for transportation of the bulk
materials in various conditions are determined.

Fig. 1 Example of the
controller (arrestor)
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4 Results and Discussion

The following values varied in the numerical experiments: compression rate D0/D;
conveying tube diameter D; density of the transported materials (in Table 1 it is
implicitly expressed by the first velocity of pseudo-fluidization).

Analysis of the results of numericalmodeling shows that the value of theminimum
gas velocity during pneumatic conveying of bulk materials in the mode of inhib-
ited dense layer is 30–70% higher than the velocity at the beginning of pseudo-
fluidization. The velocity at the beginning of pseudo-fluidization was determined in
accordance with Todes formula [19].

An increase of simplex D0/D (that is the reduction of the compression level)
leads to the growth of the minimum gas velocity. A maximum increase occurs upon
achievement of the critical values D0/D, which are the values when the mode of
inhibited dense layers transfers to piston pneumatic transport. The maximum value
of this increase amounts to 50–100%, and the upper limit may be regarded as reliable
conveying gas velocity.

The results of numerical modeling show that the increase of conveying tube
diameter causes a reduction of the minimum velocity value. Apparently, this can
be explained by the fact that tubes of smaller diameter are more prone to piston
formation. Therefore, the tubes of larger diameter ensure a more stable process, and
a stationary mode of transportation is established earlier.

Table 1 Results of numerical modeling of pneumatic conveying of bulk materials in the mode of
the inhibited dense layer in various conditions

Pseudofluidization
velocity (m/s)

Conveying
tube
diameter,
D * 102 m

Minimum conveying
velocity (m/s)

Pseudofluidization
number

Reliable
conveying
velocity
(m/s)
(comp.)

Maximum
inhibition

Minimum
inhibition

Maximum
inhibition

Minimum
inhibition

0.215 15 0.29 0.41 1.35 1.90 0.46

0.334 15 0.51 0.60 1.52 1.80 0.71

0.104 16 0.17 0.21 1.61 2.04 0.23

0.104 28 0.17 0.19 1.66 1.84 0.19

0.118 16 0.16 0.18 1.39 1.54 0.23

0.118 28 0.17 0.18 1.42 1.50 0.27

0.118 40 0.17 0.22 1.47 1.87 0.26

0.373 28 0.50 0.59 1.34 1.58 0.73

0.370 40 0.59 0.66 1.57 1.77 0.73

0.531 28 0.74 0.90 1.40 1.70 0.97

0.531 40 0.71 0.77 1.34 1.45 0.98
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5 Conclusion

Thus, we can conclude that for the purposes of determination of the minimum allow-
able velocity of pneumatic conveying of the bulk materials it is necessary to carry
out numerical experiments for specific terms, and unless it is possible to carry out
numerical computations, this velocity shall be equal to the doubled value of the first
velocity of pseudo-fluidization.

References

1. Li, Hongzhong: Mooson Kwauk. Chem. Eng. Sci. 44(2), 261–271 (1989)
2. Razinov Y.I.: Study of vertical pneumatic conveying of bulk materials with inhibited dense

layer. DissertationThesis for Ph.D. in Engineering (Candidate of Engineering Sciences), p. 212.
Kazan (1974) (in Russian)

3. Mills, D., Jones, M.G., Agarwal, V.K.: Handbook of Pneumatic Conveying Engineering, p 720.
CRC Press (2004)

4. Yu, M.A.: Numerical modeling of impact of the air flow on spherical particles in the round-
section air duct. In: Modern Issues of Science and Education. No. 2 (part 2), pp. 107–113
(2015)

5. Yu, M.A., Kolosnitsin, A.N.: Development of numerical methods of vacuum cleaning system
design. Herald of Civil Engineers 6(59), pp. 151–155 (2016)

6. Klinzing, G.E., Rizk, F., Marcus, R., Leung, L.S.: Pneumatic Conveying of Solids. A
Theoretical and Practical Approach, p. 435. Springer (2010)

7. Yu, V.A.: Turbulentnye techeniya gaza s tverdymi chasticami [Turbulent Flows of Gas with
Solid Particles], 192 p. Moscow, Fizmatlit (2003) (in Russian)

8. OstrovskyG.M.: Pnevmoticheskiyi transport sypuchihmaterialov v himicheskoyi promyshlen-
nosti [Pneumatic Transport of Loose Materials in the Chemical Industry], 104 p. Lenin-grad,
Khimiia (1984) (in Russian)

9. Schreiber, M.: Modellierung von Hydrodynamik und Wärmeübertragung in blasenbildenden
Wirbelschichten zur Trocknung von Braunkohle: akademischen Grades eines Doktor-
Ingenieurs genehmigte Dissertation. Brandenburgischen Technischen Universität Cottbus, 167
p (2013)

10. vanderHoef,M.A., vanSintAnnaland,M.,Deen,N.G.,Kuipers, J.A.M.:Numerical Simulation
of Dense Gas-Solid Fluidized Beds: A Multiscale Modeling Strategy. Annual Review of Fluid
Mechanics, vol. 40, pp. 47–70 (2008)

11. van der Hoef, M.A., Ye, M., van Sint Annaland, M., Andrews, A.T., Sundaresan, S., Kuipers,
J.A.M.: Multiscale modeling of gas-fluidized beds. Adv. Chem. Eng. 31, 65–149 (2006)

12. Elghobashi, S.: Particle-Laden turbulent flows. Direct simulation and closure models. Appl.
Sci. Res. 48, 301–314 (1991)

13. Flow Simulation 2014 Technical Reference. Dassault Systems, 204 p (2014)
14. Gui, N., Fan, J.R., Luo, K.: DEM-LES study of 3-D bubbling fluidized bed with immersed

tubes. Chem. Eng. Sci. 63(14), 3654–3663 (2008)
15. Chiesa, M., Mathiesen, V., Melheim, J.A., Halvorsen, B.: Numerical simulation of particulate

flow by the Eulerian-Lagrangian and the Eulerian-Eulerian approach with application to a
fluidized bed. Comput. Chem. Eng. 29(2), 291–304 (2005)

16. Gidaspow, D., Ettehadieh, B.: Fluidization in two-dimensional beds with a jet—2 hydrody-
namic modeling. Ind. Eng. Chem. Fundam. 22(2), 193–201 (1983)

17. Gidaspow, D.I.: Multiphase flow and fluidization continuum and kinetic theory descriptions,
p. 467. Academic Press Harcourt Brace & Company, San Diego (1994)



178 Asia. G. Mukhametzyanova et al.

18. Mukhametzyanova, A.G., Pankov, A.O., Abdrakhmanova, A.A.: Selection of Criteria of Pneu-
matic Conveying in the Mode of Inhibited Dense Layer, vol. 22, No. 10, pp. 72–76. Herald of
Engineering University (2019)

19. Yu, V.V., Belova, O.V., Skibin, A.P., Zhuravlev, O.N.: Determination of Fluid Dynamic Perfor-
mance of Restrictor with Labyrinth Sealing Using Computational Fluid Dynamics, pp. 55–64.
Herald of the Bauman Moscow State Technical University (2012)



Intelligent System for Determining
the Presence of Falsification in Meat
Products Based on Histological Methods

Alexander Bolshakov , Marina Nikitina , and Renata Kalimullina

Abstract An intelligent system is proposed to support decision-making to determine
the presence of falsification in meat products based on histological studies. The tasks
that must be solved for its development are formulated. The system architecture for
the implementation of the formulated tasks is proposed. It includes, in particular, the
expert subsystem and the decision support subsystem. Formalization of knowledge
for making a decision about the presence of counterfeit is carried out on the basis
of production rules. They are generated based on information contained in morpho-
logical tables. The development of a prototype ES is carried out in the programming
language of artificial intelligence Prolog. The results of optimizing the approxima-
tion of a polychrome image of slices of meat products are described. A method for
solving it based on a genetic algorithm is proposed. A program was developed in the
C++ programming language, using which a complex of computational experiments
was carried out to study the nature of the dependence of the convergence of the opti-
mization process. Various parameters varied: the maximum number of iterations, the
choice of the initial population. Further studies in this direction are related to the
implementation of all the necessary image processing algorithms to automatically
identify the required values of the characteristics of the image fragments for use in
the cyber-physical system of automation of the process of identifying falsified meat
products.
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1 Introduction

There is a direct link between nutritional quality and emerging diseases. Various
diseases are initiated by the quality of nutrition. These include, but are not limited
to, obesity, cardiovascular disease, diabetes mellitus, cancer, and others. This time
dependence is evaluated as a geometric progression. Poultry and livestock products
are carried out in accordancewith technologies that use artificial metabolic disorders.
As a result, an increase in live weight is observed. The value of these products is
doubtful, and the breakdown of drugs significantly affects the safety and quality of
the products [1–3].

Instead of meat, offal, such as head meat, internal organs, was usually added to
meat products. Now, additives that are of plant origin with a carbohydrate and protein
nature are mainly used [4, 5]. Existing technologies for the production of sausages
and semi-finished products involve the differentiation of components of plant and
animal origin, which have little in common with human needs, such as phosphates,
carrageenas, confectionery proteins, and other substitutes or imitators of meat [6–8].

The unlimited authority for import substitution of goods provided by the state
to domestic producers enables them to supply products with cheap, but not safe for
human health substitutes, preservatives, and food additives to the agri-food market
[9, 10].

The degree of deterioration in the quality of meat products due to freezing and
further storage in this state depends on various aspects. These include conditions,
as well as the duration of storage in a state of freezing, as well as the magnitude of
biochemical changes that existed before freezing, as well as its speed. The duration
of storage of frozen meat depends on the initial quality indicators of meat, type, and
fatness of livestock and poultry, as well as storage technology, such as temperature,
packing density, stack sizes, etc. [11, 12].

Determining the quality of meat products is very important. The degree of objec-
tivity, as well as the efficiency of monitoring the characteristics of meat products
significantly determines the quality of the products that are provided to the consumer.
At the same time, the methods used to control the quality of meat as raw materials
remain significantly time-consuming, focused on the use of expensive equipment
[13–18].

The widespread distribution of counterfeit products in the consumer market is
very negative. Relevant is the identification of actually used for the production of
meat raw materials and meat products with the determination of the composition
and the allocation of the corresponding components that are of animal and vegetable
origin [19].

This identification is required to establish the true form, as well as the name
of the product, its compliance with the regulatory documentation for the product,
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as well as labeling and invoices, etc. To identify the falsification of meat products,
microstructuralmethods for identifying the composition of the product and rawmate-
rials are used, which were proposed by the laboratory of microstructural analysis of
meat products of the All-Russian Research Institute of Meat Industry. The proposed
methods are GOST R when conducting relevant studies [20].

An analysis of the proposed methods shows the presence and necessity of using
electronic microscopes, as well as expert technologists for processing the obtained
images of slices of meat and meat products during their implementation. The
complexity of the procedure associated with image processing, identification of the
type of counterfeit determines the relevance of the work aimed at their automation.

In this regard, the urgent task is to automate the process of identifying differenti-
ated counterfeit products in raw meat and meat products. Currently, this process is
carried out manually by technologists. Since this is a rather time-consuming task due
to the large analytical work, it is advisable to reduce the role of the “human factor”
in the process of analysis and decision-making on the presence of counterfeit meat
products. To do this, it is necessary to automate the procedure in which the presence
of falsification is determined by the input image of slices of meat products according
to a number of its characteristics, such as shape, color, size. Further, based on the
analysis of these characteristics, the decision support system forms a conclusion. As
a similar system, it is proposed to use one of the varieties of intelligent systems—a
hybrid expert system. Thus, the original task is divided into two: (1) obtaining and
processing a color image of a slice of meat products; (2) the decision on the presence
of counterfeit according to the results of processing the image of the slice.

The proposed system is advisable to use in the corresponding cyber-physical auto-
mated system for the identification of falsified meat products based on the principle
of “digital double.”

2 Description of the Process for Determining the Presence
of Meat Falsification

The process of determining the presence of counterfeit meat products is regulated in
the Federal laws of the Russian Federation, as well as the relevant State standards
(GOSTs), for example. One of the most common methods is based on the so-called
histological analysis [20]. Below is a diagramof themost popular histologicalmethod
for determining the presence of falsification in meat products (see Fig. 1).

Fig. 1 Stages of the process of determining the presence of falsified meat in meat-based on
histological analysis
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Determination of the presence and type of counterfeit in meat products is carried
out by technologists of sufficiently high qualification on the basis of the study of signs
constructed as a result of the previous stages, which are of both quantitative and qual-
itative nature. Depending on the presence of these signs, their values, technologists
determine the presence and type of falsified meat products.

Thus, the initial information for the construction and subsequent analysis of
morphological tables are color images of slices of meat products, which are obtained
in laboratories from electron microscopes. Therefore, the use of computer tools
requires the application of appropriate methods and processing algorithms in the
general case of color images.

3 Formulation of the Tasks

It is advisable to automate a rather laborious operation related to the identification and
determination of the presence of counterfeit using morphological tables, which are
given in the relevant GOSTs. In turn, automation is associated with the processing
of images that are obtained by examining slices of meat products using electron
microscopes. Thus, the functions of technologists in identification and decision-
making must be transferred to the appropriate system to support decision-making on
the presence and type of counterfeit meat.

Methods and algorithms have been developed that are used for segmentation and
subsequent processing of selected fragments in the original images [21–27]. These
include operations related to the selection of the boundaries of regions in the image
under study and the determination of their structural characteristics. It should be
noted that our analysis of morphological tables showed that in the general case,
8 colors are enough to describe the existing methods for identifying falsified by
color. Therefore, it makes sense to optimize the original polychrome image. This
will facilitate the procedure for identifying fragments in the studied image, as well
as significantly reduce the amount of information for storing and transmitting data
about the studied images of meat slices.

One of the conclusions of various existing scientific and practical studies is the
recognition of the fact that the selection and development of a newmethod for solving
problems related to digital image processing require quite a laborious testing on a
test set of images in the studied subject area. This approach allows us to provide
acceptable results based on the characteristics of the studied class of images.

In connection with the foregoing, we can formulate the purpose and objectives of
the study. The goal is to increase the effectiveness of the process of determining the
presence of counterfeit meat products based on the automation of image processing
of sliced meat.

To achieve the goal it is necessary to solve the following tasks: (1) develop an
image processing algorithm for automated detection ofmeat falsification; (2) develop
a decision support system to determine if the meat is falsified.



Intelligent System for Determining the Presence … 183

4 Development of an Image Processing Algorithm
for Automated Detection of Meat Falsification

4.1 Statement of the Task of Image Processing to Automate
the Determination of Meat Falsification

The process of determining the presence of meat falsification is presented in Fig. 1.
The proposed automation concerns the last two stages of this process. We carry out a
systematic analysis of the decision-making process that is performed at these stages.
To do this, consider the circuit in Fig. 2.

The input variableX, representing the image in JPEG format contains information
about the pixels, can be represented as a matrix of numbers. When translating, for
example, from JPEG to RGB, each pixel is assigned 3 numbers from the range [0;
255].

The output variable Y represents the result of the procedure for identifying the
presence of counterfeit on the basis of morphological tables containing a descrip-
tion of fragments of the image structure and their characteristics. The variable Y
has a symbolic value that corresponds to the identification result, i.e. “Absence of
counterfeit” or the name of the counterfeit.

The variable U includes the data necessary for the “adjustment” of the procedure
for identifying falsified meat products related to image processing, segmentation,
isolation and determination of structural elements, values of their characteristics,
etc.

The process is as follows. The input is an image of a slice of meat X, which
is then processed. Image processing X, in General, includes the following steps:
preliminary processing of images of slices (noise removal, palette optimization, etc.);
color segmentation based onminimizing the palette; approximation of the boundaries
of the areas selected in the image; determining the size of areas; determination of

Fig. 2 Determination of the presence of counterfeit in meat products
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the shape of particles; determination of the color of particles; identification of the
presence of falsifications; conclusion of the results of determining the presence of
falsified meat.

The consistent implementation of the above steps allows you to get an informed
decision about the presence or absence of certain types of falsifications of meat
products.

The next section proposes a generalized algorithm for processing images of slices
ofmeat products, which can be implemented in the corresponding automated system.

4.2 Development of an Image Processing Algorithm
to Automate the Detection of Meat Falsification

In accordance with the scheme in Fig. 2 in the previous subsection and the required
stages of processing images of samples of meat products, the following algorithm
for their implementation is proposed, which is presented in Fig. 3.

The functioning of the algorithm in accordance with the proposed block diagram
in Fig. 3 is as follows.

Block “Cycle while” study of the samples is completed. A cycle is organized until
the planned samples of meat products are examined.

Block “Image X input, procedure settings”. A slice image of meat products in
JPEG format is entered, as well as parameter values that are necessary for the
appropriate adjustment of the image processing procedures, segmentation, etc.

Block “Pre-processing images of slices.” The image is being converted from
the JPEG format to the RGB format, which is more convenient for further digital
processing. Then, the color palette of the polychrome image of the sample slice is
minimized [26].

Block “Color segmentation based on minimizing the palette.” Implements the
coloring of the pixels of the source image in the colors of the optimized palette,
based on the proximity condition of the source and selected from the optimized
color palette.

Block “Approximation of the boundaries of the selected areas.” The identification
of lines and corresponding areas in the image of the slice of meat products using
known algorithms and methods [21–23].

Block “Sizing of areas”. Based on the results of the previous block, the
corresponding sizes are calculated for the detected areas.

Block “Determining the shape of particles.” Particles are detected in the image
of the slice and their shape is determined using well-known algorithms and methods
[24, 25].

Block “Particle color determination”. For the particles detected and the shape of
the particles identified by the results of the work, their color is determined.
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Fig. 3 Block diagram of the image processing algorithm for automating the detection of meat
falsification

Block “Identification of the presence of falsifications.” This block identifies the
presence or absence of counterfeit meat products. In the first case, the type of falsi-
fication is also determined using morphological tables. The data are of a qualitative
nature, which requires the use of appropriate methods, primarily intellectual. Intel-
ligent methods allow formalizing high-quality information, which is necessary for
implementation in automated control systems.

Block “Output identification results.” The output obtained from the identification
of the presence of falsified meat products is printed and/or screened, as well as in
the database for storage and subsequent use.
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5 Development of a Decision Support System
for Determining the Presence of Meat Falsification

5.1 Statement of the Task of Developing a Decision Support
System for Determining the Presence of Meat
Falsification

The developed decision support system should have the necessary functions to
automate the process of identifying counterfeit products in meat products.

These functions include the following: input of the necessary information (image
slice samples in JPEG format, the values of the settings’ characteristics of internal
procedures); conclusion of identification results on the presence of counterfeit; image
processing of slices to remove noise, optimize palettes, etc.; color segmentation based
on the optimization of the color palette; approximation of the boundaries of the areas
selected in the image; determining the size of areas; determination of the shape of
particles; determination of the color of particles; identification of falsifications based
on formalized knowledge.

Morphological tables contain a description of the signs of falsification and a
description of their characteristics and values. In the general case, these characteris-
tics are of a qualitative nature. Therefore, to formalize this information, it is advisable
to use appropriate intellectual methods to formalize qualitative data and synthesize
solutions based on them [26].

From the above list, it follows that the automation task is very complex, therefore,
its solution should be divided into a number of stages. Of greatest interest to us are
the tasks of preliminary processing of images of slices of samples of meat products,
as well as the identification of the presence of falsifications based on formalized
knowledge.

The solution to the first problem allows you to prepare information about the slice
in the form that is most suitable for the remaining tasks, to ensure their successful
implementation, because this eliminates noise, redundant information. The resulting
image contains information about the most characteristic elements of the desired
elements, areas associated with the possible presence of counterfeit. To determine a
suitable truncated color palette, it is proposed to solve the corresponding optimization
problem. Moreover, as a criterion for the solution, it is proposed to formulate a target
function based on the degree of proximity of pixels in the RGB format.

The solution to the second problem is connected, as indicated above, with the
formalization using the production rules of the information contained in the morpho-
logical tables described in the relevant regulatory documents. The decision-making
procedure uses information about values that accept signs of fraud.With the proposed
method, this information is introduced into the decision support system (DSS) by
experts (technologists) based on the results of solving the first problem. It is also
possible, if necessarywhen the original image is used. The decision result is displayed
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by the DSS for the user in an understandable form for him: the wording about the
absence or presence of a certain falsification in the sample of meat products.

The above two problems are solved in this qualification work. The remaining
tasks are the subject of further research. It should be noted that there is a fairly large
arsenal of methods and algorithms for their solutions. A lot of resources are needed,
first of all, temporary for comparative testing of existing approaches and identifying
the most suitable. It also requires substantiating the feasibility of developing our
methods and algorithms.

5.2 Building the Architecture of a Decision Support System
for Determining the Presence of Meat Falsification

The proposed architecture of the decision support system for identifying the presence
of falsification in samples of meat products (see Fig. 4) ensures the fulfillment of the
functions that the DSS should fulfill. These functions are described above.

The proposed option includes a control module that controls the DSS subsys-
tems, organizes interaction using the appropriate interface, communication with the
administrator and authorized user. The system includes an information subsystem in
the form of ES, as well as subsystems for PPR.

Here, ES is implied in the classical form and includes standard blocks: A knowl-
edge base of production type; Inference mechanism; Working memory; Explanatory
component.

The subsystem for supporting decision-making about the presence of falsification
in samples of meat products for processing sliced images includes the following
modules (subprograms): image processing of slices; color segmentation based on
the optimization of the color palette; approximation of the boundaries of the areas
selected in the image; determining the size of areas; determination of the shape of
particles; particle color determination.

The functioning of the DSS is carried out, as indicated, under the control of
the control module, which organizes the necessary interaction of the subsystems,
information support, and two groups of users on the basis of the corresponding
support. These include the administrator and operator (user, technologist, knowledge
engineer).

The administrator manages the password system to differentiate access rights for
different categories of users, enters, and corrects data in the database.

The user carries out the process of identifying the presence of counterfeit by
inputting images in the iterative mode. In the process of this work, an appeal is made
to the modules (subprograms) of the preliminary processing of the initial image of
the slice, segmentation, etc.
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Fig. 4 The architecture of the decision support system for determining the presence of meat
falsification

5.3 Development of a Prototype Expert System
for Determining the Presence of Meat Falsification
in Prolog

The methodology is proposed below and the results of developing a prototype expert
system for DSS are described by the scheme shown in Fig. 4.

To develop a prototype, it is advisable to use the methodology of building expert
systems [28–32]. According to this methodology, ES synthesis is carried out by the
following steps.
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1. Statement of the problem. The purpose of the construction of ES is to increase
the effectiveness of determining the presence of falsification in samples of meat
products.

2. Identification of the problem. This process is carried out by technologists
(experts) based on a comparison of the data obtained after analysis of the
samples prepared according to the instructive materials using electronic micro-
scopes and morphological tables containing information on the correspondence
of the revealed signs to the presence of certain falsifications. To reduce time as
well as financial costs, it is proposed to develop an ES in which the knowledge
presented in the relevant instructional materials, as well as, possibly, from expert
technologists, is formalized.

3. Extraction of knowledge.As sources of knowledge, instructive documents, scien-
tific publications [11–20], and expertswere used. Systematization of thismaterial
made it possible to present information in the formof tables calledmorphological.
The rows of these tables correspond to the characteristics, the content of which
is established on the basis of visual analysis of images of slices of meat products
prepared in special solutions, which are examined using electronic microscopes.
Pillars—to certain types of counterfeit.

4. Conceptualization. At this stage, key concepts, relationships, and characteristics
are identified that are necessary to describe the process of identifying the presence
of a certain type of counterfeit. As such concepts, for example, are the identi-
fication features of plant components of protein nature: particle shape; particle
size; the presence of fragments of the shell of soybean; tinctorial properties (with
hematoxylin and eosin stain).

Depending on the detected values of the above characteristics, the following coun-
terfeit variants are established: soy protein isolated; soybean concentrate; textured
soy protein product.

Thus, information characterizes a limited set of attributes of a qualitative nature:
the shape and size of particles, the presence of fragments, the coloring of particles
and elements, etc. Given a given set of values for these characteristics, it is concluded
that there is a certain counterfeit. If they are absent, a conclusion is drawn about the
absence of counterfeit.

5. Formalization. In accordance with the above, we introduce the following values
of the variables shown in Table 1.

The characteristics indicated in Table 1, corresponding to key concepts, can take
on certain syntactic values, which are considered as constants. If the sign takes this
value, then it is considered that the corresponding variable is equal to this value.

For example, according to Table 2, if it is revealed by the “Particle Shape” (A1)
that it is observed that the shape is in the form of a rolled cord or bean, or rounded
from a dark point in the center (C1), then A1 = C1 is considered.

Further, the assignment of the conditions for the identification of a certain
counterfeit is carried out based on the rules of the form “IF…TO.” In our case:

IF A1 = C1 and A2 = B1 and A3 = D1 and A4 = E1 THEN A5 = F1
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Table 1 Description of key concepts

Key concept Designation Characteristic

Particle shape A1 Introduces a user or slicer image
processing system

Size A2 Introduces a user or slicer image
processing system

Tinctorial properties (when stained with
Lugol’s solution)

A3 Introduces a user or slicer image
processing system

Tinctorial properties (when stained with
hematoxylin and eosin)

A4 Introduces a user or slicer image
processing system

Identification of the presence of
counterfeit

A5 ES displayed

Table 2 Description of the values adopted by key concepts

A1 C1: {(a) folded
harness
(b) bean
(c) rounded with

a dark dot in
the center}

C2: {Rounded
particles
combined into
large
aggregates}

C3: {Particles
are
heterogeneous
and irregular in
shape}

C4: {Particles
are irregular,
more uniform}

C5: {Separate
plant cells or
groups of cells.
Each cell is
surrounded by a
clear,
non-stained
cellulose
membrane}

… … … … … …

A5 F1: {Starch} F2: {Flour} F3:
{Carrageenan
Semi-Purified}

F4:
{Carrageenan
Peeled}

F5: {Gums of
guar, packaging
and carob}

IF A1 = C2 and A2 = B2 and A3 = D1 and A4 = E1 THEN A5 = F2
IF A1 = C3 and A2 = B3 and A3 = D3 and A4 = E2 THEN A5 = F3
IF A1 = C4 and A2 = B3 and A3 = D2 and A4 = E2 THEN A5 = F4
IF A1 = C5 and A2 = B4 and A3 = D3 and A4 = E3 THEN A5 = F5

Thus, the information contained in the morphological table is presented in the
form of production rules.

6. Execution. For a software implementation, the Prolog language of artificial intel-
ligence was chosen, which allows the construction of production rules to be
implemented and is widely used to create ES of relatively small sizes. Further
studies on the development of the prototype and the creation of a full-fledged
ES to determine the presence of counterfeit suggest formalization of knowledge
of their various types according to the method described above. Further, tests
involving experts are required.
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6 Development of a Method for Optimizing
the Approximation of a Polychrome Image

6.1 Statement of the Problem of Optimizing a Polychrome
Image of a Slice of Meat Products

Tomake a decision about the presence of falsification in ameat product, it is necessary
to identify the corresponding area in the image of the slice. To reduce the amount of
memory occupied by the image and simplify its processing, it is advisable to reduce
the number of colors in which this image is filled. Further, a set of such colors is
called an image palette.

The image of the histological preparation arriving for processing has the JPEG
format. The color model used is RGB. Thus, the color of each pixel of the image Xij

is determined by a tuple of integers [Rij, Gij, Bij] in the range [0…255], then these 3
numbers are called defining.

According to the National Standards for Determining the Presence of Fake, soy
protein products and pea flour are stained with a solution of hematoxylin and eosin.
Signs of falsification of meat products are: rounded pink particles; cylindrical or
rounded particles in shades of red; red or purple bundles of fibers; unpainted particles.

Thus, to solve the recognition problem associated with determining the presence
of a counterfeit, enough information about the presence in the image of fragments
of several colors. Therefore, to reduce the amount of information when transmitting
and storing images, it is necessary to determine the corresponding color palette, in
which the number of colors is relatively small.

6.2 Formalization of the Task Statement

It is required to optimize the number of colors in a polychrome image to a given
N, i.e. determine the value of the vector PN , where N is the size of the palette. It
is advisable to consider the following set of values of the N variable C = {2, 4, 8}
as possible values of the size of the palette, which is associated with the analysis
of a priori information about the number of falsified flowers and, in fact, meat after
appropriate processing of the slices with chemical reagents. Thus, based on the
original polychrome image, it is required to obtain an optimized image that uses a
given number of colors. In this case, all the colors of the original image are replaced
with colors from the palette, based on the criterion of the proximity of the original
and optimized images.

Input data: image of the histological preparation in the form of a matrix Xij = [Rij,
Gij, Bij], i = 1,…, W, j = 1,…, H, where W and H are the width and height of the
image in pixels. We call such a matrix defining; many RGB color values that could
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potentially be present as fake; the number of colors N used in the resulting image;
the maximum allowable time of the algorithm (number of iterations).

Output: vector PN containing the resulting image palette.
The task is optimization, the essence of which is to build a palette that maximally

approximates the original image. Determining the optimality of the palette, i.e. the
degree of its approximation in accordance with the criterion for assessing the quality
of the approximation, a description of the choice of which is given below.

6.3 Criteria for Assessing the Quality of Polychrome Image
Approximation

The choice of a criterion for numerical quality assessment is very important since it
is the main characteristic of evaluating the effectiveness of the algorithm. Since the
selection of the resulting image, which should consist of a limited number of colors,
i.e. 4 is a search and optimization task, then the criterion is necessary to determine the
correct search direction and optimize the corresponding deviation according to the
selectedquality assessment criterion.The choice is limited to amodular criteria-based
assessment.

Thus, to assess the quality, the operation of calculating the total (absolute)
deviation modulus was used:

�Q =
W∑

i=0

H∑

j=0

∣∣RX
i j − RP

i j

∣∣ + ∣∣GX
i j − GP

i j |+|BX
i j − BP

i j

∣∣,

where RX
i j ,G

X
i j , B

X
i j—determining the pixel numbers of the original image, and

RP
i j ,G

P
i j , B

P
i j—defining numbers of one of the values of the vector P.

The criterion contains the functions of taking the module; therefore, its differen-
tiability in the Frechet sense cannot be guaranteed, as well as continuity. Therefore,
it is not possible to use gradient extremum search methods. The use of exhaustive
search methods and procedures for minimizing the zero level does not guarantee the
optimal value, since the problem belongs to the number of NP-complete, i.e. with an
exponentially increasing level of difficulty.

Therefore, it is advisable to use heuristic methods, which, in particular, include
genetic algorithms.

In the next paragraph, based on an analytical review, a reasonable choice of simple
genetic algorithms from among the considered methods is made.
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6.4 The Choice of a Method for Solving the Problem
of Minimizing the Polychrome Image Palette

The task of reducing the polychrome image palette is reduced in the previous subsec-
tion to the optimization one. As a criterion of optimization, a modular assessment
is selected. The proposed objective function is not differentiable in the sense of
Frechet; therefore, the use of gradient methods to solve the formulated search and
optimization problem is impossible. In general, the finite set of solutions, that is,
all possible combinations of 256 * 3 colors from the original palette, is too large to
use the direct enumeration method. Therefore, this method of solution is very costly
and does not guarantee the determination of the optimum. Therefore, to solve the
proposed optimization problem, it is advisable to choose a heuristic algorithm.

A simple genetic algorithm was selected for the following reasons: (1) evolu-
tionary programming does not use the recombination operator, which is required in
the problembeing solved; (2) swarm intelligence ismainly used in finding the optimal
path, for calculating routes using graphs and for determining approximate solutions
in the “traveling salesman problems”; (3) for the task of combinatorial type, the basic
mechanisms of the genetic algorithm are sufficient, without additional information
about the colony, as in swarm intelligence.

6.5 Construction of an Algorithm for Solving the Problem
of Minimizing the Palette of a Polychrome Image
of a Slice of Meat Products

The algorithm solves the optimization problem of search and allows you to form the
optimal individual (palette).

An individual is the basic unit of the evolutionary process; in the context of this
task, an individual is an image palette.

Each individual consists of two chromosomes. Moreover, the Alpha chromosome
corresponds to the initial approximation of falsified colors specified by the user.
Here, the Beta chromosome corresponds to the colors obtained during the algorithm
without taking into account the initial approximation.

Each chromosome consists of genes that determine the genotype of an individual.
A gene is a unit of hereditary information and an internal representation of an alter-
native solution. In the proposed algorithm, each gene contains a three-dimensional
vector containing numbers in the range from 0 to 255, which corresponds to the color
components in the RGB format.

The result of each iteration of the genetic algorithm is a population that is a
collection of individuals.

The main stages of the method based on a genetic algorithm.
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1. The formation of the initial population. The first stage of the algorithm is
the formation of an initial population containing NI individuals. To form the
alpha chromosome, Nalpha, the color of the initial falsification approximation is
randomly selected once, i.e. one of the colors that is specified by the user as the
alleged color of falsification. For the formation of beta chromosomes, we can
use two approaches. In the first case, Nbeta randomly selects an element of the
defining matrix, i.e. the color of the corresponding pixel, and its value is assigned
to one of the genes of the beta chromosome. In the second case, a random color
is selected for each beta chromosome gene.

2. Breeding. The idea of the genetic algorithm is to preserve the genotype of the
best individuals in each of the newly formed generations and to transfer NS of
the most optimal individuals to the next generation at each iteration. To do this,
it is proposed to introduce the following selection operator:

Os(I ) =
h∑

i=1

w∑

j=1

(
pi, j − c

(
pi, j

))
, c

(
pi, j

) = min
(
pi, j − ck

)
,

where I is the individual, h is the height of the defining matrix, w is the width of the
defining matrix, pi, j is the element of the defining matrix, c(pi, j) is the color closest
to pi, j from the palette, ck—color of the palette.

Thus, the individual I i is “more optimal” than the individual Ik if Os(Ii ) < Os(Ik).
The remaining space in the new generation equal to NI − NS is filled with

individuals obtained as a result of crossing and mutation.

3. Crossbreeding. The result of the operation of crossing two individuals OC(I1, I2)
is their offspring containing the characteristics of both parents. The crossing
process is as follows: at the first parent I1 random sections of the alpha chromo-
some and beta chromosome are selected. This site passes into the descendant,
and the remaining space is filled with the corresponding genes of the second
parent I2.

4. Mutation. For the convergence of the algorithm and the prevention of premature
stabilization, it is very important that the diversity of individuals in each new
generation is maintained. For this, it is proposed to introduce a mutation operator
OM(I ). This operator replaces the gene values in the alpha chromosome NMalpha

with others from the initial falsification approximation and in the NMbetta beta
chromosome gene values with another randomly selected color.

5. Checking the stop condition. The condition for stopping the algorithm is to pass
a given number of iterations Nimax . The result of the algorithm is the most optimal
individual obtained during all iterations of the algorithm.
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6.6 Testing the Algorithm for Solving the Problem
of Minimizing the Palette of a Polychrome Image
of a Slice of Meat Products. Results Analysis

The program for minimizing the palette of a polychrome image of a slice of meat
products is implemented in the C++ programming language. The program is gener-
ally intended to implement the procedure of minimizing the palette of a polychrome
image specified in RGB format. The source data is presented in the form of a matrix
of a given size with cells containing information about the image pixels. In this case,
the color is represented using the RGB model. To assess the quality, a criterion is
used based on the calculation of the total absolute module of deviations of the three-
dimensional vector RGB of the original image from the approximating one. The
program implements a genetic algorithm in which the genome is a pixel. The pixel
is encoded in RGB format, i.e. is determined by three positive numbers in the range
from 0 to 255. The result of the program is to determine the quantitative values of
the approximating RGB palette that minimizes the initial polychrome image palette
specified in the RGB format.

The proposed method for approximating a polychrome image of slices of meat
products based on the use of a limited palette is reduced to solving the optimiza-
tion problem. As shown above, the use of a genetic algorithm is most preferred.
The advantage of GA is non-criticality to the properties of the objective function:
continuity, differentiability, unimodality. In addition, it is relatively easy to take into
account the constraints that form the region of feasible decision values. However,
this requires studies related to the choice of the parameters of the GA, the study of
the rate of convergence depending on the initial conditions and these parameters, as
well as the presence of local extrema.

In connection with this, a technique is proposed that allows one to determine the
most suitable values of the parameters of the proposed optimization method based
on GA.

The initial information for themethodology contains test images with a given type
of counterfeit and without its presence, a set of acceptable values of the algorithm
parameters.

The output contains systematic data on the results of optimization according to
the following criteria: values of the target (fitness) function, operating time (number
of iterations).

It is proposed to vary the values of the following characteristics.

1. The variant of formation of the initial population:

(a) Random selection of elements of the defining matrix
(b) Random color generation

2. The number of selected individuals for selection:

(a) NI ÷ 2
(b) NI ÷ 4
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Table 3 Optimization results
for approximating a
polychrome image based on
GA

tmax topt penalty iteration

3. The number of mutated genes NMalpha i NMbeta :

(a) NMalpha = Nalpha ÷ 2, NMbeta = Nbeta ÷ 2
(b) NMalpha = Nalpha ÷ 4, NMbeta = Nbeta ÷ 4

4. The number of iterations.

(a) Nimax = 1000
(b) Nimax = 2000
(c) Nimax = 4000

Thus, the technique represents an iterative procedure, each nested loop of which
is represented by the steps described above.

The results are summarized in tables of the following form (see Table 3).
Here tmax is the specifiedmaximum time to search for the optimal value; topt—time

for which the optimal value is determined, sec.; iteration—the number of iterations
that needed to be performed to find the optimal value for the formation of the best
individual GA; penalty—a fitness function for assessing the quality of polychrome
image approximation.

The proposed polychrome image approximation algorithm is aimed at reducing
the color palette used. For computational experiments, the value of the size of the
resulting image palette is further selected C = 4.

Moreover, the values of other parameters of the genetic algorithm are fixed and
the following values are selected: the number of individuals in the population of 20;
the number of selected individuals for selection ni = 2; the number of mutated genes
NMbeta = 2.

In the study of the genetic algorithm, the formation of the initial population
changes, the following parameters vary:

1. Alpha chromosome used Nalpha = 1, those each individual has the color of one
counterfeit, which could potentially be contained in a slice. The beta chromosome
uses only elements of the defining matrix.

2. Only the beta chromosome is used, the gene values of which are initialized by
the elements of the determining matrix.

3. Only the beta chromosome is used, the gene values of which are randomly
selected.

4. Only the beta chromosome is used, the gene values of which are “central values”
(R = G = B = 128).

5. Only the beta chromosome is used, the gene values of which are the extreme
values of the three components of the RGB model, namely R = G = B = 0.

6. Only the beta chromosome is used, the gene values of which are the extreme
values of the three components of the RGB model, namely R = G = B = 255.
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Fig. 5 Dependence of the value of the objective function on the number of iterations

For each formation of the initial population, a graph is constructed of the depen-
dence of the objective function on the maximum allowable time of the algorithm
(number of iterations). The graphs are presented in Fig. 5, 10 experiments were
performed for each number of iterations, and the average value was calculated.

Based on the results obtained, the following conclusions can be drawn.
After the first thousand iterations, the convergence rate of the algorithm drops

significantly, which makes further work of the algorithm impractical.
The best approximation was obtained by initializing the initial population with the

colors present in the image (option B), however, the convergence rate is extremely
low, which is explained by the small palette of the original image, i.e. the initial
population always consists of a limited number of flowers. Because of the mutation,
changes occur in the genes of an individual, however, the value of the objective
function of a given individual is a priori greater than the initial ones, because the
colors of the original palette are closer.

The best convergence rate is shown with a random selection of colors for the
formation of the initial population (option C). However, this option shows the worst
approximation, which seems logical enough.

With the above parameters, for each item in the list of initial population formation,
the results of the algorithm for the number of iterations Ni = 3000 are visually
demonstrated below (see Figs. 6 and 7).

Figure 7 shows the best result of the algorithm for other histological preparations.
Since the graph of the dependence of the objective function value on the number

of iterations showed that when choosing the formation of the initial population of
variant B, the penalty parameter is the smallest, this initialization is selected. Also,
according to the results of the study, the number of iterationsNi = 1000was selected.
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Fig. 6 Formation of the initial population option C (penalty = 732030)

Fig. 7 Formation of the initial population option F (penalty = 830288)

7 Conclusions

A systematic analysis of the process of identifying the presence of counterfeit prod-
ucts in meat products was carried out, the last two stages that are expedient to auto-
mate to achieve this goal are highlighted. The purpose of the work was to increase
the effectiveness of the process of determining the presence of meat falsification
through automation. A generalized algorithm is developed for determining the pres-
ence of counterfeit based on the analysis of images of sections of product samples.
The following tasks were selected: preliminary processing of images of slices of
samples of meat products, as well as identification of the presence of falsifications
based on formalized knowledge.

To automate the determination of counterfeit availability, a generalized algorithm
and architecture of a decision support system are proposed, which includes two
subsystems: expert and decision support. Formalization of knowledge for making
a decision about the presence of counterfeit is carried out on the basis of produc-
tion rules, which are generated on the basis of information contained in morpho-
logical tables. The development of a prototype ES is made in the programming
language of artificial intelligence Prolog. To build an ES for identifying the presence
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of counterfeit, a technique is proposed based on the methodology for building expert
systems.

The second solved problem is to optimize the approximation of a polychrome
image. The analysis of the features of this problem is carried out, which made
it possible to propose a method for solving it based on the genetic algorithm. A
program was developed in the C++ programming language, using which a complex
of computational experiments was carried out to study the nature of the dependence
of the convergence of the optimization process. Different parameters and charac-
teristics varied. Among them: the maximum number of iterations, the choice of the
initial population, etc.

In the future, to determine the most significant parameters, it is advisable
to develop an appropriate technique using the statistical hypothesis, methods of
multidimensional processing of experimental data.

Further research in this direction is associated with the full implementation of all
the necessary image processing algorithms for the automatic detection of the required
values of the characteristics of fragments of images that are counterfeit. Another area
ofwork is the formalization of knowledge in the corresponding knowledge base of the
product type, which will allow the appropriate decision-making support system to be
formed, aswell as to explain the conclusions on the presence of detected falsifications
based on the processing of images of sliced meat products. It is advisable to use the
results obtained when constructing typical automated systems for identifying the
presence of falsification in samples of meat products for use in promising cyber-
physical systems in the studied subject area. In addition, it is recommended that
algorithms and programs be used to study the tissues of living creatures and humans
when conducting studies aimed at identifying abnormal phenomena.

The chapter was prepared based on the results of the project with the support of
the RFBR grant No. 18-08-01178\20.

References

1. Surkov, I.V., Kantere, V.M., Motovilov, K.Y., Renzyaeva, T.V.: The development of an inte-
grated management system to ensure the quality stability and food safety. Foods Raw Mater.
3(1), 111–119 (2015)

2. Xu, C., Tang, X., Shao, H., Wang, H.: Salinity tolerance mechanism of economic halophytes
from physiological to molecular hierarchy for improving food quality. Curr. Genomics 17(3),
207–214 (2016)

3. Tseng, S.-Y., Li, S.-Y., Yi, S.-Y., Sun, A.Y., Gao, D.-Y., Wan, D.: Food quality monitor:
paper-based plasmonic sensors prepared through reversal nanoimprinting for rapid detection
of biogenic amine odorants. ACS Appl. Mater. Interfaces. 9(20), 17306–17316 (2017)

4. Kanareykina, S.G., Kanareykin, V.I., Ganieva, E.S., Burakovskaya, N.V., Shadrin, M.A.,
Halepo, O., Babaeva, M.V., Nikolaeva, N.V., Voskanyan, O.S.: The structure development
of yogurt with vegetable ingredients. Inter. J. Recent Technol. Eng. 8(2), 1587–1592 (2019)

5. Gupta, A.J., Wierenga, P.A., Gruppen, H., Boots, J.-W.: Influence of protein and carbohydrate
contents of soy protein hydrolysates on cell density and igg production in animal cell cultures.
Biotechnol. Prog. 31(5), 1396–1405 (2015)



200 A. Bolshakov et al.

6. Wang, Q., Zhang, J.: Research status, opportunities and challenges of high moisture extrusion
technology. J. Chin. Inst. Food Sci. Technol. 18(7), 1–9 (2018)

7. Pateiro, M., Domínguez, R., Gómez, B., Lorenzo, J.M., Barba, F.J., Sant’Ana, A.S., Mousavi
Khaneghah, A., Gavahian, M.: Essential oils as natural additives to prevent oxidation reactions
in meat and meat products: a review. Food Res. Int. 113, 156–166 (2018)

8. Hao, J., Liang, G., Li, A., Man, Y., Jin, X., Pan, L.: Review on sensing detection progress
of “lean meat agent” based on functional nanomaterials. Nongye Gongcheng Xuebao 35(18),
255–266 (2019)

9. Kancheva, V.D., Angelova, S.E.: Synergistic effects of antioxidant compositions during
inhibited lipid autoxidation. Lipid Peroxidation: Inhibition, Effects and Mechanisms (2016)

10. Loutfi, A., Coradeschi, S., Mani, G.K., Shankar, P., Rayappan, J.B.B.: Electronic noses for
food quality: a review. J. Food Eng. 144, 103–111 (2015)

11. Faridnia, F., Bremer, P.J., Oey, I., Ma, Q.L., Hamid, N., Burritt, D.J.: Effect of freezing as pre-
treatment prior to pulsed electric field processing on quality traits of beef muscles. Innovative
Food Sci. Emerg. Technol. 29, 31–40 (2015)

12. Shenoy, P., Ahrné, L., Fitzpatrick, J., Viau, M., Tammel, K., Innings, F.: Effect of powder
densities, particle size and shape on mixture quality of binary food powder mixtures. Powder
Technol. 272, 165–172 (2015)

13. Mayer-Scholl, A., Gayda, J., Thaben, N., Bahn, P., Nöckler, K., Pozio, E.: Magnetic stirrer
method for the detection of trichinella larvae inmuscle samples. J. Visualized Exp. 121, e55354
(2017)

14. Okulakrishnan, P., Kumar, R.R., Sharma, B.D.,Mendiratta, S.K.,Malav, O., Sharma, D.: Deter-
mination of sex origin of meat and meat products on the dna basis: a review. Crit. Rev. Food
Sci. Nutr. 55(10), 1303–1314 (2015)

15. Tian, Y., Zhang, J., Chen, Y., Li, X., Cheng, H.: Applications of mass spectrometry-based
proteomics in food authentication and quality identification. Se pu 36(7), 588–598 (2018)

16. Duan, X.-Y., Feng, X.-S., Zhang, Y., Yan, J.-Q., Zhou,Y., Li, G.-H.: Progress in pretreatment
and analysis of cephalosporins: an update since 2005. Critical Reviews in Analytical Chemistry
(2019)

17. Chernukha, I.M., Vostrikova, N.L., Khvostov, D.V., Zvereva, E.A., Taranova, N.A., Zherdev,
A.V.: Methods of identification of muscle tissue in meat products. Prerequisites for creating a
multi-level control system. Theory Pract. Meat Process. 4(3), 32–40 (2019)

18. Tedtova, V.V., Temiraev, R.B., Kononenko, S.I., Tukfatulin, G.S., Kozyrev, AKh, Gazzaeva,
M.S.: Effect of different doses of non-genetically modified soybean on biological and produc-
tive properties of pigs and consumer characteristics of pork. J. Pharm. Sci. Res. 9(12),
2405–2409 (2017)

19. Tamakhina, A.Y., Kozhokov, M.K.: Biosecurity and methods of falsification of meat products.
[IzvestiyaKabardino-Balkarskogo gosudarstvennogo agrarnogo universiteta im.V.M.Kokova]
2(16), 53–58 (2017) (In Russian)

20. Nikitina, M.A., Chernukha, I.M., Pchelkina, V.A.: Artificial neural network technologies as a
tool to histological preparation analysis. In: IOP Conference Series: Earth and Environmental
Science 60. “60th International Meat Industry Conference, MEATCON 2019”, p. 012087
(2019)

21. Kong, Z., Li, T., Xu, S., Luo, J.: Automatic tissue image segmentation based on image
processing and deep learning. J. Healthc. Eng. 2019, 2912458 (2019)

22. Sadhana, B., Nayak, R.S., Shilpa, B.: Comparison of image restoration and segmentation of
the image using neural network. Adv. Intell. Syst. Comput. 436, 951–963 (2016)

23. Javanmardi, M., Tasdizen, T.: Domain adaptation for biomedical image segmentation using
adversarial training. In: Proceedings—International Symposium on Biomedical Imaging,
pp. 554–558 (2018)

24. Jiang, X., Yang, X., Ying, Z., Zhan,g L., Pan, J., Chen, S.: Segmentation of shallow scratches
image using an improved multi-scale line detection approach. Multimedia Tools Appl. 78(1),
1053–1066 (2019)



Intelligent System for Determining the Presence … 201

25. Dhal, K.G., Das, A., Ray, S., Gálvez, J., Das, S.: Nature-inspired optimization algorithms and
their application in multi-thresholding image segmentation. In: Archives of Computational
Methods in Engineering (2019)

26. Gaiduk, A.R., Neydorf, R.A., Kudinov, N.V.: Application of cut-glue approximation in analyt-
ical solution of the problem of nonlinear control design. In: Cyber-Physical Systems: Industry
4.0 Challenges. Studies in Systems, Decision and Control, vol 260, pp. 117–132. Springer
Nature Switzerland AG 2020. ISSN 2198-4182, ISSN 2198-4190 (electronic). ISBN 978-3-
030-32647-0, ISBN 978-3-030-32648-7 (eBook). https://doi.org/10.1007/978-3-030-32648-
7_19

27. Dykin, V.S., Musatov, V.Y., Varezhnikov, A.S., Bolshakov, A.A., Sysoev, V.V.: Application
of genetic algorithm to configure artificial neural network for processing a vector multisensor
array signal. In: International Siberian Conference on Control and Communications, SIBCON,
pp. 719–722. https://doi.org/10.1109/sibcon.2015.7147049. ISBN: 978-147997102-2 (2015)

28. Algorithmic Intelligence. Towards an Algorithmic Foundation for Artificial Intelligence In:
Series:Artificial Intelligence: Foundations, Theory, andAlgorithmsEdelkamp, Stefan. Spinger.
ISSN 2365-3051 (2020)

29. Rybina,G.V.,Rybin,V.M.,Blokhin,Y.M., Sergienko,E.S.: Intelligent technology for integrated
expert systems construction. Adv. Intell. Syst. Comput. 451, 187–197 (2016)

30. Bolshakov, A.A., Veshneva, I.V., Chistyakova, T.B.: The architecture of intellectual system
for monitoring of university students competences formation process. In: 2016 International
Conference on Actual Problems of Electron Devices Engineering (APEDE 2016): Confer-
ence, vol. 2, pp. 30–37. https://doi.org/10.1109/apede.2016.7878971. ISBN: 978-150901712-6
(2016)

31. Rybina, G.V., Blokhin, Y.M., Tarakchyan, L.S.: Some approaches to implementation of intelli-
gent planning and control of the prototyping of integrated expert systems. Commun. Comput.
Inf. Sci. 934, 145–151 (2018)

32. Bolshakov, A., Kulik, A., Sergushov, I., Scripal E.: Decision support algorithm for parrying
the threat of an accident. In: Cyber-Physical Systems: Industry 4.0 Challenges. Studies in
Systems, Decision and Control, vol. 260, pp. 237–247. Springer Nature Switzerland AG 2020.
ISSN 2198-4182, ISSN 2198-4190 (electronic). ISBN 978-3-030-32647-0, ISBN 978-3-030-
32648-7 (eBook). https://doi.org/10.1007/978-3-030-32648-7_19 (2020)

https://doi.org/10.1007/978-3-030-32648-7_19
https://doi.org/10.1109/sibcon.2015.7147049
https://doi.org/10.1109/apede.2016.7878971
https://doi.org/10.1007/978-3-030-32648-7_19


Society 5.0: Healthcare Smart Technology



Probability-Entropy Model
of Multidimensional Risk as a Tool
for Population Health Research

Alexander N. Tyrsin , Dmitriy A. Yashin, and Alfiya A. Surina

Abstract The development of medicine leads to more complex tasks. Such tasks
include issues of complex multi-factor health assessment. In this chapter, we have
a set of interrelated heterogeneous risk factors that can affect the state of human
health, both one- and multidirectional. In such situations, it is also necessary to take
the system patterns into account. For this purpose, a new tool for probability-entropy
modeling of multidimensional risk is proposed.

Keywords Risk · Differential entropy · Multidimensional random variable ·
Vector · Randomness · Self-organization · Health · Population

1 Introduction

Comprehensive health assessment across multiple risk factors is one of the current
and poorly studied problems in medicine. Risk factors are heterogeneous, interre-
lated, and can affect a person’s state of health both one- and multidirectional. There-
fore, it is not clear how to account for the contribution of each risk factor to the
overall health assessment.
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Along with multidimensionality, another problem in assessing health is the
complexity of a person as a biological system. It is well known that it is not possible to
fully simulate the behavior of complex systems. Complex systems are multi-faceted,
defined by many different indicators that make it difficult to choose a single crite-
rion for management efficiency, and are characterized by the fact that the interaction
of their elements cannot or is extremely difficult to represent explicitly [1]. The
stochastic nature of biological systems is accepted, for example, in medical research
in the statistical processing of the observed results of patients [2].

At present, we have accumulated a huge experience in the field of modeling
biological systems.Manymathematical models have been developed that adequately
describe certain aspects of the behavior and state of biological systems. Human
research as a biological system had been studied by a separate science, medicine.
On the other hand, there is a theory of systems—a knowledge unit, a scientific
and methodological concept of studying objects that are systems. One of the basic
problems of system theory is the study of complex systems. At the same time, the
analysis of well-known results in the field of mathematical modeling of biological
systems suggests that the models of humans and other representatives of wildlife as
complex systems developed in medicine and biology are insufficiently based on the
theory of systems. The lack of systematic mathematical models of biological systems
is manifested in the fact that they cannot always explain the reasons for the change
in the state of biological systems, in particular the appearance and development of
diseases.

This leads to the need in ambiguous situations from formalized methods to expert
assessments, which cannot be considered fully objectively [3–5].

One way to solve this problem may be to represent the population as a complex,
multidimensional, stochastic, open, and self-organizing system. The use of entropy
modeling made it possible to understand the main systemic causes of health dete-
rioration [6]. But to make specific recommendations for improving health, both
population, and individual patients, it is necessary to supplement system-wide repre-
sentation with a quantitative assessment of the contribution to its deterioration of
each of the risk factors. Risk assessment [7] is complicated by the fact that it is deter-
mined at the level of an individual population element without taking into account
the relationship with other individuals, risk factors, and their mutual influence. This
significantly reduces the timely diagnosis of diseases’ early stages. To eliminate this
disadvantage, a multidimensional risk model has been proposed in which the system
is represented as a random vector with mutually correlated components [8]. It is
interesting to combine the multidimensional risk model and the entropy model.

The obtained probability-entropy model of multidimensional risk, on the one
hand, will take into account the multidimensionality and interconnectedness of
elements of the stochastic system (risk factors), and on the other hand, it will allow
for a systematic view of both the problems of medical diagnosis and prediction and
the assessment of the effectiveness of medical and preventive measures. Thus, we
will consider multidimensional risk as a systemic pattern, which will certainly lead
to a deeper understanding of the risk problems and their impact on health.
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2 Research Objective

Non-communicable diseases (NCDs), mainly cardiovascular diseases, oncological
diseases, diabetes mellitus, and chronic bronchopulmonary diseases, are the main
cause of death and disability worldwide. Every year, 41 million people die from
these diseases worldwide, which is 71% of all deaths in the world [9]. The Director-
General of the World Health Organization, Dr. Margaret Chen (2014), rightly said:
“The world has reached a critical point in the history of the fight against NCDs and
now has an unprecedented opportunity to change its development” [10]. However,
the emerging progress towards achieving theUN’s (2015) «SustainableDevelopment
Goals» on NCD mortality [11] has been identified as insufficient to achieve the
ultimate goal [12]. One way to improve the situation in the fight against NCDs is to
strengthen epidemiological surveillance and monitoring of the population’s health
at the national level. The World Health Organization determines that the basic basis
for such monitoring consists of three components, the first component is the impact
monitoring to risk factors [13].

Such monitoring is carried out mainly at the population level, which in clinical
epidemiology is understood as a population, a group of persons, united by terri-
torial basis. Another definition is the set of individuals from which the sample is
selected and to which the results obtained for this sample can be extended [14]. In
the fight against non-communicable diseases, the population is a preventive medical
and biosocial system (PMBS-system), which, as a complex system, is characterized
by:

• complexity (at the same time there are several significant inter-
acting/interdepended subsystems);

• multi-directional changes of analyzed parameters;
• these parameters may have different distributions and accordingly define different

data types, averages, and other characteristics;
• during dynamic observation, the characteristics of the system can change

significantly.

In the presence of such properties, the implementation of preventive programs to
combat non-communicable diseases and their risk factors is associated with great
difficulties, since it is difficult to assess and analyze population changes. A compre-
hensive quantifiable assessment of population-based changes is needed. This encour-
ages the search and application of new mathematical methods for the analysis of
PMBS systems in preventive medicine [15].

The purpose of this work is to describe a mathematical approach that combines
the methods of multidimensional risk analysis and entropy modeling and its testing
for the analysis of population changes in monitoring NCDs risk factors.
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3 Mathematical Models and Methods

We assume that the state of population health as some complex multidimensional
stochastic system, and distinguish risk factors X1, X2, …, Xm in that system. As
a result, we get a representation of the system as a random vector with a certain
probability density pX(x).

3.1 Multidimensional Risk Model

Instead of the generally conventional selection of concrete dangerous situations,
we will define the geometric area D of adverse outcomes. It may look arbitrarily
depending on a specific objective.

The concept of dangerous states as larger and improbable deviations of a concep-
tion of dangerous conditions as large and improbable deviations of random variables
xij from some best provision � is most distributed. In this case, D represents an
external area of an m-axis ellipsoid [16].

D =
⎧
⎨

⎩
x = (x1, x2, . . . , xm) :

m∑

j=1

(x j − θ j )
2

b2j
≥ 1

⎫
⎬

⎭

Setting the function of consequences from dangerous situations (risk function) in
the form of g(x), we will receive a model for the quantitative assessment of risk

r(X) =
¨

Rm

. . .

∫

g(x)pX(x)dx (1)

If g(x) = 1 ∀x ∈ D and g(x) = 0 ∀x /∈x, that r(X) = P(X ∈ D), i.e. the risk is
estimated as probability of an unfavorable outcome. Defining a function g(x) requires
a quantitative assessment of consequences for the studied system depending on the
values of risk factors. It demands to carry out separate research. The risk function
can be set, for example, as

g(x) =
⎧
⎨

⎩

m∑

j=1
α j (x j − θ j )

2, x ∈ D,

0, x /∈ D,

(2)

where α j =
(
D−

j − θ j

)−2
for x j < θ j and α j = (D+

j − θ j )
−2 for x j ≥ θ j . We

believe that for each risk factor there is information about at least one of the individual
values D−

j (to the left θ j ) and D+
j (to the right θ j ), upon reaching which, as a result,
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they become almost uncontrollable or irreversible. If D−
j (D+

j ) is not present, we
consider D−

j = −∞ (D+
j = +∞).

In the problems of risk monitoring, along with risk assessment r(X) on all risk
factors of X1, X2 …, Xm of the multidimensional system is expedient to estimate
the contribution of each factor to total risk. We introduce a random vector X−

k =
(X1, . . . , Xk−1, Xk+1, . . . , Xm). Then the absolute and relative changes of risk of the
multidimensional system due to the addition of factor Xk are equal

�r(Xk) = r(X) − r
(
X−

k

)
(3)

δr(Xk) = �r(Xk)/r
(
X−

k

)
(4)

Along with a contribution to the common risk of one factor, (3) and (4) allow us to
estimate influence and groups of factors. As a result, the factors that had the greatest
impact on risk growth are found.

3.2 Vector Entropy Model

The differential entropy of a multidimensional continuous random variable X =
(X1, X2, . . . , Xm) was introduced by K. Shannon in 1948 [17]. It is defined as

H(X) = −
+∞∫

−∞
. . .

+∞∫

−∞
pX(x1, . . . , xm)ln pX(x1, . . . , xm)dx1 . . . dxm, (5)

where pY (x1, . . . , xm)—the joint density function of random variables.
The vector entropy model consists of representing the differential entropy of the

system as a two-dimensional vector [6]

h(X) = (hV ; hR) = (H(X)V ; H(X)R) (6)

where H(X)V = ∑m
i=1 H(Xi ) = ∑m

i=1 ln σYi + ∑m
i=1 κi is the randomness entropy,

H(X)R = 1
2

∑m
k=2 ln (1 − R2

Xk/X1X2...Xk−1
) is the self-organization entropy, κi =

H
(
Xi/σYi

)
is an entropy indicator of the type of the distribution law of a random

variableXi; R2
Xk/X1X2...Xk−1

is the indices of determination of regression dependencies.
For the Gaussian random vector X, we have

H(X)V =
m∑

i=1

ln σXi + m ln
√
2πe, H(X)R = ln (|RX |)/2,

where RX is the correlation matrix of the random vector X.
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If a random vector X−
m = (X1, X2, . . . , Xm−1) is entered the changes in the

entropiesH(X),H(X)V andH(X)R of the systemdue to the addition of the component
Xm to it are equal

�H(Xm) = �H(X) − �H
(
X−

m

)
, (7)

�H(Xm)V = ln σXm + κm, �H(Xm)R = 1

2
ln (1 − R2

Xm/X1X2...Xm−1
). (8)

For Gaussian random vector

�H
(
Xm)V = ln (

√
2πeσXm

)
, �H(Xm)R = 1

2
ln

|RX |
∣
∣RX−

m

∣
∣
.

Along with contributing to the entropy of a single component system, similarly
to Formulas (6), (7), one can estimate influence and groups of factors. As a result,
the components that have had the greatest impact on the entropy of the system are
found.

4 Results and Discussion

The prevention of chronic NCDs is the main resource in improving health, reducing
mortality, and increasing life expectancy in Russia. It was carried out at both indi-
vidual and population levels. At the same time, the population-based prevention
strategy is the most effective, including from an economic point of view [18].

As an object of research, we need to consider themain biological factors of the risk
of NCDs [18]. The analysis of dynamic changes of the PMBS system will be carried
out on the materials of a comprehensive continuous survey of the organized male
population (a team of employees of one of the metallurgical industry enterprises).
The analysis includes survey data of 253 people in 2010 and 136 people in 2015
(the average age (M ± m) is 46.0 ± 0.7 years and 46.4 ± 0.98 years, respectively)
at the range of 22 to 64 years. Populations can be compared by age and nature of
work activity. The analysis was performed in age groups: 18–44—young age (group
I) and 45–64—middle age (group II) according to the recommendations of ICD-10
for grouping by age for general purposes.

As for indicators that characterize the main biological measurable risk factors
for NCDs, we will consider X1—systolic blood pressure (SBP), mmHg; X2—body
mass index (BMI; BMI = body weight (kg)/growth (m)2), kg/m2; X3—total blood
cholesterol (Chol), mmol/L.; X4—blood glucose level (Glc), mmol/L. We consider
the vector X to be Gaussian [19].

The analysis was carried out with the following comparisons: different age
groups—one year of the survey (analysis of age changes); one age group—different
survey years (chronological dynamics).
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Table 1 Table of optimal, borderline and critical values of biological parameters that characterize
the main risk factors of non-communicable diseases for conducting a risk analysis of medical and
biosocial systems in the prevention of NCDs at the population level

Parameter Lower level Optimal level θj Upper level

Critical D−
j Borderline d−

j Borderline d+
j Critical D+

j

SBP 90 100 120 140 180

Chol 2.2 3.1 4.05 5.0 8.0

BMI 16.0 18.5 21.75 25.0 40.0

Glc 2.2 3.3 4.4 5.5 6.1

To determine the optimal, borderline and critical values of biological parame-
ters which characterize the main risk factors for non-communicable diseases, when
conducting a risk analysis of medical and biosocial systems (see Table 1) in the
prevention of NCDs at the population level. The following methods were used:

• expert assessments;
• literature data (based on national clinical recommendations);
• preliminary survey and reference population survey data;
• determination of parameters relative to mathematical expectation (boundary

values—deviations of two SD, critical levels—deviations of three SD).

It should be noted that the determination of parameters for risk analysis is a crucial
stage and, in the last analysis, can be carried out only based on expert consensus using
research data of the highest level of evidence and persuasiveness. The data in Table 1
are preliminary and can be changed in the future and used primarily to demonstrate
the feasibility of using the probability-entropy model of population change analysis.

Table 2 presents a population-based scorecard of the probability-entropy model
of multidimensional risk in the male preventive medical and biosocial system.

Tables 3 and 4 show the absolute and relative changes in the probability of an
unfavorable outcome (the probability of getting into the NCDs occurrence zone for
fourmain biological risk factors) and the risk of NCDs occurrence due to the addition
of risk factors for different age groups. Based on the analysis of this information,
the contribution of each subsystem (risk factors in a given case) to the change in the
overall score can be estimated, which allows the identification of priority risk factors
for prevention.

Table 5 presents the results of the analysis of changes in the male population
across the four major risk factors for NCDs using a probability-entropy model. The
left half of the table shows the analysis between age groups of 18–44 and 45–64 in
the same year of survey, in the right half shows the comparison between single age
groups in the 2010–2015 survey.

Several additional possibilities of using a probability-entropy multidimensional
risk model in preventive medicine should be noted.
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Table 3 Absolute and relative changes in the probability of an adverse outcome due to the addition
of risk factors for different age groups

Risk factor Indicator 2010 2015

18–44 45–64 18–44 45–64

BMI �r(Xk) 0.254 0.171 0.260 0.133

δr(Xk) (%) 72.90 24.35 53.04 17.15

SBP �r(Xk) 0.081 0.116 0.162 0.149

δr(Xk) (%) 15.55 15.35 27.55 19.61

Chol �r(Xk) 0.052 0.066 0.074 0.015

δr(Xk) (%) 9.42 8.19 10.93 1.68

Glc �r(Xk) 0.001 0.012 0.017 −0.006

δr(Xk) (%) 0.11 1.41 2.37 −0.66

Table 4 Absolute and relative changes in the risk of non-infectious diseases due to the addition of
risk factors for different groups of people

Risk factor Indicator 2010 2015

18–44 45–64 18–44 45–64

BMI �r(Xk) 0.645 0.822 0.645 0.855

δr(Xk) (%) 131.49 57.75 81.29 51.73

SBP �r(Xk) 0.361 0.762 0.609 1.081

δr(Xk) (%) 46.66 51.34 73.36 75.71

Chol �r(Xk) 0.195 0.340 0.154 0.229

δr(Xk) (%) 20.81 17.83 12.03 10.07

Glc �r(Xk) 0.198 0.375 0.156 0.222

δr(Xk) (%) 21.13 20.01 12.16 9.72

Methods and strategy for population-based prevention of cardiovascular and other
major NCDs have been well studied and developed [20, 21]. However, each popu-
lation, especially organized, has its characteristics. For example, the population
of accountants will differ from the population of therapists while maintaining the
general principles of exposure to risk factors and response to preventive interven-
tion. Researching to identify these features that meet the requirements of evidence-
based medicine is economically and technically difficult in each subpopulation. The
probability-entropy model allows us to identify these features (assess population
health, internal relationships, determine the contribution of risk factors, etc.) and
adjust the preventive intervention accordingly—to select priority risk factors, the
preventive dose for this particular subpopulation, i.e. to conduct targeted population
prevention.

When identifying patients with risk factors, a significant part of them with values
of parameters that characterize risk factors close to the border of the norm falls
out of the active control group (small risk group). We point to the conclusion of
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Table 5 Map of analysis of population changes for 2010–2015 in the male organized population
in the prevention of non-communicable diseases

Year of survey Comparison between age
groups I and II (18–44 and
45–64)

Comparison between the
same age groups in
2010–2015 surveys

Age group, year

2010 • expressed negative changes
(�P (D) = +0.272);

• pronounced increase in
instability (�H = +
13.5%);

• increase in average BMI
and SBP levels;

• low level of subsystem
interaction;

• the major contribution to
the growth of P (D) BMI
and SBP with the decreased
role of BMI

• moderate negative changes
(�P (D) = +0.147);

• increase in instability (�H
= +4.9%);

• Increasing average Chol
and Glucose levels;

• extremely low level of
interaction of subsystems
with reduction of HR c −
0.1 to −0.02;

• the major contribution to
the growth of P (D) BMI
and SBP with the decreased
role of BMI and increased
SBP

I
18–44

2015 • moderate negative changes
(�P (D) = +0.162);

• moderate increase in
instability (�H =
+7.05%);

• increase of average BMI
and SBP levels;

• low level of subsystem
interaction;

• major contribution to
growth of P (D) BMI and
SBP with decreased role of
BMI

• minor negative changes
(�P (D) = +0.037);

• the system is stable (�H =
−1.05%);

• increase of mean levels of
SBP;

• extremely low level of
subsystem interaction is
stable;

• a more even contribution of
all risk factors to P (D)
compared to other groups

II
45–64

the well-known epidemiologist Rose: “From a large number of people at low risk,
significantly more cases of the disease may occur than of the small number of people
at high risk” [22]. The probability-entropy model allows these “borderline” patients
to be identified—by considering the internal correlation, such patients fall into the
NCDs risk zone.

Thus, based on the analysis of the use of systemic-entropy and risk-analysis in
preventivemedicine, combined into a probability-entropymodel ofmultidimensional
risk, the following conclusions can be drawn:

• the probability-entropy model allows to obtain a single numerically expressed
assessment of population health in the prevention NCDs based on analysis of all
significant subsystems at the same time (the probability of getting into the risk
zone of NCDs and entropy characteristics);

• the probability-entropy model allows to identify priority subsystems for preven-
tion taking into account the necessary preventive dose of intervention by analysis
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of internal relationships (through the self-organization entropy) and determining
the contribution of subsystems to the overall assessment of population health
(through risk analysis);

• the probability-entropymodel applies to the implementation of a population-based
strategy for the prevention of NCDs.

5 Conclusion

The probability of the occurrence of non-communicable diseases is significantly
higher in the older age group. In dynamics, a significant increase in the probability
of non-communicable diseases is observed in the group of 18–44 years and a slight
increase in the group of 45–64 years. The level of total entropy is significantly
higher in the older age group in 2010 and 2015, i.e., since the preventive medical
and biosocial system becomes more unstable with age. In dynamics, entropy growth
was observed only in the age group 18–44 years. In all studied groups, there is an
extremely low level of self-organization entropy, which indicates that there is no
mutual influence of risk factors on each other.

Analysis of population dynamics in 2010–2015 showed an increased risk ofNCDs
in both age groups. This corresponds to the real picture, as average levels of risk
factors tend to rise. The higher risk level in the older group is also explained by
the deterioration of health with increasing age. The change in entropy is not so
pronounced. There is a tendency to increase the randomness entropy with increasing
age. The self-organization entropy in both age groups was almost unchanged and
close to zero. This indicates that the manifestations of risk factors are independent.

The work was supported by the Russian Foundation for Basic Research (project
no. 20-51-00001 Bel_a).
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Generative Models Based on VAE
and GAN for New Medical Data
Synthesis

Vladislav V. Laptev, Olga M. Gerget, and Nataliia A. Markova

Abstract The chapter deals with the construction of generative models using Varia-
tionalAutoencoder (VAE) andGenerativeAdversarialNeuralNetworks to synthesize
new medical data. VAE is a synthesis of two complete neural networks: an encoder
E and a generator G, as well as the latent space connecting them and enabling
them to carry out random transformation and interpolation. Generative Adversarial
Nets (GAN) in their turn are built on the principle of interaction between a gener-
ative model (generator G) and a discriminating model (discriminator D). When
creating generator G (both VAE and GAN), its architecture of a neural network
based on convolutional layers, with the application of the new deep learning frame-
work Tensorflow-addons is used. As E and D encoders, respectively, the models of
transfer learning, problem domain-image feature vector are used in the work. The
comparison between them is made in the chapter and the most optimal model for
solving the proposed problem is selected. The chapter presents the results of the
research obtained on the basis of VAE and GAN implementation.
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1 Introduction

Nowadays, generative models based on neural networks of deep learning are used
to solve various problems: generation of handwritten digits [1], generation of faces
[2], poetry writing [3], etc.

In modern medical practice, including the field of cardiology, there continues
to be steady growth in the use of methods of automatic data graphic processing
techniques. The most popular are algorithms for processing anatomical structures
based on magnetic resonance imaging (MRI) and computed tomography (CT) data.
However, in some cases, the use of the presented modalities is impossible, since,
for example, the main restriction of computed tomography is the absence of real-
time mode. Transfer learning aims to solve this problem. It is necessary to develop
algorithms for data tracking and visualization based on intellectual analysis. VAE
and GAN [4] implementation allow one to synthesize unique data for training the
tracking model.

Popular generative models like a restricted Boltzmann machine and its many
variants [5–7] have been successfully used in restricted conditions such as layer-by-
layer pre-training. However, the implementation of generative models as a separate
tool is difficult due to the problems in assessing maximum probability distribution.

2 Research Study

2.1 Variational Autoencoder

VAE consists of two neural networks: an encoder and a generator. The encoder
receives the data at the input and performs some data transformations, which in the
architecture of the neural network are presented in the form of convolutions, bringing
thus the input data to a compact and compressed form of the feature vector. Then
there is a special hidden space layer separating the feature vector obtained from E
into two vectors: the mean value vector μ and the standard deviation vector σ . The
mean value vector determines the point in the neighborhood of which the vertex will
be located, while the values of the standard deviation vector determine how far the
vertex can be located from this mean value vector. Therefore, the input object is not
one point in the latent space, but a continuous area corresponds to it.

VAE forms parameters of the vector of length n out of random Xi values. These
values, by means of concatenation, form an n-dimensional random vector that comes
to the input of the generator to restore the data to the initial layout. This process allows
different results to be obtained from one input sample due to the random selection
of the coding vector. Figure 1 shows a classical scheme of Variational Autoencoder.

When training the Variational Autoencoder, the loss feature list was based on
2 metrics: mean squared error (MSE); Kullback–Leibler divergence (KLD) which
shows the information divergence (relative entropy) of two probability distributions.



Generative Models Based on VAE and GAN for New … 219

Fig. 1 VAE classical scheme

As a result, the loss function L was as follows:

L = K .mean(Reconstruction los + K LD loss) (1)

Reconstruction loss = Original dim ∗MSE (2)

MSE = 1

N

N∑

i=1

(
yi − ŷi

)2
(3)

K LD =
N∑

i=0

p(xi ) · log
(
p(xi )

q(xi )

)
(4)

where yi is the observation value, ŷi is the predicted observation value, N is the
number of observations in the sample, p (xi) is the initial distribution, q (xi) is the
approximation distribution.

This feature list allows areas to be located in the latent space as close to each other
as possible, but at the same time differentiate them as separate components. In this
case, it will be possible to perform smooth interpolation and generate unique data.

To solve this problem, it was agreed to implement the deep architecture of the
generator network based on trained convolution and deconvolution layers with the
use of parallel convolution and subsequent concatenation to amplify the features.

It should be noted that the deep convolutional generator has 5 levels of dimensional
increase, and the total number of trained parameters was 26,690,336, more details
can be found in Table 3. The description of the increase level structure (1 level, 1 =
4) is given in Table 1.

The following models are considered as the encoder (see Table 2). The analysis
showed that theXceptionmodel has the bestAccuracy/Parameters ratio and therefore,
it will be used for the further solution of the problem (Table 3).

The results of the loss function and the metrics under study are shown in Fig. 2.
Based on the graphs, we can see that the model converges uniformly throughout the
whole training.
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Table 1 Description of VAE generator architecture layers

Name_layer Kernel_size Pool_size Padding Filters Strides

Conv2d (3, 3) None Same 512 (2**l*8) None

Up_Sampling2d None (2, 2) None None None

Conv2d_1 (1, 1) None Same 1024 (2**(l + 1)*8) None

Conv2dTranspose_1 (3, 3) None Same 512 (2**l*8) (2, 2)

Conv2d_2 (1, 1) None Same 1024 (2**(l + 1)*8) None

Conv2dTranspose_2 (1, 1) None Same 512 (2**l*8) (2, 2)

Table 2 Comparison of transfer learning models

Model Size (MB) Top-1 accuracy Top-5 accuracy Parameters

ResNet50 98 0.749 0.921 25,636,712

ResNet101 171 0.764 0.928 44,707,176

ResNet50V2 98 0.760 0.930 25,613,800

InceptionV3 92 0.779 0.937 23,851,784

MobileNet 16 0.704 0.895 4,253,864

MobileNetV2 14 0.713 0.901 3,538,984

NASNetMobile 23 0.744 0.919 5,326,716

Xception 88 0.790 0.945 22,910,480

Table 3 VAE model weights Encoder Generator VAE

Total params 27,164,200 20,449,632 47,613,832

Trainable params 6,298,624 20,391,712 26,690,336

Non-trainable params 20,865,576 57,920 20,923,496

Fig. 2 The result of the VAE loss function
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Fig. 3 Classical GAN architecture

2.2 Generative Adversarial Nets (GAN)

GANs consist of two neural networks, in this case functioning as a generator and
a discriminator. The generator samples random numbers of some distribution P (Z)
and the input noise, for example, N (0.1), and generates objects Xp = G (Z; θg) from
them. The discriminator, getting to the input samples of the initial sample XS and the
generator XP, learns to predict the properties of the sample (where it came from),
giving the output scalar D (X; θd). Figure 3 presents the classical GAN structure.

The GAN training process can be represented as the following algorithm (the
generator and the discriminator are trained separately but within the same network):

Step 1. Specify the random input G(Z).
Step 2. Teach the discriminator D: parameters θd are updated to reduce binary

cross-entropy (BCE):

BCE = − 1

N

N∑

i=0

yi · log(yi
∧) + (1 − yi ) · log(1 − yi

∧)
(5)

θd = θd − ∇θd (log(D(Xs)) + log(1 − D(G(Z)))) (6)

Step 3. Teach the generator: parameters of the generator θg are updated to increase
the logarithmprobability that the discriminator assigns an actual label to the generated
object:

θg = θg + ∇θg (log(1 − D(G(Z)))) (7)

The GAN training process is reduced to solving the task:

min
G

max
D

EX∼P
[
log(D(X))

] + EZ∼PZ

[
log(1 − D(G(Z)))

]
(8)

With the given generator, the optimal discriminator produces the probability:

D(X) = P(X)

Pg(X) + P(X)
(9)
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Ian J. Goodfellow shows in his work [8] that the maximum capacity of both
networks forms a scope in which the generator can generate the distribution of Pg(X)
coinciding with P(X), and the discriminator on any X gives the probability of 0.5.
Figure 4 illustrates the training process of the Generative Adversarial Nets [8].

The black dot curve in Fig. 5 is the real distribution of P(X), the green curve is the
distribution of the generatorPg(X), the blue one is the distribution of the discriminator
probability D(X; θd) to predict the object belonging. As a result of repeating steps
a, b, c many times, Pg(X) coincided with P(X) and the discriminator is unable to
distinguish a generated picture from a real one.

To solve the problem of the generator, it was settled to implement the generator
network architecture (see Fig. 2). The distinctive feature in comparison with the VAE
architecture is the input random vector of size 100 * 1.

The Xception model of transfer learning shown in Table 2 is used as the discrim-
inator. It was trained on Imagenet images. The total number of model weights is
shown in Table 4.

Fig. 4 GAN training process demonstration

Fig. 5 The results of the GAN loss function
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Table 4 GAN model weights Generator Discriminator GAN

Total params 17,074,528 20,867,624 37,942,152

Trainable params 17,016,608 2,048 17,018,656

Non-trainable params 57,920 20,865,576 20,923,496

The results of loss functions are shown in Fig. 5. From the graphs, we can see
that the model tends to reduce the loss to an average value. Thus, each step of the
generator loss results in the reduction of the discriminator loss and vice versa.

3 Results

The training process has been tested on medical data to solve the problem of stenosis
segmentation when diagnosing coronary arteries by angiography. The process of
image reconstruction through the Variational Autoencoder is shown in Table 5. It
shows examples of the images generated by the network.

The images in Table 5 correspond to the following sequence:

(a) the 1st, the 100th, and the 200th epochs of learning. The analysis of the
generated images has shown that their quality improves in the process of
training by the 200th epoch.

(b) the 200th, the 250th, and the 300th epochs of learning. The quality of
the generated images improves, but with less progress than at the stage
of training presented in line (a).

(c)–(d) the 300th, the 350th, the 400th, the 500th, and the 600th epochs of learning.
It should be noted that the quality of images generated by the network is
not improving; therefore the network is no longer trained.

The process of image reconstruction through the Generative Adversarial Net
models is shown in Table 6. The images correspond to the following sequence:

(a) the 1st, the 100th, and the 200th epochs of learning. It is possible to notice that
the result becomes better through the training process.

(b) the 200th, the 250th, and the 300th epochs. The tendency of improving the
quality of images is still present.

The images generated by the network and given in line (c) demonstrate a further
informativity enhancement and achievement of the required quality. The analysis of
the results presented in line (d) allows one to say that high accuracy of images has
been achieved by the end of training (by the 500th epoch). Therefore, the network is
trained fully and properly; it is ready to be used.

The given results show that the Generative Adversarial model generates more
detailed images even though in the 200th epoch and continues to increase the accuracy
throughout all the training. VAE shows similar results in the first 100 epochs, but
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Table 6 GAN image reconstruction process

(a) Data visualization:
epochs 1–200

(b) Data visualization:
epochs 200–300

(c) Data visualization:
epochs 300–400

(d) Data visualization:
epochs 400–500

further, the images stop improving despite the positive track records of loss function
reduction (see Fig. 3).

4 Conclusions

As a result of the research, the proper neural network architecture is developed. It is
applicable both for theConvolutionalVariationalAutoencoder and for theGenerative
Adversarial model on the basis of which medical data generation is performed. The
use of GAN, in contrast to VAE, is justified by reducing the time spent on searching
for optimal model parameter values and increasing the accuracy of generated images.

It should be noted that the use of the Variational Autoencoder is reasonable in
the case of closer scope data synthesis, as it inputs the real images to be changed.
GAN is capable of synthesizing data with higher accuracy, which allows expanding
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the training samples considerably. This method is used as an extension of the initial
samples followed by its subsequent use in the task of keypoint tracking of anatomical
structures and medical instruments.
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Inhibitors Selection to Influenza Virus
A by Method of Blocking Intermolecular
Interaction

L. I. Zharkikh, Yu. A. Smirnova, I. M. Azhmukhamedov, E. V. Golubkina,
and M. N. Trizno

Abstract The application of a technique for blocking intermolecular interactions
for the selection of inhibitors for influenza A virus has been proposed. The compu-
tational method included in the technique allows choosing drugs that can block the
receptors of a specific virus. The technique was previously tested on the example
of the action of drugs on a living cell, as well as on the selection of antidotes for
hydrogen sulfide and is confirmed by experimental and literature data. Based on the
proposed method, a software package for was developed for a targeted search for
inhibitors of influenza A virus. The main goal of the method is to block, on the
one hand, virus receptors and, on the other, living cell membrane components that
are involved in the penetration of the virus into the cell. The stages that include the
process of searching for virus blockers are described. Signature blocking schemes of
interaction centers of substances involved in the formation of molar complexes are
constructed. The chapter presents the studies and calculation results for the influenza
A virus, conclusions are drawn, their coincidence with experimental data is noted.
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1 Introduction

For more than two decades, the molecular mechanisms and structure of molecules
have been studied using quantum chemical programs by specialists in the field of
structural, analytical, and other types of chemistry [7, 20, 23], as well as physicists
[9, 10]. Using computer simulation methods and biological activity were analyzed
to create new drugs [2, 4, 11, 17]. Earlier Mathematical modeling of intermolecular
interactions helped us to study the pharmacological properties of the ephedrine and
how it acts on the cell membrane and explain fat-burning and energetically stimu-
lating agent. In the early works [8], the approach used by the authors was repeatedly
tested on various drugs. An algorithm was developed for determining the centers of
intermolecular interaction and software was created for conducting computational
experiments. It was also proved that the created software productswere used to search
for inhibitors to hydrogen sulfide and experimental confirmation was obtained for
one of the substances.

Thus, studies in this direction will helps to understand molecular interactions,
select and arrange antidotes and confirm their resistance to toxicants. It becomes
interesting the possibility of applying mathematical modeling of complex multicom-
ponent molecular systems. A computer and a quantum-chemical simulation search
for prediction of inhibitors to viral components, such as proteins of influenza A.

2 Problem Analysis

The infectious particle of the influenza virus (Fig. 1), called the virion, 80–200 nm
in size, spherical shape with a shell. The envelope of the virus is a lipid membrane
with built-in glycoproteins and matrix proteins that form ion channels. Under the
lipid membrane is a matrix protein that forms the inner layer of the virus virion shell
and also increase stability and rigidity to the outer lipid layer [6]. Glycoproteins,
hemagglutinin and neuraminidase are the key proteins for the propagation of type A
virus. Hemagglutinin (HA) acts in the moment of penetration of the virus into the
cell, neuraminidase—upon living from it. Viruses attach to the sialic acids on the
surface of the target cells by the external part of HA and the virions penetrate the
cell through endocytosis. The specificity of the hemagglutinin receptor determines
the type of association of N-acetylneuraminic (sialic) acid with galactose [1, 18].

Influenza A viruses are divided into serotypes, which depends on the combination
of hemagglutinin, neuraminidase (NA) and proteins on the surface of the virus. As of
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Fig. 1 The scheme of the software package for the targeted search for inhibitors of influenza A
viruses

2016, scientists knew 18 subtypes of HA, 11 subtypes of NA, which together allows
198 variants of the influenza A virus to exist.

Alpha influenza virus virion contains 8 segments of viral RNA. Inside the virion is
the virus genome, which carries genetic information about the envelope and internal
proteins of the virus [5, 14–16, 25].

Six types of antiviral drugs used in the treatment of influenza: neuraminidase
inhibitors, interferons, interferon inducers, cyclic amines, herbal antiviral drugs, and
other antiviral drugs.. The effectiveness of some that inhibit the neuraminidase has
been proven by studies (oseltamivir and zanamivir), while others continue to be tested
(penamivir, laninamivir) [12, 22].

The main goal of the proposed method is to block, on the one hand, the influenza
virus receptors and, on the other hand, the components of the membrane of a living
cell that are involved in the penetration of the virus into the cell (Fig. 2).

3 Description of the Stages of the Decision

The search for influenza A virus blockers includes the following steps:
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Fig. 2 Scheme of the signature of the active centers of the molecular complex: alanine+ zanamivir

1. Highlight the main molecular structures that will form molecular complexes.
Based on the selected molecular complexes, models will be built for a numer-
ical experiment. Thus, at this stage, it is necessary to distinguish the structural
components of the virus virion, which are most dangerous when it enters the cell
of a living organism, and the structural components of the cell membrane of a
living organism, which are involved in the formation of a connection with the
virus.

2. Describe using a special code accepted for description in the Gamess program
[24] in the form of z-matrix the composition and structure of each component of
the molecular complex selected in step 1. To verify the constructed structures,
a “preliminary” quantum-chemical calculation is performed for each studied
molecules. All processedmolecular structures in the formof z-matrices are stored
in the Z-matrix database.

3. To apply the methodology for identifying “interaction centers” (atoms involved
in the formation of a hydrogen bond between interacting molecules) of the inter-
action of twomolecules, based on the analysis of information obtained as a result
of systematic processing of data on the basic energy and geometric characteris-
tics of the formation of the molecular complex. Each intermolecular interaction
optimised (the process of analysis of the stability of intramolecular bonds) in a
quantum-chemical program. Based on the identified interaction centers, a “sig-
nature of active centers” (a set of atoms involved in the formation of a hydrogen
bond between interacting molecules) is compiled, and added to the database
“Signatures of interaction centers”.

4. Visualize the results in the form of signature schemes of active centers for each
intermolecular interaction. To improve the visibility and clarity of the obtained
signatures, it is convenient to present them in the form of a scheme, an example
of which is shown in Fig. 4. In this case, the direction of action of the atom of
one molecule on the atom of another is displayed in the form of an arrow.

5. Apply the methodology for choosing the most effective drug. Intermolecular
interactions are considered from two sides: the effect of the virus on themembrane
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Fig. 3 Scheme of the signature of the active centers of the molecular complex: sialic acid +
zanamivir

and the effect of the drug on the membrane. The obtained signatures of active
centers for each membrane component are compared for two effects. Based
on this comparison, a conclusion is made for each component. Information on
blocking active centers is collected in the database “Blocked centers”. The effec-
tiveness of the drug in relation to the action of the virus is calculated. The values of
the effectiveness of the drugs are compared among themselves, and their ranked
list is compiled.

The scheme of the software package that implements the methodology for the
targeted search for inhibitors of influenza A virus is presented in Fig. 3.

4 Testing the Results

As a result of the implementation of the methodology for blocking intermolec-
ular interactions for the selection of inhibitors for influenza A virus, 3 lists were
compiled (Table 1) containing information about components of the cell membrane,
the components of the influenza A virus-cell and the selected inhibitors comparison.

Using the software package, the structures of molecules in the form of z-matrix
were simulated and calculated, a preliminary quantum-chemical calculation was
performed for each molecule to form “Z-matrix” database. Based on these matrices,
the following intermolecular interactions were simulated:

• each component of the influenza A virus+ each component of the cell membrane;
• each drug + each component of the cell membrane.

Z-matrices of the structures of intermolecular interactions were compiled, in total
23 * 20 + 15 * 20 = 760 z-matrices.
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Table 1 Lists of molecules involved in interactions

Cell membrane components Influenza A virus components Drugs

Alanine Sialic acid Zanamivir

Arginine Galactose Oseltamivir

Asparagine Tryptophan Sialic acid

Aspartic acid Alanine Remdesivir

Valine Arginine Chloroquine

Histidine Asparagine Hydroxychloroquine

Glycine Aspartic acid Umifenovir

Glutamic acid Valine Blockavirmarboxyl

Isoleucine Histidine Rimantadine

Leucine Glycine Cycloferon

Lysine Glutamic acid Lopinavir + ritonavir

Methionine Isoleucine Routine

Proline Leucine Vitamin C

Serine Lysine Interferon b-b1

Tyrosine Methionine

Threonine Proline

Tryptophan Serine

Phenylalanine Tyrosine

Cysteine Threonine

Tryptophan

Phenylalanine

Cysteine

At this stage, algorithms were used that create z-matrices of the structures of
intermolecular interactions based on data taken from the Z-matrix database. The
optimization of the obtained molecular complexes was carried out in the Gamess
quantum chemical program [24].

For each molecular complex, the following property was verified:

1. The distance ρ between the atoms for which the formation of a hydrogen bond
is assumed must not exceed the allowable hydrogen bond for these atoms.

2. The adsorption energy must be strictly less than zero, i.e. when a bond is formed,
energy should only be released. This value represents the difference between the
total energy of the molecular complex and the sum of the total energies of the
molecules that form it.

3. The sumof the atomic charges of eachmolecule in themolecular complexmust be
non-zero. A value of zero corresponds to a stablemolecule ormolecular complex.
When a hydrogen bonds are formed between the molecules, the electron density
is redistributed in the space between the molecules; this value for each molecule
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in the complex shifts from zero to the side, corresponding to the specifics of the
resulting bond.

If at least one of the conditions is not satisfied, then the active center will not form.
The calculation results of these characteristics for some molecular complexes are

presented in Tables 2 and 3. Molecular complexes (MK) are numbered in order of
increasing adsorption energy.

Based on the identified centers of intermolecular interaction, “signatures of active
centers”were compiled and stored in the database “Signatures of interaction centers”.

Signature schemes for substances, the results of the interaction are shown in
Tables 2 and 3 are presented in Figs. 2 and 3, respectively. The arrows indicate the
direction of action of an external substance on the cell component. The numbers
indicate the energy characteristics, and the values in brackets correspond to the MK
number in the corresponding table of energy and geometric characteristics.

On the left is an alanine molecule interact with zanamivir. On the right is the
structural formula of the zanamivir molecule. The numbers indicate the energy
characteristics, and the values in parentheses correspond to the number.

On the left is a sialic acid molecule interact with zanamivir. On the right is
the structural formula of the zanamivir molecule. The numbers indicate the energy
characteristics, and the values in parentheses correspond to the number.

As we see, in the above example, the action of the zanamivir completely blocks
the active atoms of alanine and the active atoms of sialic acid, thereby using it can
prevent the effects of these substances on each other. Similarly, all possible options
for interaction the components of the cell membrane with the active molecules of
the virus virions are sorted out.

Similar schemes and tables of energy and geometric characteristics were obtained
for all 760 molecular complexes as a result of calculations performed on the software
package created by the authors.

5 Conclusions

Obviously, to analyze the whole picture as a whole, it is necessary to study the system
in full, with all the structural features of molecular structures and consider how the
complete molecular chains will be located and interact when modeling the general
structure, but for modern computer powers this, unfortunately, remains impossible.
However, the experiments and conclusions can be confirmed based on the literature of
the authorswhoconducted experiments on these substances [3, 13, 19, 21]. Therefore,
we accept and generalize our results to the entire system in aggregate and obtain the
following conclusions:

• as a result of the application of the proposed methodology for the selection of
influenza A receptor blockers, the possible effectiveness of the following drugs
was studied and proved:
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(Ǻ

)
�
q
(e
)

E
ab
s
(k
J/
m
ol
e)

1
N
14
…
H
8

2.
78

−0
.0
06
5

−2
4.
19

7
H
25
…
N
6

2.
74

−0
.0
02
3

−1
1.
27

2
O
11
…
H
10

1.
85

0.
01
10

−1
6.
31

8
O
12
…
H
8

1.
86

0.
00
98

−9
.1
2

3
O
12
…
H
13

1.
86

0.
01
33

−1
5.
52

9
O
12
…
H
12

1.
86

0.
01
69

−8
.2
9

4
O
13
…
H
9

1.
87

0.
01
25

−1
5.
47

10
O
12
…
H
7

1.
88

0.
01
28

−5
.1
8

5
H
25
…
O
4

1.
89

−0
.0
36
7

−1
4.
77

11
O
11
…
H
11

1.
85

−0
.0
05
3

−2
.1
3

6
H
30
…
O
5

1.
81

−0
.0
21
2

−1
4.
72



Inhibitors Selection to Influenza Virus A by Method … 235

Ta
bl
e
3

T
he

m
ai
n
en
er
gy

an
d
ge
om

et
ri
c
ch
ar
ac
te
ri
st
ic
s
of

m
ol
ec
ul
ar

co
m
pl
ex

si
al
ic
ac
id

+
za
na
m
iv
ir
fo
rm

at
io
n

M
K

B
on
d

R
(Ǻ
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– zanamivir;
– oseltamivir;
– sialic acid;
– remdesivir;
– chloroquine;
– hydroxychloroquine;
– umifenovir;
– blockavirmarboxyl;
– rimantadine;
– cycloferon;
– lopinavir + ritonavir;
– routine;
– vitamin C;
– interferon b-b1.

this technique can serve as the basis for subsequent experimental studies on living
systems of already known drugs, and also allows for predictive calculations for new
substances.
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The Stochastic and Singular Analysis
of Fractal Signals in Cyber-Physical
Systems of Biomedicine

Vladimir Kulikov, Alexander Kulikov, and Alexander Ignatyev

Abstract This chapter deals with the consideration of methods for the analysis
of experimental data in cyber-physical systems (CPS) for medical monitoring, the
creation of stochastic components of expert systems for diagnostic and therapy
processes. These methods are relevant for creating mathematical models of mech-
anisms for the functioning of human organs and systems with fractal stochastic
properties as well as for managing complex subsystems of cyber-physical systems in
Biomedicine. The results of the study are presented as related to the stochastic and
singular analysis of the experimental implementation of a fractal random process—
an EGG-signal in gastroenterology. The distribution laws for the local segment of
the process have been identified based on algorithms and programs elaborated by
the authors for diagnostic purposes, a modification of the singular spectral anal-
ysis (SSA-method) has been implemented for compressing signals and accelerating
diagnosis; trajectory matrices of the EGG-signal have been investigated. It has been
shown that segments of the EGG-signal and their first differences have polymodal
distribution densities.
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1 Introduction

This chapter is concerned with modern methods for the analysis of experimental
data in cyber-physical medical monitoring systems to control treatment and diag-
nostic processes. Thesemethods are based on algorithms for solving inverse incorrect
problems and relevant for creating mathematical models of human body structures,
organs, and systems that display stochastic and fractal properties.

Bioelectrical signals recorded during monitoring from organs of the gastroin-
testinal tract (GIT), the cardiovascular or respiratory systems are unsteady (in
general) processes,which reflect nonlinear dynamic properties of the body structures.

The evolution of physiological processes in terms of random processes and values
manifests itself as complex (non-Gaussian, polymodal) distributions of biosignal
parameters to be identified for correct diagnosis and therapy management both in
clinical and research problems.

The law of distribution of stochastic characteristics is necessary to form a mathe-
matical probabilistic model of a local object for the biomedical CPS control. Based
thereon it is possible to present an experimental-mathematical model of the human
respiratory or digestive system functioning, to create systems for monitoring of crit-
ical parameters in the course of therapy, to predict future conditions, and to select
effective medicines.

The chapter describes the results of the study as related to the stochastic and
singular analysis of an electrogastroenterographic signal (EGEG signal) with its
fractal nature. The laws of distribution of local segments in this fractal process are
identified, the SSA method modification has been implemented to compress the
signal, and to accelerate diagnostics; the trajectory matrices of the EGEG signal
have been investigated.

Gastrointestinal electrogastroenterography is currently fast developing as an alter-
native to probe diagnostic methods [1–5]. Bioelectric signals of this kind may be
referred to as the class of quasi-fractal random processes or, in other terms, to models
of the fractional Brownian motion.

The fractional Brownian motion is a generalization of the classical Brownian
motion. The probability distribution of the standard Brownian motion is based on
the Gaussian statistics, i.e. the unimodal distribution density of characteristics of
the stochastic structure, process. A rigorous description of such random processes
is quite difficult (the identification of joint multidimensional distributions). And a
conceptual analysis is only elaborated for stationary, Markov, Gaussian processes.
Despite its many advantages, Fourier analysis does not track the “inclusion” points
of new random harmonics.

While computational methods in the study of such processes in medicine are just
started to bemastered, in physics the fractional Brownianmotion has been studied for
quite a long time; it is generally regarded as a random process non-complying with
Gaussian statistics. For example, to study fluctuations in high-temperature plasma
in modern torsatrons, unimodal Levy distributions are used [6, 7], which describe
plasma turbulences by the model of the fractional Brownian motion.
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Interest in the Levymotion is caused by anomalous diffusion problems, themotion
of charged particles in turbulent electrostatic fields, and plasma superdiffusion in a
magnetic field [8–10]. Characteristical and momental functions of this distribution
are used to identify deviations of the fluctuation process distribution from Gaussian
ones in the physical chemistry of polymers and statistical mechanics [9, 11–14].

The kinetic description of the Levymotion is based on fractional derivatives in the
Fokker–Planck equation and is proposed as a phenomenological equation for PDF
(Probability Density Functions) fluctuations of densities measured with a tokamak
[15].

Papers [16–19] may be noted as fundamental theoretical works assigning the
so-called dissipative nonlinear equations for calculating local fluctuations in “con-
tinua” in hydrodynamics, chemical kinetics, and physics of continua. In a situation
with the system approaching critical parameters, the linear Gaussian approxima-
tion is not sufficient anymore; the nonlinear fluctuation theory is needed. Polymodal
distributions are the reflection of nonlinear and fractal processes.

In [20] a fractal model of the EGEG signal as the fractional Brownian motion was
first considered in the concept of polymodal distributions.

A characteristic feature of an electrogastroenterographic signal is a combina-
tion of probabilistic and persistent properties determined by chaotic patterns. The
problem arises to verify the peculiarities of such processes in order to create effective
algorithms for their stochastic analysis, including the use of the SSA method.

2 Solution Method and Computational Experiments

The problems set in the performed studies are solved by the sequential identifica-
tion of distribution laws for local segments of the EGEG signal (sampling imple-
mentations) or by the moving sample method. It enables us to calculate from the
reconstituted densities the numerical characteristics and moment functions of the
EGEG signal segments on the basis of restored densities and to identify classification
features.

The suggested approach is complementary to known methods with ample oppor-
tunities for the consideration of stochastic properties of fractal phenomena. The
identification results obtained during the studies at various time scales will help to
create models displaying the human system and organ behavior at the level of the
Ito or Fokker–Planck equations with fractional derivatives. As compared to well-
known forecasting methods the suggested algorithms may identify the evolution of
distribution densities in near real-time and provide valuable information for verifying
stochastic solutions.

Figure 1 shows an experimental graph of the total peripheral EGEG signal and its
initial segment of 1200 units. It is seen that this is an essentially unsteady, walking
randomprocess. This graph demonstrates quite a frequent return of the process values
to the neighborhood of the zero ordinate.
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Fig. 1 Graph of the EGEG signal (the number of samples is over 10,000) (a); an initial segment
of the process (the number of samples is 1200) (b); the Y-axis measures the EGEG-signal potential
difference, mkV; the X-axis shows

Fig. 2 Graphs of segment realizations (l–h series) and relevant identified densities of the EGEG
signal distribution (400, 800 samples)—(r–h series). N is the sample length
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Figure 2 shows the results of identifying probability distributions of samples
(segments of time series) of various lengths.

The studies of segments with the different length of a sample have identified
the multimodal distribution densities of the EGEG signal on different time scales.
It enables us to formulate the following hypothetical statement: the polymodal
stochastic characteristic of the distribution law corresponds to the fractal nature of
the process.

Based on the generalization and correspondence principle the following working
hypothesis is also made: the stable Levi-Khinchin distribution—the approximation
of fractional Brownian motion—is only characteristic of certain types of anomalous
diffusion.

But in general, fractal processes and fluctuations should be described by poly-
modal distributions. This conclusion is proved based on the analysis of publications
on the statistical study of characteristics of fractal-like structures and processes in
natural science and technology [21].

The identification of the distribution density of the EGEG signal implementation
(10,818 counts) has been performed for the first time. The problem has been solved
using elaborated algorithmic and software tools within 43 s. The result obtained is
shown in Fig. 3a. The general distribution is bimodal, thus, confirming once again
the distinctive stochastic property of fractal processes. Graph (b) in Fig. 3 shows
the dynamics of such an important parameter of the identification algorithm as the
condition number of systems of equations to be solved and reflects the degree of its
stability.

This chapter is also the first to describe the results of identifying the distribution
laws for the EGEG signal increments. Signals of the first and second increments
(differences) of both local segments and full implementation have been studied.
In general, the polymodality of laws for signal-increments has been revealed. For

Fig. 3 Graph of the identified EGEG signal distribution density (10,818 samples) (a). Graph of
condition number values for matrices to be solved by the identification algorithm P(x). At the axis
of abscissas there is the order of solvable SLAEs (b)
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short-length segments, there are also unimodal densities but with increasing sample
volumes higher modes begin to appear.

The distribution density of the EGEG signal differences, like the signal itself, is
identified by the law with two evident modes. This result proves the correctness of
the conclusions obtained in the study of fractals [20] and it is of great methodological
significance for the theory of fractal processes in biomedicine and biology.

Figure 4 shows the identified distribution densities of the first and second
increments for the EGEG signal (the number of samples is 10,817 and 10,816,
respectively).

It will be recalled that the described results are based on the principle of the
structural riskminimization and algorithmically consist of solving equivalent systems
of linear equations by the regularizationmethod [22] tofind the expansion coefficients
for the desired density P(x). The expansion has a basis consisting of trigonometric
functions.

The more complex is the kind of the distribution density, the more expansion
members and the longer computation time are required. It is especially evident in
polymodal distributionswith solemodes. For the first and second increments we have

Fig. 4 Signals-increments for the EGEG-signal and their distribution laws: first increments (a, c);
second increments (b, d)
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Table 1 Identified parameters for the Gaussian process

Algorithm Hp mx k tcalc, s

Gaussian process 1.34 −0.0079 2.058 3.09

First-order difference signal 1.67 −0.0029 2.062 3.09

Secondary-order difference signal 2.19 −0.0274 2.056 3.16

9 and 16 harmonics, Shannon entropy 8.30 and 8.19, and the entropy coefficient 1.97
and 1.70, respectively. The density identification time is about 45 s.

To verify the obtained results, we compare the fractal and Gaussian processes.
The number of samples of the normal stationary process shall be 2401.

Table 1 andFig. 5 illustrate the effectiveness of the used algorithms and the compli-
ance of identified data with theoretical, classical results. The number of expansion
coefficients is five in all three cases.

In Table 1 Hp is the Shannon entropy; mx is a mathematical expectation; k is
entropy coefficient; tcalc, s is the time for the distribution density calculation.

Fig. 5 Gaussian noise, signal of its first-order differences (2400 samples) and their distribution
laws: Gaussian noise (a, c); first-order differences (b, d)
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Thus, it may be concluded that: a random process with a Gaussian distribution
(randn in MATLAB) is quite consistent with the theory. The process itself, its first-
and second-order differences (increments of increments) have a normal distribution
with the “zero” average and increasing dispersion, the entropy coefficient is close to
the theoretical value k = 2.066.

3 SSA-Method Modification for Fractal Signals

The second aspect of the studies is related to the elaboration of algorithms for
composing trajectory matrices of the EGEG signal for the further stochastic analysis
of these matrix operators.

The EGEG signal represents a time series, to analyze thereof the SSA method
may be used [23]. This method is based on the singular decomposition of trajectory
matrices which columns are moving segments of a series of length L, where L
is an integer—“the window length”. This method is effective for the analysis and
forecasting of stationary series.

The SSA method is widely used for decomposing a time series into characteristic
components: a slowly changing trend, periodic components, and noise. Neverthe-
less, there are quite many problems in the method, which do not have a regular
and formalized solution. This is the distinguishing of a complex-nature trend (for
example, superpositions of alternating ascending and descending segments), periodic
componentswith close carrier frequencies, identification of noise of a significant level
comparable to levels of useful components, etc.

All these problems predetermine the need to study series segments, trajectory
matrices, embedding vectors, and noise components in the SSA method using
stochastic analysis and the correct identification of distribution laws.

In the singular spectral analysis method, an arbitrary time series with real values
forms the matrix X with elements taking the same values on “diagonals” i + j =
const.

Furthermore, the SSA method used to the said series decomposes thereof into
additive components (elementary restored series) and is based on the singular (SVD)
decomposition of the trajectory matrix, i.e., provides information on components in
the form of matrices of eigen and singular vectors and a set of eigenvalues [24].

We consider now some results of the trajectory matrix X analysis for the EGEG
signal within the SSA method. The software algorithm implementation is made in
the MATLAB package.

Because of limitation in work with high-order matrices in the SVD expansion the
trajectory matrix is only calculated for half of the EGEG signal. It is assumed that:
N= 5409 is the series length; L= 2500—the number of the matrix lines; K= 2910
is the number of columns. The singular decomposition of the matrix X (2500, 2910)
took 559 s. The result of calculating the singular spectrum is shown in Fig. 6.

For a segment of the EGEG signal with a smaller number of samples, the iden-
tification and singular decomposition time are far shorter. For example, we form a
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Fig. 6 The singular spectrum of the trajectory Hankel matrix X for the EGEG-signal (a); the same
graph at logarithmic scale (b)

trajectory matrix for a series of 500 samples (N = 500; L = 230; K = 271). The
condition number is thereat cond (X)= 1.0394 e+ 04; the rank is 230. The singular
decomposition of thematrix X (230, 271) and the density function identification took
half a second. The calculation of the singular spectrum showed similar logarithmic
plots of singular spectra.

To check the local stability of the EGEG signal, a “violate” perturbation was
performed above the given segment of a normally distributed random realization. As
a result, onemore property of the EGEG signal was identified, namely, its distribution
densitywas relatively stablewhenmixedwith other signals. Results and explanations
are shown in Fig. 7.

The calculation of the singular spectrum and the identification of the distribution
density for each of 230 singular values of the perturbed trajectorymatrixX (230, 271)
shows that the largest value is distributed with small dispersion and small singular

Fig. 7 Graph of a perturbed segment of fractal realization (500 samples) (a) and of identified
distribution density of a perturbed segment (b)
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values increase by about 30 times (normal distribution laws are identified for all
singular values of the considered matrix). The condition number of the trajectory
matrix decreases thereat proportionally with performing a certain regularization of
the problem.Such a result is quite important for increasing theSSAmethod’s stability.

The study of stochastic properties of embedding vectors for trajectory matrices
was performed for the SSA method modification. The distribution densities were
identified and the probabilistic evolution of 10 selected columns of the above
trajectory matrix X (230,271) was reconstructed.

Figure 8 (r–h series) shows distribution deformation examples and Table 2
contains some calculated parameters. It should be noted that the known papers on
the SSA method lack such approaches.

In Table 2 Nopt is the optimal number of trigonometric functions achieved by
minimizing the functional; Hp is the Shannon entropy; mx is a mathematical expec-
tation; k is entropy coefficient; tcalc, s is the time for distribution density calculation.
The entropy column values are correctly correlated with the degree of polymodality
taking into account that the last two lines characterize unimodal densities resembling
mirror-like Levy distributions.

For comparison: the calculated Shannon entropy value of the total EGEG signal
is 10.35, it illustrates its “wide” distribution form (Fig. 3).

Figure 9 shows examples of distribution deformation. The identified densities
of the selected embedding vectors enable us to perform the Shannon, Renyi, or
Kolmogorov entropy analysis. The data processing rate in tenths of a second.

The elaborated approach has a promising applied aspect since the quick identifi-
cation of the embedding vector distribution will enable us to select reference compo-
nents and reduce the trajectory matrix order, to compress a fractal signal without
losing any important information. According to the evolution of distributions in the
above example 10 columns may be left instead of 271, the matrix”henkelization”
may be performed, and to obtain more than two times compression of the EGEG
signal segment compression more than twofold may be obtained [500/(230 + 10 −
1)]. The segment will be reduced to 239 samples. The two- three-fold decrease in
the EGEG signal length is essential, as it will reduce the time of diagnosing to make
a proper decision and further emergency therapy. The measurement time of 10,818
points in the EEG signal is approximately 20 min. The gain in data compression may
be several-fold increased by varying the window length L.

4 Conclusion

The suggested integrated approach enables us to carry out the more accurate and
prompt comparative analysis of the EEG or other biosignals for patients in a normal
state and with various-degree pathology.

The identified polymodal characteristics contain information on the dynamics in
the state of the body organs and systems. The time for identifying one distribution
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Fig. 8 The evolution of distributions of embedding vectors for the trajectory matrix X (230,271).
Graphs of realization segments (K=1, 90, 210) of 230 samples (l–h series) and the relevant identified
distribution densities of the EGEG signal—(r–h series). K is here the number of a trajectory matrix
column
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Table 2 Identified properties of embedding vectors for the trajectory matrix X

Nopt Hp mx k tcalc, s Number of modes in the distribution

1 14 8.77 −3.61e+003 1.168 1.06 5

30 12 8.75 −4.33e+003 1.392 0.73 5

60 5 8.61 −4.71e+003 2.008 0.78 1

90 5 8.76 −4.73e+003 1.800 0.64 2

120 5 8.83 −4.80e+003 1.869 0.67 1

150 5 8.89 −4.97e+003 1.762 0.65 2

180 5 8.95 −5.08e+003 1.807 0.59 2

210 7 8.92 −4.89e+003 1.731 0.75 2

240 2 9.11 −5.05e+003 1.970 0.80 1

270 2 9.12 −5.13e+003 1.963 0.83 1

Fig. 9 Graphs of distribution densities for the first five embedding vectors (K= 1, 30, 60, 90, 120)
(a); the following five embedding vectors (K = 150, 180, 210, 240, 270) (b); K is here the number
of a trajectory matrix column. The sequence of densities is as follows: blue, green, red, turquoise,
pink

depends on its complexity and varies from several tenths to 10–15 s with a sampling
size of up to 5000 samples. It enables us to regard this method as an express- analysis.

Bioelectric signals recorded from the gastrointestinal tract organs, algorithms for
processing, and programs for analyzing fractal properties forma set of amathematical
probabilisticmodel for the local biomedical CPS control system.A similar diagnostic
set may be formed for the respiratory system of a patient.

The results of the analysis may be used for emergency diagnosis and therapy, in
the creation of prospective expert systems for personalized medicine based on the
big data systems.

The combination of SSA algorithms, wavelet analysis, the perturbation method,
and independent components (ICA) will enable to identify the dominant and latent
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factors in the course of studying any problems in the functioning of the GIT and
other human organs and systems.
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Abstract Chapter deals with the problem of quality assessment of the Cetlinmethod
as a representative of the family of intervalmethods of automatic arrhythmia detection
by ECG records from open MIT-BIH database using annotations on R-peaks. The
author suggested new quality metrics, algorithms for their calculation in real-time
mode, and formulated 5 approaches for solving the given problemwith their use. The
chapter shows a detailed analysis of the Cetlin method from the standpoint of each
approach and reveals its advantages and limitations.Numerical values of the proposed
quality metrics are obtained for all records. The author revealed linear correlations
between anomalous R-peaks classes and the classes of Cetlin intervals and estimated
the importance of each of them for the method as a classifier. The chapter shows
parameters of the Cetlin method, variation of which allowed improving the quality
of the method on the record, for which the worst results were initially obtained. The
chapter suggests directions for further research and possible modifications of the
Cetlin method for further improving its quality from the perspective of the described
approaches and describes the possible architecture of the two-level model of the
cyber-physical continuous monitoring system, using Cetlin method as one of the
base components.
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1 Introduction

Due to the constant increase in the complexity of systems, processes that require
increased concentration or are dangerous to humans are automated, while humans are
assigned to the role of the operator—the managing unit of the cyber-physical system.
The high risk associated with operator errors requires continuous monitoring of the
operator’s state. To solve this problem, modelling using biosignals is used more and
more [1], since they have greater predictive power. Moreover, it’s shown in [2–5]
that instead of the signals their models can be analyzed with the same accuracy, and
their parameters can be used as a “unique” code of a human, such as his signature.
In practice, the ECG signal is most often used, since it is well studied and can be
effectively obtained using special sensors and smart devices.

There are many methods of automatic analysis of ECG signal: representation of
the signal as a superposition of elementary functions [2]; using of models of physical
processes, forming the signal [5, 6]; analysis of information and energy features of
the signal [7, 8]; application of the principles of synergetics and nonlinear dynamic
systems [9]; use of statistics and machine learning methods [10–12]; application of
neural networks architectures [13, 14]; use of hidden Markov [15, 16], etc.

One of the most important tasks solved by these methods is automatic arrhythmia
detection [11]. Within this task, RR-intervals durations, heart rate variability (HRV)
[10, 17], as well as other morphological features of the signal are primarily studied.
These parameters are often used as features of a classification model, whose task is
to assign R-peak or RR-interval to one of the previously known classes.

An important feature of the task is the need to work in real-time mode—in
the process of receiving new values of the analyzed signals from the sensors or
smart devices. This restricts the variety of methods and models, which can be used.
Thus, the use of deep neural networks is inefficient due to high computational and
time complexity, when very simple methods such as linear regression are much less
accurate.

On the other hand, models that are trained on a pre-prepared set of data and
determine average regularities don’t always have sufficient accuracy. Therefore, those
models are of interest, that can take into account the specifics of a particular signal
and adjust their parameters to it directly during their use. This requires either using
models based on rules, which are checked by the signal adaptively, either continuing
training the models on incoming data, that is difficult due to the lack of markup or
its sparseness.

Finally, the interpretability of the result obtained by the model is important, since
it allows us to determine the quality of predictions more reliably and provides more
information for specialists. Approaches based on rules or their generalizations such
as decision trees have this property since, for each forecast of the model, a decision
rule can be explicitly written out.

The Cetlin linguistic method [18] allows automatically detect arrhythmias using a
systemof rules byECGsignal, analyzing the sequences ofRR-intervals. Its simplicity
and real-time operation are of practical value. Reference [18] describes a device, that
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implements the Cetlin method in hardware, and was used to track the condition of
patients in intensive care, which indicates its effectiveness. But at that time, there
were no open databases that could objectively evaluate the quality of the method,
compare it with others, and determine the impact of each of the parameters and
choose the best ones. The main research goal is to assess the quality of the Cetlin
method on signals from MIT-BIH.

To train models for automatic arrhythmia detection, according to the AAMI
EC57:2012 standard, open databases, such as MIT-BIH, are used, where for each
R-peak its class is given, which belongs to one of the clusters: N, SVEB, VEB, F, and
Q. That makes it necessary to train such models and use such methods, that are able
to predict the class of each R-peak, which does not allow them to be used directly for
other tasks, such as assessment of a general human state or determining the presence
of abnormalities on a daily or minute ECG recording.

The Cetlin method doesn’t solve the problem of classification of R-peaks, so
it’s impossible to directly assess the quality of its work on signals from MIT-BIH.
The inability to evaluate the quality of the method doesn’t allow us to find the
impact of parameters on its operation and identify its limitations and possibilities of
modification. Therefore, it’s necessary to develop new approaches of assessing the
quality of the Cetlin method as a representative of the family of interval methods by
labels on R-peaks.

Finally, since the actual ECG signals are noisy and come to the input of the
method as a discrete sequence of amplitudes, it’s necessary to solve the problems of
filtering and segmentation in order to extract RR-intervals or other features. Since
these procedures have a certain margin of error, there is a separate subproblem of the
imposition of segmentation results with true labels. To solve this problem one needs
to develop special algorithms for calculating quality metrics.

2 Approaches to Assess the Quality of Interval Methods

To assess the quality and make it possible to compare the performance of the interval
method when changing its parameters, one can use the following approaches:

• estimation of interval quality metrics values
• estimating of peak quality metrics values
• regression analysis of the direct mapping between the initial distribution on peaks

and the final distribution on intervals
• regression analysis of the reverse mapping between the final distribution on

intervals and initial distribution on peaks
• qualitative analysis of results and interpretation of received errors.

The last approach will be shown in Sect. 3.3, all others described in detail below.
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2.1 Interval Quality Metrics

When calculating this and subsequent metrics, the interval is considered to be a
sequence of RR-intervals. The Cetlin method examines sequences of 3 RR-intervals.
As part of the approach, the following metrics can be calculated:

• number of TP-intervals—abnormal intervals containing at least on abnormal peak
• number of TN-intervals—normal intervals, that don’t contain abnormal peaks
• number of FP-intervals—abnormal intervals containing only normal peaks
• number of FN-intervals—normal intervals containing at least one abnormal peak.

By analogy with the metrics proposed by the AAMI EC57:2012 standard, one
can introduce aggregated quality metrics: accuracy (Acc), sensitivity (Se), posi-
tive predictivity (P+), and false-positive rate (FPR), calculated using the following
formulas:

Acc = (T P + T N )/(T P + T N + FP + FN );

Se = T P/(T P + FN ); P+ = T P/(T P + FP); FPR = FP/(T N + FP)

2.2 Peak Quality Metrics

Interval quality metrics only indirectly take into account peaks classes, so in this
approach, the following metrics are used:

• number of normal TPN-peaks—normal peaks inside normal intervals
• number of TPN-peaks for each of abnormal class clusters—abnormal peaks of

each cluster inside abnormal intervals
• number of normal FPN-peaks—normal peaks inside abnormal intervals
• number of FPN-peaks for each of abnormal class clusters—abnormal peaks of

each cluster inside normal intervals.

It should be noted that the third metric is less informative, since there may be
normal peaks in abnormal intervals. By analogy with intervals metrics, one can
introduce an aggregatedqualitymetric—thepercentageof correctly recognizedpeaks
of each cluster of classes, calculated using the formula:

Acck = T PNk/(T PNk + FPNk), k ∈ {N , SV EB, V EB, F}
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Fig. 1 Segmentation, that can be counted as FN and FP one after the other

2.3 Algorithmic Details of Metric Calculation

The correctness of metrics calculations depends on the segmentation quality. There-
fore, it’s necessary to correctly combine segmentation results with the true positions
of the peaks from the markup. Figure 1 shows an example, where the formal calcula-
tion of the intervalmetrics increases values of FP and FNdespite the correct operation
of the method, since according to the markup, the abnormal V-peak is in the first
normal Cetlin interval, but makes the following RR-interval Longer, that is, it affects
the second Cetlin interval.

To count correctly in such situations, one should follow these rules:

• for all peaks except the last one, metrics are counted without changes
• if the current interval is normal and the last peak in it is normal, it is counted for

the current interval, even if the peak is to the right of its end
• if the current interval is abnormal and the last peak is normal, it’s also counted

there
• if the current interval is normal and the last peak in it is abnormal, then to avoid the

situation from Fig. 1, it is transferred to the next interval and is counted already
there

• if the current interval and last peak are abnormal, the peak is counted for the
current interval, but it is also transferred to the next one since it could affect both
intervals.

In the last two rules, when analyzing the next interval, one needs to process the
transferred peak as follows:

• if it wasn’t calculated (rule 4), then it must be counted for calculating all metrics
• otherwise (rule 5)—if the interval is normal, that peak is ignored to avoid FN, and

if not—it is counted only in the interval metrics.

2.4 Regression Analysis of Mappings Between Distributions

Previous approaches don’t take into account the interval classes proposed by Cetlin
and how they correspond to the peaks classes from MIT-BIH. Regression analysis
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allows drawing conclusions, which of Cetlin’s classes peaks of each cluster of classes
from MIT-BIH mostly often fall in and vice versa.

There are the following Cetlin’s classes of intervals: normal mode (NORM);
extrasystoles without compensatory pause (without extending the next interval)
(EXTRA-WITHOUT); heart block (BLOCK); paired extrasystoles (PAIR-EXTRA);
extrasystoles with compensatory pause (EXTRA-WITH); paired extrasystoles with
compensatory pause (PAIR-EXTRA-WITH); extrasystoles, after which there are
blocks (EXTRA-BLOCK); paroxysmal tachycardia (TACHYC).

Peaks according to MIT-BIH markup can be one of the following classes:
N—Normal (N/L/R); SVEB—Supraventricular ectopic beat (A/a/J/S/e/j); VEB—
Ventricular ectopic beat (V/E); F—Fusion beat (F); Q—Unknown beat (Q).

The essence of the approach is to count the number of peaks and intervals of
different classes, represent them as distributions, and analyze the mappings between
the resulting distributions. Analysis of the direct mapping allows us to determine
the sensitivity of the method to each of the peaks classes, and the reverse—to assess
the quality of the method as a classifier and detector of the anomalies present in the
signal section. Such analysis is more resistant to the alignment of signal splitting into
intervals since it analyzes general distributions that make statistical sense on 30-min
ECG signal recording.

The disadvantage of this approach is that it doesn’t take into account the correct-
ness of mappings from one class to another. This means that the analysis is not
sensitive to random permutation of peak annotations of peaks annotations or inter-
vals classes while preserving their total amount. At the same time, it allows us to
look at the big picture, identify the limitations and capabilities of the method as a
classifier and is useful when used together with other approaches.

3 Quality Research of the Cetlin Method

The proposed approaches were applied for the first time in the task of analyzing the
quality of the Cetlin method on ECG records from MIT-BIH. The main subtasks,
where they were used, are shown below.

3.1 Selection of Algorithms for Pre-processing of Signals

The signals in MIT-BIH are represented as a discrete sequence of samples with a
frequency of 360 Hz. Before analyzing RR-intervals, one needs to perform filtering
and segmentation in order to extract the positions of R-peaks, which are then used
for calculating RR-intervals. To solve the first problem, median filters were used in
accordance with the recommendations from [11].

Segmentation algorithms were chosen based on two assumptions: high segmenta-
tion accuracy and speed of operation since the Cetlin method is focused on real-time



Quality Research of the Interval Cetlin Method as a Component … 259

Table 1 Comparison of algorithms for pre-processing of signals from MIT-BIH

Algorithm Quality metric (%)

Acc Se P+ FPR AccN AccSVEB AccVEB AccF

TMA, without
filtering

96.25 90.09 77.90 3.05 91.95 82.35 93.99 0

TMA. with
filtering

95.84 89.08 75.98 3.38 91.94 70.59 93.49 0

SWT. without
filtering

95.08 88.45 71.86 4.15 91.49 64.71 93.17 0

SWT. with
filtering

96.41 90.07 78.92 2.86 92.12 82.35 93.99 0

operating. To ensure the possibility of working in real-time mode, one implemented
a scheme with storing signals samples within a time window, the size of which
was determined in preliminary testing and qualitative analysis, and equals to 3 RR-
intervals. This window was sufficient for determining the position of the first R-peak
more precisely by most algorithms.

As a result of preliminary testing on the signal 101, two segmentation algorithms
were selected: Two Moving Average (TMA) [19] and Stationary Wavelet Trans-
form (SWT) [20]—and in 2 configurations: without filtering and with median filter
according to recommendations from [11]. To check their correctness on the other
signals, additional research was made, the results of which are shown in Table 1.

The table shows that both methods cope with the task with close accuracy for all
quality metrics, but in the process of qualitative analysis, it was revealed that SWT
works faster by 2 times, which is essential for real-time analysis, and therefore was
chosen for further experiments. Filtering was also used since the results were better
with it, but even without it, according to the table, the accuracy is high.

3.2 Analysis of the Results of the Method on Signals
from MIT-BIH

As a part of the research, the Cetlin method was applied to all signals from MIT-
BIH in accordance with the inter-patient partitioning scheme [17]. Table 2 shows the
results of the method. It can be seen that the Cetlin method works quite well, which
is confirmed by the high values of quality metrics. In particular, it recognizes the
main types of rhythmic anomalies SVEB and VEB well.

However, the method makes a lot of false positives relate to inertia (using the
average rhythm)when changing the rhythm and segmentation errors, as well as omits
morphological anomalies (AccF) due to the lack of influence on the RR-intervals
duration. Low values of Se/P+ were most often found in signals where there are few
abnormal peaks, so skipping even one led to a large error.
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Table 2 The final values of the quality metrics for ECG signals from MIT-BIH

Set of signals
according to the
inter-patient
partitioning scheme

Quality metric (%)

Acc Se P+ FPR Acc
N

Acc
SVEB

Acc
VEB

Acc
F

Training set 84.1 78.8 63.2 14.3 77.3 84.8 84.0 24.7

Test set 84.7 75.4 62.3 12.8 80.4 75.6 82.4 42.8

All signals 83.5 81.8 63.9 16.0 74.2 89.2 86.0 5.4

Regression analysis was done with two models: random forest on 1000 decision
trees to determine features importances and linear regression to determine corre-
lations between features to find the existence of dependencies between peaks an
intervals classes.

3.2.1 Direct Mapping Analysis

Table 3 shows the features’ weights according to the random forest model obtained
for direct mapping.

Based on the table, one can draw the following conclusions:

• VEB, N, and SVEB are important classes. The VEB class has the greatest weight
since it changes the morphology very much and often leads to the appearance of
long intervals, which leads to the appearance of different Cetlin’s intervals

• N has large weight due to an unbalanced set towards the normal rhythm,
morphological arrhythmias, and segmentation errors

• SVEBs are usually registered correctly since they often directly affect the rhythm
and are determined by the method as extrasystoles

• F andQ are of low importance because they are rare and themethod is not sensitive
to them. The high value for class F is not due to its importance, but rather to its
occurrence in different Cetlin’s intervals, depending on adjacent peaks.

For the linear regression model, the following values of R2 metric were obtained
according to the inter-patient split [11]: for the training set—0.527; for the test set—
0.682, and for all signals—0.58. A high value of this metric indicates that there are
correlations between classes. To identify them. Linear regression coefficients were
obtained (see Table 4). The meaningful correlations are given below:

Table 3 Importance of peaks classes according to the randomforestmodel (1000 trees) for detecting
anomalous interval by the Cetlin method

N SVEB VEB F Q

0.482 0.113 0.263 0.125 0.016
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Table 4 Linear regression coefficients of a direct mapping between the initial distribution of peak
classes and the final distribution of Cetlin’s intervals

R-peak class Class of Cetlin’s interval

N SVEB VEB F Q

0.869 −0.183 −1.35 3.888 −4.485 NORM

0.038 0.105 0.463 −0.582 −9.971 EXTRA-WITHOUT

0.05 0.178 0.690 0.015 −24.996 BLOCK

0.017 0.102 0.137 −0.34 13.801 PAIR-EXTRA

0.009 0.257 0.795 −1.349 4.567 EXTRA-WITH

0.001 0.138 0.055 −0.126 12.59 PAIR-EXTRA-WITH

0.001 0.071 0.175 −0.351 11.671 EXTRA-BLOCK

0.016 0.332 0.034 −0.156 −2.206 TACHYC

• peaks of class F often belong to the NORM class, since the method doesn’t feel
them, which leads to a large number of FN

• the high weight of Q is caused by a small number of such peaks. The correlation
with theNORMclass is negative, meaning themethod is sensitive to segmentation
errors

• the correlation between SVEB and VEB and the NORM class is negative, that is
the method is more likely to correctly classify them as anomalous

• N-peaks directly correlate with NORM class with a coefficient close to 1
• BLOCK and TACHYC are caused by rhythm changes, and not by their actual

presence (inertia of the method). The division into blocks and extrasystoles is due
to the position of the peak in the interval—extrasystoles can create a pair of Short
and Long

• VEB negatively affect the NORM class and are defined as EXTRA-WITH,
BLOCK, EXTRA-BLOCK, and EXTRA-WITHOUT, as they lead to Long
intervals

• EXTRA-BLOCK—most often doesn’t precede the BLOCK and is just not accu-
rately recognized EXTRA-WITH due to changes in the signal morphology due
to the peak

• PAIR-EXTRA, EXTRA-BLOCK, and PAIR-EXTRA-WITH are often formed
due to segmentation errors.

3.2.2 Analysis of Reverse Mapping

According to the random forest model (see Table 5) EXTRA-WITHOUT, PAIR-
EXTRA and EXTRA-BLOCK have fewer weights, as they are often caused by
errors. As in the direct mapping, PAIR-EXTRA has a low weight. EXTRA-WITH
and PAIR-EXTRA-WITH have the greatest separating power since they are caused
by both VEB and SVEB anomalies.
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The linear regression model (see Table 6) reaches the following values of the R2

metric: 0.865—for the training set, 0.95—for the test, and 0.865—for all signals,
meaning that there is a significant linear relationship between classes:

• the model explains SVEB by interval classes of extrasystoles
• VEB is explained by intervals with pauses
• N correlates only with the NORM class
• themodel F-peaks by the same features asVEB, i.e. F-peaks often fell in abnormal

intervals if they were near the VEB peaks
• the method can be used as a basic arrhythmia presence detector and classifier,

using only the first three classes
• the PAIR-EXTRA and EXTRA-BLOCK classes are not informative.

3.3 Selecting Values of Method Parameters to Improve
Metrics

Worst of all, the method processed on signal 201. From the qualitative analysis of
the examples in Fig. 2, it follows that there are changes in the “normal” rhythm,
since the interval durations are similar for all of them, but the interval classes differ.
Research of the method structure lets identify its parameters: X—interval duration
for averaging, Y—the threshold of deviation from the “norm” for marking the RR-
interval as Short, and Z—to Long. To improve the quality of the method’s operation

Fig. 2 Examples of Cetlin method operation on the signal 201: a, b normal mode [NNN]; c heart
block [LLL]; d paroxysmal tachycardia [SSS]
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Table 7 Comparison of the original and found configuration for signals

Signal
number/configuration

Quality metric, % («–» means the absence of peaks in a signal)

Acc Se P+ FPR AccN AccSVEB AccVEB AccF

201/25-25-2 52.23 63.7 47.57 57.1 40.52 99.27 47.47 50

201/30-10-2 59.6 93.69 53.61 69.71 21.25 100 90.91 50

221/25-25-2 81.12 94.58 75.66 33.86 39.49 – 94.19 –

221/30-10-2 71.93 92.45 67.56 52.57 28.38 – 91.92 –

222/25-25-2 67.39 97.93 47.12 45.32 47.03 98.34 – –

222/30-10-2 56.04 99.59 39.83 62.01 32.57 100 – –

231/25-25-2 65.26 100 1.09 34.87 65.02 100 100 –

231/30-10-2 61.61 66.67 0.99 38.54 61.37 100 100 –

on signal 201, a search is performed for such a configuration of X-Y-Z parameter
values that achieves the best metric values.

The configuration for the signal 201 turned out to be 30-10-2, but Table 7 shows
that it did not reach the best values for all quality metrics. This leads to the conclusion
about the limitation of the Cetlin method and the need to use additional features,
in particular, those, that take into account the morphology and solve the problem
of inertia, as well as more complex models to achieve better results. At the same
time, for the signals with similar properties found configuration has lowered metrics
values. That indicates that there is no the only configuration of the method that gives
the best result for all signals, and the need to implement an analogous procedure
for searching parameters for each signal individually due to its uniqueness for each
human to improve quality.

4 Discussion of Results and Directions for Further
Research

The advantages of the Cetlin method are its simplicity and the ability to operate in
real-time mode. However, the method is not intended for the classification of peaks
but allows detecting the disturbances caused by them by analyzing the intervals. This
caused the inability to evaluate it in accordance with AAMI EC57:2012 standard and
the need to create newmetrics and quality assessment approaches. Both of these tasks
were completed and described in Sect. 2.

Section 3 shows that the method detects violations associated with peaks of the
VEB and SVEB classes, but doesn’t take into account the signal morphology and
skips some of the abnormal peaks that have this type of violations. Also, the method
has inertia—a change in heart rate variability leads to a large number of FPs, since
the method does not have time to rebuild its knowledge of the “normal” interval
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length. Finally, the Cetlin method doesn’t allow to achieve the best quality even after
parameter selection.

To overcome the limitations of the method, it makes sense to continue research
in the following directions:

• consider other possible parameters of the method: sequence length (in basic
configuration length equals to 3), as well as a different alphabet (in the orig-
inal work, only the characters “S”, “L” and “N” were used). The specificity of
this problem is the need to define new interval classes based on peaks classes from
MIT-BIH, which can be solved using clustering methods

• add morphological features, from simple ones proposed in the Uspensky interval
linguistic method [21] to more complex ones used in modern ensemble models
[12]

• to take into account the changes of the signal state, it makes sense to add heart
rate variability indicators as new features

• in addition to classification models, it’s also useful to build regression models
to get forecasts of the position of the next peak, the duration of RR-intervals or
the values of the signal itself. Such models would allow improving the quality
of segmentation, as well as to make a forecast based on current observations in
terms of building cyber-physical systems of continuous monitoring

• use a multi-level approach to modeling, in which the results of basic models, one
of which may be the Cetlin method, are combined to get and forecast changes of
the general state (for example, by quorum). At the same time, differences between
predictions and incoming true signal samples can be used as feedback to adjust
the basic models to changes in the system state.

Solving the last problem will allow creating adaptive monitoring systems for
cyber-physical systems using existing methods since the basic models can work
relatively independently of each other and process a specific subset of biosignals and
indicators from the sensors of technical subsystems. When building such a system,
an important requirement for all components is their capability to work in real-time
mode, as well as the interpretability of the results. The Cetlin method meets both
requirements and can be used as one of the basic components of such a system. As
one of the simple feedback options for the Cetlin method, one can use the signal
of general state change to reset the “norm” state of the method or adjust parameter
values.

5 Conclusion

The Cetlin method is a simple but effective method for automatic arrhythmias detec-
tion, which analyzes not R-peaks, as most modern methods do, but the time intervals
of the ECG signal, which refers it to the family of interval methods. The proposed
metrics allow not only to evaluate the quality of interval methods for automatic
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arrhythmia detection using existing signal bases but also to compare their effective-
ness with other methods. This possibility encourages the creation of new interval
methods for analyzing heart rate variability, tracking its disorders, and assessing the
human state not by individual R-peaks, but by RR-intervals and other long time
intervals, which simplifies the design process of such methods, as well as allows to
obtain more interpretable models and results of their work for specialists.
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Technology for Predictive Monitoring
of the Performance of Cyber-Physical
System Operators Under Noise
Conditions

Igor Ushakov, Alexey Bogomolov, Sergey Dragan, and Sergey Soldatov

Abstract The methodological bases of predictive monitoring of the operability
of cyber-physical systems operators in the conditions of aircraft noise exposure
are considered based on the use of personalized acoustic hazard indicators. New
opportunities for optimizing the use of individual and collective protection against
aircraft noise and preserving the health of operators of cyber-physical systems whose
professional activities are associated with its impact are shown.

Keywords Monitoring of working conditions · Personalized acoustic monitoring ·
Cyber-physical system · Acoustic safety · Acoustic hazard indicator · Health
riskometry

1 Introduction

According to modern data, more than half of cyber-physical systems operators work
under conditions of increased exposure to acoustic vibrations (noise, infrasound, and
ultrasound), and about 25% of industrial personnel jobs do not meet noise standards
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[1, 2]. This leads to the fact that professional hearing loss occupies the first place in
the structure of occupational diseases of operators of cyber-physical systems, with a
continuing trend of increasing incidence [3].

Note the negative growth in the number of cases of occupational hearing loss of
operators of cyber-physical systems due to both techno-genetic processes of devel-
opment of cyber-physical systems, associated with an increase in the capacity of
industrial equipment, increased speed and density of traffic flow, and shortcomings
of the legislation in the field of noise control, the use of ineffective remedies, a lack of
reliable methods of prediction of noise levels around the regulated frequency range,
insufficient elaboration of medical and technical measures to create safe working
conditions for operators of various cyber-physical systems [4–7].

Production and transport noise accompanying operators of cyber-physical systems
contain mainly infrasound and low frequencies in their spectrum. In most cases, it is
not possible to ensure the acoustic safety of operators of cyber-physical systems by
reducing the noise level in the source of education, since reducing the power of the
equipment of cyber-physical systems reduces its performance. Therefore, individual
and collective noise protection technologies are the most acceptable way to ensure
the acoustic security of cyber-physical system operators [8, 9].

The problem of acoustic safety of professional activities of cyber-physical system
operators is compounded by the lack of standard means of individual and collective
protection against noise, which provide effective protection for operators of cyber-
physical systems. Noise protection measures used by operators of cyber-physical
systems tend to reduce the functional comfort of professional activities. This, in turn,
leads to improper use or non-use of security tools, which significantly increases the
risks to the health and performance of operators of cyber-physical systems [10–12].
In addition, the passport characteristics of the acoustic efficiency of noise protection
devices obtained under special conditions are significantly overestimated in compar-
ison with the real efficiency due to their improper use, as well as a decrease in the
elastic–plastic characteristics of earpads during operation [8, 9]. It should also be
noted that the protective properties of anti-noise in the lowand infrasound frequencies
are practically absent [9].

One of the promising directions for ensuring the acoustic safety of cyber-physical
system operators is the implementation of technologies for personalized acoustic
monitoring based on the use of acoustic hazard indicators that function in real-time
[7, 14].

2 Personalized Acoustic Hazard Indicators

A personalized acoustic hazard indicator is a personal information and measuring
device that provides real-time monitoring of the acoustic environment over the entire
normalized frequency range with information about its danger. In the calculated
hazard assessment, determined by the amount of risk to the health and performance
of operators of cyber-physical systems, it is possible to take into account individual
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health characteristics, characteristics of the applied means of protection, and features
of the professional activity of operators of cyber-physical systems (duration of work,
motor activity, etc.). Methods of such calculations for various socio-professional
groups of operators of cyber-physical systems are widely presented in the literature
[15–19].

Informing operators of cyber-physical systems of the danger is carried out using
light, sound, or vibration signals (for example, green continuous signal—low risk;
yellow continuous signal—expressed risk; red continuous signal—high risk; red
pulsating signal—very high risk). In addition, using aminiature tableau, it is possible
to display the estimation of the reserved time of maintaining operability by operators
of cyber-physical systems in specific acoustic conditions [7].

Information obtained with the help of personalized acoustic hazard indicators can
be accumulated in themedical dosimetric register and periodically (depending on the
specifics of professional activity) processed in the interests of forming personalized
recommendations for preserving the health of operators of cyber-physical systems.

This information can be transmitted in real-time for centralized monitoring of
the working conditions of operators of cyber-physical systems, allowing you to take
preventive measures aimed at preserving the health andmaintaining the performance
of operators of cyber-physical systems.

A typical personalized acoustic hazard indicator includes a meter, a signal and
information Board, a computer, a power supply unit, an amplifier unit, a filter unit, a
detection unit, a micro-computer, a control unit; an information input unit, a RAM,
a permanent storage device, and a switch [7].

Cumulative effects of acoustic factors of the professional activity of operators of
cyber-physical systems are taken into account using the “sliding window” procedure,
the duration of which is determined based on the features of professional activity and
the features accompanying its performance of acoustic factors (intensity, exposure
time, the spectral composition of acoustic vibrations) [3, 20–22].

Personalized acoustic hazard indicators for operators of cyber-physical systems
are placed in the area of personnel workplaces or fixed on clothing (uniforms, equip-
ment), without interfering with the professional activities of operators of cyber-
physical systems. The meter included with the indicator oriented to be able to detect
noise and signal information, the scoreboard must be in sight of the operator of a
cyber-physical system. Taking into account the level of development of Industry 4.0
technologies, advances inmicroelectronics and information and telecommunications
technologies, a personalized acoustic hazard indicator for operators of cyber-physical
systems can be implemented in a miniature version.

At the beginning of the professional activity, the personalized acoustic hazard
indicator is turned on (activated). From this point on, it starts recording acoustic
environment indicators: based on the current sound pressure level and the char-
acteristics of the accumulated noise dose, the acoustic hazard of the surrounding
environment is determined. If the signal and information Board is green, you can not
use anti-noise. When the tableau lights up yellow or red, you should apply anti-noise
(in accordance with the characteristics of your professional activity) until the tableau
lights up green again.
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Taking into account the presence of a permanent storage device as part of
a personalized acoustic hazard indicator, it can act as a personalized acoustic
dosimeter, preserving the user’s accumulated zero noise dose and other indicators
that characterize the cumulative effects of a dangerous acoustic environment [14].

If you want to determine the danger of acoustic environment taking into account
the protective properties of the PPE against noise meter should be placed on the
inner surface of this tool, providing, if possible, his being at a distance from the
body (clothing, protection). In this case, the connection of the meter with the other
components of the personalized indicator should be provided via a wireless Protocol,
ensuring the visibility of the protection toolwhen the employee performs professional
tasks.

For centralized monitoring of the performance of a group of operators of cyber-
physical systems in real-time, the switch of a personalized acoustic hazard indicator
must be configured with the ability to implement the transfer of information over a
wireless Protocol to the monitoring point.

If the professional activity of operators of cyber-physical systems is carried out
in a large room (for example, an Assembly shop), the acoustic environment in which
can be considered homogeneous (for example, it is determined by an external noise
source and the noise of the ventilation system), use a single personalized indicator, the
size of the signal and information Board is selected taking into account the visibility
of all operators of cyber-physical systems. In this case, the indicators of adverse
cumulative effects of noise exposure for a particular operator of the cyber-physical
system should be determined taking into account its working schedule (being in the
field at specific times).

The same approach applies to the use of collective protection of operators of
cyber-physical systems from noise. To do this, personalized NY hazard indicator
acoustic environment equipped with two scoreboards: one placed outside collective
protection (for signal workers to go inside remedies) and the other inside collective
protection (alarmabout the possibility to leave the remedy for the normalization of the
acoustic environment). In this case, it is acceptable to use several spatially separated
meters as part of a personalized acoustic hazard indicator with the determination of
indicators of the current acoustic situation based on the “most dangerous” readings
of one of the meters.

3 The Methodological Approach to the Selection
of Personal Protection Equipment for Operators
of Cyber-Physical Systems from Noise

Personal protective equipment for operators of cyber-physical systems against noise
can be divided into groups [8, 9, 16].

1. Personal protective equipment for the hearing organ to block the air path of
sound propagation. These include anti-noise headphones, earplugs, which are
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most often used in practice. Anti-noise of this group can provide a reduction in
sound levels up to 30 dB mainly in the medium and high-frequency sound range.
To increase efficiency, a combination of anti-noise headphones with earplugs is
recommended, which allows you to increase their efficiency by 10 dB, as well
as increase the sound absorption of low frequencies to 10–15 dB.
When choosing anti-noise from this group, follow the following guidelines:

• if the sound level in the workplace is up to 100 dBA, and the noise spectrum
is dominated by medium and high frequencies, then you must use anti-noise
headphones or earbuds;

• when the sound level at theworkplace is 100–110 dBA, and the noise spectrum
is wide with a maximum in the mid-and high-frequency range, you should
use a combination of anti-noise headphones with earbuds.

2. Personal protection of the head from noise to block the air and bone pathways of
sound propagation. This includes an anti-noise helmet. Protection of the organ of
hearing is provided comprising hat-mA, and the protection of the bony structures
of the head—actually the helmet itself, multilayer structure which contributes
to sound absorption. The anti-noise helmet itself can be soft, made of various
fabrics and materials (foam, leather); semi-rigid, which is based on various types
of polymers (plastics); hard—using metal and Kevlar.
It is known that at high levels, the acoustic signal enters the cochlea both through
the outer ear and the bone-tissue structures of the skull. If the bone and tissue
hearing thresholds exceed the air ones by 20–40 dB, then at themaximumpermis-
sible sound levels of 80 dBA, extra aural personal protective equipment for
the head is recommended to be used at sound levels above 100–110 dBA. The
acoustic efficiency of anti-noise helmets varies in awide range (from 30 to 50 dB)
and mainly depends on their design.
When choosing the antinoise of this group should be guided by the following:
the sound level in the workplace is over 110 dBA and the noise spectrum is
dominated by medium and high frequencies.

3. Means of individual protection of the trunk from noise. They are designed to
protect the chest and abdominal organs from noise. The most commonly used
means of noise protection of this class is an anti-noise vest. Vest protection is
achieved by using a combination of materials with different sound-absorbing
properties.

At high sound levels above 120 dBA, the operator of the cyber-physical system,
located in the acoustic field, feels the vibration of the entire body. The mechanism
of this phenomenon is associated with active irritation of the mechanic receptors
and proprioceptors, which contributes to the activation of the Central and autonomic
nervous systems. The effect of acoustic fields of such intensity contributes to the
development of subjective discomfort in operators of cyber-physical systems in the
form of vibrations of the thoracic and abdominal organs. The presence of low and
infrasound frequencies in the noise spectrum significantly increases the sensation of
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vibration up to the appearance of pain in the nasopharynx, speech disorders, feelings
of fear, dizziness, nausea, drowsiness, etc.[2–4].

To protect operators of cyber-physical systems from high-intensity noise, it is
proposed to use an anti-noise vest, which is designed to cover the surface of the
chest and abdominal cavities and reduce the level of vibration caused by an acoustic
wave. Laboratory studies have shown that the sound absorption of the anti-noise vest
reaches 10–15 dB in the region of medium and high frequencies [9].

Choose the anti-noise of this group should be at the sound level at the work-
place of operators of cyber-physical systems over 120 dBA and the presence of low
frequencies in the spectrum with a sound pressure level of more than 100 dB. The
anti-noise vest is recommended to be used together with the anti-noise helmet.

4 Methodology for Determining the Boundaries
of Territories Potentially Hazardous in Terms of Noise
Exposure

Currently, for the calculation of “noise contour” is used three Methods: a method
based on the use of the point of closest approach to the IP-source of the noise, the
method of segmentation, and the modeling method. The most common practice used
segmentation method based on a database of noise characteristics and its sources
containing analytical expressions dependencies noise-power-distance [1, 11, 19].

In the absence of such databases apply the “direct” approach. The standards of the
sanitary norms normalized noise parameters in residential areas are the equivalent
sound level (LAekv) and maximum sound level (LA), measured in dBA.

Actual measurements performed using the measuring path including a pressure
transmitter (microphone), measuring (matching) amplifier, and recorder providing
registration of sound pressure signals.

As the sound pressure transducer is usually used with microphones’ natural
frequency over 30 kHz and a dynamic range is not worse than 80 dB (the nominal
frequency response of the microphone was not already 1–20,000 Hz unevenness
±1 dB) with omnidirectional diagram.

Measuring sensor signals arrive at the preamplifier and then to normalizing ampli-
fier an analog–digital converter unit in advance and storing signals (recording device).
For an array of input signals to the recorder using an analog-to-digital converter with
a dynamic range of at least 70 dB and the number of bits is not less than 12, as well
as software to the noise analyzer level recorder and the statistical analyzer.

Checkpoints (number, coordinates) is determined directly by measurement orga-
nization. All measurements were carried out in autonomous and automatic operation
in the open air (outside the audible shadow) or at least 2 m away from the reflective
structures of buildings. When measured control the absence of obstacles, distorting
the sound field. Designated measure noise on a flat surface under conditions of
excessive lack of excessive sound attenuation, the climatic conditions (atmospheric
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pressure, air temperature, humidity, wind speed) must meet conditions acceptable
functioning of the means of measuring and auxiliary devices. The measurements
are not carried out during a storm and atmospheric precipitation, at a wind speed
of 5 m/s. If the wind velocity exceeds 1 m/s, then the measurements must be used
windscreen microphone [22].

Work center a microphone at a height of 1.2–1.5 m above the earth’s surface or
the surface structures, orienting the axis of the microphone in the direction of the
anticipated maximum radiation noise.

The measurements are not carried out under unfavorable combinations of temper-
ature and relative humidity of the ambient air (when the attenuation of sound in air
to one-third octave band exceeds 10 dB for 100 m with a center frequency of 8 kHz),
and in cases where the background noise is different from the source of the noise
levels of less than 10 dB.

Measurements were carried out to determine the sound pressure levels in octave
frequency spectral bands with central frequencies of 2, 4, 8, 16, 31.5, 64, 125, 250,
500, 1000, 2000, 4000, and 8000 Hz. Measurements performed by the simulta-
neous transformation of sound pressure in residential areas to electrical signals, with
subsequent recording and processing in two stages:

• the first stage (under natural conditions) provide the registration of sound pressure
signals to control points of measurement;

• at the second stage, the processing of the registered information is carried out,
determining the root mean square values sound pressure in the octave bands,
maximum sound levels and the calculated values of the equivalent sound level in
the day and night.

Dissimilar primarymeasurements of sound level results in the same distance from
the measurement reference point to the noise source of 1000 m, in accordance with
the expression:

L Aop = L A + 20 × lg(R/Rop),

wherein LAop—sound level dB (maximum or equivalent) for the distinction 1000 m,
LA—sound level dB (maximum or equivalent), Rop = 1000 m, R—distance to the
noise source.

The obtained values are averaged normalized noise parameters from different
types of sources in its different modes of operation are the basis for calculating the
area boundaries, potentially hazardous levels of noise exposure. Is applied to map
the lines of equal maximum and equivalent sound levels, at which the outer boundary
and beyond audio noise does not exceed the permissible. Bounds checking circuits
sound levels is performed using actual measurements.
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5 Methods for Evaluating Acoustic Security
of Cyber-Physical System Operators

Acoustic safety is understood as the state of human protection from the adverse
effects of noise in the process of life [6, 22].

The calculation of the acoustic safety indicator for operators of cyber-physical
systems-the acoustic safety coefficient-is based on a comparison of the measured
acoustic environment indicators for noise and infrasound in places of human activity
with the maximum permissible levels established by sanitary standards.

The acoustic safety factor of personnel (k, dB) is defined as

k = 20 lg

∑n
i=1 10

�i/20

n
,

where n = 19—is the number of used indicators of the acoustic environment, Δi—
is the difference between the maximum permissible level and the corresponding
measured value of the ith indicator of the acoustic environment.

When all the indicators of the acoustic environment used for its calculation are
equal to the maximum permissible, k = 0. The lower the measured values of the
indicators of the acoustic situation compared to the maximum permissible levels,
the greater the coefficient k and, accordingly, the better the acoustic security of
cyber-physical system operators.

When calculating k, all indicators of the acoustic environment are considered
equal, and the correctness of their convolution into an integral indicator is determined
by summing the �i values on a linear scale with the subsequent translation of the
result into a logarithmic scale.

Many indicators of the acoustic environment used to calculate the value of the
coefficient k, consists of subsets of fixed and variable indicators.

A subset of fixed indicators includes six indicators of the acoustic environment:

1. Equivalent sound level A per working shift (Lp,Aeq,8h, dBA), measured with
frequency correction on the “A” scale and/or calculated for 8 h of a working
shift. The standard equivalent maximum permissible sound level at the work-
places of specialists in most sectors (sub-sectors) of the economy is 80 dBA (for
certain sectors of the economy an equivalent noise level at workplaces of up to
85 dBA is allowed provided that the acceptable risk to the health of workers is
confirmed and a set of measures is taken to minimize risks health of operators of
cyber-physical systems.).

2. The maximum sound level A, measured with temporary correction “slowly” S =
1 s (LS,Amax, dBA), the maximum permissible level of which is 110 dBA.

3. The maximum sound level A, measured with temporary correction “pulse” I =
40 ms (LI,Amax, dBA), the maximum permissible level of which is 125 dBA.

4. Peak sound level C-peak sound level corrected according to the “C” scale
(Lp,Cpeak , dB), the maximum permissible level of which is 137 dB. It should
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be noted that when registering pulsed or tonal noise, the maximum permissible
levels are reduced by 5 dB [9, 18].

5. The equivalent overall level of infrasound per shift (Lp,ZI,eq,8 h, dB) is the sound
pressure level in the frequency range 1.4 … 22 Hz. The maximum permissible
level of this indicator at workplaces is established: in vehiclesLp,ZI,eq,8h = 110 dB,
work of varying severity Lp,ZI,eq,8h = 100 dB and work of varying degrees of
intellectual and emotional tension Lp,ZI,eq,8h = 95 dB.

6. The maximum general level of infrasound, measured with time correction S
(slowly) in the frequency range 1.4 … 22 Hz (LZFmax, dB), the maximum
permissible level of which is LZFmax = 120 dB.

A subset of variable acoustic environment indicators includes up to thirteen indi-
cators, the number of which is determined by the number of octave frequency bands
in which to ensure or evaluate the acoustic safety of cyber-physical system operators:

1. equivalent sound pressure levels per shift in the octave frequency bands of 2,
4, 8, 16 Hz (Lp,1/1,eq,8h, dB). The maximum permissible levels of this indicator
are differentiated for three types of work: in vehicles, work of varying degrees
of severity, work of varying degrees of intellectual-emotional tension; at the
same time, the maximum current total level of infrasound should not exceed
120 dB, and with a reduced working day (less than 40 h per week), the maximum
permissible levels are applied without change;

2. the maximum allowable sound pressure levels in the octave frequency bands of
31.5, 63, 125, 250, 500, 1000, 2000, 4000, 8000 Hz. Extremely acceptable levels
of this indicator are determined by the type of labor activity and the characteris-
tics of the workplace [3, 7, 19]. It should be noted that at present these indicators
of the acoustic situation are not standardized. However, to objectify the acoustic
impact, they must be taken into account due to the fact that, as a rule, the spec-
trum of industrial, industrial, and transport noise along with high frequencies
contains infrasound and low frequencies. The application of the standards leads
to the fact that the use of the “A” scale for measuring noise involves filtering
the noise, leading to an underestimation of its intensity at low frequencies. At
a frequency of 500 Hz, the difference between the sound level and the sound
pressure level will be 3 dB, and at a frequency of 22 Hz this difference will reach
50 dB. Therefore, in order to objectify the assessment of the acoustic safety of
operators of cyber-physical systems, the developed method takes into account
the sound pressure levels in octave bands with average geometric frequencies
[19]. Therefore, to objectify the assessment of the acoustic safety of personnel,
the developed method ensures that sound pressure levels in octave bands with
geometric mean frequencies 31.5, 63, 125, 250, 500, 1000, 2000, 4000, 8000 Hz
are taken into account.

By the value k, the acoustic security of cyber-physical system operators can be
estimated as unsatisfactory if k < 5; satisfactory if 5 ≤ k < 15; good if 15 ≤ k < 25;
excellent if k ≥ 25.
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This method allows us to quantify the acoustic safety of cyber-physical system
operators, justify the priorities for improving acoustic safety, and evaluate the
effectiveness of measures aimed at ensuring it.

6 Conclusion

The use of personalized acoustic situation indicators provides objective monitoring
of the acoustic situation at the location of cyber-physical system operators, allowing
to assess in real-time and identify changes in health and performance risks caused
by the impact of acoustic factors, with the information of cyber-physical system
operators and, if necessary, their managers. The introduction of a medical control
system using a medical dosimetric register will allow an objective assessment of the
entire range of organizational and medical-technical measures to preserve the health
of operators of cyber-physical systems, whose professional activities are associated
with the impact of potentially dangerous industrial and industrial noise.

The most effective way to reduce the risks to health and reliable operation of
cyber-physical systems operators remains the use of noise protection. Provided by
using personalized indicators acoustic environment and system of health control of
the savings Deposit factual information on the influence of acoustic factors on oper-
ators of cyber-physical systems, adequate and reliable quantitative description of
the patterns of change in health and performance open new possibilities for inspec-
tion, correction and justification of managerial decisions aimed at the preservation
of health and prolongation of professional longevity, the operators of cyber-physical
systems of many socio-occupational groups.
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