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Abstract. The accurate detection of retinal structures like an optic disc
(OD), cup, and fovea is crucial for the analysis of Age-related Macular
Degeneration (AMD), Glaucoma, and other retinal conditions. Most seg-
mentation methods rely on separate detection of these retinal structures
due to which a combined analysis for computer-aided ophthalmic diag-
nosis and screening is challenging. To address this issue, the paper intro-
duces an approach incorporating OD, cup, and fovea analysis together.
The paper presents a novel method for the detection of OD with a cup
and fovea using modified U-Net++ architecture with the EfficientNet-
B4 model as a backbone. The extracted features from the EfficientNet
are utilized using skip connections in U-Net++ for precise segmentation.
Datasets from ADAM and REFUGE challenges are used for evaluating
the performance. The proposed method achieved a success rate of 94.74%
and 95.73% dice value for OD segmentation on ADAM and REFUGE
data, respectively. For fovea detection, the average Euclidean distance of
26.17 pixels is achieved for the ADAM dataset. The proposed method
stood first for OD detection and segmentation tasks in ISBI ADAM 2020
challenge.

Keywords: Optic disc segmentation · Fovea localization ·
Convolutional neural network · Age-related macular degeneration ·
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1 Introduction

Early detection and screening of retinal diseases such as glaucoma and age-
related macular degeneration (AMD) play a vital role in reducing vision loss [20].
Glaucoma is a disease that damages the eye’s optic nerve which can lead to
permanent vision impairment [7]. AMD is the leading cause of blindness due to
the presence of macular drusen in people older than 65 years. The occurrence of
lesions in the macula of the eye causes loss of central vision. Hence, the optic disc
(OD), optic cup (OC), and the fovea are the most important retinal landmarks in
ophthalmic imaging and diagnosis [18]. OD is the yellowish vertical oval region
where the nerve fibers and blood vessels merge in the retina. The optic cup
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is the brightest area in the optic disc region shown in Fig. 1. The cup to disc
ratio (CDR) is one of the important markers for the diagnosis of Glaucoma.
For AMD detection, macular region analysis is important for early signs of the
disease. Macula is the functional center of the retina. Accurate detection of these
retinal landmarks can greatly improve diagnostic efficiency.

Fig. 1. Sample image from the REFUGE dataset showing retinal structures like an
optic disc, cup, fovea, and blood vessels.

In recent years, several methods have been proposed for retinal structure
detection. Most of the literature uses retinal features like the variation in inten-
sities, texture and appearance for detecting OD and OC [3,8,13,16]. The past
few years have seen significant progress with deep learning approaches for OD
with cup segmentation. In [5], an encoder-decoder network with deep residual
structure and recursive learning mechanism is proposed for robust OD localiza-
tion. An end-to-end region-based CNN for joint optic disc and cup segmentation
(Joint-RCNN) is proposed in [6]. For automatic glaucoma screening, a Disc-
aware Ensemble Network (DENet) is reported in [4], which integrates the local
disc region with global information from the whole fundus image. Also, for fovea
localization, many researchers have used different CNN models for the visibility
of the macular region and fovea localization [1,14]. A two-stage deep learning
framework for accurate segmentation of the fovea in retinal color fundus images
is presented in [14]. Recently, a simpler and more effective fovea localization
algorithm based on the Faster R-CNN and physiological prior structure are pre-
sented in [21]. However, most of these methods treated either the disc with cup
or the disc with fovea as two individual segmentation task.

Although many approaches have contributed work in OD, OC, and fovea
segmentation, very few methods have considered all these tasks together. Since
these retinal structures are spatially correlated to each other, there are advan-
tages in combined detection and segmentation. The presence of retinal lesions in
the macular region often occludes fovea, which is difficult to detect individually
without using any spatial context. The fuzzy boundary of OC is often difficult
to distinguish from OD and make this task quite challenging without any spatial
prior.
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To overcome these issues, this paper proposes a two-stage approach for seg-
menting retinal structures using the modified U-Net++ model with EfficientNet
encoder. Our approach is free from the prior knowledge of retinal vessels. The
major contributions of this work are summarized as follows:

1. We propose a two-stage approach for combined optic disc, cup, and fovea
segmentation. In the first stage, a combined OD and fovea detection is per-
formed, while in the next stage, the OD region is extracted and used for optic
cup detection.

2. The proposed method uses EfficientNet-B4 encoder with modified U-Net++
architecture. The re-designed skip connection of U-Net++ and uses of concur-
rent channel and spatial excitation block in the decoder significantly improve
the model performance. Also, the extracted features from EfficientNet show
effective representations of retinal structures.

3. Our method evaluate on four different datasets including REFUGE [9],
ADAM [22], IDRiD [10] and Drishti-GS [15]. Also, we have tested differ-
ent variants of CNN models with extensive experimentation in comparison
with state-of-the-art methods.

The rest of this paper has been organized as follows. Section 2 briefly intro-
duces the proposed method for OD with cup and fovea segmentation. Section 3
describes the experimental results and analysis with discussion. In Sect. 4, we
conclude the paper with ideas for future directions.

2 Methodology

2.1 Dataset

Four different dataset used in this paper namely, i-challenge ADAM [22] and
REFUGE [9], Drishti-GS [15] and IDRiD [10]. The training, validation, and test
set data comprised 400 images each in both the i-challenge dataset. The training
images in ADAM and REFUGE were available in different sizes of 2124× 2056,
1634× 1634 and 1444× 1444. In the first stage of the method, the ADAM dataset
is used for OD with fovea segmentation. The REFUGE dataset is used in the
second stage for OD with cup segmentation. Also, we empirically validated our
approach on Drishti-GS [15] and IDRiD [10] test images for comparison with
state-of-the-art methods.

Pre-processing. The main objective of the preprocessing module is to prepare
the combined OD and fovea data for the segmentation. The fovea x,y center
coordinates have been provided for both ADAM and REFUGE dataset. Further,
we have created a fovea image with 50 pixels of the circular mask using the
fovea coordinates and then combined them with OD mask images. The whole
dataset images have been resized into 512× 512. We utilized data augmentation
including image blur, rotation, vertical and horizontal flip. Finally, with the
augmentation factor of 5 on 800 images, the total 4000 images has been used for
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the model development. Post this, we performed data normalization on all images
by using mean subtraction with dividing standard deviation. These preprocessed
images are provided as input to the proposed model.

2.2 Proposed Method

In this section, we provide an overview of the proposed method for the detection
of OD, OC, and fovea. The two-stage approach consisted of combined detec-
tion of OD and fovea in the first stage. After that, the disc ROI of images is
obtained by cropping a sub-image with the size of 512× 512 based on the center
of the detected OD mask. Fine detection of OD boundaries with the optic cup is
performed in the second stage. Our proposed method employs recent CNN mod-
els for the accurate detection of potential retinal structures from color fundus
images. The block diagram of our approach is shown in Fig. 2.

Fig. 2. Propose two-stage flow diagram for optic disc, cup, and fovea segmentation. In
stage one: Combine OD and Fovea detection. In stage two: The extracted OD region
of interest (ROI) given input to the model for OD with cup detection.

Model Architecture. The proposed architecture consists of two parts namely
encoder and decoder. Since, the U-Net++ nested skip pathways gives corre-
sponding semantically rich feature maps. We have utilized the U-Net++ archi-
tecture of varying depths whose decoders are connected at the same resolution
via a re-designed skip pathway [24]. Using a progression of skip pathways among
decoder and encoder block, U-Net++ showed great success in segmentation
tasks. In the recent deep learning era, EfficientNet has perform better in the Ima-
geNet dataset for the classification task as compared to recent state-of-the-art
backbone. Hence, we have explored the use of an EfficientNet [17] as an encoder
for feature extraction with U-Net++ architecture as the baseline model. Due to
the availability of a dense connection in U-Net++, every node in the decoder is
represented in the feature maps and is aggregated from the previous and inter-
mediate layers from the encoder. However, the dense connection of U-Net++
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creates a larger size of the feature map because of concatenating similar features
from different skip pathways. Hence, the number of trainable parameters in the
existing U-Net++ model is high with more computational complexity. There-
fore, we redesigned the skip pathways without loss of any information in the
modified U-Net++. The accumulated feature maps denoted by si,j is calculated
from Eq. (1).

Fig. 3. Model architecture using Efficientnet-B4 as encoder with modified U-Net++
decoder.

s
i,j

=

{
H

(
D(si−1,j)

)
, j = 0

H
([

[si,k]j−1
j=0, U(si+1,j−1)

])
, j > 0 (1)

where, H (·) is convolution operation, D (·) and U (·) denotes a down-sampling
layer and an up-sampling layer respectively. Here, si,j represents the stack of
feature maps which is also output from previous node Si,j , where i and j are the
downsample and convolution layer with the skip connection. The final segmented
image obtained using concatenated the node output S0,1, S0,2, S0,3 and S0,4 of
model which shown in Fig. 3.

The backbone of U-Net++ is the EfficientNet model, pre-trained on Ima-
geNet, which proficiently separates various essential retinal anatomical struc-
tures. The principle block of EfficientNet is mobile reversed bottleneck convolu-
tional (MBConv), which comprises of depthwise separable convolutional layers
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Fig. 4. The basic block of proposed model with re-designed skip connections of U-
Net++.

(DWConv). The model utilizes four DWConv layers and an ordinary convolu-
tional layer with stride 2× 2 to down-sampling input size from 512× 512 to
16× 16. The intermediate feature maps from five blocks of EfficientNet as IL2,
IL3 , IL4 , IL6 and IL7 were extracted at different scales from encoder. We
redesign the skip connections of U-Net++ to reduce the complexity of the base-
line model as shown in Fig. 4. Also, the use of concurrent squeeze and spatial
excitation (CSSE) block in decoder improves the performance [12]. At each inter-
mediate layer level, all concatenated feature maps are merged on the ultimate
node on that level. Finally, the concatenation layer combines all feature maps
from transposed convolutional layers at the previous and the corresponding layer
in the encoding pathway.

3 Results and Discussion

In this section, we first introduce the experimental setup and implementation
details. We then provide experimental results with discussion in detail.

3.1 Experimental Set-up

All the experiments were carried on resized images of 512× 512 pixels. We vali-
dated our proposed method on four datasets ADAM [22], REFUGE [9], Drishti-
GS [15] and IDRiD [10]. In the experimental setup, the network was initialized
with pre-trained weights on the ImageNet classification data. The model was
trained using the adam optimizer with the learning rate of 0.0001, momentum
was set to 0.95 and the batch size of 4 for 800 epochs. We have evaluated the
hyperparameters of our method using the validation set, including learning rates,
batch sizes, training epochs, and so on. The model was trained using Keras deep
learning framework with an NVIDIA TITAN-RTX (24 GB) GPU.

3.2 Results and Discussion

The dice coefficients (DI) and mean intersection over union (mIoU) use to eval-
uate the segmentation performance of the method. For OD segmentation, the
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Fig. 5. Results on REFUGE validation dataset (a) Original image (b) Optic disc and
fovea segmentation (c) Extracted OD patch (d) Ground truth of OD and OC (e)
Predicted output of OD and cup segmentation.

obtained dice is 0.9622 and 0.9474 on validation and test set of ADAM data.
For OC segmentation, the obtained dice is 0.8816 and 0.8762 on validation and
test set of REFUGE data. The segmentation results on the REFUGE validation
dataset are shown in Fig. 5. We have detected both OD with fovea jointly and
then localize the fovea center accurately from the fovea image. In the context of
fovea localization, the fovea mask was prepared from the given x, y center coor-
dinates. Finally, the best possible fovea location was found by calculating the
centroid of the segmented fovea mask. The proposed method achieved the top
rank for OD detection and segmentation task on the ADAM challenge testing
dataset shown in Table 1.

Table 1. Results of top five performing teams for OD segmentation and fovea local-
ization in ISBI ADAM challenge 2020 [22].

Team Name DIOD F1-score ED Semi-final Final Score Rank

Aira matrix 0.9474 0.9861 26.17 5 2 2.6 1

Xxlzt 0.9485 0.9912 284.03 10 1 2.8 2

Forbitten fruit 0.9420 0.9912 19.70 4 3 3.2 3

WWW 0.9445 0.9793 36.35 8 4 4.8 4

Vuno Eye Team 0.9370 0.9893 18.55 2 6 5.2 5

The average Euclidean distance between the predicted and ground truth for
fovea localization is 30.23 and 26.17 pixels on IDRiD and ADAM test data.
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We further validate the method on a test dataset from REFUGE and Drishti-
GS for OD and OC segmentation. The performance comparison with different
state-of-the-art methods on the REFUGE and Drishti-GS dataset are shown in
Table 2. The EfficientNet-B4 feature extractor using the proposed model can
able to detect the fovea despite of lesion present in the macular region. The
accurate fovea segmentation results on the retinal image with the macular lesion
are shown in Fig. 6. In addition, our method does not use any prior knowledge of
vessel information for the detection of these retinal structures. Therefore, reduces
the computational load compared to other approaches.

Fig. 6. Results of fovea detection in lesion image using different models on ADAM
validation dataset (a) Original image (b) U-Net++ result with missing fovea detection
(c) EfficientNet-U-Net++ result with false detection (d) Proposed model result with
accurate fovea detection.

Table 2. The comparison of DIdisc, DIcup, and mIoU performance with state-of-the-art
methods on the REFUGE and Drishti-GS dataset.

Method REFUGE [9] Drishti-GS [15]

DIdisc DIcup mIoU DIdisc DIcup mIoU

Fu et al. [4] 0.9359 0.8648 0.8402 0.9658 0.8860 0.8588

Chen et al. [2] 0.9401 0.8674 0.8436 0.9655 0.8896 0.8594

Zhang et al. [23] 0.9529 0.8912 0.8670 0.9752 0.9314 0.8792

Wang et al. [19] 0.9460 0.8750 − 0.9740 0.9010 −
Proposed 0.9573 0.8762 0.8725 0.9784 0.9381 0.8820

Ablation Study. Recently published U-Net++ network showed the best per-
formance over the vanilla U-Net [11]. The U-Net++ gives dense skip pathways to
improve the performance [24]. However, theoretically dense skip pathways carry
redundant features through the different skip connection and also increases the
computational cost. Therefore, we redesigned the dense skip connections. From
Table 3, the experimentation shows that the modified network outperformed over
the U-Net++ and vanilla U-Net. Further, we introduce a heavy feature extrac-
tor namely EfficientNet-B4 [17] in encoder instead of vanilla encoder. We have
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Table 3. The performance of different segmentation models and our proposed method
for OD, OC, and fovea detection on the REFUGE test dataset. The baseline model is
U-Net encoder with redesigned skip pathways.

Model DIdisc DIcup IoUdisc IoUcup ED (pixels) Parameters

U-Net [11] 0.9332 0.8537 0.8872 0.7683 46.32 7.7 M

U-Net++ [24] 0.9476 0.8537 0.8723 0.7668 43.81 21.3 M

Proposed-1 0.9479 0.8573 0.8766 0.7810 44.14 14.1M

Proposed-2 0.9535 0.8616 0.8814 0.8072 36.32 10.2 M

Proposed-3 0.9573 0.8762 0.8847 0.8128 35.18 11.4 M

Proposed-1 : U-Net encoder + skip pathways, Proposed-2 : EfficientNet
+ skip pathways, Proposed-3: EfficientNet + skip pathways + CSSE

trained all the models using similar hyperparameter setting. The performance of
the proposed network is better than the existing models as shown in Table 3. In
summary, our experiments gives the more accurate segmentation for the com-
bined analysis of retinal structures.

4 Conclusion

In this paper, we have proposed a novel two-stage method for the detection
of the optic disc with cup and fovea from fundus images. We have proposed a
modified U-Net++ architecture with the EfficientNet-B4 model as a backbone
for segmenting retinal structures. The redesigned skip connections of U-Net++
architecture reduces the computational requirements compared to the baseline
model. We also performed extensive experiments on four public retinal fundus
image datasets to demonstrate the effectiveness of our approach. We achieved
the better results for the OD and OC with dice of 0.9573 and 0.8762 on REFUGE
dataset. The proposed method is considered the top rank solution for optic disc
detection and segmentation task in the ADAM challenge with dice of 0.9474. In
the future, our approach can effectively make an impact on the retinal anatomical
structure detection problem.
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