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Abstract. We live in times where companies and individuals are dealing with
extremely large amounts of data coming from all different kind of sources. This
data includes a lot of very valuable information, which, most of the time, cannot
be inferred at first sight. Therefore, in today’s businesses there is a growing
necessity of discovering efficient and useful information out of the data that has
been gathered. This is the reason why Machine Learning, a technology that has
been developed since mid-20th century, is one of the biggest growing tech-
nologies in this last decade, being one of its most popular applications in the
field of data. The paper presents an analysis what techniques are available for
starting with a Data Science project, how easy they are to implement, and how
they can be applied in a real world case. The data that was worked with for this
project was gathered from a telecommunications company.
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1 Introduction

We live in times where companies and individuals are dealing with extremely large
amounts of data coming from all different kind of sources. This data includes a lot of
very valuable information, which, most of the time, cannot be inferred at first sight.
Therefore, in today’s businesses there is a growing necessity of discovering efficient
and useful information out of the data that has been gathered. This is the reason why
Machine Learning (ML) is one of the biggest growing technologies in last decade,
being one of its most popular applications in the field of data. Although it can help to
interpret the data that has been obtained and getting useful information regarding
existing trends, one of the most valuable applications is the ability of predicting future
behaviors and trends based on the current ones (predictive model). This way companies
not only know how to react to the current situation, but also are able to prepare for any
future problems that they might encounter.

In order to get a deep understanding of how these technologies are being used even
in traditional companies, we analyzed the data gathered from a company that offers
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telecommunication services to their clients, such as phone and internet services, tele-
vision and movie streaming, and device protection. With this data, different Machine
Learning techniques were developed and applied in order to find out if they work
properly, to identify which are the main reasons that clients stop hiring the company’s
services and to predict how likely a new client is to do so, as well as finding out how
the company can act in order to stop this from happening.

The main objective of the project is to get a deep understanding of why Machine
Learning techniques are being so widely used nowadays in the field of data, why every
single company is starting to implement them and what benefits can they obtain from
their application, and how a Machine Learning model can be tuned to achieve different
results.

The paper presents the study of what techniques are available for starting with a
data science project, how easy they are to implement, and how they can be applied in a
real world case. The data that was worked with for this project was gathered from a
telecommunications company.

The paper is structured as follows. Section 2 presents a short overview of machine
learning and data science algorithms. Section 3 describes the model building process
with determining the resources and data processing techniques. Section 4 deals with
presentation of research methodology and implementation of ML selected methods
while Sect. 5 presents the analysis of results of ML methods implementation in the
given case.

2 Machine Learning and Data Science Algorithms

Machine learning is an application of artificial intelligence (AI) that provides systems
the ability to automatically learn and improve from experience without being explicitly
programmed. Machine learning focuses on the development of computer programs that
can access data and use it to learn for themselves [1-5].

Machine learning approach involves mostly supervised or semi-supervised tech-
niques. Standard classification methods are applicable, however sequence-based
methods that use the whole sentences as sequences of words instead of sets of single
words, are more widely used. Deep learning is a sub-domain of machine learning that
uses neural network architectures, in NER especially valuable are architectures that
capture long-term dependencies and operate on data sequences.

Supervised Machine learning techniques are the most common application in Data
Science. Starting with a dataset with several entries, we can select a target (output) to
make predictions for, based on the rest of the features (inputs). When training the
model, the algorithm will stablish relations between the features and the target, and
then will use the acquired knowledge to predict new values when faced with new data.

Depending on the type of target that we are trying to predict, it is possible to
identify two different categories of algorithms: regression and classification [18]. The
main difference between them is the type of target they are trying to predict: regression
algorithms are used when the target is a continuous variable, for example, trying to
predict the price of a new house; while classification algorithms are used if the target is
a discrete value, for example, trying to identify if an incoming email should be
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classified as spam or not spam. In the problem that is being tackled by this project, the
objective is trying to predict if a customer from a company will stop hiring its services
or if they will stay, which can be easily identified as a classification problem. In the
case of leaving customers in a business environment, this is known as churn prediction.
In Machine Learning, classification refers to a predictive modeling problem where a
class label is predicted for a given example of input data [2].

In the problem that is being tackled by the project, the objective is trying to predictif a
customer from a company will stop hiring its services or if they will stay, which can be
easily identified as a classification problem. In the case of leaving customers in a business
environment, this is known as churn prediction. Many of machine learning algorithms are
used for this kind of problems, such as logistic regression, Naive Bayes algorithm, k-
nearest Neighbors (KNN) algorithm, decision trees. Four of them were implemented for
the data gathered from a telecommunications company: random forest [6—8], k-nearest
Neighbors [9], extreme gradient boosting [10, 11] and logistic regression [12, 13].

3 Model Building — Resources and Data Processing

Since the nature of the project was data science, there are a few questions needed to
answer firstly. First, where do we get the data that will be used in the project? Which
programming language should be used to work with it? Which development envi-
ronment is best suited for this kind of project?

The obvious first step in any data science project is getting the data that will be
analyzed and used to train the machine learning model. Though this might seem like a
trivial step, sometimes this data is not immediately accessible, depending on its nature.
For example, data concerning medical records of patients is usually protected, and this
means that it can be a challenge to start a data science project about this topic. Since the
objective of this project was to analyze the behavior of clients of a Telecom company,
we needed access to personal data from companies, which is rarely shown to the public.
Such data was found at Kaggle.com. It contains the following information [14]:

Customers who left within the last month — column called Churn.
Services that each customer has signed up for — phone, multiple lines, internet,
online security, online backup, device protection, tech support, and streaming TV
and movies.

e Customer account information — how long they have been a customer, contract,
payment method, paperless billing, monthly charges, and total charges.

e Demographic info about customers — gender, age range, and if they have partners
and dependents.

The project was developed in Python language with the use of Sckit-learn library
(integrating a wide range of machine learning algorithms for medium-scale supervised
and unsupervised problems) and pandas library (providing fast, flexible, and expressive
data structures designed to make working with “relational” or “labelled” data) [15].
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Before starting with the testing of Machine Learning models, it is very important to
understand the nature of the data we are working with. A first analysis can reveal some
parameters that do not contribute too much to the final result (in this case, whether the
customer is going leave the company and hire the services of a different company).
Right now, the data is stored in CSV (comma separated values) format, which does not
allow for an easy interpretation, so we have to load the data and transform it into an
easy to read and manipulate format.

To load the data, we just need to specify the path to the CSV file where it is stored
and pass it as an argument to the pandas library method read_csv. To check what the
data looks like, we can call the DataFrame method head(), which returns the first five
columns of the DataFrame (Fig. 1). The important thing is to identify which of these
columns is the target to predict: in this case, it is the column Churn. The fields in this
column take only two values: Yes, if the customer did not continue hiring the services
of the company; or No, if they stayed with the company.

In [1]: # Load the data as a pandas Data Frame class
full_data = pd.read_csv('telco-customer-churn.csv')

# Check the first 5 rows of the data to take a peak at the data
full_data.head()

out[1]:

customerlD gender SeniorCitizen Partner Dependents tenure PhoneService MultipleLines vice Onli ity .. Devi ion TechSup
7590- No phone
VHVEG Female 0 Yes No 1 No e DSL No No
5575.
1 GNVDE Male 0 No No 4 Yes No DSL Yes Yes
3668- .
QPYBK Male 0 No No 2 Yes No DSL Yes No
7795- No phone
CFoCW Male 0 No No 45 No service DSL Yes Yes
4 9237 Female 0 No No 2 Yes No Fiber optic No No
HQITy

5 rows x 21 columns

Fig. 1. First five rows of the DataFrame in pandas library

Some of the algorithms used to build the machine learning models in our approach
can only predict numerical values, so we need to change the values ‘Yes’ for ‘1’ and
the ‘No’ values for ‘0’.

When working with a classification problem, it is important to train the Machine
Learning models with data that is balanced, meaning that there needs to be a balance
between positive classes (in this case, 1 in the Churn column) and negative classes (0 in
the Churn column). In the case of the problem being tackled we had the situation where
there is a larger number of non-Churn customers than Churn ones:

e Number of non-Churn customers in the dataset: 5163.
e Number of Churn customers in the dataset: 1869.
e Proportion of Churn vs No Churn: 0.27.



Towards the Machine Learning Algorithms 83

The exact percentage of leaving customers is 27% of the total that is not as extreme
as we would like to have, but the performance of the models will still see improvement
if we balance this data.

It is important to clarify that data balancing cannot be done to the whole dataset.
This is because data has to be divided in training and testing — to train the algorithm
and to measure its performance. Both of them are obtained by dividing the original
dataset, and balancing the data can only be done to the dataset that will train the model.
Otherwise, this would cause a problem known as Data Leakage, since there would be
some samples that have been created from already existing data in the testing dataset,
which would cause the model to seem much more effective than it really is (fake
results). This means that, even though data balancing is being explained before splitting
the data, this can only be done afterwards.

Using the SMOTE (Synthetic Minority Oversampling TEchnique) algorithm for
balancing the data produced the results presented in Fig. 2.

Length of original data is 5625

Length of oversampled data is 8244

Number of no Churn in oversampled data: 4122

Number of Churn: 4122

Proportion of Churn data in oversampled data is 0.5
Proportion of no Churn data in oversampled data is 0.5

Fig. 2. Proportion of customers in the training dataset after balancing both classes

4 Research Methodology and Implementation of Selected
Methods

After loading, analyzing and preparing the data to work with, it is time to test the
selected Machine Learning algorithms indicated in Sect. 2.

The Machine Learning process can be (greatly) simplified in two steps: training and
testing of the model. Since we implement supervised learning algorithms, this means
that the training step consists in feeding the model with data where a finite number of
feature columns map to a single target column whose values are known in advance.

At this point, we have the modified data split in two different sets: training and
validation sets. Both of these are divided in features (X) and target (y — Churn column).
The training set is used to fit the different models, which means to stablish relationship
between features and target. The validation set is used to evaluate the performance of the
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model: it uses the validation features set to predict a value for the target set, and then
compare these predictions with the real validation targets set, and use different metrics
(that was already explained beforehand) of choice to return a performance measure.
This process was done for each of the four models, while changing a few
parameters to optimize the results, and then compare the different performance metrics
of each models to select the one that gives us the most satisfying results. When trying
to improve the performance of each individual model, we performed two main oper-
ations: feature selection, which consists in finding out which features have lower
contribution to the model and getting rid of them to see if it improves its performance;
and hyperparameter tuning, which means trying several parameter configurations for
each algorithm (these parameters are different depending on the way the algorithm
works) and find out which combination of parameters works best for each model.

4.1 Random Forest Model

The first model implements Random Forest (RF) classifier algorithm. There are a few
parameters that can be set in order to better adapt the model to our data — the considered
parameters are: n_estimators (number of trees in the forest), max_depth (maximum
depth of the tree) and max_features (number of features to consider when looking for
the best split). Firstly, the model with all parameters set at their default values was
considered, in order to test if the changes that are made improve on the performance of
this basic model. The results are presented in Fig. 3 (top part). The first results with
AUC_ROC score equals to 0.7087 are not satisfying. It is because some of the lower
ranked features might introduce noise and causing the model to overfit (there are way
too many variables to consider).

Therefore, only the first few features were kept to see if the performance of the
model improves (Fig. 3, middle part). The recall metric value is now 0.64, an increase
of 0.07 point compared to the last case (before deleting some features), which is
definitely an improvement. The AUC_ROC value also increases about 0.02 points,
once again proving that a large amount of the features were more harmful than helpful
to the model.

Finally, some of the parameters were tuned to check to get further improvement. In
general, the higher the value of n_estimators (number of trees in the ensemble) the
more reliable the prediction will be, but the computational cost will also be higher
(Fig. 3, bottom part). These results are much more promising than the first ones but
Random Forest Algorithm is one of the simpler to implement, so better results with
other algorithms are expected.
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Fig. 3. Metrics report for Random Forest model and modified Random Forest model with the
most important feature

Figure 4. how the ROC curve improved after all the changes we made. The green
curve represents the basic model, and the blue one is the model after all the
improvements we made to the model and the training data. The red line represents an
estimator with 0.5 AUC, which is the score that an estimator that predicted random
results (50% of the time class A and 50% class B) would get.
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Fig. 4. ROC curves for the basic and improved RF models

4.2 K-Nearest Neighbors Model

K-Nearest Neighbors (KNN) model is the most popular classification algorithm. The
same, firstly, default model was tested and then it was improved. By default, the model
sets k = 5 (k being number of neighbors). Looking at the values of precision and recall
(0.48 and 0.67 respectively) it seems like this model predicts positive classes much
more often than it should (less than 50% of predicted positives are actual positives). It
finds a fair amount of actual positive classes, but it cannot be considered a good model
when looking at these results (Fig. 5, top part).

KNN implements a lazy learning model, which means that it waits for the training
data to perform any calculations. This means that removing features from the set can
only be done by intuition, so we will use the same ranking as in Random Forest model.
Even though it might not be the optimal approach, it is still better than removing
features randomly. This time, the best result is achieved when using only the best 8
features (Fig. 5, middle part). Results are improved — recall and AUC_ROC score
improve respectively 0.04 and 0.03 points, so even if the deleted features might not
have been the optimal ones, the performance of the model is improving rapidly.

So far, all the model tests have been done with a value of k = 5 neighbors which,
with such a large training set (around 8000 entries), it is a really low number and can
easily lead to wrong predictions. It is necessary to check which K number grants better
results for this dataset. In this case, a number between 100 and 120 seems to consis-
tently return the best possible values for both metrics, so when setting the value of K to
117 neighbors, we obtain the results presented in Fig. 5 (bottom part). Setting the
number of neighbors to a higher value improves the results of pretty much all the
metrics. Focusing on the recall and AUC_ROC, the results have improved greatly,
achieving a recall score of 0.81, which is even better than the best score achieved with
the Random Forest model. The difference in ROC curves for both KNN models pre-
sented in Fig. 6 shows how drastic the improvement actually was.
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Fig. 5. Metrics report for K-Nearest neighbors model and modified K-Nearest neighbors model

with removed features
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4.3 Extreme Gradient Boosting Model

Extreme gradient boosting (XGB) is a variation of original gradient boosting, one of
the more powerful machine learning algorithms developed, and widely used in many
data science projects nowadays.

The results obtained for default XGB model are not impressive (Fig. 7, first part).
This is because one of the strengths of XGB models are the numerous variables that can
be tweaked in order to improve the performance of the algorithm. Some of these
parameters include the following [16]: n_estimators (number of estimators in the

precision recall fl-score  support
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Fig. 7. Metrics report for Extreme gradient boosting model and modified Extreme gradient
boosting model with deleted features
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ensemble), eta (weight of each iteration of the loop), max_depth (maximum depth of
the decision trees), subsample (subsample ratio of the training instances).

After a few tests, the following combination of values seems to significantly
improve the previous results: n_estimators = 10, eta = 0.1, max_depth = 4, subsam-
ple = 0.92. The new obtained results are improved in most metrics, but especially those
that we are focusing on. Specifically, recall improved by 0.27 points (which is an
extremely high improvement) and AUC_ROC score improved by around 0.07 points
(Fig. 7, second part).

Following the tuning of parameters, we will once again try to delete some features
in order to see if it can improve the model. Deleting some of the less important columns
causes positive effect in the performance of the algorithm. Running the same loop as in
previous models returns the value 26’ as the number of features to delete in order to
maximize the recall value. If we focused only on predicting every single Churn and
disregarding every other metric it might be a viable solution, but it is important to find
good balance between high recall and rest of the metrics so it seems like deleting
features will not help in this instance (Fig. 7, third part).

One alternative option to be considered is setting a value for another parameter:
colsample_bytree. This works similarly to the subsample feature, but instead of sam-
pling a percentage of the rows in the training data for each iteration of the loop, it does
so but for the features (columns). Testing some values, the best results were obtained
with a value for this parameter between 0.45 and 0.60. Settling for a value of 0.5 in the
end (which at first already seemed like a good choice, since sampling 50% of features
each iteration would definitely help in this case, where the training dataset is made of
such a large number of features) will grant the following results. Both main metrics
have improved after the implementation of this last parameter. So far, this model
outperforms the previous one (Fig. 7, fourth part).

Comparing both ROC curve shapes (Fig. 8), it can be appreciated how improved
the shape of the final looks compared to the original. This is expected, seeing how
XGB is a very popular machine learning algorithm to use in this kind of projects, one
of the reasons being the high number of hyperparameters that can be set in order to
perfectly fit the data.
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Fig. 8. ROC curves for the basic and improved Extreme Gradient Boosting model
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4.4 Logistic Regression

Finally, the Logistic regression (LR) model, commonly used in this type of data science
projects, was tested. Firstly, a model with default parameters was trained to get a first
grasp of what to expect (Fig. 9, top part). The results are actually pretty decent, even
before removing less useful features or tuning some of the hyperparameters. A recall
score of 0.81 and an AUC_ROC score of 0.77 are better results than those from
previous models even after tuning them.

In this case, the Recursive Feature Elimination (RFE) was used to tune the logistic
regression model. This was achieved by fitting the algorithm used in the core of the
model, ranking features by importance, discarding the least important features, and re-
fitting the model. This process is repeated until a specified number of features remains
[17]. In order to see which value of features left make for the best improved model, we
can run a loop and find the best resulting value for ROC_AUC. In this case, it happens
to be nine features out of the 43 original ones.

There is an improvement on the performance, but not as impactful as we could have
predicted (since the original result was pretty good to start with). This is as good as it
can get, because tuning some of the Logistic Regression hyperparameters does not
seem to improve the performance of the model as it did with the rest of the algorithms
(Fig. 9, bottom part). The final and original ROC curves are represented in Fig. 10.
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Fig. 9. Metrics report for Logistic regression model and modified Logistic regression model
with deleted feature
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Fig. 10. ROC curves for the basic and improved Logistic regression model

As expected, the performance of the model didn’t improve that much even after
trying to get the best possible results. This speaks of Logistic Regression as a fairly
simple algorithm, that works very well if there is no need to optimize the result for a
specific metric.

5 Results and Discussion — Choosing a Machine Learning
Model and Its Implementation

After testing four different algorithms and obtaining performance results for all of them,
they were compared and one of them was selected to be implemented to tackle the
problem of detecting leaving customers in a Telecommunications company environ-
ment. While comparing the algorithms, following aspects should be kept in mind:

e There are many metrics used to evaluate the performance of a machine learning
model. In our case, the focus was on two metrics: recall (to be able to detect as
many leaving customers as possible) and ROC_AUC score (to get a grasp at how
good the model is at distinguishing between positive and negative classes). When
testing the different models, we aimed to achieve good balance between these two
metrics.

e Only algorithm’s metrics performances were taken into account when choosing
between models. Other variables, such as overall training and testing speed, do not
really matter for this problem, since it does not have real time implications (there is
no need for the algorithms to run as fast as possible, sacrificing overall
performance).

The results obtained for performances of tested machine learning models are pre-
sented in Table 1.
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Table 1. Performance metrics results for all tested ML models

Random forest | KNN | XGBoost | Logistic regression
Recall 0.72 0.81 10.85 0.84
ROC_AUC | 0.7556 0.7721 0.7831 | 0.7754

As expected, Extreme Gradient Boost algorithm performed the best results out of
all the tested. The possibility of fine-tuning the hyperparameters to adapt it as well as
possible to the data, as well as reinforcing an original weak estimator and transforming
it into a strong one are some of the reasons why it is being considered as one of the best
performing machine learning algorithms for data science projects. Thus, the chosen
final model implements this algorithm, since it is the one which was expected to grant
the most reliable results when exposed to new customer’s data.

In order to test how this project could be implemented in a real-world case, we
created a Python simulation that creates basic synthetic data based on the dataset that
has been used to train the model. Originally, the idea behind this project was to use this
data as the core dataset for the project, but this idea was quickly discarded, as it is not
the best way to evaluate the performance of the different machine learning algorithms.
Instead, we used the Kaggle.com dataset to train and test all the models, and then use
own program to generate synthetic data bases on this same dataset.

Some considerations were made when developing this program, but in the end this
was just a symbolic step in the project, to simulate a real situation where the Machine
Learning model is being tested with new data where we don’t know yet if the customer
will leave or stay. This means that there is no real performance measure to be made
with this data, and it is just to recreate a real-world business situation. Still, the
objective was to make the synthetic somewhat resembling of the dataset that was used
to train the model so that the predictions could be as reliable as they can be. Some of
the considerations that were made are the following:

e Gender distribution is 50% between male and female.
The customer must hire at least one service from the company.
Probability distribution of the values in different features is similar to the one of the
original dataset.

e Monthly charges are calculated based on the number of services the customer has
hired.

e Neither monthly nor total charges exceed the minimum or maximum values that
were represented in the original data.

e There are some variations added in the calculations of the prices (to add some
variance in the dataset).

The Kaggle.com dataset was again used (this time, in its entirety) as training data
for the model, while the synthetic data was used as testing set (this time, it is not really
labelled as validation data, since it is not used to validate the performance of the
model). The steps that are performed to prepare the data are, in order:


https://www.kaggle.com/
https://www.kaggle.com/
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e Changing the format of tenure feature values into categorical (from months to range
of years, as we already did before) for both training and testing datasets.

e Applying one-hot encoding to both datasets, once again getting rid of the useless
features (those that represented no phone service/no internet service).

e Normalizing the numerical columns (once again, monthly and total charges) in both
datasets with a MinMax scaler in.

e Applying SMOTE algorithm only to the training dataset, in order to balance the
data (same number of occurrences for both Churn and no Churn).

Once the data is prepared for the model, next step is defining the latter. As men-
tioned earlier, the final decision was to create a model that runs an Extreme Gradient
Boosting algorithm, with the same parameters that were defined previously when
testing the model.

After training the model and computing the predictions, they were added to the
synthetic dataset (these steps are represented in Fig. 11) to have the data as organized
as possible. The random set of customers and the predicted outcome are presented in
Fig. 12.

final_model = XGBClassifier(learning_rate=0.1, max_depth=4,
subsample=0.92, colsample_bytree=0.33)
xgb_model.fit(final_X_train, final_y_train,
early stopping_rounds=10,
eval_set=[(X_val, y val)],
verbose=False)

predictions = xgb_model.predict(final X test)

new_data[ 'PredictedChurn'] = predictions

Fig. 11. Code cell to obtain the new predictions and joining them with the testing dataset

gender Male gender Female gender Male
SeniorCitizen Yes SeniorCitizen No SeniorCitizen Yes
Partner Yes Partner Yes Partner No
Dependents No Dependents Yes Dependents No
tenure (3, 4)  tenure (e, 1) ‘tenure (1, 2)
PhoneService Yes  PhoneService Yes PhoneService No
MultipleLines Yes  MultipleLines Yes Multiplelines Ne phone service
InternetService DsL InternetService Fiber optic InternetService DsL
OnlineSecurity No OnlineSecurity Yes OnlineSecurity No
OnlineBackup No OnlineBackup Yes OnlineBackup No
DeviceProtection Yes DeviceProtection Yes DeviceProtection No
TechSupport No  TechSupport Ne TechSupport Yes
StreamingTV Yes StreamingTV Yes StreamingTV Yes
StreamingMovies Yes StreamingMovies Yes StreamingMovies Yes
Contract One year Contract Month-to-month Contract Month-to-month
PaperlessBilling Yes PaperlessBilling Yes PaperlessBilling No
PaymentMethod Credit card (automatic) PaymentMethod Electronic check PaymentMethod Mailed check
MonthlyCharges 97.82 MonthlyCharges 118.75 MonthlyCharges 65.55
TotalCharges 3691.73 TotalCharges 184.5 TotalCharges 855.43
PredictedChurn @ PredictedChurn 1 PredictedChurn 1

Fig. 12. Random set of customers and predicted outcome in synthetic dataset
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For this first customer, whose features are represented in Fig. 12 the model pre-
dicted a value of 0, which means No Churn, or that he will stay with the company.
Looking at some of the feature values, we observe he has been in the company for a
decent amount of time (between 3 and 4 years), that he has hired DSL over Fiber Optic
(which latter correlates to higher churn rates), he has a one year contract (month-to-
month usually meant higher churn probability), does not pay by electronic check, and
its monthly rates are not in the lower side of the spectrum (which we saw correlated
with much higher leaving rates). Thus, the prediction that this customer will stay with
the company seems pretty safe.

The second customer (Fig. 12) was predicted to leave by machine learning model.
When looking at the data for her, it is no wonder why: tenure value belonging in the
first group (which it’s indicative of very high churn probability), optic fiber as internet
service type, month-to-month contract, electronic check as payment method, low total
charges (which were indicative of low tenure and high monthly charges), etc. She ticks
almost all the boxes to qualify as a surely leaving customer.

The final customer we are going to look at was also predicted to leave. This time, it
is not as obvious as to why, so we have to trust the model on this one. Being a senior
citizen and having a monthly contract are some of the most common features in leaving
customers, but the rest of parameters should not be too alarming. In this situation, it is
important to remember that this model was optimized to maximize its recall value
(while still maintaining good overall performance, measured by the AUC_ROC met-
ric), which means that the main objective was to catch as many leaving customers as
possible, while probably classifying some customers that had no intention of leaving as
Churn.

The model predicted 36% of the customers to be leaving, which is higher than the
27% of confirmed Churn that were present in the original data. This reinforces the
notion that the model is over-predicting leaving customers, which is a sacrifice that has
to be made in order to catch as many true churn classes.

6 Conclusions

Machine Learning is a technology that is starting to become present in almost every
aspect of our lives. While there are uncountable applications of Machine Learning in
many different fields, the objective was to explore its applications in the field of data, a
field that is also always evolving, and whose applications are extremely important in
many aspects of business’ life. The goal was to explore how this technology can be
used in order to prevent financial losses for a company, which in this case would be
losing customers due to several different factors.

While gathering and storing data is a very important step in the data science
process, the focus was exclusively on the analysis and obtention of results steps.
Testing the performance of different algorithms that are used every day in many data
science projects, comparing its results and finding out which one was better suited to
tackle this problem was the main focus of the works.

We decided to optimize the model to detect as many leaving customers as possible
(while also maintaining a good overall ratio), since this is probably what a company in
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this situation would want to achieve by using machine learning to analyze its data. We
made this assumption based on the thought that, for a company, it is probably much
more cost-efficient to propose new offers (such as new physical terminals, new phone
or reduction in services’ prices) to a larger number of predicted leaving customers, even
if some of them had no intention of leaving the company to start with, rather than
assuming the loss in revenue if some these clients do end up leaving. This is something
that should be discussed with the company, to determine which strategy should be
followed to achieve the desired results.

The next works can be cover the implementation of cross-validation technique to
improve the performance of the models. This would mean to also implement a
pipelines technique to keep the data processing step much cleaner and organized. One
possible final step would also be to use multiple machine learning models sequentially
with the same data: first optimizing for recall and then for accuracy, in order to further
solidify the prediction.
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