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Abstract. Big Data technologies and approaches have an important impact on
the organization and governance of the enterprise. With such a high volume of
structured & unstructured data, real time and mutualization needs, it is quite
complicated to keep a high quality of data by respecting the governance rules
and best practices. In addition, new team roles and organization must be applied
in order to adapt to the new Big Data decisional constraints. In this direction, we
present in this paper an overview of DECIDE, a decisional Big Data Method-
ology. We focus, particularly, on its team workforce, data quality, storage and
governance fundamentals, rules and steps.
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1 Introduction

With the continuous increase of data volume and the need for real time and accurate
decision-making, companies rely more and more on Big Data systems and principles to
get the best out of their data [1]. These systems are distinguished by the use of federated
storage where data from multiple sources are gathered, and where multiple actors are
involved in the value creation and consumption. These characteristics, coupled with
many shared resources and continuous flows of events and requests, call for a well-
defined data governance strategy.

Data Governance is defined as “a set of policies and procedures adopted in order
to manage data in an organization” [2]. Correct policies are able to protect data from
various internal and external risks that can threaten their security and alter their value.
At the same time, their application should not be too restrictive that it affects the needed
performance and efficiency in value extraction and manipulation [3].

Defining the right data policies in an organization can be of a great impact at the
management as well as the technical level. Indeed, an adequate team management
policy needs to be defined, to specify the roles and authorizations assigned to each user
of the system. The data pipeline needs to be formalized, and storage systems must be
consistent and synchronized. All these constraints come with a cost that can be really
demotivating for decision makers.
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On the other hand, Big Data technologies are evolving, day after day, by offering
new features and capacity to deal with the demanding users. However, architects and
developers find it increasingly hard to implement adequate solutions for their needs.
They try to initiate internal Big Data and decisional projects, which tend to be very
complex, with a high level of risk, and the need to involve a big number of actors with
various skills. In fact, according to Vidgen et al. [4], the main three management
challenges that these companies face in creating value for decision-making are:
defining a clear data strategy, finding the right people to conduct a data-driven cultural
change, and following information ethics. It is therefore necessary to define the right
methodology, that helps organizations address these challenges and determine the
desired business and analytics goals [5].

The lack of Big Data decisional methodology with adequate governance rules and
fundamentals make it an imperative to define a more comprehensive and adaptable
methodology. We refer to this methodology as DECIDE, which stands for DECisional
BIg Data MEthodology.

2 Literature Review

Several decisional methodologies are defined in the literature [6–8]. These method-
ologies are categorized into three types: requirement-driven approaches [9–11], that
focus on the business users requirements; data-driven approaches [12–14], that focus
on the underlying data sources to establish the data warehouse design, and hybrid
approaches [15–19], that combine the advantages of both data- and requirements-
driven approaches, by designing the data warehouse according to available data
sources, while taking into consideration the requirements of the business users.

The methodologies cited above apply specifically to classical Business Intelligence
applications, where data is provisioned from stable and static sources, the data ware-
house is centralized and structured, and ETL(Extract-Transform-Load) jobs are com-
plex and periodic. But these constraints do not always apply to decisional Big Data
projects, where data sources can be unstructured or/and generate data flows with a high
velocity. Our approach is more exploratory, where the design of the storage systems
and global architecture depend strongly on the data sources that include all sorts of real-
time and near-real-time events. This is why we qualify our approach as Event and
Data-driven Approach, as we are adapting to fast-moving and large-scale data sources.

For decisional projects, some teams, such as in D2D CRC (Data to Decisions
Cooperative Research Centers) [20], tend to use Agile principles to organize their
work, considering these architectural issues like any other development project.

However, agility is difficult to implement in decisional systems, mainly because of
the dimensional modeling’s rigidity. In fact, the lack of planning and clear architecture
can be a hindrance when designing the system, especially when it comes to defining
conformed dimensions. Dimensional modeling requires a global view of the users’
needs to define the right model for the data warehouse, and it can be problematic to
consider the KPIs (Key Performance Indicators) from a limited set of users. But for Big
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Data decisional projects, we are not constrained by a frozen structure of the storage
system. Agile methods can be very adequate, as the sources change and evolve con-
stantly, and the user’s needs can also vary depending on the type and content of these
sources. This is why we opt for agility as a basis for our methodology.

On another perspective, Data Mining methods, such as SEMMA, KDD [21] and
CRISP-DM [22], can be considered as alternatives for Big Data projects. Contrary to
classical BI (Business Intelligence) methodologies, Data Mining methodologies can
easily adapt to Big Data projects, thanks to their bottom-up approach helping to apply
data discovery to make complex analytics [23]. In fact, their main goal is to understand
and discover data, in order to deploy adequate data mining models that will help
prediction and decision-making.

Some works [24], tried to adapt these Data Mining methodologies to Big Data
constraints. However, these solutions are still very strongly related to the specific case
of data mining projects, contrary to our more global solution. On the other hand, pure
Data Mining solutions do not take into account all transversal but crucial requirements
of Big Data systems, such as DevOps approaches and the choice of the architecture,
technologies, tools and roles. In addition, governance is still not the priority of this sort
of methodology especially when it comes to data quality, storage design and team
workforce considerations.

3 DECIDE and Data Governance Fundamentals

Responsible and effective data management requires attention to three main areas: data
governance, which is the overarching framework for maintaining quality; the work-
force structure, necessary for operational execution; and the quality elements, metrics
and remediation approaches.

Data governance [25] is the pillar of the data management field. It defines a set of
rules, processes, roles, policies and standards used to ensure the overall management of
the availability, usability, understandability and correctness of the data in the company.

Data governance helps the organization in several aspects [26]: to create a shared
understanding of the data, to improve data quality in an efficient and cost effective
manner, to represent a clear data mapping in order to locate needed data and have a
single version of the truth for business entities, to ensure that the data strategy is
compliant with government and corporate regulations, and finally, to continuously
improve data management policies by defining proper codes of conduct and best
practices.

Figure 1 shows the main activities to encompass in every data governance strategy
[26], that we tend to apply at various spots in the overall methodology.
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4 Overview of DECIDE

The DECisional BIg Data MEthodology respects five fundamentals:

– Agility: it follows the Agile principles [27].
– Bottom-up approach: it is designed independently of specific KPIs.
– Data and event driven: it relies on the type and structure of the data sources, and

on the various events generated by the environment, to design the data storage.
– Multi-architectures: it supports all decisional architectures that respect Big Data

constraints.
– Multi-technologies: it is designed for any technology or stack.

DECIDE defines four phases: (1) preparation phase, (2) transversal phase, (3) data
collection & storage phase, (4) data analysis & presentation phase. Each of these phases
is composed of a set of steps, with iterations in the same phase and between phases,
showcasing the agility of the methodology. Figure 2 summarizes the main steps and
their correlation.

4.1 Preparation Phase

The preparation phase helps to prepare the building blocks of the project. A successful
and solid Big Data project should start by defining the initial requirements, considering
the target business impact and putting the deployment and automation infrastructure
into place.

Initial Requirements Definition. The initial requirements’ definition is the result of
the first encounters between the development team and the clients. It is done at the

Fig. 1. Data governance activities

66 M. M. Ben Aissa et al.



beginning of the project to identify the needs that triggered the implementation of such
a system. There are two types of initial requirements:

– Business requirements: Where the client states the global needs of the application,
and the necessary Business Success Indicators (BSI), to be extracted and
represented.

– Quality requirements: The definition of the quality requirements justifies many
choices, such as the architecture, required tests, or technologies. Several quality
attributes can be taken into consideration, such as availability, consistency, security,
monitoring, etc.

Agile Approach. Once the requirements and success criteria are defined, the team
should produce a first project plan. This first version will be split into different sprints
with equal duration, going from one to four weeks. A sprint can include one or many
DECIDE steps depending on the context: number of data sources, complexity of the
implementation, ecosystem, complexity of the analysis, etc. This part of DECIDE was
mainly inspired from the SCRUM methodology [28].

DevOps Approach. Big Data and DevOps are becoming a very close team in big
projects. While agility is about adaptation to change and communication, DevOps
makes sure that the operations constraints (hardware and deployment environment) are
taken into consideration from the beginning at the same level as the functional
requirements.

4.2 Transversal Phase

The transversal phase represents recurring actions and operations that occur throughout
the execution of the project.

Fig. 2. DECIDE steps
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Data Governance. As presented in Fig. 2, Governance is the heartbeat of DECIDE,
and not only a step or phase to take into consideration. From an practical point of view,
every operation of DECIDE regarding the data life-cycle (extraction, transformation,
storage, analysis or linkage) should be recorded and monitored. This enables the
construction of the data lineage and the verification of its integrity and confidentiality.
A data governance tool should be set up, and used regularly at every step. We rec-
ommend implementing an automatic enrichment of this tool during data life-cycle.

Architecture Choice. Choosing the right architecture helps to ensure that the quality
requirements defined in the beginning of the project are respected. It depends on
several metrics, such as the data and processing characteristics, the quality attributes
and the restitution type. The choice of the architecture is not a one-step operation. It is
done all over the development phases, as every step of the methodology will contribute
in refining your idea of the adequate architecture.

Tests and Optimization. Testing is a critical operation that should occur not only at
the end of the project, but also at the end of every step of the methodology. It will
determine whether this step needs another iteration, or if we can proceed to the next
one. Iterations can be used to optimize code, architectural choices or performance.
DECIDE stands out compared to other bottom-up methodologies such as CRISP-DM
[22], where the evaluation takes place only at the end of the cycle, instead of at each
step, which impacts the agility of the solution and the early detection of faults and
design problems.

4.3 Data Collection and Storage Phase

This first phase’s purpose is to prepare the environment for the data analysis. This
preparation helps mainly in designing the storage system depending on the data to be
collected. The design of a system following a bottom-up approach always starts with a
data identification step, where various data sources are defined, for immediate use or in
anticipation of future needs.

Data Identification. Data can come from many varied physical sources (mainframes,
database servers, distributed systems, etc.) that can be of various types (production
bases, logs, archived data, etc.). We first need to identify these sources, define their
type (streaming, batch or mixed), and reliability. For the latter, a source reliability
rating can be used, like for example the Intelligence source and information reliability
rating system [29], which rates sources from A “completely reliable” to E “unreliable”.
From each identified data source, we list the datasets to be collected by describing their
characteristics, such as structuring, type, data sensitivity, frequency and throughput,
etc. Cleansing and/or enrichment of datasets improves their quality score and prepares
the analytics steps. This is a first data scrubbing phase, done individually for each
dataset, and can contain operations like identifying and removing duplicate records. In
a Big Data approach, as the cost of storage is very low, it’s recommended to keep the
different versions of the datasets before and after every data cleansing operation.

Data Storage. During this phase, information about the new datasets are added to the
governance tool. All storage layers (data lakes and data stores), and relations between
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them are defined. Access rules are updated. For example, initial data owners, that had
all types of rights over their data, now see these rights reduced to read-only, as only the
collection processes can insert or update any existing data. Data owners can also grant
read access to other users over their data, to enable value extraction.

Data Collection. In a modern decisional architecture and especially for streaming
analytics, fresh data must be collected fast and with a high frequency without impacting
the data sources. For each data source and its adequate storage, you have to define the
collection processes while taking into consideration the transformation type (pre-load
or post-load), the pattern (distributed or centralized) and the execution engine
(streaming, batch processes or Change Data Capture paradigm).

4.4 Data Analysis and Presentation Phase

This phase aims to design, implement, test, automate, optimize, present and manage the
required analysis. The data collected during the first phase is raw, with a low-density
level. This means that it is difficult to exploit it directly or extract information from it
natively. In this direction, the next steps allow the end users to explore existing data by
building KPIs [30], graphs and dashboards via analytic processes.

Data Analysis. Data users must collect the needs of the end users and decision
makers. Each needed analysis is described, along with its attributes, pipeline, the
frequency and latency of its operations, its type (OLAP, complex non-linear analysis,
machine learning or customized), distribution and scalability, and application pattern
(mono- or multi-threading, map-reduce, multi-agent paradigm, etc.). All analytical jobs
and flows should be traced in the data governance tool including all the details: input,
output, intermediate datasets, workflow and other metadata.

Data Visualization. The aim of data visualization is to restore the results of the
processing layer via reports, graphs, dashboards, etc. Data restoration tools and tech-
nologies need to use ergonomic and modern features, such as auto-refresh, maps and
geo-data, in order to improve as much as possible the user experience. Several choices
need to be made, such as the visualization types (reports, graphs, dashboards, etc.),
their refresh frequency, whether it is on-demand or pre-built, and other specifications
such as their security constraints or multi-tenancy.

Evaluation: Global Optimization and Testing. End-to-end testing and optimization
is the step where a complete use case is automatically run on the system, and where
KPIs’ compliance is evaluated. The key indicators that are considered are: perfor-
mance, scalability, charge and resilience. This phase will ensure the integration of the
different layers, look for the optimization issues and perform the integration, consis-
tency and global performance tests. There is also a possibility to add other data sources
and other analysis thanks to the layers’ independence. This phase is essential in order to
validate the global functional and technical specifications, while taking into consid-
eration other constraints, like: cost, pooling resources, global configuration tuning, etc.

DECIDE is data-centric, and defines the necessary governance activities throughout
the entire data life-cycle.
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According to Margaret Rouse from TechTarget [31], two of the four pillars of Data
Governance are defining the owners and custodians of the data (Data Team Work-
force), and defining the level of completeness and consistency of the data (Data
Storage and Data Quality). We show hereafter how we apply these concepts in
DECIDE.

5 Data Governance Focus in DECIDE

5.1 Storage Design for Better Big Data Governance

Let’s imagine new business opportunities that can be implemented via new decisional
features, such as customer behavior analytics based on navigation logs and metrics. The
problem with classical methodologies is that: (1) unstructured data like logs can’t be
managed and designed using a multi-dimensional approach, (2) once the data is col-
lected, it is difficult to dynamically add new real time data sources, such as logs in this
example, and (3) even if (1) and (2) were possible, the data schema must be modified,
and we may have to redesign the warehouse (facts and dimension tables) in order to
implement new analytics related to new business needs, which is very costly and can
cause a non-negligible down-time of the system.

In addition, the biggest challenge when we have to deal with big data storage
remains the governance rules that we have to respect in order to facilitate the usage and
accessibility of the different datasets.

Indeed, the storage design must reflect the different storage layers and stores
identified and to be implemented for persisting the data, their relationships and the data
routing process between them.

In order to overcome these challenges, we propose a storage design to be used in
the Data Storage Step (Sect. 4.3). This design aims to keep the archived and time-
variant data by keeping a high governance layer. This design is decomposed into four
main logical layers or stores [32] (Fig. 3).

– Integrated raw data lake: where the data is stored from the sources as it is,
conserving their structure, relations and possible redundancies. The main objective
of this store is to keep a repository containing all the company’s data, without
alteration.

– Integrated refined data lake: where a denormalized and integrated version of the
data is created, after an extraction phase, from the raw data lake.

– Big Data marts: which represent a set of dedicated, single subject, schemaon-read,
structured and decisional stores. They represent logical views of the data lake,
where data having the same function and purpose, and destined to the same users,
are consolidated.

– Serving stores: which are used to persist the results of the analysis phase. These
stores are the only ones made accessible to the decision makers via visualization
tools.
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In this phase, the serving stores can be defined in a preliminary way, using the
global information about the types of analysis needed for our requirements. They can
later on be changed or refined after the analysis step, in an Agile fashion.

This design aims to keep and trace the different data versions from edge to visu-
alization without any data loss. Data is mutualized, which helps to share the different
layers between teams and departments for a better governance.

The architecture of the refined data lake is composed of a set of entities (tables or
collections). These entities must be independent and completely noncorrelated,
respecting the principles of Big Databases: replication of attributes is thus favored over
any dependency relation. The usual normal forms are no longer respected, which
makes our refined database denormalized. The refined data lake respects these
characteristics:

– All the entities should be independent (no physical relationships, no possibility of
automatic joins).

– An entity should encapsulate all the dimensions of a specific measure.
– Attributes are never filtered or deleted.
– The new data models are referenced in the data governance tool.

The advantage of this design is that the transformations can be executed via the
ELT (Extract-Load-Transform) pattern thanks to the Big Data technologies and their
high locality level1 independently of the data sources.

It is important to underline that the raw and refined data lakes are two logical
structures of the same global data lake, and should be located in the same physical
infrastructure. We notice a physical overhead of non-used or duplicated data between
stores during the first implementations. On the other hand, important benefits can be
gained from the storage mutualization compared with the data duplication in other
approaches. The recommended use of open source Big Data technologies also con-
tributes in costs decrease, thanks to their reduced storage costs and scalability.

Fig. 3. Big data stores

1 High locality level: data storage and processing are localized on the same nodes.
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5.2 Data Quality

The most important component when it comes to Data Governance is the Data Quality.
It is indeed one of the biggest challenges for all companies dealing with a huge amount
of data coming from various sources: how to make sure that you are dealing with
quality data, while having a data management process that is at the same time thor-
ough, fast and cheap? The thing is, you can’t. You can only pick two of these con-
straints, or try to balance between them all by making compromises. You can choose to
let go of some quality metrics in order to save some time and/or money. But to do this,
you must, first, define these metrics, and second, prioritize them. In this context, there
are no miraculous formulas applicable to all cases when it comes to defining data
quality. Each company, depending on their field, size, and available data and tech-
nology, has to define the criteria they want to focus on when calculating the data
quality score of their data sets. When defining this score, they need to look for the
relevant quality metrics they want to focus on. For instance, as defined by the
DAMA UK Working Group [33], these metrics can be defined as (but not limited to)
Completeness, Uniqueness, Timeliness, Validity, Accuracy and Consistency.

DQS: A New Data Quality Evaluation Metric. We define a formula to compute the
data quality of a dataset, called DQS (Data Quality Score) [34–36]. We propose the
following process:

1. Choose the target quality metrics M1,M2,…,Mn

2. For each quality metric Mj:
a) Associate a weight wj to the metric, depending on its importance for the com-

pany’s quality strategy.
b) For every dimension Di (i 2 [1..m]) of the dataset which value is relevant to the

chosen metric, define quality rules to be respected in order to conform to the
quality metric Mj.

c) Compute the score of every record regarding the defined rule.
d) The average of the scores of all records of a dimension Di is considered to be the

score Si of the dimension.
e) The quality score Sj of the chosen metric is the average of all the dimension

scores of the dataset:

Sj ¼
Pm

i¼1 Si
m

ð1Þ

3. The quality score DQS of the data set is the weighted average of all metrics’ quality
scores:

DQS ¼
Pn

j¼1 wjSj
Pn

j¼1 wj
ð2Þ
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This metric can be computed in the Data Identification step (Sect. 4.3).

Applying the DQS to an eCommerce Example. Let’s take the example of a sim-
plified e-commerce decisional platform. We want to compute the quality score of a
dataset imported from an operational database and composed of three tables, as pre-
sented in Fig. 4: Customer, Product and Purchase. We set our target metrics as being
the Freshness (M1) and Completeness (M2) of the dataset. We give more importance in
our quality strategy to Completeness of the information in the dataset rather than to the
Freshness of the purchases, this is why we associate to the metric Freshness the weight
w1 = 1, while the weight w2 = 2 is associated to Completeness.

For the first metric Freshness, we define the following rule: “a purchase is con-
sidered fresh if it was stored less than one year ago”. In this case, the dimension we are
concerned with is the Purchase, and we focus in particular on its attribute timestamp.

We choose to apply a score 1 to any record stored less than a year ago, and 0
otherwise. If we suppose that in our dataset of 50.000 purchases, 10.000 were done the
preceding year, then the quality score S1 for the Freshness metric is:

S1 ¼ 10:000
50:000

¼ 0; 2 ð3Þ

Fig. 4. eCommerce example dataset
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As for the metric completeness, the quality rule defined in this case is: “for every
table in the dataset, a record is considered complete if all its information are filled”. As
stated in the rule, all the dimensions (Product, Customer and Purchase) with all their
attributes have to be considered. We will apply in this case a score of 1 to every record
where all the attributes are defined, 0.5 for records where only one attribute is missing,
and 0 if more than one attribute is missing. In this case, let’s suppose that among the
50.000 purchases, 20.000 customers and 120 products that we have on our dataset,
34.000 have the score 1, 30.100 have the score 0.5 and 6.020 have the score 0. In this
case, the quality score S2 of our dataset for the metric Completeness is:

S2 ¼ 34:000 � 1þ 30:100 � 0; 5þ 6:020 � 0
70:120

¼ 0; 7 ð4Þ

Finally, the overall quality score of our dataset is estimated to:

DQS ¼ w1 � S1 þw2 � S2
w1 þw2

¼ 1 � 0; 2þ 2 � 0; 7
3

¼ 0; 33 ð5Þ

Quality Improvement Scenarios. In order to improve the quality of this dataset,
many cleansing and enrichment processes can be defined. We can for example add, as a
metric, the number of clicks on the company’s website per product and customer,
which will considerably increase the amount of recent data (thus improving the
Freshness metric), while adding a new attribute that can give more insight about the
interest of the customers in the displayed products. A new extraction process must then
be defined and the data quality score must be computed again.

As part of the data governance strategy, the computation of the quality score should
be done regularly, stored periodically as important metadata, and adequate measures
should be taken by the company in order to improve the quality of the internal data. If
the considered data sources are external and have a poor-quality score, the data
managers should either look for better data sources, or proceed to a cleansing and
homogenization phase that can help to improve their quality. A quality score threshold
should be defined depending on the needs and expectations of the decision makers.

The cost of this operation can vary depending on the type of dataset and the
business context. But, compared to a classical decisional approach, we notice a low
additional effort mainly in the first step when the data is identified. This is a part of each
data owner’s responsibility, who has to keep it updated and to define potential
cleansing and enrichment processes in order to improve its data quality score (DQS).
Regarding costs and overheads, DECIDE can present a small overhead for the setup
and definition of the DQS, but the extraction and needed calculation cost will be the
same compared to any other classical approach or methodology. On the other hand, and
thanks to this part of DECIDE, the data governance strategy will make it possible to
share the data, which will facilitate its usage for more efficient analysis. All team
members will have the same data vision and can improve its quality in a collaborative
manner. This is very important, especially when we have to deal with external and/or
unstructured data sources for better analytics precision. Despite the light overhead of
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the quality metric’s set up, its benefits are clear and will show their results during the
DECIDE steps and in the business process.

5.3 Data Team Workforce

Just like any other asset, data needs protection and safeguards, with varying degrees of
control and well-defined roles and privileges. It is thus mandatory to define all the
actors that are involved in the creation, update, deletion, monitoring, transformation
and tractability of the data in its environment: we call it the data team workforce.

The team is typically composed of the following actors [37]:

– Data governance council: in charge of the strategic view of the data governance
plan,

– Data governance board: in charge of the tactical view,
– Data owner(s): in charge of defining the requirements and ensuring the data quality

and accessibility,
– Data manager: usually in the IT department, in charge of implementing the

requirements of the data owner and of the management of the infrastructure,
– Data steward: in charge of defining the rules and planning the access and delivery

of data,
– Data user: who has access to the reliable data.

The distribution of the team workforce throughout the different phases and steps of
the methodology is represented in Fig. 5. A scaling system from 0 to 10 is defined,
representing the implication of every role in each step of the process. 0 means absent,
while 10 says essential.

Fig. 5. Team workforce
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6 Conclusion

We present in this article DECIDE, a Big Data Decisional Methodology that puts the
focus on Data Governance. We recon that DECIDE can be more expensive than
classical decisional methodologies when we have to deal with small projects with only
one team or less than six members in the same team. However, the medium- and long-
term benefits fully cover this overhead thanks to the gain in terms of time to market and
refactoring costs in the case of rapidly evolving needs. The governance rules and
fundamentals of DECIDE help to keep a solid link between the different teams and
their members. In addition, governance shows also its benefits with data mining and
exploration use cases, as all lineage and metadata can be accessible for all team
members from any place. Indeed, DECIDE enforces a collaborative approach and helps
data reuse and analysis.

It is still a real hardship to convince business stakeholders and project managers to
apply a big data methodology in their projects, as their main focus is to increase their
Return on Investment (RoI). In fact, such methodologies may seem expensive, but their
repercussions can be huge in terms of new opportunities, integration of new business
needs, taking full advantage of the available data and the team, and reduction of the
overall time to market. It is then necessary to find a way to quantify these profits. We
intend in a future work to define a method to estimate the overhead and the actual
return on investment.
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