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Preface

This is Volume 1—Furasian Economic Perspectives of the 16th issue of the
Springer’s series Eurasian Studies in Business and Economics, which is the
official book series of the Eurasia Business and Economics Society (EBES, www.
ebesweb.org). This issue includes selected papers presented at the 29th EBES
Conference—Lisbon that was held on October, 10-12, 2019, in Lisbon, Portugal.
The conference is hosted by the ISCTE-IUL Instituto Universitdario de Lisboa.

Amine Tarazi from the University of Limoges, France, Robert William Vivian
from the University of the Witwatersrand, South Africa, and Christo Auret from the
University of the Witwatersrand, South Africa, joined the 29th EBES Conference as
keynote speakers. During the conference, participants had many productive discus-
sions and exchanges that contributed to the success of the conference where
312 papers by 551 colleagues from 52 countries were presented. In addition to
publication opportunities in EBES journals (Eurasian Business Review and Eur-
asian Economic Review, which are also published by Springer), conference partic-
ipants were given the opportunity to submit their full papers for this issue.
Theoretical and empirical papers in the series cover diverse areas of business,
economics, and finance from many different countries, providing a valuable oppor-
tunity to researchers, professionals, and students to catch up with the most recent
studies in a diverse set of fields across many countries and regions.

The aim of the EBES conferences is to bring together scientists from business,
finance, and economics fields, attract original research papers, and provide them
with publication opportunities. Each issue of the Eurasian Studies in Business and
Economics covers a wide variety of topics from business and economics and pro-
vides empirical results from many different countries and regions that are less
investigated in the existing literature. All accepted papers for the issue went through
a peer review process and benefited from the comments made during the conference
as well. The current issue covers fields such as accounting/audit, banking, economics
of innovation, empirical studies on emerging economies, international trade, labor
economics, public economics, and regional studies.
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Although the papers in this issue may provide empirical results for a specific
county or regions, we believe that the readers would have an opportunity to catch up
with the most recent studies in a diverse set of fields across many countries and
regions and empirical support for the existing literature. In addition, the findings
from these papers could be valid for similar economies or regions.

On behalf of the series editors, volume editors, and EBES officers, I would like to
thank all presenters, participants, board members, and the keynote speakers, and we
are looking forward to seeing you at the upcoming EBES conferences.

Istanbul, Turkey Ender Demir



Eurasia Business and Economics Society (EBES)

EBES is a scholarly association for scholars involved in the practice and study of
economics, finance, and business worldwide. EBES was founded in 2008 with the
purpose of not only promoting academic research in the field of business and
economics but also encouraging the intellectual development of scholars. In spite
of the term “Eurasia,” the scope should be understood in its broadest terms as having
a global emphasis.

EBES aims to bring worldwide researchers and professionals together through
organizing conferences and publishing academic journals and increase economics,
finance, and business knowledge through academic discussions. Any scholar or
professional interested in economics, finance, and business is welcome to attend
EBES conferences. Since our first conference in 2009, around 72,459 colleagues
from 99 countries have joined our conferences and 7091 academic papers have been
presented. EBES has reached 2375 members from 87 countries.

Since 2011, EBES has been publishing two journals. One of those journals,
Eurasian Business Review—EABR, is in the fields of industrial organization, inno-
vation, and management science, and the other one, Eurasian Economic Review—
EAER, is in the fields of applied macroeconomics and finance. Both journals are
published quarterly by Springer and indexed in Scopus. In addition, EAER is
indexed in the Emerging Sources Citation Index (Clarivate Analytics), and EABR
is indexed in the Social Science Citation Index (SSCI) with an impact factor of 2.222
as of 2019.

Furthermore, since 2014 Springer has started to publish a new conference pro-
ceedings series (Eurasian Studies in Business and Economics) which includes
selected papers from the EBES conferences. The 10th, 11th, 12th, 13th, 14th, 15th,
16th, 17th, 18th, 19th, 20th (Vol. 2), and 24th EBES Conference Proceedings have
already been accepted for inclusion in the Conference Proceedings Citation Index—
Social Science & Humanities (CPCI-SSH). Subsequent conference proceedings are
in progress.

vii
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We look forward to seeing you at our forthcoming conferences. We very much
welcome your comments and suggestions in order to improve our future events. Our
success is only possible with your valuable feedback and support!

With my very best wishes,
Klaus F. Zimmermann
President
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Insights from Lobbying Research M)
on the Accounting Standard-Setting Process %
Through Comment Letter Submissions

Lucia Mellado and Laura Parte

Abstract The purpose of this paper is to provide an overview of lobbying research
through comment letter submissions in the accounting standard-setting process.
First, we review the theoretical framework that supports lobby behavior in account-
ing standard-setting process. Second, we examine the participation in lobby process
and constituents’ incentives to participate worldwide. Third, we analyze the studies
that focus on the content of comment letters to understand the position and argument
of participants, and finally, we examine the effectiveness of a lobbying strategy
through the relationship between the inputs (comment letters) and output (final
standard). This paper identifies fundamental questions that remain unanswered and
offers avenues for future research.

Keywords Lobbying - Comment Letters - IASB - FASB

1 Introduction

The accounting normative process is a subject of interest to the accounting commu-
nity. The determination of standards has been considered not only a technical
process but also a political process, due to the observation of pressures on the
standard-setting (Gipper et al. 2013). In this context, the literature has defined
“lobbying” as all of the actions taken by stakeholders to influence the regulatory
process to defend their own interests (Sutton 1984). The differences among national
regulators, for example, whether they are public or private, and their formal pro-
cedures or participation systems are important to study issues such as legitimacy or
technical quality. Traditionally, the Unites States national standard-setter has been a
reference for accounting regulation. However, in recent decades, the International
Accounting Standards Board (IASB) has captured most of the attention of academics

L. Mellado (P4) - L. Parte

Departamento Economia de la Empresa y Contabilidad, Facultad Ciencias Econdmicas y
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and practitioners because of its global scope, and mainly after the convergence
project conducted jointly with the United States Financial Accounting Standards
Board (FASB).

Hence, constituent participation in the international regulatory process has
increased compared to previous national accounting projects (Jorissen et al. 2013).
The FASB and the IASB follow a formal process in setting standards that encour-
ages broad participation (Holder et al. 2013). Nevertheless, the methods used by
interested parties to exert pressure on standard-setters can be numerous. Georgiou
(2004) distinguishes between direct methods (e.g., participation in discussion
panels) and indirect methods (e.g., using the media as a mediator to influence).
Subsequently, Kwok and Sharp (2005) add the distinction between formal methods
(participation in a standardized consultation process such as the submission of
comment letters) and informal methods (e.g., private conversations with single
members of the standard-setting institution). The submission of comment letters
has been considered one of the most accessible methods and the most visible action
for participating in the regulatory process. Comment letters contain a large amount
of valuable information that researchers can infer from their analysis (e.g., informa-
tion about the writers’ characteristics, their incentives, their position relative to
accounting rules, a strategy to persuade, and expectations).

The aim of this paper is to provide an overview of the lobbying literature in the
accounting standard-setting process through comment letter submissions (particu-
larly to the IASB and FASB). First, we explain the constituents’ and regulators’
behavior in the accounting standard-setting process from a theoretical perspective.
Second, we classify the previous literature according to the following objectives:
understanding participation in the process and inferring from text or content analysis.
Finally, we examine the effectiveness of a lobbying strategy through the relationship
between the inputs (comment letters) and output (final standard).

The paper contributes to the literature in lobbying research in different ways.
First, it provides an overview of a theoretical framework to understand how political
forces may influence the standard-setting process through comment letters. Early
works consider self-interest and economic effects to be fundamental factors in a
lobbying strategy (Watts and Zimmerman 1978; Sutton 1984). To gain a better
understanding of the lobbying phenomenon, recent papers extend these arguments
by providing a more robust framework to design future studies. For example, they
integrate traditional accounting and economic theories with other strands in the
social sciences, such as political science or psychology. The conjunction of different
theories contributes to an enhancement of a more extended theoretical framework.

Second, this paper reviews the instrument, sample, and methodology used by
researchers to achieve their objectives, focusing on both their weaknesses and their
strengths. The main instrument is the analysis of comment letters to understand the
decision to submit comment letters, the power of different groups, the characteristics
of participants, the potential benefits of being involved in the regulatory process, and
the letters’ effectiveness (relationship between the inputs and the output). Although
early research has used single accounting standards and small samples primarily due
to the complexity of working with manually collected data, extended research has
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overcome some of the weaknesses of preliminary papers, thereby increasing the
scope of studies through multiple accounting standards and making it possible to
maximize the sample and generalize the results. In fact, the combination of quanti-
tative and qualitative data makes it possible to obtain a more complete view of the
accounting standard-setting process with respect to early results.

Third, we identify fundamental questions that remain unanswered and that can be
developed by future studies. We present some avenues at the end of each section,
and we provide an agenda for future research in the conclusion section. Finally, we
discuss the limitations of comment letters as a methodology for analyzing the
accounting standard-setting process.

The structure of this paper is as follows. Section 2 provides an overview of the
main theoretical aspects behind lobbying research. Sections 3 and 4 review the
literature that explains the decision to submit comment letters (participation) and
the literature that analyzes the substance of comment letters (content analysis),
respectively. Section 5 examines the literature that investigates the usefulness of
comment letters for constituents and regulators (the input-output relationship).
Finally, Section 6 provides the conclusions, the future avenues, and the limitations
of the paper.

2 Theoretical background

2.1 The role of theories in explaining regulators’ behavior
in the accounting standard-setting process

The IASB and the FASB seek to develop high-quality accounting standards to take
decisions about the firms. They have also been involved in a convergence project
to reduce accounting standards divergences between both regulatory bodies.
Supranational government and domestic countries provide political legitimacy to
the regulatory bodies. Consequently, the IASB and FASB work continuously to
guarantee their technical expertise (substantial legitimacy) as well as to guarantee
that the process is transparent, independent, considering the public interest (proce-
dural legitimacy) (e.g., Burlaud and Colasse 2011). Legitimacy theory is being
developed in the field of the standard-setting process (e.g., Botzem 2014).

The political and institutional environment surrounding the IASB and the FASB
is complex but particularly in the case of the IASB because there are several formal
and informal institutions and entities that can influence it at different levels:
(1) authority level: national governments, supranational governments, or institutions
such as the International Organization of Securities Commissions (IOSCO); (2) orga-
nizational level: national accounting standard-setters, advisory bodies, auditors and
accounting associations, financial and industry associations; and (3) participation at
the constituent level (business and investors) (Baudot and Walton 2014). In this
paper, we focus on the third level to understand how standard-setters react to the
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lobbying activities of constituents. Lobbying activities in the FASB standard-setting
process have been studied for several decades (Gipper et al. 2013).

The decision-making process to review or adopt a new accounting standard is
complex. According to Cortese and Irvine (2010), it is like a “black box.” To better
understand this “black box,” economic theories of regulation are divided into three
main approaches that explain the behavior of standard-setters: the public interest
model, regulatory capture theory, and the ideology model. The public interest model
(Posner 1974) holds that accounting rules are necessary public goods in unregulated
markets and that standard-setters make socially efficient decisions because the
interest payoff of regulators may be positively correlated to social welfare (Polk
2002). In Sunder 1988, Sunder already noted the necessity to have a structure that
does not let the Boards to act unless they strongly consider the standard may be
socially desirable. In contrast, the model proposed by regulatory capture theory
(Stigler 1971) suggests that firms in the regulated industry “capture” the regulator,
thereby opposing social efficiency. Watts (2006) explains that the accounting regu-
lators have the responsibility to define the Agenda for reviewing, amending, or
propose new accounting standards. During the process, it is important to guarantee
the market equilibrium and prevent the potential lobby of special interest group or
political forces that pursue their self-interest. Also, there is an intermediate theory,
the ideology model, in which regulators are moved by their own beliefs and attempt
to achieve public welfare but consider useful information concerning the effects of
proposals provided by interested parties (Kothari et al. 2010).

The ideology theory is of particular interest for understanding the role of
standard-setters in the accounting normative process. Allen and Ramanna (2013)
argue that the background of board members is important for determining the
accounting style. If they have a prior carrier in financial services, then they propose
fair-value methods to increase the relevance instead of the reliability. The opposite
results are found for members affiliated with the Democratic Party. The influence
exerted by Big 4 members has also been studied (Botzem 2014), but the need for
technical expertise is undeniable. Drawing on organizational theories, some studies
do not consider the individualistic approach of the board, instead assuming the
collective role of the boards as groups of interacting individuals with different
ideologies. Morley (2016a) calls this approach internal lobbying, that is, the effects
of the existing division into ideological groups but relaying in the IASB the final
outcome.

Nonetheless, to determine the position of regulators and their attitude toward
constituents, we consider essential to examine the entire due process. The steps of
the IASB are as follows: (1) setting the agenda (mandatory); (2) planning the project
(mandatory); (3) developing and publishing the Discussion Paper (DP), including
public consultation (facultative); (4) developing and publishing the Exposure Draft
(ED), including public consultation (mandatory); (5) developing and publishing the
Standard (mandatory); and 6) procedures after a Standard is issued (mandatory).
Comment letters are submitted during the public consultation period of the third and
fourth steps. It is interesting to complement comment letters analysis with formal and
informal mechanisms during the due process, such as information from consultative
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groups, staff documents, and interviews with the key actors, to obtain a more
complete view of the process and extend the conclusions of previous papers.
Studies on the accounting standard-setting process are changing their focus to
also include the regulator’s perspective. The theories that support these advances are
based on organizational studies, political science, and psychology. Recent papers on
the behavior of standard-setter are analyzing the background of board members and
the presence of ideology groups. Additionally, studying the manner in which
standard-setters perceive constituents’ opinions in comment letters and how they
are reflected in the final standard requires theoretical support that may be reinforced.
To show a global perspective, studies can include the examination of the evolution of
projects, the formation of the agenda, and the timing of due process, among others.

2.2 The role of theories in explaining constituents’ behavior
in the accounting standard-setting process

Most empirical studies consider the 1970s to be the beginning of lobbying research
due to the “rise of economic consequences” (Zeff 1978). Preparers changed the
objective from simply presenting reporting information to incorporating economic
effects. Consequently, the previous literature builds models that link the participa-
tion of constituents in standard-setting to the economic effects of accounting rules
(Watts and Zimmerman 1978) and the type of accounting issue under consideration
(Sutton 1984). The general assumption of these theories is that participants are
moved by their self-interest. The classification of Durocher et al. (2007) is very
useful in regard to understanding the basis of constituents’ behavior. They classify
these theories into three streams: the Economic Theory of Democracy (ETD),
Positive Accounting Theory (PAT), and the Coalition and Influence Group (CIG).

The decision to submit or not submit a comment letter is defined as a cost-benefit
function, as Sutton (1984) proposes on the basis of the rational choice theory.
Considering the ETD, Sutton (1984) argues that a rational entity allocates resources
to lobbying only if the benefits compensate for the costs, which is compared with a
political system and the decision to allocate a vote. Then, if the participants pursue its
own benefit instead of the public interest with values such as honestly, loyalty, or
morality, it can be considered an opportunist behavior.

Based on the ETD, lobbying research has focused on studying constituents’
participation in the process to determinate the benefits from lobbying. Participation
is expected to be more concentrated among those who are more economically
affected by the standard (e.g., considering whether a proposal is controversial)
(see, e.g., Tandy and Wilburn 1992; McLeay et al. 2000; Giner and Arce 2012;
Chircop and Kiosse 2015).

The PAT is also a relevant theory, which is based on the works of Watts and
Zimmerman (1978) and explains the preparers’ incentives to participate in lobby.
Some accounting regulatory proposals impact on financial figures involved in other
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contracts, such as debt covenants or manager compensation. The proposals can lead
to unintended consequences and the redistribution of wealth among different actors,
which is in line with the postulates of agency theory. Empirical studies suggest that
changes in accounting standards and both their expected and unintended conse-
quences may influence the willingness of preparers to participate and their global
position with respect to the proposals. Although PAT excludes the group of users as
a potential objective, it seems logical to consider that this group is concerned by
economic incentives.

Previous researches assumed a pluralistic conception of power (Jorissen et al.
2006; Giner and Arce 2012). They have primarily focused on answering the follow-
ing questions: who is involved in lobbying actions and why. Questions such as how
to exert pressure and the effectiveness of instruments in influencing in the standard-
setter’s decision are less explored in the empirical literature.

The third stream of research proposed by Durocher et al. (2007)—the CIG—is
more focused on analyzing the effectiveness of groups and alliances in the standard-
setting process. They argue that the potential alliances and cooperation between
groups may exert pressure on the accounting standard-setting process, including
groups with high power that face the process non-pluralistic. Hence, Metcalf Report
(1976) points out that large audit firms exert a high influence on FASB. Puro (1984)
explains that large audit firms can join their clients to create a strong coalition.
However, MacArthur (1988) does not support the above arguments. Cortese and
Irvine (2010) also note coalitions among powerful groups and their influence over
regulators (Kwok and Sharp 2005; Yen et al. 2007).

The concept of power is a key feature in lobbying studies. Most previous studies
assume that power is distributed through all constituents addressing a comment letter
but that it can vary across constituents (Morley 2016b). We think that conduct a
more in-depth analysis of theories that explain the behavior of a powerful accounting
firms is a challenge for studies focusing on the IASB context. Also the empirical
approach to test the influence of more (less) interested groups can help to understand
the accounting standard-setting process through comment letter submissions.
Futures challenges are related to finding a method to measure hidden lobbying
activities or indirect lobbying, or to quantify the effect of other factors, e.g.,
media. Additionally, the combination of several methods to lobby may be a signal
of how interested an entity is.

3 Literature on participation: the decision to submit
a comment letter

3.1 Participants’ profile in the process

Sutton (1984) divides the participants in the standards development process into
preparers of financial reporting and users to explain the differences in decisions by
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collectives of interest. Empirical studies show that preparers are the collective that
participates the most in the accounting standard-setting process (e.g., Tandy and
Wilburn 1992; Jorissen et al. 2006; Jorissen et al. 2012; Giner and Arce 2012; Kosi
and Reither 2014; Mellado and Parte 2017a). The literature considers self-interest
and the probability of influencing the outcome to be the key factors. Compared to
users, preparers are richer and less diversified, and their economic interests are more
homogeneous. These characteristics reduce the cost of submitting a comment letter
and increase the possibility of success (Sutton 1984). Even in the case in which users
are wealthier than preparers, they are less interested in any standard because of their
diversified portfolios (Giner and Arce 2012). Additionally, the empirical research
shows that preparers participate significantly more when proposals have a major
impact on a firm’s financial statements (e.g., Jorissen et al. 2012).

In contrast to preparers, the group formed by auditors has been less studied in the
literature. Different theories seek to predict the behavior of auditors focusing on the
firms’ motivation to participate: (1) auditors are expected to lobby on behalf of their
clients and to the transfer of wealth (Watts and Zimmerman 1982; Puro 1984);
(2) auditors are expected to lobby to protect their own interest according to their
inclination toward conservatism to preserve rule reliability and avoid litigation risk
(Hilton-Meier et al. 1993, and Mora et al. 2015); (3) auditors are expected to lobby to
protect public interest or users financial statements.

The groups formed by users, academics, or national standard-setters are also
scarcely explored by the literature. Giner and Arce (2014) focus on the participation
of national standard-setters, providing an interesting contribution to the field. The
evidence suggests that the participation of national standard-setters is not continuous
during all the process, being higher at the end of the projects, which is consistent
with institutional theory. It is also noted that national standard-setters search a
convergence process with the IASB in order to gain legitimacy with the participa-
tion. Findings also reveal that the participation of other collectives (i.e., academics)
is low.

In summary, extended research on lobbying behavior through comment letters
has primarily focused on the behavior of preparers, with the following as the main
issues being examined: the lobbyist profile, the incentives to participate, the period
of time, the methods of performing lobbying, and the effectiveness of lobbying
actions. However, with respect to preparers, the research may be extended in several
ways. For example, the evidence on financial firms is still preliminary. The role of
financial firms as preparers and users is also an interesting question. Auditors are also
an interesting collective in the accounting standard-setting process, and little evi-
dence on this group exists.

3.2 Corporate characteristics associated with participation

Watts and Zimmerman (1978) introduce the assumption that comment letters reflect
the position of managers using PAT. This theory identifies three factors that explain
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the manager’s incentive to incur in several accounting practices: the political cost
hypothesis, contractual arrangements associated to debt covenants, or associated
costs to manager remuneration and compensation. Based on this framework, Kelly
(1985) and Francis (1987) examine the decision of firms to participate in the FASB
standard-setting process through comment letters versus firms that do not. Kelly
(1985) finds that size is the main corporate characteristic in the decision to lobby.
Although the empirical model includes interesting variables such as management
ownership, the evidence is limited due to the small sample. To overcome this
problem, Francis (1987) uses a large sample and shows that size and adverse
financial statement effects are key factors that explain lobbying behavior.

There is a consensus in the literature that larger firms submit more comment
letters than smaller firms across all industries around the world (e.g., Sutton 1984;
Kelly 1985; Francis 1987; Georgiou 2005; Jorissen et al. 2012; Kosi and Reither
2014; Santos and Santos 2014; Mellado and Parte 2017a). Smaller firms have less
discretion (and power) to engage in lobbying behavior; they often participate
through trade associations.

Empirical research on preparers’ incentives driven by compensation management
contracts and the debt covenant hypothesis from the positive accounting perspective
are still scarce, and the results do not show a clear direction. Using the accounting
regulation of the oil industry, Santos and Santos (2014) find an association between
lobbying strategies and firm size but a weak association with compensation man-
agement contracts. Georgiou (2005) and Koh (2011) show that debt covenant effects
influence corporate lobbying behavior, but for example, Kelly (1985) does not find
any association. The proxy used in empirical research to measure debt covenants can
explain the results. Although most empirical studies use the debt-to-equity ratio,
some authors argue that the debt covenant is a better proxy (see, e.g., Georgiou
2005). The literature also argues that profitability is a good proxy of the decision to
participate in the accounting standard-setting process (Jorissen et al. 2012; Kosi and
Reither 2014; Santos and Santos 2014).

Empirical studies also show differences by industry when examining lobbying
participation. The industries most affected by accounting standard projects are more
likely to participate compared to industries that show less exposure to accounting
figures. For example, in the leasing accounting project, companies from sectors that
use operating leases more intensively, such as transport services, retail, restaurants,
hotels, and utilities, tend to lobby more than companies in other industries (Mellado
and Parte 2017a).

Kosi and Reither (2014) state that firms lobbying in the past may have experi-
enced economies of scale. It could be reasonable to make more effort in an early
stage of the project and decrease the effort in subsequent periods, due to marginal
cost. However, it could be also logical to continue with lobby strategy (instead to
decrease in subsequent periods) when the participant achieved success the first time
(Kosi and Reither 2014). More recently, Mellado and Parte (2017a) show that the
decision to submit a comment letter in a lease accounting project is associated with
firm age or experience.
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Another stream of research focuses on the association between the lobbying
strategy and variables such as management ownership and internal and external
corporate governance. Koh (2011) analyses lobbying during the “stock option”
standard-setting process conducted by the FASB in 2004. He concludes that small
firms are more likely to participate in the process when similar firms in the industry
have also lobbied and when they have higher board independence. Kosi and Reither
(2014) find that variables such as size, profitability, past lobbying experience, and
financial constraints are positively related to lobbying decision. Furthermore, less
concentrated ownership’s firms tend to lobby more. Chircop and Kiosse (2015)
show that the likelihood of firms to submit a comment letter is positively associated
with pension fund size and that the number of shares available for trading is a
positive influence. It is also interesting to extend the proxies used in these studies to
better understand the lobbying strategy. For example, political connections, enforce-
ment control, and more firm variables can improve the results and implications.

In terms of methodology, prior papers use univariate test to examine lobbyist
participation (e.g., Georgiou 2005; Giner and Arce 2012; Kosi and Reither 2014;
Mellado and Parte 2017a; Mellado and Parte 2017b), discrete choice model (such as
probit or logit) to examine the probability of submitting a comment letter and the
variables that explain the decision to participate o submit a comment letter (e.g.,
Francis 1987; Koh 2011; Jorissen et al. 2012), or multinomial regression to examine
the probability of submitting one, two or more comment letters (Kosi and Reither
2014; Santos and Santos 2014; Mellado and Parte 2017a).

Regarding empirical design, de Figueiredo and Richter (2014) find two main
challenges for lobbying studies: omitted variables (hidden lobbying activities) and
endogenous selection into the lobbying process. Both are related and pervasive. In
the first case, there are some unobserved variables not included in the model that can
be correlated with the error term in a regression, resulting in an incorrect causal
inference. The decision to lobby by an interest group is not a random event.
Therefore, not permitting random selection (in which some interest groups will be
assigned to lobby and others not) can lead to biased results because of a possible
correlation between the group assignment process and outcomes. Consequently,
researchers may pay attention to these challenges in future research by finding
techniques to measure unobservable relevant variables for lobbying and applying
methods to reduce the risk of endogenous selection to increase the robustness of
statistical analysis.

In this sense, the decision to submit a comment letter and their determinants, with
a robust framework, is an area of special interest in this field. A fruitful avenue is to
continue developing the theories and find additional explanation to understand the
reasons for lobbying, including the sociological and psychological theories that can
help to comprehend certain human behaviors. Also it is important to advance in
small collectives, which are scarcely examined until the date.
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3.3 Jurisdiction

A seminal study by La Porta et al. (1998) provides a comprehensive investigation of
country-level attributes, setting the basis for future cross-country studies. Subse-
quent empirical studies show that international financial reporting and accounting
practices are influenced by variables such as economic factors (capital market
development, per capita Gross Domestic Product (GDP)), national legal systems
(political systems, tax mechanisms, investor protection, enforcement systems, secu-
rities regulation disclosure requirements), cultural values, and social attitudes,
among others.

The IASB is a global standard-setter that seeks to make financial information
comparable worldwide; therefore, it needs to have international legitimacy. How-
ever, country participation is not homogeneous worldwide and the academia and
authorities have paid special attention to this issue. Empirical researches find that
factors such as legal factors, cultural variables, institutional factors, informational
environments, etc., confirm a different behavior in geographical participation (e.g.,
Orens et al. 2011; Jorissen et al. 2013; Larson and Herz 2013; Dobler and Knospe
2016; Mellado and Parte 2017b).

Orens et al. (2011) explain that civil law countries participate more because they
are less familiar with the accounting standard-setting process. Jorissen et al. (2006)
confirm that geographical participation depends on the rule of law, enforcement
controls, tax compliance, and earnings management. Jorissen et al. (2014) also find
that the participation is high in developed countries compared to less developed
countries. Considering individual countries, constituent from countries such as the
United Kingdom, the United States, Australia, Hong Kong, and Switzerland partic-
ipates more compared to constituent from countries such as Japan, India, Brazil, or
Africa (Jorissen et al. 2013; Dobler and Knospe 2016).

Hofstede (2001) introduces cultural variables (individualism, power distance,
uncertainty avoidance, or masculinity) creating an index for every country in the
sample. Previously, Gray (1988) provides accounting classifications between coun-
tries (such as professionalism vs statutory control, uniformity vs flexibility, conser-
vatism vs optimism, and transparency vs secrecy) which some relationship with
Hofstede’s country division. Empirical studies have used both as determinants of the
decision to participate or participation intensity at the country level (Jorissen et al.
2013; Larson and Herz 2013; Dobler and Knospe 2016; Mellado and Parte 2017b).
As a part of the culture of a country, language barriers can influence the decision to
lobby.

Regarding the use of IFRS by jurisdiction and the influence of IFRS differences in
the lobbying decision, the evidence is mixed. Larson and Herz (2013) suggest that
higher differences with IFRS in historical accounting practices lead to a higher
submission of comment letters. In contrast, Holder et al. (2013) find that countries
exposed to IFRS present more comment letters with an unfavorable opinion. Some
studies explore the relationship between non-compliance with standards caused by
corruption and lobbying. The majority of studies suggest that they are substitutes,
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assuming that they are negatively associated with one another (Jorissen et al. 2006;
Harstad and Svensson 2011). Under a regulatory constraint, firms have the option to
bribing bureaucrats to avoid rules or lobbying through the accounting standards
process. The first is positively associated with the poverty trap due to restrain
lobbing strategies (Harstad and Svensson 2011). The second seems to be effective
for political influence. It implies a greater investment but guarantees a better quality
of reporting and credibility of the market in the long term.

Prior research uses the number of comments letters submitted by a country as a
proxy to lobbying intensity (Larson and Herz 2013). To measure the variables is
common to use absolute values (Jorissen et al. 2012; Dobler and Knospe 2016) or
relative values such as deflated variables by listed firms (Jorissen et al. 2006) or
economics variables such as capital market development and per capita GDP
(Jorissen et al. 2013). The methodology used in this area is very similar to that of
empirical papers that focus on investigating the corporate determinants of lobbying.
Generally, they use a univariate methodology to test significant differences among
country variables and linear regression models (OLS regressions) to test the associ-
ation between dependent and independent variables (e.g., Jorissen et al. 2012;
Jorissen et al. 2013; Larson and Herz 2013; Dobler and Knospe 2016).

Summing up, to examine the lobby is common to use large samples with several
accounting standards projects (since the early stage to the final publication), includ-
ing a wide set of variables and factors associated to firm levels and country factors.
As a result, the evidence contributes toward our lobby understanding worldwide.
Accounting regulators could benefit from these results not only to understand lobby
motivations and incentives for different collectives (including auditors and firms)
and country factors but also to anticipate several behaviors in the accounting
standard-setting projects. Considering the objective to gain legitimately worldwide,
the participation to certain countries (Western countries) and emerging countries
should be an objective for accounting setters. Hence, researchers should be focused
on understand such low participation of certain countries, including appropriate
countries variables—microeconomic and macroeconomic factors.

Several limitations have been detected. The country representation though data-
bases is not representative; large amounts of data exist for developed countries, but
limited data are available for small and emerging countries. This situation makes it
difficult to fully compare the results. A deeper analysis of country-level variables is
also required to identify possible correlations and interrelations between variables.
Recent studies include a large set of variables to find differences between countries
without appropriate controls. Researchers may also pay attention to the index
included in the database that allows countries around the world to be classified
because they typically assume that the classification holds constant during various
periods.
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4 Literature on the content of comment letters: positions
and arguments

The content of comment letters is valuable to know the agreement or disagreement
with the proposal and also the specific arguments and comments for constituents.
However, researchers should analyze the content of comment letters by categorizing
and codifying the text. Content analysis could be oriented to: (i) explore the structure
of the text (number of words, number of questions answered, number of complex
words, number of specific words, and expressions associated to the research objec-
tive, etc.); (ii) understand the meaning of words (what they are saying and why). This
approach is more accurate to understand the reasons to lobby.

Previous work that uses the content analysis methodology has focused on the
single-issue accounting standard due to the necessity to process the letters, which
contains large amount of text (Yen et al. 2007; Holder et al. 2013). Examining a
single-issue standard is easier to codify the arguments of interest, the lobbying
position (Georgiou 2005), the meaning of the comments (Giner and Arce 2012),
and accuracy in the content of the letter. Puro (1984), Giner and Arce (2012), Holder
et al. (2013), and Anantharaman (2015) identify the global position of respondents
through three categories: agreement, opposition or, occasionally, neutrality. Also,
they emphasized the relationships between the characteristics of respondents and
their position in the letter (e.g., Koh 2011).

Yen et al. (2007) identify five types of arguments in comment letters: definitions,
scope, due process, outcome-oriented, and others. Later, Mora et al. (2015) classify
the arguments in comment letters submitted to lease DP issued by IASB in 2009 in
more categories: conceptual framework arguments (concepts, subjectivity, cost/
benefit, anti-abuse, business model. . .) and economic consequences arguments.

Other studies focus on understand the arguments by groups of respondents.
Regarding the concept of control, Stenka and Taylor (2010) consider two groups:
corporate versus non-corporate. They analyze arguments and find that corporate
respondents are more concerned about specific subjects. Giner and Arce (2012),
using comment letters on ED for IFRS 2 issued by IASB, identify arguments related
to recognition, valuation, and allocation. The evidence suggests that constituents
provide arguments when they do not agree with the proposal. Hence, preparers and
consultants use more arguments related to the economics effects than conceptual
arguments are used less frequent than economics. In contrast, regulator uses mainly
conceptual arguments. Mora et al. (2015) suggest that preparers know that concep-
tual arguments are the best strategy to influence regulators. Interesting, Stenka
(2013) provides a rhetorical analysis through comment letters. The categories and
dimension selected are as follows: (i) lexical choice, (ii) sound patterning, (iii)
figurative language, and (iv) schematic language.

As noted above, content analysis is a methodology that is mainly used to draw
conclusions through comment letters. The process of codification can be human-
coded or computer-aided. Early studies have used the former to draw conclusions on
the position and arguments driven by constituents. However, the commercialization
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of specific software to treat qualitative text has permitted an extension of the content
analysis technique to conduct an in-depth investigation of the style, tone, readability,
and linguistic complexity, among other aspects. This field of research is extensive
and may be applied to the process of setting accounting standards, particularly in the
context of comment letters.

However, this approach has several limitations. The large amount of work and
time to ensure the outcome makes the process difficult and complex. To ensure valid
inferences, it is necessary an appropriate, and sufficiently developed, coding system
to guarantee reliability, i.e., so that research can replicate and reproduce the study
under different conditions (see Yen et al. 2007). Then, the methodology for
processing the text is a key factor due to the importance of providing consistent
results that are to be used in future works. If researchers use a different method to
code the text, the results and implications cannot be extrapolated to other studies.

5 The effectiveness of lobbying efforts

This section examines several relevant issues: (i) whether the comment letters
submitted in the accounting standard-setting project are an effective tool to influence
the final standards, and (ii) whether the lobbyists use specific strategies (i.e., what
type of arguments) to effectively pursue regulators and guarantee lobbying success
in the accounting standard-setting project; (iii) whether there are some collectives
that influence more regulators (power of constituents).

The focus is to determine how much lobbying efforts impact the outcome (degree
of lobbying success), i.e., whether lobbyists achieve their objectives. But first,
lobbying success should thus be defined. Mcleay et al. (2000) and Giner and Arce
(2012) consider that the acceptation of the proposals by the regulators makes a
lobbyist more successful than the rejection of the proposals. Therefore, lobbying
success may be defined as the capacity to convince regulators to adopt a similar
position regarding final standard. Bamber and McMeeking (2016) extend the defi-
nition of success to the fact of “having your voice heard”; that is, they consider
persuasion as a multi-stage process in which the discussion of the constituents’
proposal is already a signal of lobbying effectiveness.

The researchers have the challenge to identify the expectations of accounting
standard-setters and lobbyists to empirically test the successful of lobby behavior.
Considering that regulators comply with social welfare (Polk 2002), their decisions
will be oriented to maximize the public benefit. In this context, the strategies are
divergent. Lobbyists pursue to influence the accounting standard process in order to
achieve their objectives or self-interest, and regulators are mainly focused on
guaranty the quality of accounting standards to maximize social welfare; then,
lobbying success is located at the point at which both interests converge. Hansen
(2011) explains that lobbying success is positively associated with the ability of
respondents to transfer valuable information to regulators. Therefore, the ability to
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anticipate the objectives of accounting setters should be a fruitful barometer of
lobbying success.

The evidence in this stream is mixed. Yen et al. (2007) find an association
between the specific arguments included in the comment letters and the most
significant changes included in an early stage of the project (the EDs) compared to
the final standard. They explain that the FASB attempts to understand the positions
of participants and that the content of the comment letters persuades the regulators.
Other authors suggest that constituent coalitions can capture the standard-setting
process to secure favorable regulation (Cortese et al. 2010).

The studies also show that preparers persuade regulators (Kwok and Sharp 2005);
auditors persuade regulators in contrast to business preferences (McLeay et al. 2000)
and support the objectives pursue by preparers, conditioned to the help of auditors or
academics; users are able to persuade regulators (Seamann 1999); there is no
influence by interested groups, at least significant (Buckmaster et al. 1994).
Anantharaman (2015) focuses on the impact of comment letters on changes between
EDs and final standards concluding that the participation of opposing parties was
ineffective.

To the best of our knowledge, there are few studies focusing on lobbying
effectiveness, particularly on the IASB. Hansen (2011) finds that lobbying success
depends on two factors: the ability of constituents to communicate high-quality
information to the IASB and the credibility of the comment letters submitters. This
is a fruitful avenue for future research in the field.

Regarding power among interested groups, the evidence is mixed. Kwok and
Sharp (2005) show that preparers were the most influential group. Conversely, Giner
and Arce (2012) suggest that every interested party has the same power in the
process in the comment letters submitted to all consultation periods of the share-
based payment project. These authors also conclude that conceptual arguments are
more useful for regulators than economic arguments; therefore, they may be deter-
minants for lobbying effectiveness.

Bamber and McMeeking (2016) introduce innovation into the study of perva-
siveness from a theoretical and a practical perspective. Drawing on legitimacy
theory, they analyze comment letters on ED 7, separating comments that request
amendments (named outcome-oriented under Yen et al. 2007) from other comments
and introducing a weighting system to prevent the comments from being treated
equally, designating them minor, moderate or major. Subsequently, they reconcile
the ED with the Standard (IFRS 7) on a word-by-word basis to identify changes and
to observe whether they coincide with those proposed. Then, reviewing IASB
documentation, they study what the discussed issues are and whether they impact
on the outcome, given that the discussion is the first step. The results are related to
the respondent and to the jurisdiction: accounting firms are significantly less influ-
ential; US comments are found to be more useful to the process than UK comments.

The methodology used to analyze lobbying effectiveness—that is, the relation
between the input and the output—is a combination of qualitative and quantitative
methods. Qualitative or content analysis methods focus on the identification of the
strategy and position through the content of the comment letters (since an early stage
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until the last stage) and also to identify the final position adopted by the regulators.
The comparison between what the constituents want and what the standard-setters
adopt in the final accounting standard could be conducted through models that allow
to test the positive association between groups of arguments, considering the
predictor variable and the outcome.

Studies that analyze narratives and predict the impact on standard-setters are
interesting to the academia because they provide recommendations to regulators and
constituents. This field will provide valuable opportunities for advances in this area.
It could be also interesting to combine content analysis to quantitative models to
detect lobbyist strategies from different groups.

6 Conclusion

This paper presents a review of the lobbying literature through comment letters in the
accounting due process. This study is motivated by a growing interest of different
collectives in the international accounting standard-setting process. Empirical
research has provided important insights into the lobbying phenomenon; however,
the review of the literature shows some gaps that could be covered in future research.
In addition, the study includes a critical perspective that can help for future
researches.

Comment letters have been considered a useful instrument to measure participa-
tion because of the fact that they are easily available due to their public and formal
character and that they are supposed to reflect invisible lobbying methods. Empirical
research on the accounting standard-setting process through comment letters has
mainly focused on the following: i) identifying the interested subjects or groups that
submit comment letters, understanding the reasons for participation, ii) understand-
ing positions and arguments, and iii) examining the success of comment letters to
persuade regulators.

Some opportunities for future researches are as follows:

* Regarding theoretical framework of lobbying studies, the mapping from theory to
the empirics is occasionally quite fragile (Gipper et al. 2013). Future studies may
reconsider and criticize the general assumptions driving by previous papers to
better analyze and understand the lobbying behavior. The majority of the studies
uses a restricted approach based on classical economic rationality. A complex
body of theories stems from the main accounting research, but some theories also
draw from political science, sociology, and psychology. The primary challenge is
the integration of theories with a logical and accurate interpretation of the
explanatory factors of participation, the analysis of strategy, and the prediction
of effectiveness.

¢ Although comment letters sent by preparers have been extensively analyzed from
a technical perspective, little evidence exists about other collectives such as
professional and non-professional investors, academics, trade associations, and
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the accounting profession, among others. One of the main reasons is that the
number of comment letters from these collectives is lower than the number of
comment letters sent by preparers. More attention is required by the accounting
profession community to be sufficiently involved in every project. For example,
we consider to be interesting the following questions: Do accounting firms focus
on their clients’ position? Do they favor the complexity of rules to increase their
income from fees? Or do they tend to avoid the risk of litigation? Do the Big
4 have special influence over standard-setters due to their knowledge, expertise,
experience, resources, and connections, or is the opposite true?

Lobbying in accounting standards requires a deeper analysis of the influence of
all constituent groups. Most of the empirical works have assumed that each
constituent has a similar power and ability to influence the standard-setting
process through the attendance of comment letters and vote-counting systems,
but it is possible that formal institutions such as European Financial Reporting
Advisory Group (EFRAG) and European Securities and Markets Authority
(EASM) influence more than other groups such as trade associations (see, e.g.,
Morley 2016b). Political theories about the typology and distribution of power
are crucial in these studies. Furthermore, collective influence (CIG) may be
differentiated from individual power. Drawing on the discussion of the proposals
of specific constituents by accounting standard-setters, interviews with key actors
of the accounting standard-setting process, staff documents, and working papers
that contain responses to the comment letters, among others, can help to better
analyze the differences in constituents’ influence on the standard-setting process.
However, the challenge is to weigh the degree of difference. To measure the
powerful of constituents could be interesting to include variables such as “con-
nections” or “expertise.”

Comment letter research is currently limited to one or two steps of the entire
standard-setting process. Some researchers (see, e.g., Gipper et al. 2013) accen-
tuate the importance of investigating political forces in previous and subsequent
stages, for example, by investigating the manner in which potential topics are
included (or excluded) in the agenda, considering that the IASB’s discussions of
potential projects occur in public meetings. Studying political forces throughout
the due process, considering each step separately, may allow a better understand-
ing of the lobbying phenomenon. One challenge is to study the political forces in
these other steps that are unobservable except for some established formal
mechanisms such as public JASB meetings for discussing the inclusion of
potential projects or the existence of a consulting group during project planning.
Special attention is required to the role of cross-country factors and firm specific
variables in explaining lobbying in the accounting standard-setting process.
Understanding the potential effects of cross-country factors, for example, the
impact of the global economy on the fundamental activities of a firm, could be
valuable for future work. Researchers require a complete understanding of the
national settings to correctly identify the variables to revisit and extend the
evidence of prior papers. That is, based on seminal studies in the field, researches
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should consider the specific setting (local standards and local issues that can
affect the output).

* Moreover, it is also interesting to find accurate factors to understand why
lobbying is undertaken. For example, the most controversial projects, conceptual
critical issues, the potential economic consequences of the proposals, and the
main industries affected. Some authors have remarked on the differences between
projects that affect disclosures and projects that affect income statements. Every
proposal attracts the attention of different collectives with different characteris-
tics. For example, constituents can be involved in the process consistently over
time or in other case, can react only to specific proposals: What are the reasons?
This approach may provide an avenue for further research.

* Regarding methodological issues, previous analyses of comment letters have
used a quantitative approach. Combining the former with qualitative methodol-
ogy allows to extend the conclusions of previous work and to obtain a better
understanding of the entire phenomenon. Qualitative analysis is less commonly
because the identification of variables inferred from text analysis presents two
main challenges: the objectivity when the text is processed and the identification
of key drivers and variables to make inferences and to minimize the considerable
amount of time involved when the research is based on hand-collected data.
Currently, advances in software for processing large amounts of text in a sophis-
ticated manner can help researchers to obtain more robust conclusions. Empirical
research based on content analysis (meaning-oriented or form-oriented) can also
benefit from psychological theories to extend the results. From a practical per-
spective, analyzing the real intention, tone, or linguistic persuasive strategies of
comment letters allows more robust conclusions.

¢ Other challenges for future studies are to find the relation between observable
lobbying methods and invisible lobbying methods, to study indirect lobbying,
and to include new models and techniques such as in-depth interviews, quasi-
experiments, or structural equations.

Comment letters have been the most used proxy for lobbying activities in the
accounting literature. However, the analysis of lobbying in the accounting standard
due process through comment letters has some caveats. In general, prior empirical
analysis circumscribed their studies to those that send a comment letter. However,
the new accounting standard will affect to other many constituent that they did not
participate through comment letters. It is also interesting to understand whether
comment letters reflect hidden lobbying actions or hidden actors could be consid-
ered. Some studies base on a vote rather than seeing the complexity of the comments.
We believe fundamental to use alternative methods to fully understand the lobbying
phenomenon in accounting standard-setting (e.g., informational and financial strat-
egies, and internal and external pressure). A more holistic approach is an avenue for
moving forward.

Considering that the international standard-setting process is attracting attention
from institutions, practitioners, and researchers, this systematic overview of seminal
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point out some avenues for future research. We believe that there is still room to
make progress in this line of research.
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Abstract The aim of the study is to review and analyze the investment portfolios of
life insurance companies in Bulgaria in view of the new regulatory requirements,
actual business model trends, and current financial market environment. Investments
are an integral part of the life insurance business model. In the study, Bulgarian life
insurance sector is examined—regulations on investments, investment policy, and
type of investments. Along with this, the accounting approach, accounting treatment,
applicable accounting standards, and specific characteristics of all the financial
instruments included in the portfolios of Bulgarian life insurance are examined.
Last but not least, the paper also investigates whether asset allocation trends for
Bulgarian life insurance companies are similar to the trends for European insurance
sector.

Data for life insurance companies’ investments are obtained from publicly avail-
able sources and include five-year period 2014-2018. Respective literature related to
life insurance, financial instruments, investments, and accounting standards is
reviewed. It is worth mentioning that life insurers are among the largest institutional
investors in Bulgaria. Findings show that there have been new specific trends for
Bulgarian life insurance companies, in terms of their investment portfolios, list of
involved financial instruments throughout recent years. General conclusion is that
investments of life insurance companies are changing and rebalancing is experienced
with major factors strict regulatory investment limits, low yield environment, change
of business model, and conservative risk management approach.
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1 Introduction

The insurance business is a business, where insurance companies receive premiums
and invest these premiums until claims or benefits become due. In terms of life
insurance, it provides an extensive selection of savings and retirement products,
through which individuals and businesses can invest for the future. Investments are
an integral part of the insurance business model and life insurance business model in
particular. Based on the operating strategies of life insurers (claims toward life
insurers are generally better estimated) enables life insurers to invest in less liquid
assets and long-term assets, while following a buy-and-hold investing strategy.
Accumulating long-term funds, in order to match assets and liabilities life insurance
companies can provide long-term financing. It is worth mentioning that by long-term
financing, they fulfill an important role in the real economy. For example, European
institutional investors (pension funds, insurance companies) hold almost 30% of the
outstanding European corporate bonds. Hence, their investment behavior could
impact market price stability and funding for governments and companies. Aca-
demics and policy makers (Borio et al. (2001); Joint FSF-CGFS working group
2009; Papaioannou et al. 2013; Claessens and Kose 2013 and Houben and van
Voorden 2014) confirm that procyclical investment behavior (sell assets as prices
fall and buy as prices rise) by institutional investors (pension funds, insurance
companies) hurts the stability of the overall financial system.

In terms of Bulgaria, the life insurance sector, being a part of insurance sector, is a
crucial component of the financial system. This stems from the amount of premiums
it collects, the scale of its investment, long-term investments along with the essential
social and economic role it plays in covering individual and business risks.
Bulgarian life insurance business comprises of life insurance companies, which are
registered as a joint stock companies and are regulated by Financial Supervision
Commission (FSC). Branches of foreign life insurance companies also operate on
the Bulgarian life insurance market, which are not the subject of this study, as they
are not supervised by local regulators and they are not included in the statistical
forms. At the end of 2018, 16 life insurance companies were operating (11 are
regulated and 5 are branches), with total assets EUR 844 mlIn. From this figure, total
investments of life insurance companies are EUR 639.4 mln. (75% of total assets of
life insurers), slight decrease compared to December 31, 2017—EUR 644 mlIn. and
79% of total assets.

In order to measure the development of the insurance market, a gross premium
income (GWP) figure is calculated. For 2018, GWP of life insurance companies is
EUR 229 min. vs. EUR 219 mlIn. in 2017 and EUR 218.9 mln. in 2016. Unlike
GWP, which quantifies the amount of premiums written as absolute value, insurance
penetration takes into account the change in the role of the insurance sector for
economic development. It can be summarized that the insurance penetration in
Bulgaria and for life insurance sector in particular is 0.41%—much lower than the
average EU insurance penetration of 7%. In Table 1, GWP and Life Insurance
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Table 1 GWP and Life Insurance Penetration in Bulgaria

Gross Domestic
Gross Written Premium (in EUR Life Insurance Product
mln.) Penetration (in EUR billion)
2014 | 174.1 0.40% 42.75
2015 |200.1 0.40% 44.16
2016 |218.9 0.40% 47.36
2017 |219.0 0.40% 50.43
2018 |229.0 0.41% 55.20

Source: Financial Supervision Commission 2018; National Statistical Institute 2019

Penetration in Bulgaria, historical date with these figures is shown for the period
2014-2018 (FSC 2018; NSI12019).

Life insurers are among the largest institutional investors in Bulgaria. Apart from
their importance for the financial system, there is a limited number of articles and
research papers on the Bulgarian life insurance market, investments of Bulgarian life
insurance companies, investment policy, type of investments, and accounting stan-
dards prepared by Bulgarian researchers. Let alone the accounting approach, treat-
ment, and specific characteristics of financial instruments included in the portfolios
of Bulgarian life insurance companies. Along with this, from academic perspective,
comparison of the Bulgarian case with other EU member state investment trends
case is interesting to be explored. Hence, this paper is enriching the existing
Bulgarian literature in the field of life insurance, financial instruments, and their
accounting treatment, as also shedding light on the comparison of Bulgarian life
insurers sector with EU one.

This paper is contributing to the literature with its in-depth review and investi-
gation of the investment portfolios of Bulgarian life insurance sector within certain
five-year time frame, where external factors along with new regulations are affecting
their investment portfolio composition, while extensively reviewing accounting
treatment of the financial instruments included in their investment portfolios. The
paper also investigates whether asset allocation trends for Bulgarian life insurance
companies are similar to the trends for European insurance sector.

Main findings show that there have been new specific trends for Bulgarian life
insurance companies, in terms of their investment portfolios, list of involved finan-
cial instruments throughout recent years. Investments of life insurance companies
are changing and rebalancing, with bonds and shares having highest share—81% out
of total investments as of 31/12/2018. Due to strict regulatory investment limits, low
yield environment, change of business model and conservative risk management
approach, debt securities and other fixed-income securities (bonds) at the end of
2018 are 70% of total investments vs. 58% 3 years ago. On the contrary, bank
deposits have experienced significant decrease throughout the last 3 years—from
EUR 50 min. as of 31/12/2015 to EUR 11.7 mln. as of 31/12/2018 (from 8% to 2%
of total investments). Based on the list of financial instruments in their portfolios, life
insurers applied the following accounting standards for investments, as issued by
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International Accounting Standard Board (IASB)—IFRS 4 Insurance Contracts,
which automatically defines IAS 40 Investment Property, IAS 28 Investments in
Associates and Joint Ventures, IFRS 11 Joint Ventures, IFRS 10 Consolidated
Financial Statements (for control), IAS 32 Financial Instruments: Presentation,
IAS 39 Financial Instruments: Recognition and Measurement (respectively IFRS
9 Financial Instruments as of 2022, as IFRS 17 Insurance Contracts Allows Its Later
Application), IFRS 7 Financial Instruments: Disclosures and IFRS 13 Fair Value
Measurements.

The paper is structured in six parts. First two parts are introduction in Bulgarian
life insurance—historic review, actual financial standing of the sector from invest-
ment perspective, regulatory and legal framework, and applicable local require-
ments. The third part is on characteristics of the investments of life insurance
companies from accounting perspective. The fourth part is on selected methodology,
stemming from the research objectives. In the study, the following objectives are
set—review of the relevant literature related to investments of life insurers and more
specifically investments which cover technical reserves, investment policy, and type
of investments. Along with this investments in major assets that cover technical
reserves of life insurers in Bulgaria (shares, bonds, deposits, etc) are reviewed from
the accounting approach perpspective, their characteristics, and applicable account-
ing standards perspective. Research objective is to compare and outline differences
and changes in investment policy of Bulgarian life insurers before and after imple-
mentation of Solvency II, as well as investment trends for Bulgarian life insurance
companies compared to EU ones. The fifth part is on findings and results, and the last
part is conclusion. The paper is solely related to Bulgarian life insurance sector, its
investment policy and type of investments, applicable regulatory framework,
accounting approach, and accounting standards.

2 Investments and Investment Policy of the Bulgarian Life
Insurers: Legal Framework and Type of Assets

Investments of the insurance companies are crucial business activity because con-
sider management of technical and non-technical reserves of insurance companies.
The regulation of the investment activity of the insurers in Bulgaria is based on the
Insurance Code 2019, which governs the investment risk management system,
competences, functional relationships, and risk management responsibilities, in
accordance with the applicable regulatory requirements, including Council Directive
2009/138/EC (2009) or Solvency II Directive and Commission Delegated Regula-
tion (EU) 2015/35 (2015) (hereinafter referred to as Directive 2009/138/EC and
Regulation (EU) 2015/35).

The Solvency II Directive introduces a major change in the way insurance
companies operate. It should be clear that directive and regulation require greater
focus on the investments (assets) part of insurers’ portfolios, as well as the risks they
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entail. Key principles in Solvency II are the introduction of risk-based capital
requirements and the mark-to-market approach for balance sheet items. Also in
this context, Solvency II is a completely new risk-oriented approach for measure-
ment and evaluation of the financial position and strength of the EU insurance
companies (Chobanova 2015). It is considered that the practical application of
Solvency II will impose significantly higher capital to insurance companies. These
requirements are expected to prevent the entities from the effective allocation of their
own funds.

2.1 Solvency II and Local Legal Framework for Investments
of Life Insurers

All investments held by insurers should be managed in accordance with the “pru-
dence principle.” The insurer should have at its disposal an adequate structure of
liquid assets (investments/resources) at all times in its activity against commitments
under insurance contracts. European directives require a direct link between insur-
ance liabilities and assets. In summary, “prudent investor” principle is required from
each insurer in its investing decision, i.e., to invest the allocated insurance reserves
(technical reserves) and own funds from the position of the prudent investor.

Conservative regulation predetermines the insurer’s investment policy by oblig-
ing it to cover the gross amount of technical provisions and the reserve fund so that
the relative share of investments by type of insurance and its insurance portfolio
structure ensures security, profitability, and appropriate liquidity for the specific
insurance. In addition, the assets in which the insurer invests its technical reserves,
and as such an investment they serve to cover them, should be diversified and
allocated so that “no category of assets, investment market, or individual investment
has a significant share.”

Bulgarian Life Insurance Code strictly defines which assets are allowed to cover
the technical reserves of life insurance companies, along with specific limits per asset
class. These assets, apart from its broad legal definition and restrictions, basically
include as follows: government bonds; other type of bonds—corporate, municipal;
shares or equities, units of collective schemes, property; cash; deposits; receivables;
other assets. For every asset class, there is strictly specified limit.

3 Characteristics of the Investments of Life Insurers from
the Accounting Perspective

The economics of insurance transactions is completely different from other enter-
prises. A major problem in insurance contracts accounting is to appropriately
determine a way of reflecting the risk of insurance activities in published financial
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statements. In this respect, as outlined by Klumpes and Morgan (2008) accounting
standard setters should ensure that these treatments are broadly consistent with both
their conceptual frameworks and similar non-insurance transactions that are entered
into by these same enterprises.

Bulgaria as a European Union (EU) member state applies the International
Financial Reporting Standards (IFRS) as the basis for presenting their consolidated
financial statements for fiscal years beginning on or after January 1, 2005. In terms of
insurance and insurance contracts, the International Accounting Standard Board
(IASB) established a two-phase project. In 2004, the IASB issued IFRS 4 Insurance
contract as the result of phase I of the project on insurance contracts. For Meyer
(2005), the aim of the standard is to achieve high comparability and assist the
decision-making process on capital markets. On May 18, 2017, the IASB published
IFRS 17 Insurance Contracts. Apart from the predecessor standard—IFRS 4 Insur-
ance Contracts, which set out a limited number of high-level guidelines and disclo-
sure requirements for the accounting of insurance contracts, IFRS 17 introduces a
significant change to insurers’ and reinsurers’ accounting and consequently their
financial statements. IFRS 17 is expected to provide greater consistency.

The structure of the insurers’ investments includes mainly shares, bonds and to a
lesser extent investment property, investments in subsidiaries, associates, and joint
ventures and deposits. The issues of insurer investments are not dealt directly in
IFRS 4 Insurance Contracts, which automatically defines IAS 40 Investment Prop-
erty, IAS 28 Investments in Associates and Joint Ventures, IFRS 11 Joint Ventures,
IFRS 10 Consolidated Financial Statements (for control), IAS 32 Financial Instru-
ments: Presentation, IAS 39 Financial Instruments: Recognition and Measurement
(respectively IFRS 9 Financial Instruments as of 2022, as IFRS 17 Insurance
Contracts Allows Its Later Application), IFRS 7 Financial Instruments: Disclosures
and IFRS 13 Fair Value Measurements, as determining in respect of accounting of
the investments of the insurers. IFRS 17 Insurance Contracts—together with IFRS
9 Financial instruments—are anticipated to bring further consistency and transpar-
ency to European insurers (EIOPA 2018).

3.1 Characteristics and Accounting of the Investment
Property of Life Insurers

The reporting of investment property by insurers is carried out in accordance with
the provisions of IAS 40 Investment Property. By their nature, purpose, and affili-
ation to the investment policy of the insurers, the investment property is a long-term
investment in land and/or building or parts thereof (or both), which are held rather
for long-term rental income and/or to increase the equity of the insurer, or both, than
to be used in the principal business of the insurer or for administrative purposes. One
of the major differences between an investment property and property for own



The Bulgarian Life Insurance Sector: Review and Analysis of Investments 29

purposes is the ability of the investment property to generate cash flows relatively
independently of other assets.

Paragraph 8 of IAS 40 Investment Property lists the following as examples of
investment property: Land owned for the purpose of raising capital over the long
term, and not for the purpose of short-selling in the ordinary course of business; land
held for indefinite future use (if the entity has not determined that it will use the land
either as owner-occupied property or for short-term sale in the ordinary course of
business, the land is considered to be held for capital appreciation.); a building
owned by the entity (or a usable asset related to a building held by the entity) and
leased under one or more operating leases; a building that is not used but owned to be
leased out under one or more operating leases; property under construction or
construction for future use as an investment property.

In order to recognize an investment property in the balance sheet of an insurer as
an asset, the following two conditions must be fulfilled cumulatively: it is probable
that the reporting entity will receive future economic benefits from the investment
property, and the cost of acquiring this investment property can be fairly estimated.

3.2 Characteristics and Accounting of Investments
in Subsidiary, Joint, and Associated Undertakings
and Other Undertakings in which the Life Insurer has
a Stake

Upon initial recognition, an investment by the insurers in shares/units of an entity is
classified according to the relevant class—an investment in a subsidiary, associate,
joint venture, or financial asset. The requirements of the relevant accounting stan-
dard should apply—IFRS 10 Consolidated Financial Statements (for control), IAS
28 Investments in Associates and Joint Ventures (for Significant Impact), IFRS
11 Joint Ventures (for Joint Venture), IFRS 12 Disclosure of Interests in Other
Entities. If an investment does not provide control, significant influence, or joint
control, it is treated as a financial asset in accordance with IAS 39 Financial
Instruments: Recognition and Measurement (IFRS 9 Financial Instruments,
respectively).

Depending on the size of the investment, the insurer acquires a holding in which it
obtains control, significant influence, or joint control over the entity in which it
invests. This is one of the most important characteristics of investments. The
influence of which or involvement is also determined by the relationships between
the two entities.

Disclosure of information about interests in subsidiaries, associates, and joint
ventures is carried out in accordance with the requirements of IFRS 12 Disclosures
of Interests in Other Entities. The purpose of the standard is to provide greater
transparency, comprehensibility, and the ability to make informed decisions by users
of summarized financial information regarding: the interests of insurers in other
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enterprises, the nature of those interests, the risk profile, and parameters of the return
on each participating interest, as well as their impact on the financial position, results
achieved, and changes in the cash flows of the insurers.

3.3 Characteristics and Accounting of the Financial Assets
of the Life Insurers

Investments in financial assets are comprised of two large groups: investments in
securities (stocks and bonds) and investments in deposits. Investments in shares/
units that do not provide control, joint control, or significant influence of the
investor, generally with a holding of less than 20% of the voting rights, are
accounted for in accordance with IAS 39 Financial Instruments (respectively the
new IFRS 9 Financial Instruments). IAS 32 Financial Instruments: Presentation
clarifies the nature of financial assets. In their composition, financial assets include
initial instruments—equity securities (stocks), debt securities (bonds), receivables,
and derivatives and complex instruments allowing insurers to manage and reduce
their economic and financial risks associated with his activity.

The insurer is entitled to invest in various securities subject to certain conditions.
There are two major types of securities—stocks and bonds. These securities may be
traded on the stock exchange or may not be traded on an active market. Typically,
the market price of these financial instruments depends on their liquidation value and
the income they incur (the amount of stock dividends, interest, and/or discount on
bond denomination).

IAS 39 Financial Instruments: Recognition and Measurement overlaps on the
following two characteristics: identifying the category to which an asset is assigned
and determining its initial valuation. According to the standard, financial assets are
classified in four categories: financial assets at a fair value through profit or loss,
held-to-maturity investments, available-for-sale financial assets, and loans and
receivables.

3.4 Characteristics and Accounting of the Investments
in Deposits

Insurers accumulate enormous liquidity, where its management requires diversifica-
tion. This diversification involves three major financial assets: cash invested in
deposits, cash invested in equity securities, and cash invested in debt securities.
Bank deposits are presented in the statement of financial position of the insurers at
cost, including accrued interest.

With respect to deposits, whether denominated in BGN or in foreign currency,
yields originate mainly from interest rates, and if they are denominated in foreign
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currency, yields may flow from exchange rates. Foreign currency deposits in accor-
dance with IAS 21 Exchange Rate Effects are monetary items and as such, any
change in the exchange rate of the currency in which the deposit is denominated
against the functional currency (or presentation currency) is recognized for the
period to which it relates.

4 Research Method

In first part of the study, literature related to life insurance business models, invest-
ments of life insurance companies, EU initiatives Solvency II, legal framework and
the Bulgarian perspective, investment policy, financial instruments, and type of
investments, along with the accounting approach and accounting standards are
examined.

There is a limited number of articles and research papers on the Bulgarian life
insurance market, investments of Bulgarian life insurance companies, investment
policy, type of investments, and accounting standards prepared by Bulgarian
researchers. Hence, this paper tries to shed light in respect of investment policy of
life insurance companies from an accounting perspective.

Data for life insurance companies’ investments are obtained from publicly avail-
able sources (website of the respective company, Bulgarian National Bank - BNB
and Financial Supervision Commission—FSC) and financial publications by FSC
and BNB. Data concern 5 (five)-year period—2014 to 2018.

S Results and Findings

Findings show that there are specific and new trends for Bulgarian life insurance
companies, in terms of their investment portfolios, and the list of involved financial
instruments over recent years. Investments of life insurance companies are changing
and there is rebalancing in asset allocation, with other financial investments having
highest share—62% of Total assets and 83% out of Total investments as of 31/12/
2018. Due to strict regulatory investment limits, low yield environment, change of
business model, and conservative risk management approach, debt securities and
other fixed-income securities at the end of 2018 are 52% of Total Assets vs. 58%
3 years ago and 70% of Total Investments, respectively, vs. 58% 3 years ago. On the
contrary, bank deposits have experienced significant decrease throughout the last
3 years—from EUR 50 mln. as of 31/12/2015 to EUR 11.7 min. as of 31/12/2018
(from 7% of Total Assets to 1% and from 8% to 2% of Total Investments, respec-
tively). In Tables 2 and 3, Total Investments of Bulgarian Life Insurance Companies
2014-2018Y and Structure of Total Investments of Bulgarian Life Insurance Com-
panies 2014-2018Y are presented, respectively. Date is extracted from official
statistic forms published by Financial Supervision Commission (FSC 2014, 2015,
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Table 2 Total Investments of Bulgarian Life Insurance Companies 2014-2018Y

Amount (in 000 EUR) 31.12.2014 |31.12.2015 |31.12.2016 |31.12.2017 |31.12.2018
1. Total Investments 575,220 611,205 679,564 643,975 639,403
2. Investment property 18,440 19,163 17,460 18,926 17,742
3. Investments in subs., 54,165 54,213 62,038 84,390 84,390
joint, and assoc. under-

takings and other under-

takings in which the

insurer has a stake

4. Shares and other 55,736 62,408 59,450 68,087 72,351
variable-income securities

and stakes in investment

funds

5. Debt securities and 340,194 356,658 418,661 457,512 445,959
other fixed-income

securities,

5.1. including securities 252,736 274,928 358,088 387,428 372,579
issued and guaranteed by

the government

6. Bank deposits 54,511 49,626 45,460 31,274 11,658
7. Other loans 51,576 67,830 75,790 2317 2483

Source: Financial Supervision Commission 2014, 2015, 2016, 2017, 2018

Table 3 Structure of Total Investments of Bulgarian Life Insurance Companies 2014-2018Y in %

31.12.2014

31.12.2015

31.12.2016

31.12.2017

31.12.2018

1. Investment property

3%

3%

3%

3%

3%

2. Investments in subs.,
joint and assoc. undertak-
ings and other undertak-
ings in which the insurer
has a stake

9%

9%

9%

13%

14%

3. Shares and other
variable-income securities
and stakes in investment
funds

10%

10%

9%

11%

11%

4. Debt securities and
other fixed-income
securities,

59%

59%

62%

71%

70%

4.1. including securities
issued and guaranteed by
the government

44%

45%

53%

60%

58%

5. Bank deposits

9%

8%

6%

5%

2%

6. Other loans

9%

11%

11%

0%

0%

Source: Financial Supervision Commission 2014, 2015, 2016, 2017, 2018
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Table 4 Inyestment of 2015 2016 2018
2311\%:;:; IL(lzf(e) 11 gl)s l;fés under Investment property 3% 3% 3%
Solvency 11 (2016 and 2018) Investment in subsidiaries 9% 9% 14%
in % Shares 10% 9% 11%
Bonds 59% 62% 70%
Incl. Government bonds 45% 53% 58%
Bank deposits 8% 6% 2%
Other loans 11% 11% 0%

Source: Financial Supervision Commission 2015, 2016, 2018

2016, 2017, 2018) in order figures to be analyzed and respective developments
outlined.

In order to compare the portfolio structure of Bulgarian life insurance sector, the
author reviews also the structure before and after implementation of the new
regulation Solvency II in 2016. In Table 4, Investment of Bulgarian Life Insurers
under Solvency I (2015) and Solvency II (2016 and 2018) in %, concerns
3 years period- 2015, 2016, and 2018. The main reason for this comparison is to
outline the changes of investments of Bulgarian life insurers before and after
implementation of Solvency II (FSC 2015, 2016, 2018), reviewing data for invest-
ments from accounting perspective. Major changes are in the increased share of
bonds, incl. Government bonds, and the plunge of the share of bank deposits.

EIOPA published an Investment Behaviour Report (EIOPA 2017) (for 2018, no
new report was published), which analyses the investment behaviour of European
insurers over the past 5 years (supervisory data from 87 large insurance groups and
four solo undertakings across 16 EU Member States). The report identifies several
trends in European insurance sector as the major ones are as follows: a trend toward
lower credit rating quality fixed-income bonds; a trend toward more illiquid invest-
ments, including non-listed equity and loans and a decrease in property investments;
average maturity of the bond portfolio is extended; the weight of new asset classes is
increased—infrastructure, mortgages, loans, real estate; a small decrease in the debt
portfolio and a small increase in “other investments” between 2015 and 2016; and
the volume of non-unit linked and non-index linked assets has significantly
increased in the last years.

Traditionally, in EU the largest part of total investments of insurance companies
is in fixed-income securities. The bond portfolio comprises of government and
corporate bonds, collateralized securities, and structured notes where government
and corporate bonds are approximately 95% of the total size of the portfolio. Total
bonds as a % to Total Investments are 83.5% in 2016 vs. 84% in 2015. The share of
equity investments as a percentage of total investments is 8.9% in 2016 with same
percentage—8.9% in 2015. For the period 2011-2016, this share stays almost
the same.

As one of the objectives of the research is to investigate whether asset allocation
trends in Bulgaria are similar to the ones in Europe and having outlined the trends
summarized by EIOPA, the following is valid for Bulgarian life insurance sector: no
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increase in lower credit rating quality fixed-income bonds; a slight trend toward
more illiquid investments such as non-listed equity and loans and a decrease in
property investments; an extension of the average maturity of the bond portfolio; no
increase of the weight of new asset classes—infrastructure, mortgages, loans, real
estate; a significant increase in the bond portfolio and an increase in government
bond portfolio between 2015 and 2016, 2018; and the volume of non-unit linked and
non-index linked assets has significantly increased in the last years. In summary,
Bulgarian life insurance sector, being part of EU insurance sector and complying
with the same regulatory EU requirements, has some investment specifics and not all
investment trends relevant for the other major EU countries are valid in Bulgaria as
at the date of this research.

6 Conclusion

The life insurance sector is a crucial component of the financial system in Bulgaria.
This stems from the amount of premiums collected, the scale of investment, as well
as the essential social and economic role it plays in covering individual and business
risks. The Bulgarian life insurance business comprises of life insurance companies,
which are registered as joint stock companies and are regulated by the Financial
Supervision Commission (FSC). At the end of 2018, Total Assets of Bulgarian life
insurance companies are EUR 844 min. From this figure, total investments of life
insurance companies are EUR 639.4 min. (75% of total assets of life insurers), slight
decrease compared to December 31, 2017—EUR 644 min. and 79% of total assets.

Findings from the research show that there have been specific and new trends for
Bulgarian life insurance companies, in terms of their investment portfolios, list of
involved financial instruments throughout the last years. General conclusion is that
investments of life insurance companies are changing and rebalancing in
asset allocation took place, with other financial investments having highest
share—62% of total assets and 83% out of total investments as of 31/12/2018.
Due to strict regulatory investment limits, low yield environment, change of business
model, and conservative risk management approach, debt securities and other fixed-
income securities at the end of 2018 are 70% of total investments vs. 58% 3 years
ago. The economics of life insurance transactions is completely different from other
enterprises. A major problem for life insurance accounting is to determine an
appropriate way of reflecting the riskiness of insurance activities in published
financial statements.

This paper reviews applicable accounting standards for investments of life
insurers, as issued by IASB—IFRS 4 Insurance Contracts, which automatically
defines IAS 40 Investment Property, IAS 28 Investments in Associates and Joint
Ventures, IFRS 11 Joint Ventures, IFRS 10 Consolidated Financial Statements (for
control), IAS 32 Financial Instruments: Presentation, IAS 39 Financial Instruments:
Recognition and Measurement (respectively IFRS 9 Financial Instruments as of
2022, as IFRS 17 Insurance Contracts Allows Its Later Application), IFRS
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7 Financial Instruments: Disclosures and IFRS 13 Fair Value Measurements. How-
ever, Solvency II is targeted at assessing insurer solvency and so focuses on a firm’s
balance sheet, where International Financial Reporting Standards (IFRS) is also
interested in reported profits.

Further research is needed to evaluate new standards IFRS 9 and IFRS 17 and
their implications on Bulgarian life insurance sector and positive effects in bringing
further consistency and transparency.
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Measures to Assess the Payment Behavior @)
of the Portuguese Subnational Governments

Paula Gomes dos Santos and Carla Martinho

Abstract This study aims to assess the outcomes of the Late Payments Directive
(LPD), in the Portuguese subnational governments, which is essential for the
sustainability of their commercial debt. It proposes that the control measure of the
payment behavior is permeable to creative accounting practices. The investigation is
based on a quantitative study of the 308 Portuguese subnational governments, from
2011 to 2017. The data were obtained from the official releases of the Directorate-
General of Local Authorities (DGAL). The paper provides empirical insights about
the actual outcomes of LPD. It suggests that the official data reported by Portuguese
subnational governments is not reliable and does not enable the accurate evaluation
of the LPD outcomes, not setting a common methodology for measuring the
payment behavior of public authorities neither in Portugal, nor when compared
with other Member States. Although all the data was obtained from DGAL, its
lack of reliability is highlighted. Researchers are encouraged to study the control
measures of the payment’s behavior adopted by other Member States.

The paper contributes to the knowledge of the Portuguese actual outcomes of
LPD implementation at subnational governments and proposes new control
measures.

Keywords Payment behavior measure - LPD outcomes - Financial sustainability -
Subnational public governance - Nonreliable Reports

1 Introduction

Financial sustainability has a relevant role on the economic recovery of the last
international crisis. Measuring, managing, and controlling it has become a challenge
for governments (Montesinos et al. 2019). International organizations have advised
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governments to implement policies aiming for financial sustainability (International
Monetary Fund [IMF] 2014; European Parliament [EP] 2009; European Commis-
sion [EC] 2012). According to Cabaleiro et al. (2013), these policies are essential for
ensure financial health and intergenerational equity. Financial sustainability is the
basis for the structural functioning of the public sector and is key to the economic
growth and social welfare, contributing to build confidence in the public governance.
It includes not only the government’s debt control but also the commercial debt
control.

The Late Payments Directive (LPD) (Council Directive 2011/7/EC 2011) was
issued in response to the negative impact of the late payments in commercial trans-
actions on business’ sustainability. The Fiscal Sustainability Report (EC 2012)
stated that some Member States such as Portugal, Italy, and Greece had a sustain-
ability gap higher than the average of the European Union (EU). Recurring debt and
deficit situations in public sector have been recognized by the literature and inter-
national agencies as a risk for sustainability, which need to be controlled (Bolivar
et al. 2016; Checherita-Westphal et al. 2014; IMF 2014; Pérez-Lépez et al. 2013;
Estevez and Janowski 2013; United States Agency for International Development
[USAID] 2011; Pina et al. 2010).

The financial sustainability of the Portuguese subnational governments has a
particular relevance, as they experienced financial difficulties in the past decade
(as an excessive and chronic indebtedness) (Jodo 2014; Ferreira 2011; Lobo and
Ramos 2009; Cabral 2003; Carvalho 1996), giving an extreme importance to
subnational governance. A good public governance should not only be effective
and efficient, but also transparent (OECD 2013). According to Heald (2003),
Grimmelikhuijsen (2012), and Cucciniello and Nasi (2014), to be able to evaluate
the LPD it is essential to have information about the “policy outcome transparency.”
Thus, the challenge of controlling commercial debt and eradicating late payments
from public administrations requires the creation of an instrument, automatic and
easy to apply, so that its monitoring allows a generalized and effective control,
understandable both for the public sector and for citizens.

Therefore, transparent control measures are essential for understanding the public
sector payment behavior and to assess the LPD real effects and outcomes. LPD
establishes late payments; however, it does not establish how to measure them.
Therefore, this investigation contributes (i) to the knowledge of the control measure
of the payment behavior of subnational governments and (ii) to the assessment of the
actual LPD outcomes.

Being LPD relevant for the Portuguese subnational governments’ financial sus-
tainability, and to fully understand payment behavior, this investigation aims to
assess the LPD outcomes in subnational governments, during the period of
2011-2017, while studying:

— The Portuguese control measure of late payments, and.

— If it allows an effective control and a common measure to assess the payment
behavior of public authorities in Portugal, namely in the subnational govern-
ments, as well as in comparison with other Member States.
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This paper has five sections. Starts with the investigation purpose and importance,
and then details the theoretical framework about the impact of late payments on the
European financial sustainability, the control measures of late payments and their
transparency. Also, the late payments control measures in Spain and in Portugal are
presented. Section 3 explains the data and the methodology used, and Sect. 4
presents the findings. The last section provides the main conclusions and suggests
future investigations.

2 Theoretical Framework

2.1 Financial sustainability and Late Payments

Financial sustainability is the capacity to fulfil all commitments (IFAC 2013;
IPSASB 2013; EC 2012; Budgetary Framework Law 2015; Financial Regime of
Local Authorities and Intercity Entities Act 2013; CICA 2009). Debt sustainability
analysis is usually focused on “government debt” (namely debt securities and loans),
although government liabilities are wider including additional debt instruments
(EC 2019). IMF (2013) considers all debt liabilities as debt.

Financial sustainability has been considered as the government’s “solvency.”
However, it should also include the government’s liquidity, as the international
crises have proven (EC 2019). Concerned with the late payments consequences on
the European economy, the European Parliament issued Council Directive 2011/7/
EC (2011), the Late Payment Directive (LPD), imposing the need to pay for the
acquisitions within 30 days or, exceptionally, within 60 days. According to Bilotta
(2013), one in four bankruptcies in the EU was due to late payments, which lead to
the loss of approximately 450,000 jobs per year. EC (2015) estimates that, in 2012,
the financial costs associated with public authorities’ late payments went from
0.005% of GDP in Finland, to 0.19% of GDP in Greece.

2.2 Late Payments Control Measures Assessment
2.2.1 Control Measures Transparency and Accounting Practices

The LPD impact assessment concluded that, in 2015, the average payment duration
(of 58 days) did not meet the Directive terms (EC 2015). LPD implementation was
also assessed in 2018 (shown in Fig. 1).

Although the situation has improved, namely in the southern countries (as Spain),
the average payment duration in some countries overdues the 30-day payment term
(as in Italy with over 100 days, Portugal with over 80 days, and in Greece with over
70 days).


http://ec.europa.eu/growth/smes/support/late-payment_en

40 P. G. dos Santos and C. Martinho

180
160
140
120
100
80
60
40
0
£ 0 L ¥ > 08T gE YO >Y OO WHT Y 0T HECOOT X
T 3 S c 97 2k ® 25 c 5 £ T S C wmec'c X € @ DO
2852 gescc8 P35S TL SE o @EF5BEESE o 8T
CT = € £ 0 2 n o >~ 8 5 c = 2 5 o £ > =2 c 9
2D X 5 g EH O r 2 4 2 8 = E E 23 3 £ =
2 3 Q2 o guw =0 o © S € 3 o <& o0 g 2 =i 3
a0 5 g T < oz 0 W
8 a =2
N
(8]

W 2015 terms 2018 terms 2015 with delay ~ ® 2018 with or without delay

Fig.1 Terms and delays of public authorities’ payments (2015 and 2018). Source: EP (2018, p. 16)
(Cyprus, Luxembourg, and Malta were not assessed at 2018)

Despite the need to control late payments, LPD does not establish how to measure
them. EC (2015) highlighted that a harmonized measurement would enable the
cross-country comparability. EP (2018) has pointed out that it is necessary to
establish a common methodology for reporting the payment behavior in Europe, to
limit the risk of having noncomparable data.

According to Berry and Berry (2007), the adoption of a given measure by a
Government depends, namely, on “other policies” and on the “external environ-
ment.” So, other government diplomas/policies that have already been implemented
that may influence (positively or negatively) the adoption of the new public policy
should be examined.

Member States were urged to assure the Late Payment Directive proper imple-
mentation by removing national laws that conflict with the Directive aims (EP 2018).
LPD was set by law and involves accounting practices and the organization behavior
in complying or not with the legal framework. For Dillard et al. (2004), it is
necessary to understand how accounting affects and is affected by public policies,
namely under the institutional theory. Hopwood (1988) also argues that there is a
strong relation between accounting and institutional theory.

Institutional theory studies the relation between the formal organizational struc-
tures and their social processes (Dillard et al. 2004). DiMaggio and Powell (1983)
argue that isomorphism is what best expresses the homogenization process. For
Aldemir and Uysal (2017), isomorphism may be discussed in terms of public sector
accounting. DiMaggio and Powell (1983) defend that the institutional isomorphism
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may be a coercive isomorphism, which emerges from political influences (arising
from, for example, legal requirements).

According to Carpenter and Feroz (2001), institutional theory and economic
resource dependency theory, being complementary, contribute to better understand
public sector accounting decisions. For Pfeffer (1981) and Pfeffer and Salancik
(1978), the resource dependency perspective focuses on financial resources prob-
lems to explain the individual’s behavior within an organization. Hence, in fiscal
stress years, government actors focus on ensuring the necessary financial resources
(Carpenter and Feroz 2001).

Oliver (1991) focuses on political self-interest to understand organizational
strategic responses to institutional pressures for change. The author identified dif-
ferent strategic responses to that pressure, concluding that organizations do not
always conform to their institutional environment expectations (Oliver 1991).

According to Carpenter and Feroz (2001), resource dependence may influence the
government’s accounting practices, resulting in coercive isomorphic pressure for
change. DiMaggio and Powell (1983) have noticed that the resistance of individual
organizations to institutional pressures for change results of the professional elite’s
in challenging the norms. As Miller (1992) defended about accounting and objec-
tivity, an organization accounting practices may not always follow the original
designs.

To be able to effectively assess the LPD implementation, European Parliament
should concern the outcome’s transparency. According to Heald (2003),
Grimmelikhuijsen (2012), and Cucciniello and Nasi (2014), public policy transpar-
ency can be divided into three sequential components, “decision-making transpar-
ency” (the process that led up to a particular policy), “policy transparency” (how a
policy addresses a particular social issue), and “policy outcome transparency” (data
about the actual effects of a particular policy). Thus, to fully understand the LPD
outcomes, it is essential to assess its control measures. Without such information, it
will not be possible to accurately evaluate LPD.

2.2.2 LPD Control Measures in Spain and in Portugal

Given the similarities between Portugal and Spain, both the slowest European
southern countries payers in 2015 (EC 2015), and in order to study if there is a
common measure to assess the payment behavior of public authorities in EU, this
section presents the LPD control measures in those countries.

In Spain, Budgetary Stability and Financial Sustainability Act 2012 establishes
the principle of the commercial debt sustainability. The Calculation Method of the
Average Payment Period Act 2014 established the average payment period (APP)
formula applicable to the public sector. Table 1 shows the APP formula for each
entity.

The number of days of the paid transactions and of the pending payment trans-
actions was understood as the calendar days since the 30 days after the invoice entry
date or from the approval date, as appropriate. Given the APP methodology, some
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Table 1 Average payment formula in Spain

Average payment (APP) formula Legend
APP. . — (PTRx> " PTA)+(PPTRX Y PPTA)] PTR - paid transactions ratio
entity — (O pPra)+(> pPra)] PTA - paid transactions amount

PPTR - pending payment transactions ratio
PPTA - pending payment transactions amount

Source: Adapted from Calculation Method of the Average Payment Period Act 2014

Table 2 Average payment formula in Portugal

Average payment (APP) formula Legend
~ or; DF = short-term suppliers’ debt at the quarter end
APP, — 5 365 A = acquisitions
>
i=1-3

Source: Adapted from Pay on Time Program Act 2008

public administrations presented a negative APP (because 30 days were subtracted
from the number of days until payment). The European Commission considered that
this methodology was not compatible with the article 4 of Council Directive 2011/7/
EC and, in February 2017, sent a letter of formal notice to the Spanish authorities for
having approved a regulation that systematically granted the public authorities an
additional period of 30 days regarding the payment period.

The Calculation Method of the Average Payment Period Act 2017 modified the
Calculation Method of the Average Payment Period Act 2014, in order to comply
with the EC requirement, modifying the APP calculation methodology. The formula
is the same but what is understood as the number of days of the paid transactions and
of the pending payment transactions are the calendar days since the invoice entry
date or from the approval date, as appropriate. The new methodology is being used
since April 2018.

In 2011, Portugal requested international financial assistance, which led Portu-
guese governments to give a special attention on combating the culture of late
payments of the public authorities. Measures Against Late Payments in Commercial
Transactions Act 2013 transposed the LPD into Portuguese law, establishing the
same rules, i.e., the need to pay within 30 days or, exceptionally, within a maximum
of 60 days.

Directorate-General of Local Authorities (DGAL) is responsible for releasing
quarterly data on the average payment terms of subnational governments (it should
be noted that, in Spain, that release is monthly). As LPD has no guidance in how to
measure payment terms, the formula established in Pay on Time Program Act 2008
is used, with the changes made by Average Payment Period Formula Act 2009, to
measure the Portuguese public authorities average payment duration (presented in
Table 2).

Pay on Time Program Act 2008 establishes the concepts of “short-term suppliers’
debt” and “acquisitions.” It should be noted that the data does not have the same
accounting basis in all of the public sector, being gathered in a cash basis and in an
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Table 3 Short-term suppliers’ debt and acquisitions

Sector Short-term suppliers’ debt (DF) Acquisitions (A)

Subnational governments Accounts payable excluding other debts Fixed asset
Inventories
Payable expenses

Health units Accounts payable Fixed asset
Inventories

Payable expenses

Source: Adapted from Pay on Time Program Act 2008

Table 4 APP formula weakness

APP formula Factors

The formula considers the total quarter An entity that buys on the beginning of the
acquisitions and the debts at the end of the quarter and pays on the end have an APP of zero,
quarter. when it paid in 90 days.

Fixed assets acquisitions. These acquisitions are the fixed assets increases.

However, these increases may be an exchange
transaction or a non-exchange one.

The debts value. Some entities only recognize the invoices close
to or at the payment date.

Source: Adapted from Carvalho et al. (2018)

accrual one, which leads to the coexistence of different control measures depending
on the public subsector. Table 3 summarizes the scope of these concepts for
subnational governments and health units, for which data is accrual based.

In subnational governments, “short-term suppliers’ debts” (DF) does not consider
“other debts,” unlike what happens in the health units. According to the Local
Governments Accounting Standards 1999, “other debts” are ‘“transactions
nonclassified in the previous payables accounts,” so they should be residual.

Martinho and Santos (2019) and Baleiras et al. (2018) defend that subnational
governments average payments period (APPs) may be underestimated by not con-
sidering “other debts” as “short-term suppliers’ debts,” particularly when they are
material.

For Carvalho et al. (2018), an APP of 0 or 1 day, as reported by some subnational
governments, indicates the data low reliability, although obtained from DGAL. The
authors conclude that these small APPs “may result from good payment practices,
from noncomplying with accounting rules (recognizing the debt only at the payment
date) or from the formula” (Carvalho et al. 2018, p. 291). Table 4 shows the formula
weakness exposed by the authors.

Ausloos et al. (2017) argue that, in Italy, data reliability concerns (related to poor
auditing procedures) have become more relevant since the bankruptcy of several
subnational government entities under the last financial crisis. The Portuguese Audit
Authority (IGF) defend the need to review the APP methodology, adopting a
common measure for all subsectors to achieve comparability (IGF 2012). The
Portuguese APP methodology does not allow to obtain negative APPs (as it did in
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Spain), but it may give entities until 90 days to make payments and still have an APP
of zero, provided that they paid until the end of the quarter.

3 Data and Methodology

Having a sustainable commercial debt is of most relevance for the government’s
financial sustainability, namely for Portugal that had to request international assis-
tance. To achieve this challenge, it is essential to comply with LDP, paying to
suppliers within 30 days. To actually understand the effects of the LPD, it is essential
to have transparent information about the control measures and its outcomes.

Following the literature (Heald 2003; Grimmelikhuijsen 2012; Cucciniello and
Nasi 2014), to be able to evaluate the LPD it is essential to have information about
the “policy outcome transparency,” i.e., access to information that details the actual
effects of LPD.

This investigation aims to assess the LPD outcomes in subnational governments,
for the period of 2011-2017, studying:

— The Portuguese control measure of late payments, and.

— If it allows an effective control and a common measure to assess the payment
behavior of public authorities in Portugal, namely in the subnational govern-
ments, as well as in comparison with other Member States.

The investigation focuses on the 308 Portuguese subnational governments and it
was based on the APPs data and on the Statements of Financial Position released by
DGAL for the years 2011-2017 (last year for which data was available). Following
Pay on Time Program Act 2008, “short-term suppliers’ debt” is the payables
accounts excluding “other debts.” It was considered the last quarter APPs of each
year, except in Oeiras in 2017 where the third quarter APP was used (the last quarter
was not available). The subnational governments have been classified into three
categories according to the number of inhabitants, following the criteria of Carvalho
et al. (2018):

— Small: up to 20,000 inhabitants.
— Medium: between 20,000 and 100,000 inhabitants.
— Large: more than 100,000 inhabitants.

The number of subnational governments in each category, small, medium, and
large, from 2011 to 2017, is shown in Table 5 (inhabitants’ data are from “Pordata”
site).

Most of the Portuguese subnational governments are of small size, and only about
8% are large ones (being the same ones in the period). In that period, the number of
inhabitants had some variations, leading to a residual difference in the number of the
medium and small municipalities over the years.
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Table 5 Subnational governments by category (2011-2017)

2011 2012 2013 2014 2015 2016 2017
Large 24 24 24 24 24 24 24
Medium 103 101 100 100 99 99 98
Small 181 183 184 184 185 185 186
Total 308 308 308 308 308 308 308

Source: Own source

Table 6 Percentage of subnational governments with APPs up to 5 days (2011-2017)

2011 2012 2013 2014 2015 2016 2017
Large 0% 0% 4% 4% 13% 13% 13%
Medium 1% 4% 5% 7% 8% 9% 13%
Small 2% 5% 7% 9% 12% 14% 17%
Total 2% 5% 6% 8% 11% 12% 15%

Source: Own source

4 Findings

The average payments period (APP) measures the capacity to fulfil the obligations in
commercial transactions. Carvalho et al. (2018) question the reliability of the
available data, namely in what concerns to the “strange” small reported APPs.
Table 6 presents the percentage of subnational governments, by category, with an
APP less or equal to 5 days (according to the Ministry of Finance, after 5 days since
the invoices entry date they are considered as payables).

The percentage of subnational governments with APPs up to 5 days is getting
higher in all categories, being 13% of the large and medium ones, and 17% of the
small ones in 2017. Given the expenses of legal procedures, in a bureaucratic public
administration (Carvalho et al. 2018), it is not plausible that so many Portuguese
subnational governments have these APPs. Remember that the APPs consider the
quarterly debts, so it systematically grants an additional period until 90 days regard-
ing the payment period.

According to Baleiras et al. (2018) and Martinho and Santos (2019), the APP
measure is limited by not considering the “other debts.” Thus, the APP was adjusted
in order to consider those debts as “short-term suppliers’ debt.” The adjusted APPs
(called “overall APP”) were obtained from a proportional ratio between the pay-
able’s accounts considered by Pay on Time Program Act 2008 and those added to the
“other debts.” When subnational governments had a “short-term suppliers’ debt” of
0 and value in the APP, it was considered an overall APP of O (the nonreliable data
would distort the new measure). When those debts (under Pay on Time Program Act
2008 framework) were less than € 10,000, relevant “other debts” would also distort
the overall APPs, so the same solution was followed. The annual averages evolution
of the official APPs and of the overall APPs (in days) of the Portuguese subnational
governments during the period is shown in Fig. 2.
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Fig. 3 Annual averages, in days, of APPs and overall APPs of Portuguese subnational govern-
ments, by category (2011-2017). Source: Own source

The official APPs of the subnational governments show a tendency of reduction
since 2012 (where the longest term of 153 days can be observed), achieving an APP
of 48 days in 2017. Although they have improved, they do not, however, comply
with the LPD 30 days. The overall APPs allow to confirm the downward trend,
although not in 2012, but since 2014. The payment practices showed by this measure
are further away of the LPD objective. At the end of 2017, the average payment
period of 91 days is more than three times higher than the 30-day limit.

The “other debts” impact in the control measure became clear by comparing the
overall and the official APPs. The overall APPs greatly exceed the official ones in all
the years, being more than the double in 2015 and 2016. This is a strong evidence
that the average payment period has a relevant increase when the control measure
considers the “other debts” (although they should be residual, they recognize very
material amounts). Figure 3 allows to understand the payment behavior of the
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Table 7 Portuguese Subnational Governments, by category, with APP and overall APP >30 days
(2011-2017)

|2011 2012 2013 2014 2015 2016 2017
APP > 30
Large 83% 5% 54% 42% 38% 38% 21%
Medium 85% 84% 74% 57% 43% 40% 36%
Small 76% 70% 65% 53% 38% 38% 40%
% of Total 80% 75% 67 % 54% 40 % 39% 37%
Ov. APP > 30
Large 96% 96% 92% 75% 71% 75% 63%
Medium 93% 92% 86% 86% 84% 79% 7%
Small 84% 80% 78% 75% 83% 75% 70%
% of Total 88% 85% 81% 79 % 82% 76% 71%

Source: Own source

subnational governments, by size, under the APPs and the overall APPs
methodology.

2012 recorded the highest official APPs of the period in all the categories.
The highest term of 189 days was observed in medium-sized municipalities. Despite
the downward tendency, only the large subnational governments, and in 2017, met
the 30 days term (with 27 days). The average payment period of the medium and of
the small municipalities in all the years does not comply with LPD (even in 2017,
where there is an average of 43 and 53 days, respectively).

The overall APP by category allows to understand that subnational governments
have payment terms that stray too far from the LPD objective. Although the positive
evolution of the payment practices since 2014, it is possible to observe that there is
no category where they have average APPs within 30 days. Even the large ones
have, in 2017, an overall APP of 58 days which is more than the double of the
official APP. Table 7 shows the percentage of subnational governments, by size, that
have APPs and overall APPs over 30 days, enabling the LPD assessment.

If we consider the official APPs, the number of subnational governments that
have payments terms of more than 30 days has been reducing since 2011, in all
categories. However, in 2017 there are still 37% of them that have APPs higher than
30 days, being the large ones the most compliant (with only 21% having APPs over
30 days).

Under the overall APPs methodology, although there is a positive trend, it can be
observed that there are more subnational governments with a payment period of
more than 30 days. This is the situation of 71% of them in 2017 (against the 37%
when using the official APPs), and happens in all categories (for example, the large
ones are the triple when compared to the officials APPs).

The assessment of the payment practices following the overall APP method leads
to a substantial different outcome than the one that is currently achieved by official
method. The difference between the percentage of subnational governments with an
overall APP over 30 days and the ones with an official APP over 30 days, calculated



48 P. G. dos Santos and C. Martinho

2011 2012 2013 2014 2015 2016 2017

— | Arge Medium eeeeee Small

Fig. 4 Percentage of subnational governments, by category, with “overall APP >30" higher than
“APP >30” (2011-2017). Source: Own source

Table 8 Ratio of ‘other debts’ and ‘short-term suppliers’ debt’ (2011-2017)

(2011 [2012 2013|2014 [2015 2016 2017
APP > 30
Large 1.8 6.4 6.0 6.2 9.5 11.2 4.4
Medium 5.4 4.1 10.5 8.2 20.9 11.6 123
Small 1.6 13 1.6 2.5 43 3.8 33
Total 25 23 43 4.6 9.7 6.9 6.3
Ov. APP > 30
Large 038 0.5 0.6 0.3 0.4 2.2 0.4
Medium 0.4 0.4 0.7 1.5 1.0 22 1.0
Small 03 0.3 0.3 1.4 1.0 0.6 0.5
Total 0.4 0.4 0.5 1.3 0.9 1.3 0.7

Source: Own source

by the difference of the data presented in the previous table, can be observed in
Fig. 4.

As can be seen in Fig. 4, in the last 3 years, the percentage of municipalities with
an overall APP higher than the official APP is, for all categories, greater than 30%. If
it is considered that the commercial debt is sustainable when the average payment
period to suppliers does not exceed 30 days, it can be concluded that Portuguese
subnational governments still have a sustainability problem (namely if the overall
APP methodology is followed, i.e., the same methodology followed by other
Portuguese public subsectors). Given the relevance that “other debts” have in the
payment behavior control measure, Table 8 allows to see the ratio of “other debts”
and “short-term suppliers’ debt” in the subnational governments with an APP up to
and over 30 days.

Observe that “other debts” are more relevant, in all categories, in the subnational
governments that comply with LPD (“other debts” are much higher than the “short-
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term suppliers’ debt,” when they should be residual). In the medium ones, that ratio
is of 20.9 in 2015 and of 12.3 in 2017.

It can be observed that this ratio tends to increase in the subnational governments
that have the smallest official APPs and report payment practices that comply with
LPD. Thus, subnational governments are recognizing as “other debts,” material
debts that should probably be considered as ““short-term suppliers’ debt” (obtaining
small official APPs).

5 Conclusions

The last international crisis has brought the challenge to governments of adopting
policies aiming for financial sustainability, namely regarding the need to reduce late
payments which have been recognized as having a negative impact on businesses
sustainability. Having a sustainable commercial debt (for which it is essential to pay
suppliers within 30 days, complying with LDP) it is of most relevance for the
Portuguese financial sustainability.

Given its importance to actually assess the effects of the LPD, the Portuguese
control measure of late payments was studied. Following Berry and Berry (2007),
the Pay on Time Program Act 2008 was examined, diploma that establishes the APP
formula. This study confirms the conclusions of Carvalho et al. (2018), Baleiras et al.
(2018), and Martinho and Santos (2019) concerning the APP measure weaknesses.
Being quarterly, the measure considers the quarter end debts, granting an additional
period until 90 days regarding the payment term.

Subnational governments APPs disregard “other debts” as “short-term suppliers’
debts,” contrary to other sectors of Government, which limits the comparability
within the public sector. Being LPD a coercive isomorphism, the actor’s behavior
(Berry and Berry 2007) should be considered as well as the individual organizations
resistance to institutional pressures for change (DiMaggio and Powell 1983). Thus, it
was studied the relevance of the “other debts” when compared with the “short-term
suppliers’ debts” to see if it could influence the control measure.

The number of subnational governments reporting an APP until 30 days is getting
higher since 2011, but the same ones are reporting “other debts”” much higher than
“short-term suppliers’ debts.” In 2017, these are 4.4 times more than “short-term
suppliers’ debts” in the large municipalities, 12.3 times more in the medium and 3.3
times more in the small ones. Therefore, the trend to increase the value recognized in
“other debts” is followed by the trend to reduce the official APPs. It can be
concluded that subnational governments are reporting smaller official APPs than
the ones they would have if the APP measure did not except those debts.

As showed by the literature (Carpenter and Feroz 2001; Miller 1992; Oliver 1991;
DiMaggio and Powell 1983), there may occur resistance to institutional pressures for
change (even being coercive). By not considering “other debts,” the APP formula is
permeable to accounting practices that are discrepant of their “original designs.” The
investigation allows to conclude that the Portuguese APP formula does not set a
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common methodology for measuring the payment behavior of public authorities
neither in Portugal, neither when compared with other Member States, as Spain.
Also, it has many weaknesses, it is permeable to unethical behavior and practices and
does not allow a generalized and effective control of the commercial debt. Therefore,
the available data led to the conclusion that the information reported about the
payment behavior of subnational governments is not reliable, not allowing an
effective control of the LPD implementation and not contributing for the Portuguese
financial sustainability.

The revision of the Pay on Time Program Act 2008 is recommended, in what
concerns the “short-term suppliers’ debt,” harmonizing the control measure in the
public sector in order to obtain comparable statistical elements. Also, a monthly
report instead of a quarterly should be considered, in order to be able to compare
with other Member States. The diploma analysis led to the conclusion that it may
negatively influence the real adoption of the LPD, not enabling the assessment of the
actual outcomes. Remember that the Member States should remove any domestic
laws that conflict with the aims of the Directive, ensuring the proper LPD imple-
mentation (EP 2018).

The lack of reliability of the data is a study limitation, although it was obtained
from DGAL. Also, the consideration of an overall APP of zero in some subnational
governments, as explained in Sect. 4, could be a limitation, although it is considered
as having no significant effect on the conclusions which only would be reinforced
with the inclusion of those entities. The paper contributes to the knowledge of the
control measures of the payment behavior of subnational governments and to the
assessment of the actual LPD outcomes. As future research, the study about LPD
outcomes and their transparency in all of Government sectors is proposed. Also, the
study of the control measures of late payments adopted by other Member States is
proposed.
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Irena Pyka, Aleksandra Nocon, and Anna Pyka

Abstract Bank consolidation is a process that has been observed in the world
economy since the early 1980s. Until the global financial crisis formation of bank
capital groups and financial conglomerates was considered as banks’ response to the
globalization of financial system. After the global financial crisis, a “consolidation
window” opened up in the global economy, which did not bypass the Polish banking
sector. At the same time, it coincided with the support of the Polish government
interested in its repolonization, which in a consequence resulted in an increase of the
concentration level of bank capital. The main aim of the paper is the analysis of
consolidation processes after the global financial crisis, as well as interactions
between concentration of commercial banks in Poland (as a quantitative approach
to the consolidation process) and their operational efficiency. The research indicates
that concentration of the Polish banking sector affects effectiveness of the sector and
individual commercial banks. However, scale and strength of these dependencies
varies between the analyzed cases.

Keywords Banking sector - Commercial bank - Consolidation process -
Effectiveness

1 Introduction

Bank consolidation is a process that has been observed in the world economy since
the early 1980s. Banks are eager to merge and form larger organizational structures,
operating on a global scale, due to the following causes: shareholders’ striving to
maximize profit, managers’ striving to increase the privilege of their market position,
and the use of all the privileges resulting from consolidation in the banking business
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(Chrabonszczewska 2016). Until the global financial crisis formation of bank capital
groups and financial conglomerates, treated as the effect of increasing mergers
and/or acquisitions, was considered as banks’ response to the globalization of
financial system. However, intensification of bank capital concentration processes
has increasingly given rise to numerous controversies. The growing number of
global banks based on the benefits of cross-border loans—the so-called cross-border
financing, raised concerns about the disappearance of competition on bank services
market and weakening position of a bank client. A new dimension of global banking,
called as the financialization, was particularly criticized (Marcinkowska 2015;
Szunke 2014). However, strong criticism of large banks’ activities followed after
the global financial crisis, when they were burdened with the responsibility for
escalation of systemic risk in the international economy, and many of them received
serious public financial support. The subject of controversy has become not only
scale of this support, but also its legitimacy, impact on public budget balance as well
as their use by the financial institutions. Based on these circumstances, there is a
question what do consolidation processes look like after the global financial crisis?
Due to the nature of the study, it was carried out in Poland at a level of the whole
banking sector and selected commercial banks setting out the task of multilayered
recognition of the undertaken problem.

The main aim of the paper is the analysis of interactions between effectiveness
and concentration of commercial banks in Poland. In the postcrisis period, there is
observed intensification of capital ownership changes. In 2012, due to the need to
return received public aid, the Belgian KBC bank has signed the agreement with
Santander bank regarding the merger of Kredyt Bank with BZ WBK bank. The
merger was completed in January 2013. This was also the case of the Greek EGF
group which was looking for opportunities to improve its financial results. At that
time, it was decided to sell the branch in Poland. However, these changes occur
constantly. After the global financial crisis, a “consolidation window” opened up in
the global economy, which did not bypass the Polish banking sector. At the same
time, it coincided with the support of the Polish government interested in its
repolonization (Pyka et al. 2018), which in a consequence should result in an
increase of the concentration level of bank capital.

The structure of the article includes critical literature studies which present the
current state of knowledge about the undertaken problem, methodology with the
main indicators used during the research, and the main empirical part of the paper—
analysis of the interactions between consolidation and effectiveness in the whole
banking sector as well as individual banks. The article ends with a summary which
provides the main conclusions from the research.
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2 Literature Review

The consolidation process of banking sector is widely studied in the literature (Seo
and Hill 2005; Frackowiak 2009; Antoniadis et al. 2014; Kumar 2013; Ayadi and
Pujals 2005; Mikotajczyk 2014; Joash and Njangiru 2015; Tsaurai 2017; Juszczyk et
al. 2013). These studies generally focus on the motives and course of consolidation
processes, measures of bank concentration level, and mutual effects of an increase or
decrease in the banks’ capital concentration on selected economic variables.

The research highlights intensification of consolidation processes, which is
mainly due to the constantly changing legislative framework and competitiveness
environment. According to Ayadi and Pujals (2005), changes in the legal frame-
work, including changing regulations, put pressure on using consolidation processes
to remain competitive and fully benefit from the dynamic nature of financial market.
However, there is no compliance regarding its positive impact on competitiveness.
World Bank (2013) indicated that consolidation may lead to increase in competi-
tiveness, but appropriate supervision and adequate regulations are a necessary
condition. On the other hand, Laeven and Claessens (2003) showed almost no
relations between an increase in concentration and a level of competition. In turn,
Flejterski and Wahl (2010) adopted an increase in competitiveness as a part of set of
goals conducive to the progressive banking sectors’ consolidation. Among the
motives of consolidation process, they also included the possibility of improving
operational efficiency through increasing the scale of operations or organizing/
changing organizational structures. Kotowicz (2015) believed that in the Polish
economy the consolidation process after the global financial crisis was also favored
by an increase in the scale of operations of large banks, exceeding the growth in scale
of the sector.

In the literature, there is no unanimity on how to examine a level of consolidation
processes. When it comes to the measures of concentration, Pawtowska (2014) and
Klepacki (1984) refer to the most commonly used consolidation measures. These are
concentration ratios (CR) and Herfindahl-Hirschman Index (HHI). While the oppo-
nents believe that they only take into account values of the market structure, but no
other features, such as regulations, barriers to entry or exit are included. Hence, they
propose to use a new empirical industrial organization theory, which uses more
advanced measurement methods such as the Lerner index, H-statistics or Boon
measures (Ramotowski 2013; Mikotajczyk 2014). Tushaj (2010) additionally—in
assessing a level of concentration of the sector and selected banks—uses the Hall-
Tideman Index (HTI), Rosenbluth Index (RI), Hannah-Kay Index (HKI), Multipli-
cative Haus Index (Hm), additional Haus index (ha), and entropy measures (E).

Furthermore, in the literature there is also no explicit position regarding an impact
of changes in the banking sector concentration on its stability. Kurgan-Van
Hentenryk (2001) argued that consolidation contributes to stabilization of banking
system. He showed that many of the governments of European countries, including
Austria, Belgium, and Germany, promoted bank consolidations when the financial
system was exposed to banking crises in the 1920s and 1930s. On the other hand, it
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is suggested that bank consolidations do not significantly improve the performance
or efficiency of the participating banks (Berger et al. 1999; Financial Service Agency
2002; Shih 2003).

The other authors look for a link between a level of consolidation and effective-
ness of banking system supervision. Beck et al. (2003) argued that supervision of a
highly concentrated sector is more effective. Formation of large banking structures is
justified by economies of scale, arising due to mergers and acquisitions, as well as by
the belief that larger banks better diversify their operations, which allows them to
better adapt to market conditions and at the same time increases their resistance to a
potential banking crisis. On the other hand, Mikotajczyk (2014) and Iwanicz-
Drozdowska (2002) indicate that excessive concentration may lead to the creation
of huge financial institutions and also increase on complexity of capital group’s
structure.

The subject of research, concerning the ongoing banking sector consolidation, are
also changes in financial indicators and the ownership structure of a banking sector.
Research conducted by the Polish Financial Supervision Authority (Polish Financial
Supervision Authority 2013) indicated that, across the whole European Union, there
is no statistically significant relation between concentration in a banking sector and
financial indicators. While Weber (2000) studied an effect of bank mergers in the
aspect of reduction of operating costs, obtained mainly by limiting employment and
noticed the existence of a relation between a consolidation process and size of
employment as well as a level of labor costs. He showed that, like Kozak (2015),
consolidation contributes to reduction of employment in a banking sector.

The conducted research also concerns links between capital concentration and
banking efficiency. Considering consolidation in terms of its impact on efficiency, it
should be assessed whether, and if so, how an increase in the concentration of bank
assets in the sector will translate into basic effectiveness measures. If a sector’s
concentration is a result of M&A, the fundamental question is whether this process
improves operational effectiveness of an acquiring bank. The relationship between
bank market concentration and bank efficiency is complex and sometimes ambigu-
ous: depending on the banking market-specific characteristics, this relationship may
be either positive or negative. Roger and Ferguson (2009) studied the potential
impact of financial consolidation on financial institutions’ effectiveness. Their
research concluded with an extensive evaluation of the potential effects of financial
consolidation on the efficiency of financial institutions, competition among such
firms, and credit flows to households and small businesses. According to Goddard
et al. (2008), banks’ consolidation in the USA often only slightly improved the
efficiency of the combined institution. The study also suggested that the hubris and
agency motives for merger may be relevant, or that synergy derived more from
enhanced market power than from cost savings. De Young (1993) studied
348 merged banks, of which 43% were intercompany ones. The study estimated
pre- and post-merger cost efficiency by applying a thick frontier approach. Prior to
merger, the acquiring banks were more cost efficient than the target. However, in the
3 years period after the merger, cost efficiency improved in about 64% of the cases. It
is generally confirmed that bank market consolidation and efficiency relationships
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are of particular relevance in Europe, but they remain controversial (Goddard et al.
2007; Molyneux 2009; Basilio et al. 2016).

Consolidation processes in Poland in the period after the economic transforma-
tion and until 2009, which were banks’ reaction to the globalization of the financial
system, did not take into account intensification of bank capital concentration
processes after the financial crisis of 2008-2012. During this period (i.e., in the
years of 2009-2017), the global banking dimension was particularly criticized, in
which commercial banks were burdened with the responsibility for escalation of
systemic risk in the international economy, and many of them received serious
public financial support.' The adopted time horizon covering the years of
2005-2018 complements and broadens the research already carried out by others.

3 Controversy Around the Essence and Measurement
of Bank’s Effectiveness

Effectiveness is an economic concept, which did not find the final scientific consen-
sus for many years. Effectiveness concerns various areas of human activity, includ-
ing economic activity (Nawrocki 2015). It is widely accepted that economic
effectiveness is a quantitative category that describes a degree of achievement of
economic objectives (Czyzewski and Smedzik 2010). Therefore, research on eco-
nomic effectiveness is primarily associated with optimization of resource allocation.
This point of view also accompanies the identification of the concept of bank
effectiveness. Nowadays, commercial banking sector is constantly undergoing
major changes, which cause that banks, in order to meet market and customer
requirements, steady monitor effectiveness of their operations (Szelagowska and
Posacka 2006; Jonek-Kowalska and Zielinski 2017; Stota 2011).

Empirical studies presented in the chapter concentrate on the financial effective-
ness of a bank. It is well reflected in the set of goals that a bank pursues. It shows an
amount of profit, while on the other hand, it allows to assess growth dynamics of
bank’s market value (increase of added value, increase of benefits for owners). The
following indicators for measuring bank’s financial effectiveness were adopted in
the research:

* Return on assets (ROA)—an indicator reflecting the quotient of net profit and
total assets.

* Return on equity (ROE)—an indicator reflecting the quotient of net profit and
equity.

e Profit per person (bank net income per full-time equivalents)—reflecting the
amount of profit earned by one full-time employee.

'The subject of controversy has become not only scale of this support, but also its legitimacy,
impact on public budget balance as well as their use by the financial institutions.
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e Cost/income ratio (C/I ratio)—an indicator reflecting the quotient of the total
costs and revenues of a bank (or a sector).

ROE, ROA, and C/I ratios can be presented as percentages or numerical values,
while profit per person ratio is expressed in a currency unit. All the above-mentioned
indicators are used in assessing effectiveness of banking sector, a single bank or a
bank’s capital group. In the first three measures of effectiveness the higher their
value against the background of a sector, competition, the better. On the other hand,
the lower C/I ratio, the higher operational effectiveness of a bank (sector). The
calculated ratios may show a positive proportional relation, when ROA, ROE, and
profit per person increase along with a concentration ratio (as a measure of ongoing
consolidation) and then this situation will indicate that consolidation has a positive
effect on bank’s/sector’s effectiveness. In such a situation, the C/I ratio should
present a downward trend over time. If the ROA, ROE, and profit per person
show an inversely proportional relation to a concentration ratio, this may indicate
a negative impact of bank consolidation on effectiveness of banks’ and/or sector’s
activity (then the C/I ratio will also increase over time). There is also possible a
situation that effectiveness indicators will not show changes in relation to an increase
of the CR5/CRI10 ratio, which means no interaction between banks’ (sector’s)
concentration and effectiveness.

4 Consolidation of the Banking Sector in Poland
in 2005-2018

The processes of bank consolidation in Poland can basically be analyzed since 1990,
when a period of the transformation of the Polish market economy begins. They ran
in different ways. Initially, it was a result of the privatization program of the
centralized economy, then a targeted consolidation program, and in the end it turned
out to be the result of mergers and acquisitions taking place in the developing
European Union (Pyka et al. 2018). Research carried out in this study covers the
years of 2005-2018. Moreover, after a certain stagnation of ownership transforma-
tion in Poland, at the turn of the twentieth and twenty-first centuries, under the strong
influence of the negative consequences of the global financial crisis, their next stage
begins. It justifies to undertake research, indicating the direction and effects of
consolidation processes in the Polish banking sector.

A scale of banking sector consolidation has been adopted to measure a level of its
concentration. Concentration, by its nature, means focusing and, unlike consolida-
tion, is a measurable phenomenon. There are many indicators for measuring the
concentration of banks. Among them, there are the concentration ratio (CR) and the
Herfindahl-Hirschman Index (HHI). The basic concentration indicators CR3, CRS5,
and CR10 determine a share of, respectively, three, five, and ten largest banks in the
selected financial variable, e.g., net assets, gross loans, or banking sector deposits. In
turn, the Herfindahl-Hirshman Index (HHI) determines the estimated level of density
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Fig. 1 CRS concentration ratios in the European Union in 2015 [%]. Source: Based on Kotowicz
(2015)

in a given industry and the level of competition in a given market. This index takes
values higher than 0 and at most equal to 1 (or 10,000 if percentage instead of
fractional values has been used in its calculation). Higher index values correspond to
higher market concentration (Olszak 2014; Kil 2015).

The study uses sectoral data and indicators illustrating the share of 5 and 10 banks
in the sector’s assets (CRS5, CR10). Due to the fact that commercial banks are a
subject of the analysis, the HHI was rejected. The resignation from the HHI results
from the fact that cooperative banks, which were not included in the research,
strongly influence on a level of this indicator. The level of concentration of the
Polish banking sector compared to EU Member States is low (see Fig. 1). The values
of CRS5 ratios place the Polish banking sector in the 21st position among EU
countries and are clearly lower than the EU average (62%).

The distant position of the CRS5 ratio of the Polish sector, compared to other EU
countries, indicates that in other EU countries assets are even more concentrated
among the top five banks. In six European countries (Finland, Malta, the Nether-
lands, Lithuania, Estonia, Greece) the five largest banks gather over 80% of the
sector’s assets (Pyka and Nocon 2019). In Greece, the CR5 ratio in 2005 was at a
level of 65%, while since 2013 it has been amounted to 94%. This means that five
credit institutions control almost the whole Greek banking sector (Cichy and Puszer
2016). The similar situation is when it comes to the CR10 ratio—its value is lower
than the average of the Central European region countries, which amounts to 76%. It
is interesting that in CEE countries concentration is higher than in developed
countries of Western Europe.® It should be noted that the values for Poland are
closer to those for Western Europe.

?In the case of the HHI in Poland, its value should be considered as low compared to the European
countries. Only the most developed financial markets, such as Germany, Luxembourg, Italy, and the
United Kingdom, were characterized by a lower value.

3This may be due to the fact that in the aftermath of the global financial crisis, the quality of banks’
loan portfolios has significantly deteriorated in most CEE countries. This forced a need to take over
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While analyzing a level of concentration in the Polish banking sector, it is noted
that in 2005 a share of the five largest banks in Poland (PKO BP, Pekao SA,
Santander Bank Polska, mBank, and ING Bank Slaski) accounted for almost 49%
of the total assets of the whole sector. In 2008 and 2009 it was over 44%, in 2014—
49%, while in 2018 the total balance sheet in the five largest banks exceeded 100 bln
PLN, and their share in the sector’s total assets fluctuated around 48%. In turn, the
10 largest banks (CR10) in Poland managed over 74% of the assets of the whole
sector in 2018, while 8 years ago it was just over 63% (see Table 1).

The indicators of the banking sector concentration in Poland show constant,
though small changes (the CR10 ratio is much more susceptible to changes),
although their level is still quite low compared to other European Union countries.
Situation is different in large European economies (Germany, the UK, France, Italy),
where a share in the total assets of a sector of the five largest banks does not exceed
50%, and even ranges from 30 to 40%. Countries with the smallest concentration of
the sector (in terms of assets) are Luxembourg and Germany, where the five largest
banks account for about 30% of the assets of the whole banking sector (Pyka and
Nocon 2019).

5 Analysis of Relations Between Concentration
and Effectiveness of the Polish Banking Sector

The conducted analysis of interactions of the main effectiveness indicators and bank
concentration in the Polish banking sector, representing a macroeconomic approach
to the analyzed problem, was based on the CRS and CR10 ratios. The left ordinate
axis of Fig. 2 presents the percentage values of ROA, ROE, and C/I ratios in relation
to changes in the CRS and CR10 ratios. The right ordinate axis illustrates how the net
income to one full-time equivalent, quantified for the whole banking sector in
Poland, has changed in relation to the same concentration indicators (CRS, CR10).

Analyzing the interactions of the banking sector concentration in Poland and a set
of analyzed effectiveness indicators, it should be emphasized that:

e CRS ratio within analyzed 14 years is relatively stable, larger changes are
observed in the CR10 ratio.

* Greater correlations of the concentration level and efficiency of the banking
sector are noticeable in relation to changes in the CR10 ratio rather than CR5
ratio.

e Until 2015 (with the exception of 2009—time of financial crisis escalation) it is
observed a relation (proportional relation) between the change in CR10 and ROE

smaller and weaker institutions on the banking market and thus contributed to an increase of the
banking sector concentration ratio.
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Fig. 2 ROA, ROE, C/1, and profit per person versus concentration of the banking sector in Poland
(CRS5 and CRI10 ratios) in 2005-2018. Source: Own work based on the National Bank of Poland
and the Polish Financial Supervision Authority data. * NOTE: currency conversions were made
assuming that 1 EUR = 4 PLN

as well as ROA; however after 2016—after the banking tax implementation and
other charges for banks, such relations are difficult to determine.*

e Correlation of profit per person ratio versus concentration level is similar to
correlations with ROA and ROE, but with a less clear trend; similar to ROA
and ROE in 2009 (financial crisis), the indicator deteriorates and in the following
years it increases again to values not recorded historically; another very signifi-
cant deterioration of the indicator occurs in 2015 and is not related to the
consolidation process but to the macroeconomic and fiscal circumstances.

¢ In 2005-2008 with a decrease in the CR10 ratio, there is a decrease in the C/I
ratio, while in the years of 2009-2014, along with an increase of the CR10 ratio,
the C/I ratio decreased, between 2015 and 2018 again as the concentration level

“The deterioration of main effectiveness indicators in 2015 and 2016, including an increase of cost/
ncome ratio, lowering ROA and ROE indicators resulted from an increase of operating costs, which
were related, among others, from the implemented tax on certain financial institutions (the so-called
banking tax). This tax included commercial banks. In addition to the banking tax, the financial
results of the banking sector in Poland were also affected by liabilities to the Bank Guarantee Fund
and contributions to the Borrowers Support Fund (FWK), which value was determined by the
amount of unsupported housing loans in a bank’s portfolio (capital from the Fund is used as
repayable aid for people having problems with mortgage loans). FWK contributions were paid in
February 2016; however, most banks recorded the related expenses in December 2015. The one-off
event, which was the sale of Visa Europe shares, had a positive impact on the financial result of the
banking sector in 2016, when Polish banks earned about 2 bln PLN (Pyka 2017).
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increases, the C/I ratio increases; therefore, it can be observed that the C/I ratio in
the analyzed period (except the years of 2005-2008) indicates an inverse relation
as compared to CR10 ratio; thus, it can be assumed that an increase of concen-
tration is conducive to the improvement of the C/I ratio.

6 Analysis of Relations Between Concentration
and Effectiveness of the Selected Commercial Banks
in Poland

The interactions between concentration and effectiveness of a given bank in the
Polish banking sector are difficult to examine, based on the concentration ratios for
the whole banking sector. In order to objectively assess whether (and if so how)
service of a major part of the banking market by a given bank affects effectiveness of
its operations, in the research a share of assets of the analyzed bank in the total assets
of the whole sector was adopted as the concentration indicator. The research covered
banks included in the CRS5 ratio, i.e., PKO BP SA 2005-2017, PeKaO, Santander,
mBank, and ING SA 2005-2017 Sla,ski in the period of 2005-2017.%

Analyzing the above-mentioned effectiveness and concentration indicators for
PKO BP, the largest commercial bank in Poland, the following conclusions can be
drawn (see Fig. 3):

» Since 2008 a share of assets of the biggest commercial bank in Poland (PKO BP
SA) has been systematically increasing, while the largest increase was recorded
after 2013 as a result of the Nordea Bank Polska SA acquisition.®

¢ ROA and concentration ratio show inverse relations, which means that ROA
indicators deteriorate with an increase of the concentration ratio in the analyzed
period; this may confirm the thesis that an increase of concentration affects
complexity of banking group structures and favors a decrease of effectiveness
indicators (at least in the first years after M&A—after the acquisition of Nordea
Bank Polska, a share in the sector was growing, but did not impact on an increase
of asset profitability).

¢ In 2005-2008, ROE increased while a share of bank assets in the sector
decreased; in subsequent years, ROE decreased despite an increase in the con-
centration ratio; this indicates an inverse relation between ROE and a level of
concentration of PKO BP bank in the sector; however, it should be noted that this
may also result from macroeconomic conditions (financial crisis, the banking tax)
and the merger process with Nordea Bank Polska.

3 At the moment of the research, there is no access to the commercial banks’ results for 2018, as it
was possible in the sectoral analysis.

SPKO BP assets increased from 199.2 bln PLN in 2013 to 248.7 bln PLN in 2014.
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Fig.3 ROA, ROE, C/1, and profit per person of PKO BP SA bank versus a share of bank’s assets in
the total assets of the whole banking sector in Poland in 2005-2017. Source: Own work based on
the annual unconsolidated reports of PKO BP SA in the years of 2005-2017. * NOTE: currency
conversions were made assuming that 1 EUR = 4 PLN

¢ An increase of the share of PKO BP assets in the sector’s total assets is conducive
to an improvement in the C/I ratio as well as an increase of net income related to
the scale of employment (except for the years 2009 and 2015—respectively the
period of the financial crisis and fiscal changes in banking industry).

Analyzing interactions between effectiveness and changes in the share of PeKaO
bank (the second largest commercial bank in Poland) in total assets of the whole
banking sector in 2005-2017, presented in Fig. 4, it can be noticed that a share of the
bank’s assets has been increasing since 2008. ROE and ROA ratios were inversely
proportional to an increase of the concentration of bank’s assets in the sector’s
assets. There are no interactions of changes in concentration ratio of bank’s assets in
sector’s assets and changes in net income per employee. An increase in the share of
PeKaO assets in the sector’s assets has a positive impact on the C/I ratio.

Furthermore, in the next stage of the research, there was conducted the analysis of
interactions between effectiveness and changes in the share of mBank in the total
assets of the banking sector in 2005-2017 (Fig. 5). Throughout the whole analyzed
period, there is no spectacular changes in a share of mBank’s assets in the sector’s
assets (no new acquisitions of the analyzed bank), accompanied by a simultaneous
decline of ROE since the financial crisis, i.e., since 2008. ROA ratio was stable in the
whole analyzed period (just like the concentration ratio) except a period of the
financial crisis (2008-2012) when the rate of return on bank assets decreased.
Despite a stable share of the assets of the analyzed bank in sector’s assets, there is
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Fig. 4 ROA, ROE, C/1, and profit per person of PeKaO SA bank versus a share of bank’s assets in
the total assets of the whole banking sector in Poland in 2005-2017. Source: Own work based on
the annual unconsolidated reports of PeKaO SA in the years of 2005-2017. * NOTE: currency
conversions were made assuming that 1 EUR = 4 PLN
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Fig.5 ROA, ROE, C/1, and profit per person of mBank bank versus a share of bank’s assets in the
total assets of the whole banking sector in Poland in 2005-2017. Source: Own work based on the
annual unconsolidated reports of mBank in the years of 2005-2017. * NOTE: currency conversions
were made assuming that 1 EUR = 4 PLN

observed a systematic decline in the C/I ratio. In 2008-2009 there was a drastic drop
of profit per person ratio, and its increase later on; there is no visible interaction of
the net income/full-time equivalents in relation to changes in concentration ratio.
Figure 6 illustrates mutual dependencies between Santander Bank’s effectiveness
and its assets share in the whole banking sector’s assets in the years of 2005-2017.
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Fig. 6 ROA, ROE, C/1, and profit per person of Santander Bank SA bank versus a share of bank’s
assets in the total assets of the whole banking sector in Poland in 2005-2017. Source: Own work
based on the annual unconsolidated reports of Santander Bank SA in the years of 2005-2017

Since 2013, a share of the bank’s assets has increased disproportionately more than
in the years of 2005-2012. Since 2013, along with an increase of the concentration
of bank’s assets in relation to the sector’s assets, ROA and ROE ratios have
decreased slightly. Regardless of the degree of concentration, there was a decline
in the C/I ratio in the analyzed period, which indicates good bank’s effectiveness.
Along with an increase in concentration of bank’s assets in the sector’s assets in the
years of 2013-2015, the profit per person ratio also increased; however, in
2016-2017 the indicator deteriorated significantly.

Figure 7 shows the mutual dependencies between ING’s effectiveness and its
asset share in the banking sector’s assets in the years of 2005-2017. Since the
beginning of the financial crisis (i.e., since 2008), there was a significant increase
in a share of ING’s assets in the sector’s assets (organic growth, no M&A), while
there was also observed stable level of ROA ratio and deterioration of ROE ratio in
this period. The bank recorded a decrease (and then its maintenance) of the C/I ratio,
along with an increase of a share of the bank’s assets in 2008 and later maintaining
this share at a similar level. Since 2008, there has been a gradual improvement in
profit per person ratio with no significant changes in a level of concentration of
bank’s assets in the sector’s assets.
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Fig.7 ROA, ROE, C/1, and profit per person of ING Bank Slaski SA bank versus a share of bank’s
assets in the total assets of the whole banking sector in Poland in 2005-2017. Source: Own work
based on the annual unconsolidated reports of ING Bank Slaski SA in the years of 2005-2017

7 Conclusion

The conducted research concerning interactions between a concentration level and
selected effectiveness indicators of commercial banks and the banking sector in
Poland in the years of 2005-2018 indicates that concentration of the Polish banking
sector affects effectiveness of the sector and individual commercial banks. Concen-
tration of the sector, measured by the CR10 ratio, indicates greater interactions with
effectiveness indicators of the banking sector than concentration, measured by the
CRS5 ratio.

The interactions between concentration and effectiveness of banks allow to draw
the conclusion that in the years of 2005-2018 four subperiods can be distinguished,
covering the years of:

e 2005-2007—a period before the global financial crisis, where there is observed
an increase in banking sector’s assets along with high operational effectiveness
and decreasing concentration of the sector

e 2008-2011—identified as a period of escalation of the crisis, when there was
observed a slowdown in the growth of banking sector’s assets, lowering its
profitability and stabilizing a level of concentration

e 2012-2014——characterized by an increase of the sector, expressed in the size of
assets and combined with a decrease of its profitability due to increased operating
costs of commercial banks and an increase in a level of concentration in the
banking sector

e 2015-2018—when there was a further gradual increase of assets and an increase
of concentration ratios of the banking sector combined with “rebuilding” of its
profitability.
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These periods have different characteristics, which cause big problems with
drawing coherent and unambiguous conclusions from the conducted research and
often not corresponding to the theories, described in the literature. This encourages
the authors to conduct further in-depth research, in particular those based on
modeling interactions between concentration in the banking sector and effectiveness
of individual banks. Moreover, the authors are aware of a further research gap,
concerning an impact of banking sector’s concentration on its stability, which might
be a subject of their next studies.
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An Empirical Study of Blockchain )
Technology, Innovation, Service Quality ekl
and Firm Performance in the Banking

Industry

A. G. Rekha and A. G. Resmi

Abstract Despite the potential promises that blockchain technology (BT) offers to
the financial services sector, its large-scale implementations are still in a nascent
stage. There is no consensus on what benefits BT may bring, and there is always a
possibility of difference between expected benefits and experienced real-world
impact. Since the actual impact can be assessed only after large-scale
implementations by financial institutions, there is little empirical evidence available
in the literature. In this context, this research seeks to explore the potential impact of
BT by developing and empirically testing a model. For this purpose, we have
identified four dimensions of BT, namely, Decentralization, Transparency,
Trustlessness, and Security. The impact of BT on innovation, service quality, and
firm performance is assessed based on the extent to which these dimensions are
present in the organization. The linkages of the latent constructs are estimated by
analyzing the primary data collected from senior managers of various banks in India.
The findings of this study provide several important considerations regarding the
implementation of BT.

Keywords Blockchain - Bank - Financial service - Innovation - Service quality -
Performance

1 Introduction

Blockchain technology (BT) is identified as a disruptive innovation of the Internet
era. This technology promises to bring revolutionary transformations in the way we
transact over the internet, with prospective applications in various domains (Swan
2015; Huckle et al. 2016; Tapscott and Tapscott 2016; Beck et al. 2017). A

A. G. Rekha ()
Research wing- SBIL, State Bank of India, Kolkata, India

A. G. Resmi
Business Studies and Social Sciences, Christ (Deemed to be University), Bangalore, India

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 75
M. H. Bilgin et al. (eds.), Eurasian Economic Perspectives, Eurasian Studies in
Business and Economics 16/1, https://doi.org/10.1007/978-3-030-63149-9_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-63149-9_5&domain=pdf
https://doi.org/10.1007/978-3-030-63149-9_5#DOI

76 A. G. Rekha and A. G. Resmi

blockchain is a distributed, decentralized, and immutable database, consisting of a
growing sequence of blocks containing timestamped transactions, which is shared
among a peer-to-peer network by a consensus mechanism. BT has got promising
application prospects in the banking and financial services industry, especially in
payment clearing and settlement systems, bank credit information systems, trade
finance, etc. (Guo and Liang 2016; Peters and Panayi 2016; Treleaven et al. 2017).
By way of decreasing transaction costs and by improving operating efficiency, BT
offers the potential to be the core, underlying technology of the future financial
services sector.

Despite the potential promises that this technology offers, large-scale BT
implementations in the banking sector are still in the nascent stage. There is always
a possibility of difference between expectations and experienced real-world impact
of BT since the actual impact can only be assessed after large-scale implementations
by financial institutions. While there are several initiatives offering blockchain
solutions, especially by financial service providers and FinTechs, so far, no appli-
cation has achieved large-scale recognition. It is necessary to be aware of the
potential impacts resulting from the use of blockchain technology to real-world
applications to foster the adoption of this technology at a larger scale. But there is
no consensus on what benefits BT may really bring (Halaburda 2018).

Numerous conceptual studies are published focusing on BT. However, only a
limited number of studies are available in literature, which is analytical and empirical
in nature. Further, the focus of most of the research available on BT deals with
technical, computational, and engineering aspects of blockchain. BT has not yet
been thoroughly investigated from a strategic and managerial perspective by both
academicians and practitioners. This gap has created exciting research avenues,
especially from the perspective of managerial challenges and implications. A set
of characteristics of BT are identified for this study, considering the above into
account. Further, these characteristics are grouped into four dimensions of
BT. Using these dimensions, we explore blockchain and related technologies from
different perspectives, including strategic as well as managerial. A theoretical model
is developed and empirically tested to explain the potential impact of BT on
innovation, service quality, and firm performance in the context of the banking
industry.

The rest of the paper is organized as follows: The research model and hypotheses
are presented in sect. 2. This is followed by a discussion on the data and method-
ology in sect. 3. Section 4 presents the analysis and findings. Finally, the concluding
remarks are given in sect. 5.

2 Research Model and Hypotheses

In order to understand the underlying concept of BT and to derive a distinct set of
characteristics, a rigorous literature review is performed. One of the significant
reasons for the interest in BT is its characteristics that provide security, anonymity,
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and data integrity without the need for any third party in control of the transactions
(Yli-Huumo et al. 2016). BT can be leveraged to overcome the drawbacks that are
associated with trusting a central authority by enabling reliable transactions on the
blockchain without knowing or trusting the peer dealt with. Some authors have
pointed out that BT enables a secure trust-free transaction system (Beck et al. 2016).
Shared and distributed storage of information is mentioned as another characteristic
of BT which enhances the transparency of the blockchain system (Garman et al.
2014; Cai and Zhu 2016). Seebacher and Schiiritz (2017), in their work, identified
trust and decentralization as the key characteristics of BT. Transaction security and
immutability in the blockchain network achieved through public-key cryptography
and peer verification process are also discussed in the literature (Cucurull and
Puiggali 2016; Weber et al. 2016; Zhao et al. 2016). An in-depth review and
synthesis of these literature have revealed a set of characteristics that facilitate
implementation of BT in an organization. From these four principal characteristics
are identified for BT, namely, Decentralization, Transparency, Trustlessness, and
Security. Using these dimensions, we explore BT from a strategic as well as
managerial perspective. Further, we examine the potential impact of BT on innova-
tion, service quality, and firm performance in the context of banking industry.

Innovation is generally considered as an essential component for organizations to
obtain competitive advantage and superior performance (Cooper and Kleinschmidt
1987; Mone et al. 1998; Gunday et al. 2011). As per the definition given in the
OECD Oslo manual 2005, product innovation can be viewed as the introduction of a
new or significantly improved good or service. Process innovation is the implemen-
tation of a new or significantly improved production or delivery method. Organiza-
tional innovation is the implementation of a new organizational method in the firm’s
business practices, and it is strongly related to administrative efforts (OECD 2005).
Product and process innovations are closely related to technological developments
(Gunday et al. 2011). Further, considerable research has been conducted on the
relationship between innovation and service quality (Verhees and Meulenberg 2004;
Parasuraman 2010) and also on service quality and firm performance (Roth and
Jackson III 1995; Kaynak 2003; Yee et al. 2010).

While there are many conceptual studies that suggest that BT will have a positive
impact on the firm’s performance, there is no empirical evidence published so far.
Similarly, there are only a limited number of studies focusing on BT and service
quality, and again there is no empirical evidence in the literature. In the context of the
banking industry, BT is expected to decrease transaction costs and improve operat-
ing efficiency. In this study, we aim to explore the impact of the dimensions of BT on
firm performance through innovation by examining the product, process, and
administrative innovations, as well as through service quality in the context of the
banking industry. Figure 1 represents the conceptual framework of the study.

A structural model is developed for testing the following hypothesis:
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Blockchain Technology
Trustlessness Decentralisation Transparency Security
Innovation Services > Firm
Quality Performance
y
Innovation
Product Process Administrative
Innovation Innovation Innovation

Fig. 1 Conceptual framework of the study. Source: author’s own study

H1: The four dimensions of blockchain technology (i) trustlessness,
(ii) decentralization, (iii) transparency, and (iv) security are positively related
with the three dimensions of innovation, (a) product innovation, (b) process
innovation, and (c) administrative innovation

H2: The four dimensions of blockchain technology (i) trustlessness,
(ii) decentralization, (iii) transparency, and (iv) security are positively related
with service quality

H3: The three dimensions of innovation (a) product innovation, (b) process inno-
vation, and (c) administrative innovation are positively related with service
quality

H4: Service quality is positively related with firm performance

3 Data and Methodology

The linkages of the latent constructs are estimated by analyzing the primary data
collected from senior managers of various banks in India by applying Structural
Equation Modeling (SEM). A scale for BT is developed for this study with
Trustlessness, Decentralization, Transparency, and Security as multidimensional
constructs. Measures of innovation (Jiménez-Jiménez and Sanz-Valle 2011), service
quality (Parasuraman et al. 1988), and firm performance (Jiménez-Jiménez and
Sanz-Valle 2011) are adapted from previous literature. All these constructs are
measured using a five-point Likert scale, measured from strongly disagree to
strongly agree. A draft questionnaire is pre-tested to check the content validity and
hence modified accordingly. Questionnaires containing items measuring BT, inno-
vation, service quality, and firm performance were distributed to 200 senior man-
agers of various banks in India. A total of 167 responses were obtained, out of which
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Table 1 Descriptive statistics of latent constructs
Item Std.

Variable Items Code |Mean |Dev

Trustlessness Level of anonymity of transactions in the organiza- | TRL1 |3.12 |1.246
tion is high
Degree of Automation in my organization is high TRL2 |3.15 |1.269
Need for a central authority for exchange of infor- | TRL3 |3.12 |1.320
mation within my organization is low
Need for a central authority (like RBI) for exchange | TRL4 |3.15 1.279
of information within the industry among peer net-
work comprising competitors, vendors, etc. is low

Decentralization | Extent of collaborative storage of information DEC1 |3.17 |1.319
within my organization by various functional areas
is high
Extent of collaborative storage of information DEC2 |3.13 |1.258
within my industry by peer network comprising
competitors, vendors, etc. is high
Extent of distributed sharing of information within | DEC3 |3.18 | 1.332
my organization by various functional areas is high
Extent of information updating within my organi- DEC4 |3.12 |1.275
zation by various functional areas is high
Extent of information updating within the industry |DEC5 |3.10 |1.187
by peer network comprising competitors, vendors,
etc. is high

Transparency Extent of consensus needed for modifying shared TRN1 [2.90 |1.170
information by various functional areas within the
organization is less
Extent of consensus needed for modifying shared TRN2 |2.87 |1.175
information by peer network comprising competi-
tors, vendors, etc. is less
Degree of auditability in the organization is high TRN3 |2.85 |1.259
Degree of traceability of transactions in the organi- | TRN4 |2.92 |1.200
zation is high

Security In my organization updating of shared information |SEC1 |3.08 |1.210
is possible only with authorization
Risk of tampering of history of transactions is very |SEC2 |3.08 |1.210
low in my organization
Information access is possible with authorization in | SEC3 |3.08 |1.210
my organization
There is a high level of accountability about trans- | SEC4 |3.08 | 1.210
actions in my organization

Product The frequency of new products/services introduced |PDI1 |3.28 | 1.274

Innovation in my organization is high
My organization has pioneer disposition to intro- PDI2 330 |1.252
duce new products/services
My organization invests high efforts to develop new |PDI3 |3.27 | 1.322

products/services in terms of hours/person, teams,
and training

(continued)
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Table 1 (continued)

Item Std.
Variable Items Code |Mean |Dev
Process The frequency of introduction of changes in pro- PCI1 |3.06 |1.195
Innovation cesses is high in my organization
My organization has pioneer disposition to intro- PCI2 |3.10 |1.224

duce new processes

My organization provides clever response to new PCI3 |3.10 |1.179
processes introduced by other companies in the
same sector

Administrative | My organization has high novelty of administrative | ADI1 |3.10 |1.413
Innovation systems
There is a high degree of search for new adminis- |ADI2 |3.10 |1.296
trative systems by managers in my organization
My organization has pioneer disposition to intro- ADI3 |[3.10 |1.383
duce new administrative systems

Service Quality | My organization is able to provide services as SQLI |3.19 |1.255
promised

My organization is prompt in providing services to | SQL2 |3.18 |1.332
the customers
My organization can instill confidence in the SQL3 |3.12 | 1.297
customers

My organization provides services that best suits to | SQL4 |3.15 | 1.325
the customers

My organization is technologically up-to-date SQL5 |3.12 | 1.285

Firm Quality of product/services of my organization is FPR1 |[3.15 |1.296
Performance high

There is high internal process coordination in my FPR2 |3.15 |1.296
organization

The image of my organization and its products is FPR3 |3.15 |1.296
high

Source: Based on primary data

11 responses were with missing values and those were excluded from the final
sample.

4 Analysis and findings

The data revealed that all the constructs are having high item communalities, hence
the concern of sample size adequacy is satisfied. Descriptive statistics of indicators
of all the latent constructs are shown in Table 1.

Individual confirmatory factor analysis (CFA) is performed by considering each
latent construct one by one, and the results are explained in Table 2. All the nine
constructs are having statistically significant (p < 0.001) factor loadings (> 0.5),
and the value of Average Variance Extracted (AVE) exceeds the recommended
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Table 4 Fitness indexes of latent constructs

CMIN/DFE | y* NFI IFI TLI CFI
Variable (< 5.0 (p>0.05 |(>09) |09 |09 |09
Trustlessness 0.590 1.180 0.998 1.001 1.003 1.000
Decentralization 0.788 3.941 0.996 1.001 1.002 1.000
Transparency 2.187 4.374 0.993 0.996 0.989 0.996
Security 0.000 0.000 1.000 1.003 1.008 1.000
Product Innovation 0.850 0.850 0.998 1.000 1.001 1.000
Process Innovation 0.111 0.111 1.000 1.002 1.007 1.000
Administrative Innovation | 7.566 7.566 0.985 0.987 0.960 0.987
Service Quality 7.802 1.560 0.992 0.997 0.994 0.997
Firm Performance 0.000 0.000 1.000 1.002 1.006 1.000

Source: Primary data

minimum value of 0.50. Again, Cronbach’s alpha and composite reliability of all the
constructs are greater than the recommended threshold of 0.70 (Hair et al. 2011;
Fornell and Larcker 1981), and R? values above 0.5 (Easterby-Smith, 1991), indi-
cates evidence for convergent validity.

The results from Table 3 confirm that the intercorrelation values of the exogenous
variables are well below 0.85 and AVE values are greater than squared
intercorrelation values, and hence indication for discriminant validity (Hair et al.
2011; Fornell and Larcker 1981).

Table 4 shows that the values for NFI, IFI, TLI, and CFI are well above the
recommended threshold of 0.90 (Hu and Bentler 1999; Hair et al. 2011; Hooper et al.
2008). Hence unidimensionality of all the latent constructs are verified. Therefore, it
is evident that there are no cross loadings, or the indicators are reflecting only the
corresponding construct.

The VIF values for all the four predictor variables are less than 5, with tolerance
levels greater than 0.2, indicating the fact that there is no multicollinearity issue in
the data set. Figure 2 represents the structural model used in this study. According to
the results summarized in Table 5 the overall fit of the structural model is good, with
a x2 value of 1153.695 and CMIN/DF value of 2.303, which is well below 5.0
(Marsh and Hocevar 1985). NFI, IFI, TLI, and CFI are above 0.90 (Hair et al. 2011;
Hu and Bentler 1999; Hooper et al. 2008). All these results suggest that the overall fit
of the structural model is good.

Table 6 shows the results of hypothesis testing. The first hypothesis (H1) is
developed for testing the relationship between four dimensions of BT and three
dimensions of innovation. H2 tests the relationship between BT and service quality.
Further, H3 tests the relationship between innovation and service quality. Finally,
H4 tests the relationship between service quality and firm performance.

The results of the study generally support theoretical predictions, and some
interesting findings also emerged. The results reveal that there is a significant
positive relationship between trustlessness and process innovation, trustlessness
and administrative innovation, decentralization and product innovation,
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Table 5 Model fit summary

CMIN/DF NFI TFI TLI CFI
(< 5.0) e > 0.9) > 0.9) (> 0.9) (> 0.9)
2.303 1153.695 0.9 0.9 0.909 0.919

Source: Based on primary data

decentralization and process innovation, transparency and process innovation, secu-
rity and product innovation, and security and process innovation. However,
trustlessness was found to have an insignificant relationship with product innova-
tion. Banking, being a service industry, this result has important implications. From
the three dimensions of innovation, both product and process innovation are posi-
tively and significantly related to service quality. Further, consistent with the find-
ings of existing literature, the relationship between service quality and firm
performance was found to be positive.

Another significant finding and consequent implication of this study is that except
security, all other dimensions of BT are positively and significantly related to service
quality. Contrary to the proposed benefits on service quality aspects expected from
BT’s heavy reliance on cryptographic security mechanisms (Dubovitskaya et al.
2017; Schlegel et al. 2018), our results indicate that the security dimension is having
an insignificant relationship with service quality. Since processing speed plays a
significant role in achieving superior service quality and faster banking transactions
is one of the key advantages expected from BT, this result should be read along with
some of the previous studies investigating the security-speed trade-offs in
blockchain protocols when it comes to tackling scalability (Kiayias and
Panagiotakos 2015). Research on this area is still immature. Extensive research on
different aspects of BT, primarily related to security, speed, and scalability in
delivering financial services, is required to overcome the challenges hindering its
large-scale adoption. Importantly, the significance of the results lies in the fact that it
reveals that an in-depth understanding of security aspects of blockchain systems will
be needed when considering large-scale implementations in the banking sector.

5 Conclusions

In this work, we have attempted to foster a general understanding of the impact of
blockchain technology from a managerial perspective. A theoretical model is devel-
oped and empirically tested to explain the potential impact of BT on innovation,
service quality, and firm performance in the context of banking industry. This study
makes several significant contributions to theory and practice. It is the first of its kind
to shed light on the various dimensions of blockchain technology and its impact on
innovation, service quality, and firm performance. The findings of this study provide
several important considerations to the decision makers regarding implementation of
BT in their organizations. The results provide a better understanding of why banking
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industry might want to invest in using blockchain-based technologies. Further, this
study corroborates prior research relating service quality and performance. Finally,
given the little empirical research on blockchain technology, future research across
various other industries would help determine if the findings are more generalizable.
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Abstract The aim of the study is to analyze the impact of new European regula-
tions, which include: Capital Requirements Package IV Directive, Capital Require-
ments Regulation, banking union and capital union on the market in Poland. Special
attention was paid to the impact of the new regulations on the banking sector in
Poland and the small- and medium-sized enterprises. Poland, as an EU member state,
is obliged to implement the guidelines presented in the Capital Requirements
Package IV Directive, Capital Requirements Regulation, while as far as banking
union is concerned, it has the possibility to join it on the basis of close cooperation.
The capital union has not been established so far; therefore, it is not possible to talk
about its real impact on the market in Poland; however, it is possible to predict the
potential effects of its establishment. The article consists of five main parts covering
the following issues: characteristics of the European financial market, introduction of
new European regulations concerning financial market, analysis of the impact of
new regulations on the banking sector in Poland and analysis of the impact of new
regulations on the sector of small- and medium-sized enterprises in Poland. The
author argues that the new European regulations increase the stability of the banking
sector in Poland and access of small- and medium-sized enterprises to capital.

Keywords EU - Poland - Banking Sector - SMEs - Capital Union - Banking Union -
CRD/CRR package

1 Introduction

The global financial crisis of the twenty-first century that emerged in 2018 in the US
mortgage market has exposed the weaknesses of the European financial market. It
turned out that despite many years of European Union (EU) efforts to build a Single
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European Market, resilient to financial crises, the goal was not achieved. The EU
financial market has responded very significantly to the negative impulses coming
from the US market, also plunging into the crisis (Apergis et al. 2019). The dynamic
spread of the crisis was made possible, on the one hand, by the globalization of the
global economy, which has been ongoing for many years (reflected in increased
interconnections between different countries of the world), and, on the other hand,
by the lack of a properly structured global financial architecture in the EU (Center for
Economic Policy Research 2018) that would reduce the likelihood of crises occur-
ring and allow for effective crisis management if they occur (Gostomski 2017).

This situation has given impetus to EU financial market reforms (ECB 2019a).
The main objective of the reforms was to increase the stability of the EU financial
sector by strengthening its supervision, monitoring of systemic risk, increasing the
efficiency of restructuring of banks at risk, enhancing investor protection, as well as
tightening the requirements for financial institutions (Schemmel 2019). In addition,
the integration of EU Member States’ capital markets has become one of the
priorities, so as to increase their efficiency. In order to achieve these objectives, a
new legal framework for the creation and operation of credit institutions in the EU
was introduced and the conditions for allowing banks to operate in the EU market
were clarified. The above regulations were included in the CRD IV/CRR (Capital
Requirements Package IV Directive/Capital Requirements Regulation) (European
Parliament and the Council 2013a, b), which was adopted by the European Parlia-
ment on April 16, 2013. New rules on supervision of the EU financial market as well
as new regulations on bank resolution were introduced with the establishment of the
banking union (Schoenmaker and Siegmann 2013). Capital market integration is to
be fostered by the establishment of a capital markets union.

The aim of the study is to analyze the impact of new EU regulations, which
include: CRD IV/CRR package, banking union, and capital union on the market in
Poland. Special attention was paid to the impact of the new regulations on the
banking sector in Poland and the small- and medium-sized enterprises (SMEs)
sector.

Poland, as an EU Member State, is obliged to implement the guidelines presented
in the CRD IV/CRR package, while as far as banking union is concerned, it has the
possibility to join it on the basis of close cooperation. The capital union has not been
established so far (it is expected to be in 2020). Therefore, it is not possible to talk
about its real impact on the market in Poland; however, it is possible to predict the
potential effects of its establishment.

2 EU Financial Market

The EU financial market includes the financial markets of all member states. Despite
many years of work to unify this market and introduce uniform rules for the
functioning of financial institutions and markets across the EU, this has not yet
been achieved. EU countries remain countries with different legal solutions for
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financial markets. Some differences are also observed in relation to the type of
financial institutions operating on particular markets and the products they offer, as
well as the financial infrastructure solutions adopted and the degree of development
of particular segments of the financial market. Moreover, the efficiency and stability
of financial institutions and markets in different countries vary (Lazarides and
Drimpetas 2016).

A strong EU drive to harmonize the rules of financial markets has been observed
since 1999, when the EU indicated that one of its objectives is to create a market with
free movement of capital between Member States and freedom to provide financial
services, i.e., to build the so-called “single financial market.” The idea began with
the development of a document called FSAP (Financial Services Action Plan),
which allowed for the creation of a legal basis for the single financial market
(Ozkok 2017). Many documents (directives, regulations, recommendations, deci-
sions, communications) were issued at that time, which set out the guidelines on
which this market is to be based. The common guidelines concerned the rules of
trading in financial instruments on the European market, standardization of infor-
mation contained in prospectuses, rules of operation of investment funds on the EU
market, and capital requirements for banks and insurance companies (Freixas et al.
2004). Listen to regulations addressed to credit rating agencies, common accounting
standards, or rules concerning trading in derivatives. The process of implementation
of EU regulations into the legislation of individual EU countries has been going on
to date and is being carried out with different intensity in different countries. This
makes some financial market segments more integrated than others. The best-
integrated segments today are the interbank money market and the bond market.
The segments with a low degree of integration are the retail banking market and the
stock market. In the EU, bonds are mainly traded on a common trading platform
managed within the MTS group (Mercado dei Titoli de Stato). In the case of
government securities (bonds, treasury bills), the MTS controls the trading on
13 markets of the EU Member States—Austria, Belgium, Denmark, Spain, Poland,
France, Germany, Greece, Ireland, Italy, Portugal, Finland, and the Netherlands.
There is no stock market regulation at the EU level. Each country determines its own
share market regulations, although these regulations are constructed taking into
account certain guidelines contained in EU directives (for instance in: Markets in
Financial Instruments Directive - Directive 2014/65/EU, Prospectus Directive -
Directive 2010/73/EU, Transparency Directive - Directive 2013/50/EU).

The aim of the study is to analyze the impact of new EU regulations, which
include: CRD IV/CRR package, banking union, and capital union on the market in
Poland. Special attention was paid to the impact of the new regulations on the
banking sector in Poland and the small- and medium-sized enterprises (SMEs)
sector.

Poland, as an EU Member State, is obliged to implement the guidelines presented
in the CRD IV/CRR package, while as far as banking union is concerned, it has the
possibility to join it on the basis of close cooperation. The capital union has not been
established so far (it is expected to be in 2020). Therefore, it is not possible to talk
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about its real impact on the market in Poland; however, it is possible to predict the
potential effects of its establishment.

3 New EU Regulation—The Essence

New EU financial market regulations appeared after 2008 and were the EU’s
response to the global financial crisis. The most important regulations, introducing
the most significant changes to the EU financial market, include the CRD IV/CRR
package, the banking union, and the capital union.

3.1 The CRD/CRR Package

The detailed regulations of the CRD IV/CRR package relate to banks’ own funds,
capital buffers, banks’ leverage, liquidity standards, credit risk assessment, and
corporate governance. The banks’ own funds are divided into two categories: Tier
1 capital and Tier 2 capital. Additionally, within the Tier 1 capital the Common
Equity Tier 1 capital (CET I) was separated as the best quality capital and additional
Tier 1 capital. The CRR Regulation identifies the component items of the above
capital categories as well as possible deductions. It is assumed that the total capital
ratio to be maintained by banks should be min. 8%. The minimum level of Common
Equity Tier 1 capital ratio must not fall below 4.5% of risk-weighted assets and the
minimum level of Common Equity Tier 2 capital ratio must not fall below 6% of
risk-weighted assets (European Commission 2019c¢). In addition to the standard
capital requirements, the CRD IV/CRR package has introduced a number of capital
buffers, which further encumber the assets of some banks. These are the Global
Systematically Important Financial Institution, countercyclical capital buffer, capital
conservation buffer, and systemic risk buffer (Moudud-Ul-Huq 2019).

The buffer for global systemically important banks applies only to those banks
that are on the list of so-called systemically important banks. Its purpose is to
increase the safety of their operations. It is the responsibility of the national author-
ities to identify the systemically important banks, but the EU authorities may
additionally identify those banks that are not on the list of banks reported by
individual countries, and their importance is high from the point of view of the EU
as a whole. This buffer was set at 3.5%. This buffer applies to banks from 2019
onward.

The Countercyclical Capital Buffer is a buffer aimed at mitigating financial
market disturbances in times of economic downturn. It is set at 2.5% of risk-
weighted assets. The funds accumulated in that buffer are to be used in crisis
situations. Like the buffer for systemically important global banks, the full amount
of the countercyclical capital buffer applies from 2019. The purpose of the Coun-
tercyclical Capital Buffer is to absorb bank losses in times of crisis. This buffer
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determines the amount of core funds of CET-1 bank in relation to its total risk
exposure. According to the guidelines of the CRD IV/CRR package, its amount is
2.5%. Effective from 2019.
The system risk buffer, ranging from 1% to 5% of risk-weighted assets, is a buffer
that may be additionally introduced by national supervision if necessary. As regards
the leverage ratio, a requirement has been introduced that, from 2018, banks will be
required to maintain below 33.3%.

Under the CRD/CRR framework, banks are required to respect two liquidity
buffers (Budnik and Bochmann 2017):

— LCR (Liquidity Coverage Ratio)—this is a short-term liquidity buffer,
— NSFR (Net Stable Funding Ratio)—it is a long-term liquidity buffer (BIS 2014).

The full guidelines for the LCR are valid from January 1, 2019. The desired value
of the ratio is above 100%. A similar value is foreseen for the NSFR (Basel
Committee on Banking Supervision 2014). As far as credit risk assessment is
concerned, credit risk estimation methods (Standardized Approach and Internal
Ratings Based Approach), rules for calculation of risk-weighted exposure amounts
as well as risk weights for individual exposures have been defined. The CRD
IV/CRR package introduced new corporate governance guidelines. These guidelines
were addressed to the management authorities. They mainly concern the ways of
managing banking risk and disclosing information on how the bank operates.

3.2 Banking Union

The banking union clarifies common rules for the supervision of banks in the EU
(Single Supervisory Mechanism (SSM), their resolution (SRM), and the Single
Deposit Guarantee Scheme (SDGS). A European System of Financial Supervision
was established to carry out supervision. The European System of Financial Super-
vision is composed of:

-The European Systemic Risk Board (ESRB), which monitors systemic risk
(Smuga 2013).

— The four European Supervisory Authorities (ESA), i.e.:

The European Banking Authority (EBA),

European Insurance and Occupational Pensions Authority (EIOPA),
The European Securities and Markets Authority (ESMA),

Joint Committee.

— competent or supervisory authorities of the Member States as defined in the
relevant Union acts (Schemmel 2016).

In addition, the European Central Bank plays an important role in the SSM,
which, as of November 2014, carries out prudential supervision of the largest euro
area credit institutions (credit institutions with assets in excess of EUR 30 billion)
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(European Council 2013). Resolution is handled by the Single Resolution Board
(SRD). It monitors the implementation of the resolution scheme through national
resolution authorities. The purpose of the Single Resolution Board is to ensure the
effective resolution of insolvent financial institutions. The Single Resolution Fund
(SRF)9 was created to provide financial support to the scheme. The Single Resolu-
tion Fund (SRF) is planned to harmonize the legal rules for deposit protection up to
EUR 100000 (PWC 2014). So far (till X1/2020), no detailed solutions have been
introduced in this respect (the solutions applied so far are local systems, i.e.,
developed and controlled by individual countries). The Single Resolution Fund is
going to be gradually built up during the period until 2023 included.

3.3 Capital Union

The idea of creating a Capital Markets Union (CMU) appeared for the first time in
the statement of European Commission (EC) President J.C. Juncker in 2014. In
February 2015, the European Commission (EC) published a document (Green
Paper) entitled “Building a Capital Markets Union” (European Commisssion
2015), which outlined the objective of creating a capital union, drawing attention
to the challenges facing the European capital market and the necessary courses of
action to meet them. In September 2015, the EC published a detailed action and
construction plan for CMU (European Commission 2019d)—*“Action plan on build-
ing a capital markets union” (European Commission 2015a). This document iden-
tified specific projects to be implemented in the period 2015-2019 (European
Commission 2015b). Most projects have already been completed (European Com-
mission 2015b). This means continuing work on the creation of the capital union
also in 2020 (European Commission 2019g). The primary objective of the capital
union is to create a single capital market for all 28 EU Member States. Today, the
European capital market is not a single market. It is a market composed of 28 national
capital markets, with different levels of development. These include markets char-
acterized by a high level of development, such as the British market or the Swedish
market (with share market capitalization above 100% of their GDP), as well as
underdeveloped markets, such as the Slovak, Lithuanian, Latvian or Cypriot market
(with share market capitalization below 10% of their GDP) (Veron and Wolff 2016).
The capital markets of EU countries also differ in terms of regulatory requirements.

Despite the introduction of full liberalization of capital movements between
Member States and between Member States and third countries in July 1990 (the
free movement of capital is based on Articles 63—66 of the Treaty on the Functioning
of the EU, supplemented by Articles 75 and 215, which refer to sanctions) (European
Commission 2019e), full integration of the capital market within the EU has not been
achieved. This is particularly evident in the stock market, which is one of the least
integrated European markets, as well as in the corporate bonds market. No new
authorities are planned to be established under the Capital Market Union. The work
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is in the nature of harmonizing the rules and standards applicable to capital markets
in individual EU Member States.

4 The Impact of New EU Regulations on the Banking Sector
in Poland

The primary objective of the new EU regulations is to strengthen the financial system
and reduce its vulnerability to crises. This goal is being implemented, which also
applies to banks operating in Poland. Banks are obliged to take less risky actions,
which is a result of new guidelines on capital requirements, liquidity, and leverage.
The provisions on corporate governance, unification of rules on credit risk assess-
ment, or creation of new capital buffers are also important for security. In addition,
the CRD IV Directive’s provisions on the prudential supervision of financial insti-
tutions, as well as the publication of information on prudential regulation, also serve
to improve the safety of the banking system. Prudential supervision clarifies the
responsibilities and powers of the home and host countries. The rules applicable to
the exchange of information between countries, as well as the duties of persons
responsible for the assessment of consolidated financial statements of financial
institutions, are presented.

The introduction of new regulations by individual banks in Poland was obviously
associated with costs. One can talk about costs related to the need to meet new
capital requirements and new liquidity measures and regulations on the amount of
leverage. However, the increase in costs incurred by banks did not translate into
higher prices of loans granted by banks. There is therefore no question of reducing
their attractiveness to potential borrowers.

Banks in Poland achieve good financial results. The net result for the whole
banking sector in Poland at the end of 2018 amounted to over PLN 14.7 billion
(KNF 2018a) (in 2017, the net result of this sector was PLN 13.6 billion) (KNF
2018b). They also meet the own funds requirements provided for in the CRD/CRR
package. Additionally, it can be said that they have no liquidity problems. All
commercial banks meet the EU standard for short-term liquidity (the so-called
LCR—Liquidity Coverage Ratio) at the required level of 100% (KNF 2018a).
However, the challenge for banks is to meet the EU standards for long-term liquidity
(which is determined by the NSFR—Net Stable Funding Ratio). Currently, Polish
banks are financed mainly with domestic deposits (their share in the financing of
assets is 61%), while market capitals constitute a small share in their financing (only
19% of bank assets are financed in this way) (European Commission 2019f). In order
to meet the requirements of the NSFR, banks should issue more securities (includ-
ing, inter alia, mortgage bonds). Ultimately, the size of the NSFR indicator should be
at least 100% and should be achieved by Polish banks by 2023 (Basel Committee on
Banking Supervision 2014). The persistence of good situation of banks in Poland
favors the environment, e.g., sustained economic revival, stable financial situation of
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enterprises, or improvement of the situation on the labor market (European Com-
mission 2019f).

The stability of banks in Poland is confirmed by stress tests conducted in 2018 by
the European Banking Authority (EBA) (EBA 2018). The two largest Polish banks,
i.e., PKO BP and Pekao SA, have undergone stress tests, which have achieved very
good results, which prove high stability of their operations. Similar conclusions can
be drawn from the stress tests conducted by the NBP in 2018. The impact
of hypothetical shocks on banks in Poland in the period from Q3 2018 to the end
of 2020 was examined. The results of the stress tests indicated that the probability of
materialization of systemic risk (which would result in disruption of financial
intermediation services provided by banks) is low (NBP 2018).

The establishment of the banking union has resulted in the creation of a single
supervisory mechanism in the countries covered by the banking union. However,
this mechanism does not apply in Poland, as Poland has not joined the banking
union. The supervision of the Polish banking market is exercised by the Polish
Financial Supervision Authority (KNF). This institution exercises supervision over
the entire financial market in Poland. This supervision includes: banking supervi-
sion, pension supervision, insurance supervision, capital market supervision, super-
vision of cooperative savings and credit unions and the National Cooperative
Savings and Credit Fund, supervision of payment institutions, payment service
offices, electronic money institutions, as well as supervision of rating agencies.
The purpose of this supervision, in accordance with Article 2 of the Act on the
supervision of the financial market, is to ensure the proper functioning of the
financial market, its stability, security and transparency, confidence in the financial
market, as well as to ensure the protection of the interests of market participants
(KNF 2006). The supervision over the activities of the PFSA is exercised by the
Prime Minister. The Commission, apart from supervising the financial market, is
also obliged to undertake actions aimed at the development of this market, as well as
actions aimed at the proper functioning of the financial market in Poland.

The establishment of a capital union may result in a reduction of loans to the
largest companies. It can be expected that large companies will to a greater extent
than before raise capital directly from the capital market (e.g., by issuing shares or
bonds). The regulatory changes may result in banks in Poland moving away from
low-margin and riskier products. This may result in a worsening of access to credit
for small- and medium-sized enterprises (SMEs), which are the driving force of any
economy (Angelkort and Stuwe 2011). In order to counteract the reduction of bank
financing for SMEs, the EU has introduced some additional provisions within the
CRD IV/CRR package. One of these is reduced capital requirements for credit risk
related to exposures to SMEs. It has been agreed that capital charges to banks for
SME exposures will be reduced by applying a support factor of 0.7619 to encourage
banks to lend to this group of companies.
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5 The Impact of New EU Regulations on the SME Sector
in Poland

The establishment of a capital union will have a particularly important impact on the
SME sector in Poland. It can be expected that the capital union will provide SMEs in
Poland with easier access to capital. On the one hand, it can be assumed that it will
contribute to an increase in the inflow of foreign capital to Poland; on the other hand,
a more dynamic development of the capital market in Poland and facilitated access to
that market for SMEs can be expected. The increase in the inflow of foreign capital
to Poland will be supported primarily by uniform rules for the assessment of
companies (credit scoring), stimulating the development of the market of Venture
Capital Funds (VC) through their financial support with EU funds, as well as
unification in terms of taxes.

The development of uniform rules for the assessment of companies will facilitate
a comprehensive assessment of investors’ situation and enable comparisons to be
made in terms of investment profitability. This will increase investors’ interest in
seeking effective capital allocations throughout the EU and not only in their own
country. Therefore, small- and medium-sized enterprises operating on the market in
Poland will also enjoy greater interest. It can be expected that many of them will
receive additional capital support from foreign investors. Currently this support is at
a very low level. Only 6.37% of SME investment outlays are funds from foreign
sources (European Commission 2018a). The EU is considering the creation of
central databases on SMEs of a similar nature to the central credit register—
AnaCredit Project (Analytical Credit Datasets) created by the ECB and national
central banks from the euro area and several from outside the euro area. The
AnaCredit Project is a database of data and national credit registers. It provides,
inter alia, detailed information on the availability of credit for companies, including
SMEs (European Commission 2018a).

Stimulating the development of the market for VC funds operating in the EU is a
crucial issue for SME financing. An important problem in the development of the
VC market in all EU countries is the scarcity of capital that flows to these funds from
investors (institutional and individual). Despite the introduction in 2013 of the
European Venture Capital Fund Regulation—EuVECA (European Commission
2018b), which established a single rulebook for this type of funds (which was
intended, inter alia, to encourage EU citizens to invest in EuVECA funds), the
development of the market for venture capital funds is still insufficient to effectively
meet the needs of SMEs. Only 12% of SMEs in the EU benefited from funding under
VC funds in 2018 (a similar level was observed in previous years, i.e., in 2017 and
2016) (European Banking Federation 2019). In Poland, in the period 2015-2017,
VC funds supported only 48 enterprises (the total value of support amounted to EUR
0.2 billion) (European Commission 2018a). On April 10, 2018 the EC and the
European Investment Fund launched a pan-European venture capital funds-of-
funds programme (VentureEU) to increase investment in innovative start-ups (pan--
European venture capital funds-of-funds program) (European Commission 2018b).
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The EU plans to allocate € 410 million to support VC funds. This is expected to
double the amount of venture capital available in Europe (European Commission
2018b). Therefore, more interest of VC funds in Polish SMEs can be expected.

The introduction of tax unifications, including unified tax reliefs, will foster the
realization of foreign investments, including the inflow of capital to Poland.
Although issues related to the development and implementation of common tax
regulations seem unrealistic, any unification in this respect would make it easier for
investors to make decisions on investing in SMEs operating on foreign markets. On
December 11, 2017, the EC published new tax guidelines to facilitate the operation
of investors in foreign markets (European Commission 2019a), and on December
18, 2017 the EC launched a public consultation on building a proportionate regula-
tory environment to support SMEs (European Commission 2017). Among the
proposed tax incentives are ideas to differentiate tax rates on profits from funds
deposited in banks on deposits and profits generated by capital market investments.

It can be expected that the capital market union will encourage more dynamic
development of the capital market in Poland, which will result in numerous facili-
tations for SMEs in accessing this market. First of all, it can be expected:

— reduction of costs connected with drawing up prospectuses,

— increase access to the private placement market for SMEs,

— to make the corporate bond market more accessible to SMEs,

— increase bank financing for SMEs due to the development of bank securitization
transactions.

One of the significant barriers to SME access to the capital market is the
obligation to draw up a prospectus in its current form. The costs of drawing up the
prospectus are perceived by SMEs as too high. The EC proposed to limit the scope of
information presented in the prospectus and to streamline the approval process, as
well as to change the ceiling of exemptions from the obligation to publish the
prospectus. The introduction of changes aimed at reducing costs related to the
development and publication of the issue prospectus would contribute to increasing
the interest of companies in raising capital directly from the capital market.

From the point of view of SMEs, it is very important to develop private placement
markets, i.e., markets that enable raising capital by selling securities to one or a small
group of investors (outside the public market) and a pan-European private placement
system. Raising capital through private placement is a cheaper and quicker way to
raise capital compared to raising capital on public markets. The EC envisages
standardizing the private placement process itself as well as the documentation
relating to the creditworthiness of issuers (European Commisssion 2015).

One of the capital market segments in Poland, which is characterized by a low
level of development, is the corporate bonds market (from the point of view of SME
financing, it is important only for mid-cap companies). The European corporate
bond market is characterized by a low level of standardization and price transparency
(European Commisssion 2015). The EU is considering harmonizing at EU level the
rules for obtaining and enforcing enforcement titles related to claims in the event of
late payment of benefits under corporate bonds (this would be the case for covered
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bonds introduced into an organized trading system) (European Commission 2019b).
This would also require the unification of regulations at national level, so as to allow
for the segregation of bond collateral from the bankruptcy estate. The introduction of
such guidelines in Poland would increase the effectiveness of the collateral enforce-
ment system and thus increase investor interest in corporate bonds.

It is also important from the point of view of SME financing in Poland to create a
sustainable securitization market that would be based on simple and transparent
securitization instruments. Such a market would provide a bridge between banks and
capital markets and would enable the transfer of risk from the banking sector to the
capital market, which in turn would increase banks’ ability to grant loans (European
Commisssion 2015). The EC proposes to implement the so-called “simple, trans-
parent and comparable” standard of securitization, called “high quality securitiza-
tion” (previously this concept was developed by the European Central Bank) (ECB
2019a, 2019b).

6 Conclusion

The analysis of the impact of new EU regulations on the financial market in Poland
allows us to conclude that this impact is positive. Banks take less risky actions,
which increases their security. What is more, the need for banks in countries
operating outside Poland to meet the new EU guidelines makes it possible to reduce
the so-called risk of contagion, which additionally increases the stability of the
financial market in Poland. The established banking union also contributes to
reducing this risk. The costs of introducing new regulations did not significantly
affect the profits of banks. The banking sector in Poland is one of the most profitable
sectors. Banks have no problems with financial liquidity.

The capital union is a particularly important project for SMEs operating in
Poland. It creates an opportunity to increase SMEs’ access to capital. Additionally,
increasing available sources of financing should result in lowering the costs of
capital acquisition by SMEs. The implementation of the capital union creates an
opportunity to increase the inflow of foreign capital to Poland (due to the introduc-
tion of uniform rules for the assessment of enterprises, as well as certain uniforms in
terms of taxes and financial support for VC funds). In addition, the establishment of
the capital union is an opportunity to stimulate the development of the capital
market, especially its segments such as private placement or corporate bonds market.
It can also be expected that access to bank loans will increase for SMEs as a result of
the development of bank securitization transactions. Full benefits for SMEs in
Poland resulting from the new EU regulations will be visible only in the long run.
Full implementation of the banking and capital union, as well as full implementation
of all regulations developed at the EU level, will take time.
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Implementation of Productivity Apps M)
to Increase Financial Inclusion s
in Peer-To-Peer Lending Platform

Florentina Kurniasari

Abstract Peer-to-peer lending (P2P lending) is growing rapidly in Indonesia in line
with the advanced of digital technology. This new platform is expected to support
the Indonesian government strategy in increasing financial inclusion. Although the
new platform is easily accessible using the mobile phone, some Indonesians are still
reluctant to use the apps by themselves. There is an urgent need of human touch to
educate and give appropriate information about the system. The role of direct sales
agents of the P2P lending platform is key to gaining the trust of the prospective
borrower. The P2P lending platform must be able to develop and implement apps to
monitor activities and increase productivity of its direct sales agent. The purpose of
this research is to analyze the implementation of sales management activity apps to
increase the productivity of the direct sales agent, simplify the application procedure,
shorten the approval time, and finally increase the financial inclusion in Indonesia.
The object of the research is MODALKU, one of the largest P2P lending platforms
in South East Asia. The target user of the apps is all the direct sales agents who are
approaching prospective borrowers from the ultra-micro segment market. The result
of the research showed that the direct sales agents play an important role in educating
the prospective borrower in using the technology and explaining the benefit of the
loan application in supporting their businesses.
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1 Introduction

The advance of information technology has encouraged the increase of innovation in
many business and financial sectors (Lestari 2015). Financial technology is an
innovative digital financial technology that offers financial services using informa-
tion technology. Peer-to-peer lending (P2P lending) is a form of crowdfunding
without involving any financial institution as the intermediaries (Cinca et al. 2015)
using an online platform (Ritter et al. 2009). The P2P lending platform offers
flexibility to both parties: lenders and borrowers (Meng 2016). The lenders, as
investors, expect a higher return from their investment in a P2P lending platform
(Egbunike et al. 2018). Meanwhile, the borrowers can take advantage of the low
transaction cost.

The financial technology is expected to fill the gap of financing needs and
increase financial inclusion for Indonesians who were un-bankable but had potential
business. The financial technology could be seen as an alternative source of financ-
ing (Abd Hamid et al. 2018) especially for the ultra-micro segments to grow their
business. The ultra-micro segments are characterized by their low daily income
sales, doing business in densely populated housing areas, and having simple self-
owned trading business. In the year 2018, the total financial technology market in
Indonesia reached US$ 22 million, increasing at the rate of 16.3% yearly, in which
lending occupied 31% of the total industry (Fintechnews 2018). Therefore, there is a
huge potential market for P2P lending platforms in Indonesia. While the latest
financial technologies are continually being introduced, the target number rate of
the financial inclusion did not keep as the same pace as possible on such changes.

Indonesians still have reluctance in using mobile phones for doing financial
transactions, including the lending and borrowing activities. Indonesians have
always been communal, keeping close-knit communities, and the cultural values
push forward principles of collectivism (Minkow 2013). Even in modern settings
and modern communities, they will keep their inclusivity and friendliness (Dellner
2014).

The P2P lending platform relies on the direct sales agent to educate, to give
appropriate information about the financial technology platform, and to sell the
product itself. The role of direct sales agents of the P2P lending platform is key to
gaining the trust of the prospective borrower. The P2P lending platform (Modalku)
needs a system that can monitor activity and expedite the product ordering process.
The existing work-flow process in Fig. 1 shows that no activity management tools or
application to measure the direct sales productivity. The management team has
difficulties in monitoring and controlling the direct sales agent in approaching new
customers. There is some lack of data that can show the condition of prospective
customers. Besides, the procedure to process the application takes a long time. There
is an inefficient and process that can affect sales productivity performance.

Therefore, the P2P lending platform must be able to develop and implement apps
to monitor activities and increase productivity of its direct sales agents. The purpose
of this research is to analyze the implementation of sales management activity apps
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Fig. 1 Flow Process (Current)

to increase the productivity of the direct sales agent, simplify the application proce-
dure, shorten the approval time, and increase the number of borrowers which will
finally increase financial inclusion in Indonesia. The research is trying to analyze the
importance of the direct sales agent’s role in the P2P lending platform. The P2P
lending platform is one of the financial technology platforms which highly uses the
technology in doing the financial services. In Indonesia, the P2P lending platform’s
success must be supported by the direct sales agent who becomes an educator for the
prospective customers in explaining the usage and benefit of the medium itself.

2 Literature Review

2.1 Peer-to-Peer Lending

Financial technology is defined as mobile-based technology to increase financial
system efficiency (Kim et al. 2015). P2P lending is defined as all lending and
borrowing activities among individuals using a technology platform without any
intervention from a traditional financial institution (Ritter et al. 2009) and related to
the internet-based financing platform (Stern et al. 2017).

2.2 Ultra-Micro Segment

Ultra-micro segment is the backbone of the Indonesia’s economic growth. There are
more than 50 million small- and medium-sized enterprises (SMEs), but many of
them do not have adequate access to banks (OECD 2019). Most of SMEs are located
in the urban areas of Java and Sumatra, where the Indonesian population is concen-
trated. SMEs find difficulties in growing their businesses since they usually manage
the business in more conventional ways. The limited resources of the SMEs (espe-
cially in financial) are also one of the obstacles to make their business competitive.
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When applying for loans they won’t be able to provide collateral to formal financial
institutions such as banks. Therefore, they have difficulties getting financing from
the banks to make their business grow bigger in the future.

2.3 MODALKU

Taking advantage of the emergence of smartphone and mobile subscribers, peer-to
peer lending platforms such as Modalku see an opportunity to capture this prospec-
tive market. The new Targeting the ultra-micro segment, Modalku focuses in serving
and providing loan for the ultra-micro segment located in the big municipalities in
Java provinces. To minimize the risk and reduce the default rate, the first applicant
can only borrow a maximum of three million Rupiahs with a loan tenor of 13-26
weeks. The repayment system is setting-up weekly every Wednesday to their virtual
account that can be paid through some appointed POS, such as: minimarket. There is
a 3% interest rate per week and an additional 5% administration fee for any approved
loan application. The borrower must provide the bank account since the loan
disbursement will be transferred directly to their account.

2.4 Direct Sales Agent

An innovative strategy was developed by using the direct sales agents (DSA) system
in approaching the new lead prospective customers. Even P2P lending system is
highly emphasized with the technology application and platform, Modalku chose to
combine the existing system with the direct selling strategy. Direct selling defined as
a distribution method that can be used both for product or service industries through
personnel contact (Yen et al. 2008). In his book Marketing 4.0, Phillip Kotler states
that the marketing strategy should adapt to the changing nature of customer paths in
the digital era and the role of marketers is to guide the customers throughout their
journey from awareness and ultimately to advocacy (Kotler et al. 2017). The DSA of
Modalku is expected to give adequate information about the product and the
platform while influencing the prospective borrower to apply for the loan. The
DSA act as an educator who will explain the benefit of the product to increase the
borrower’s business performance.

2.5 Mobile-Based Applications

A mobile-based application is defined as a type of application software designed to
run on a mobile device. The mobile application itself can utilize data from the GPS to
ensure the direct sales agent. The mobile application also has the facility to read the
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item barcode using the camera to accelerate all necessary information and data input.
By using this mobile application, Modalku management can easily monitor their
sales agent’s activities when meeting with the prospective customers in the exact
location and at the same time having adequate knowledge about the business of
prospect borrower. The mobile-based application provides real-time information
accurately and shortens the application processing time. The apps make it easier to
handle the whole application process, increase efficiency, improve customer service,
and increase the approval rate. The mobile-based application system’s benefits are
easy coordination among the team members by sharing information and data accu-
rately; keeping tracking of the application process; simplify the reporting system,
and allocating the resources.

2.6 Global Positioning System (GPS)

As a global navigation satellite system (GNSS), GPS is able to provide the
geolocation and time information to any GPS receiver in the earth (Abel and Chaffee
1991). A mobile-based application with the GPS feature enables the management to
track in real time (live) all the movements of the sales agents directly from the
computer or laptop. The GPS shows which streets or areas were covered by the sales
agents and the suitability with the target performance for each sales agent.

3 System Design

Developing sales productivity application for Modalku needs some phases which
should be performed. The application system should be able to cover the need to
monitor the performance of the direct sales agents, including the attendance system,
the work-plan, live tracking, and reporting. Figure 2 shows the system design used in
the sales productivity apps, called The Worm.

Figure 2 shows the design of The Worm system. The string message sent by the
user (direct sales agent) is transmitted to the back-end of the system through the
Internet and some text pre-processing steps are performed. All form of database
query will be delivered to the web server Modalku. The knowledge structure, which
is shown in the Worm application, is obtained from interviews with the Modalku
management team. The features of The Worm consist of four main subjects: check-
in, planning, reporting, and live tracking.
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4 Implementation

The implementation of the new application “The Worm” is changing the flow and
business process of Modalku in acquiring new customers (see Fig. 3). The new
application shortens the business process in measuring the performance of the DSA.
The DSA are able to download the Worm apps easily and log in through their
smartphone. The Worm enables them to record their attendance directly. By record-
ing their attendance via apps, the DSA do not need to go to Modalku office every
day. DSA are also able to inform and give the reason to the office about their absence
in the Worm apps. The new apps reduce the time needed for them to go to the office.
They can start visiting the prospective customers as soon as possible during the
office hours that start from 8 a.m. The apps system allows them to acquire more
prospective borrowers and allocate their time to visit the existing borrowers. All
the DSA activity will be recorded real time and the Modalku management have the
opportunity to monitor directly. Managing the time efficiently, the DSA have the
opportunity to fulfill the target of new borrowers. If the DSA find any difficulties in
achieving the target, the Modalku management is able to respond and solve the
problem in a speedy manner.



Implementation of Productivity Apps to Increase Financial Inclusion in. .. 113

The Worm application is developed as an integrated system to monitor the
productivity of the DSA as users. Shortly after users launch the application, The
Worm logo in the splash screen will be displayed. Before logging in to The Worm
system, all DSA have to complete and fill in their profile which consists of personal
data, password, and the sales coverage area (Kurniasari and Prihanto 2019).

The menu provided in this application is the check-in menu for the DSA. As the
first feature in The Worm, this feature describes the activity of DSA to check-in.
After take a photo by the camera in their smartphone, the DSA must tag their
location. Using GPS, the system will be able to live-track the exact position of
each DSA. This feature records the position of the DSA and compares it to the
prospective borrower’s location. If the location of the prospective borrower is not in
the sales coverage area, the system will automatically reject the check-in process.
This system is expected to assist the Modalku management in supervising the DSA
assigned to visit both the prospective and existing borrowers. The system will
describe each DSA performance to fulfill the assigned daily target visit (Kurniasari
and Prihanto 2019).

In the planning features, the Modalku management creates the target assigned for
each DSA daily. Modalku will use the Worm application to ensure that all DSA has
fulfilled the target to visit the borrower according to the Modalku team's schedule.
The feature describes the prospective leads/borrower target, the prospective apply
mark, and not the apply leads target. Each DSA has to explain if they fail to meet the
target (Kurniasari & Prihanto, 2019).

The next feature of the application system is recording data from new leads
(prospective borrowers). Each DSA must fill in the personal data of the new lead,
including the personal and business name and also the address of the business. Using
GPS, the system will show the live tracking of the exact location of the business. A
new lead who is interested to apply for loan will proceed to the next process and
apply online through the DSA sales application (Kurniasari and Prihanto 2019).

The final feature describes the reporting system of each DSA daily activities. The
reporting system give detail information of each DSA in fulfilling the target number
of borrowers. This feature gives benefit for both Modalku and the DSA themselves.
For Modalku, the number of prospective leads who are finally able to apply for loan
will show the ability to increase the company’s performance. Each DSA must write
down the visit’s results and explain the reason in details why the prospective leads
are not interested in applying for loan. If the DSA missed the target, Modalku is able
to assist the DSA in solving the problem and initiates some strategies to improve
their performance. The system is able to describe the data of all lead borrowers in
real time and the live tracking will enable them to evaluate the business performance
of the prospective borrowers. The system summarizes the data of DSA activities
every day (Kurniasari and Prihanto 2019).

Meanwhile, the reporting system enables the DSA to evaluate their performances
and their financial reward if they meet the target. It will also motivate them to work
harder to fulfill the target. Since all data are automatically recorded, the DSA will re-
approach the lead borrower who is not interested in applying for the loan in the
future. A changing new approach can be developed to successfully acquire more
lead borrowers (Kurniasari & Prihanto, 2019).
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5 Conclusion and Future Works

The Worm application for the peer-to-peer lending industry in Indonesia has been
successfully developed and implemented in Modalku. Users (DSA) are able to have
the data and information which are divided into four categories: Check-In, Planning,
Reporting, and Live Tracking. The system is expected to enhance the performances
of both DSA and Modalku to achieve and support the mission in increasing financial
inclusion in Indonesia. The application system simplifies the administration process
by giving live tracking location of the DSA and the prospective lead businesses. The
usage of technology would be free of effort and less time-consuming for the DSA in
inputting the borrower data. GPS sensor that is available in the system enables the
Modalku management team to monitor activities of DSA accurately and maintain the
company’s competitiveness (Utomo and Budiastuti 2019).

Even though the new system brings more benefits for Modalku and DSA, it still
needs some development in the future. Future development should cover the inte-
gration of both the Worm and the application process. The new application’s success
should be evaluated by measuring the perceived usefulness and ease of use (Sunny,
Patrick, and Rob, 2019) using the Technology Acceptance Model (TAM) approach.

The new system is expected to increase the number of new applicants from the
ultra-micro segment interested in borrowing loans from Modalku as a Peer-to-Peer
lending platform. The approval loan can be used to growing the business. The new
system is also aligned with the Indonesian government’s objective to increase the
financial inclusion for the countries’ ultra-micro segments. Furthermore, the new
system can be replicated and used in other financial technology platforms to deal
with the prospective borrowers that combine the human and technology approach
simultaneously.
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Abstract Telecommunication sector is a saturated market, and each client’s action
affects the company profit. The most valuable asset of the telecommunication
company represents its clients’ database. The Telecom industry pays special atten-
tion to the migrant clients because from an economic perspective, the cost invested
by the company in the acquisition of a new customer is higher than the cost of
keeping an existing client. This paper aims to determine the most important factors
that influence the decision of a client to migrate from a telecom provider to another
through a graphical method. We apply the churn prediction model on a dataset from
Romania that has not yet been studied before. We choose to use the Balanced
Random Forest technique to build the churn prediction model and the AUC coeffi-
cient to evaluate it. Permutation importance makes a classification of the most
important features in the model and measures their impact through a metric called
the importance score. The result proves that the most significant three factors in the
churn phenomenon (client migration) are the number of months since the last change
in the account, the number of minutes off the network and the invoice cost, a
significant difference in score, the first the indicator being ten times more important
than the next one. Therefore, we can state that we can resolve the main action by
resolving the churn problem on the current dataset solved by monitoring and
evaluating these variables.
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1 Introduction

An important problem that affects the business of telecommunication companies is
represented by migrant customers. Due to the saturated markets, there is a fierce
competition and its dynamic conditions and the continuous emergence of new and
more competitive offers lead to the transformation of customers into something like
chocolates for children according to Blattberg et al. (2010). Telecommunication is
one of the most affected sectors by this consumer behavior. The telecommunication
churn has grown with the emergence and widespread usage of portable mobile
phone numbers. In Romania, the National Authority for Administration and Regu-
lation in Communications (2017) draws a picture of the migration phenomenon of
clients from one telecommunication company to another. This shows that over 30%
of mobile phone users have transferred their phone number at least once during the
period under review (2008-2016) since launching this program.

This paper aims to determine the causal factors of churn in the telecommunica-
tions industry. The multitude of papers published over the last 10 years on customers
migrating from a telecom service provider to a competitor proves that this issue has
become a major concern for this industry and beyond. To solve this problem, we
need to identify the root of the problem by determining the factors that influence this
behavior. With this aim, we use a method of classifying the indicators analyzed
according to their importance in the churning pattern. Permutation importance
achieves this classification of the importance of the model characteristics by ran-
domly permuting the values of the trained indicators and measuring the average
increase in relative errors. Apart from the proper enumeration of the features
according to their importance, we can quantify the results, meaning that the mea-
surement of their importance is of the utmost importance. The importance score
generated by the same technique will match our metric study.

The paper contributes to the literature by combining and applying two method-
ologies from two different categories of data analysis: classification methods, Bal-
anced Random Forest and technical agnostic model, Permutation Importance. The
paper also presents a very broad subject studied in the literature, but still very poorly
studied on the Romanian datasets: churn prediction in telecommunications.

There are several ways to measure the importance of indicators, but to optimize
all resources and for easy visualization and quick understanding of the results, we
need a newer, widely used and fast performing technique, such as permutation
importance. So far, the application of this method to Romanian datasets has not
been the subject of published articles. Managing the chinking characteristics will be
done graphically, using the thermographic paper, which shows the important mea-
sures of the features in the dataset. Thus, a classification of causal factors is
automatically generated in the churning pattern, depending on their informative
power.

The paper is composed of five parts. The first part describes the problem studied,
the purpose of the work, and some small details about the usefulness of the technique
applied on the churn model. The second part describes a brief passage through the
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specialized literature is presented. The third and fourth chapters of the article discuss
the applied methodology and the results obtained, and in the last chapter are
determined the main ideas of the conclusions drawn.

2 Literature Review

The prediction of the churn and the determination of the main characteristics of
influence in this issue is becoming an area increasingly scrutinized worldwide.
Businesses want to keep their customers satisfied by observing their needs based
on resource constraints. In churn prediction, an important but challenging question is
the imbalance in the data distribution. Yaya et al. (2009) approach a new learning
method called Balanced Random Forest to deal with the churn problem for a Chinese
company where data are unbalanced and rarely sampled. The traits are iteratively
taught by altering the distribution of the class and by imposing greater sanctions on
the wrong classification of the minority class. They find a significant improvement in
prediction accuracy compared to other algorithms, such as artificial neural networks,
decision trees, and vector support machines.

Achawanantakun et al. (2015) deal with unbalanced data and choose Balanced
Random Forest because this method contains multiple random trees and each one is
built from a subset of training data. Balanced Random Forest allows the model to
learn from unbalanced training data. Data science techniques are becoming more and
more popular because they are dealing with the big problems of behavioral
prediction.

In the churn issue, it is essential to know and measure the importance of the main
variables and not only of the forecast models to identify which indicator brings
informational value and which variables in the dataset can be discarded. All this can
be achieved by means of the importance of permutations, the selection of variables
and the derivation from schemes, Strobl et al. (2008).

The measurement of the impact of the factors analyzed is the most useful tool for
interpretation, and data scientists regularly examine the model parameters to identify
the most important features. The importance of permutation can be applied to any
model, though few machine learning practitioners seem to do so. The importance of
permutations is a common, reliable, and very efficient technique. It directly measures
the importance of indicators by observing their net effect on the precision of the
random mix of each variable in the prediction model, Parr et al. (2018).

Gregorutti et al. (2015, 2017) describes the importance of permutation and
concludes that the permutation mechanism is far more expensive than the average
decrease in the impurity mechanism, but the results are more reliable. The strategy
based on permutated importance does not require re-modeling after the permutation
of each column, but we only should resume the test samples disturbed by the already
trained model.

We can use permutation importance to classify or select predictions. Over time,
among other criteria, the measurement of permutational importance shows good
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tracking of selection algorithms. However, the classification of characteristics
according to their importance is a difficult problem, especially when predictors are
very correlated. The results of the simulation study by Nicodemus and Shugart
(2007) show that the ability of the permutation to detect predictive variables in
large datasets is more reliable than alternative learning machines.

Strobl et al. (2008) present on a theoretical level the applicability of the technique
studied in this paper over the entire characteristic space, to illustrate the effect of all
the variables in the model. Nason et al. (2004), however, tested permutation signif-
icance on only two categorical variables in the dataset. Baptiste et al. used the
permutations of an additive regression model to describe how the correlation
between predictors influences the importance of permutations. They use two algo-
rithms. The first calculates the measures of permutational importance in the complete
model that produces a ranking of variables, the algorithm proposed by Gregorutti et
al. (2017) and applied for the first time together with Random Forests. It keeps this
ranking unchanged. Guyon et al. (2002) propose a second algorithm based on the
context of vector support machines (VSM), founded in the literature as Recursive
Feature Elimination (RFE).

Genuer et al. (2010) study the sensitivity of the measure of permutational
importance when dealing with a multitude of parameters and the sensitivity to the
number of correlated variables. They note that the technique performance depends
on the correlation of the indicators. Auret and Aldrich (2011) confirm these obser-
vations. Archer and Kimes (2008) believe that the Gini measure is less capable of
detecting the most relevant variables when the correlation increases and states that
the same holds for the importance of permutations.

Tolosi and Lengauer (2011) identify two key correlation effects on the permuta-
tions of importance: first, the values of the least correlated variables are not neces-
sarily higher than the least discriminating variables and, second, the extent of the
permutation depends on the size of the correlated groups.

3 Methodology

We want to predict important characteristics in the consumer’s decision to migrate to
another supplier or not. Our data include useful features, synthesized in 15 indicators,
such as the number of months since the last bid, the number of months since the
contract change, the time frame in the company, the contractual typology, the
average value of the three-month invoice, the amount of the additional cost, con-
sumed, expressed both quantitatively and in percentile, the sum of minutes received
outside other networks, home environment, age, sex, and target variable, CHURN.

Data processing comprises the following process: for all non-numeric variables,
we make One Hot Encoding. This technique consists in reconstructing the categor-
ical variables in the dataset, transforming them into numerical indicators. Random
reorganization of a single indicator should generate less accurate predictions because
the resulting data no longer correspond to the observations so far. If we combine the
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information from a column on which the model strongly relies on predictions, the
accuracy suffers. Applying and generating the classification of indicators according
to their importance in the churn problem, their importance score consists of three
steps:

1. Build a predictive model. In this case, we applied a Balanced Random Forest on
the validation set, the entire set of data being divided into 75% validation set and
25% test set. This model is based on decision trees and uses two key concepts:

(a) A random sampling of training information points during the construction of
trees: every tree is trained by a random data sample. The samples are replaced
by a bootstrapper which implies that many samples are used in one tree
several times. In order to obtain a lower variance for the entire forest with
no cost for increasing the bias, each tree is trained on different samples having
into consideration that they could have a higher variance individual, however,
not affecting the general result of the forest. In test phase, predictions are
calculated by average each decision tree prediction. This procedure is known
as bagging — bootstrap aggregating.

(b) Random feature subsets considered when dividing nodes: another main
concept in the random forest is represented by just one subset of all the
features that are considered in splitting each node into each decision tree. We
can also train random forest, by presuming that all the features at every node
as is common in regression. We get a model performance coefficient, mea-
sured by AUC, of 0.708. We cannot consider the model correct; however, it
passes the acceptance criteria, because the value is very close to the minimum
limit, 0.7. The model consists in several instantiated iterations equal to 1000
and has the CHURN indicator as the target variable.

2. Apply the permutation importance algorithm on the trained model. Permutation
Feature Importance produces a random feature column that evaluates the input
model’s performance on the altered dataset. Iterating is done one by one for each
column of the function. The module then returns a list of variables and their
respective values. The value is described as the efficiency decrease after the
functional values have been changed. The PFI scoring is simply described as:

PFI = Pb — Ps (1)

where Pb is the basic score, and Ps is the metric score for results after shuffling
when the measuring metrics used are measuring how precise the predictions are
(which is when bigger values like accuracy, precision, determination, etc.). If,
however, the evaluation metric used is an error/loss metric (such as Root Mean
Square Error, Log Loss, etc.), then the score is defined as:

PFI = —(Pb — Ps) )
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Thus, no matter which metric is chosen within the module, a higher value
implies the feature is more important. It blends the values in a single column and
then makes predictions using the resulting dataset. Using these predictions and
actual target values, we calculate how much the loss function has suffered. The
performance deterioration measures the importance of the damaged variable.

3. Return the data in the initial order, disabling the blending from step 2, then
repeating step 2 with the next column in the dataset until the importance of each
column is calculated according to how much the loss function affected the
deterioration of each indicator. This importance is measured by a score, named
in the importance score.

Interpretation of the results is based on two sources: the generated graph, where
all the features of the predictive model are represented, a graphical representation of
the ranking of the most important traits of the churn behavior, in our case, and the
table of importance scores assigned to each variable in the model. Interpretability
will be downward, as we lower the gradient of the graph, the fewer indicators bring
less and less information, the lower part counting the least. The scores in the table
below show how much the performance of the model has decreased with a random
move, in this case using precision as the performance metric. Negative values
generated by permutation significance show that mixed data predictions were more
exact than actual data. This happens when the pointer does not matter and is more
common on small sets of data.

4 Results

The precision metric we will use is the ROC curve and, implicitly, the AUC. As
mentioned above, the value of the coefficient is low, 0.708 (Fig. 1), showing a low
discriminating power, which makes it difficult for a clean and accurate prediction of
the churn phenomenon.

The prediction model of churn determined by Balanced Random Forest correctly
predicted 56% of non-churn clients and 70% of churn clients, according to the
normalized confusion matrix (Fig. 2 and Fig. 3).

We note that of all fifteen indicators used in modeling, the most important in
forecasting churn behavior is the number of months since the last change in the
account (MonthsO), the number of minutes off the network (MinC), the invoice
value (Invoice), the male individuals (Gender_M), and the age of the clients in the
network (Tenure). These are the only variables located on the right of the axis
(Fig. 4), which means that these are the characteristics that most discriminate against
the churn and non-churn situation. We can consider the left ones as damaging
variables to the model because it is more than clear — when they are randomly
permutated — that they tell us nothing about churn/non-churn. Besides, their presence
can lead to a misleading model.

MonthsO, besides being the main decision-maker in churn, is about ten times
more important than the MinC. This can be remarked from the assigned importance
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Fig. 1 ROC Curve. Source: Authors’ own research
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Fig. 2 Confusion Matrix. Note: It presents the quantitative results of the prediction model:
266 observations classified correctly from the churn class and 1296 from the non-churn group.
Source: Authors’ own research

scores, MonthsO has a score of 0.102301, while the MinC shows an importance
score equal to 0.013080. Important scores (Table 1) are calculated according to delta,
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Fig. 3 Confusion Matrix. Note: It presents the percentage results of the prediction model: 70% of
the observations correctly classified from the churn class and 56% from the non-churn group.
Source: Authors’ own research
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Fig. 4 Permutation Importance in Churn Prediction. Note: The figure shows the degree of
importance of the indicators in the model. The longer the line, the greater their importance. The
location of the markings on the right shows a positive importance in the predictive model, and on
the left a negative one. Source: Authors’ own research
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Table 1 Importance Scores Feature Importance Score
MonthsO 0.102301
MinC 0.01308
Invoice 0.005908
Gender_ M 0.002189
Tenure 0.001167
Age 0.000215
Area_urban 0
Contract_ACQ 0
Contract_RET 0
MonthsC —0.000663
ExtraCost —0.000877
Gender_F —0.001093
Area_rural —0.001093
MinR % —0.002217
MinR —0.006522

Source: Author own research

fl-score. If this indicator is bigger, represents that the variable became a better
discriminator. Negative values tangle the pattern.

The table above (Table 1) shows the importance of the indicators in the model.
Depending on the importance score, we can rank and sort the most important
predictive factors in the problem of churn phenomenon in telecommunications.
The sign of these values shows whether the importance of the variable to which it
refers is a positive one in the prediction model or a negative one (—). Thus, we notice
that the number of months since the last offer change in the account (MonthsO), the
sum of the national minutes made (MinC), and the invoice (Invoice) are the first
three predictive indicators that bring a positive score to the model. These can be
considered as the most important predictive decision factors in the churn action in
Romanian telecommunications.

As has been shown previously in other studies, the use of agnostic model
techniques in the context of predictive modeling is very beneficial for understanding
the drivers in the case of the studied problem. Permutation Importance is indeed a
useful tool for interpretation, which identifies and generates results that are easy to
see and interpret. The application of this instrument in the problem of churn prediction
in the Romanian telecommunications industry clarified which are the most important
characteristics in the analyzed situation. Other agnostic tools will be tested in a further
study, and the dataset characteristics will be expanded with historical data.

5 Conclusion

The phenomenon of churn is a big challenge in the telecommunications market.
Multiple theoretical and empirical works have tried to compare it with predictive
methods and not only. In our study, we try to add another brick to this wall built from
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research, namely, combating churn in the Romanian telecommunications sector by
combining a predictive algorithm, Balanced Random Forest, with an agnostic one,
Permutation Importance, from which the factors result in influencers of this con-
sumer action. Thus, on the dataset, we applied Balanced Random Forest, and then,
on the predictive model, we applied the agnostic model, Permutation Importance to
determine and classify the most important predictive factors in the churn model of
the Romanian telecom industry.

Therefore, the most important factors in the prediction of churn behavior are the
number of months since the last change in the account, the number of minutes off the
network and the value of the invoice, the big difference in the score, the first
indicator being much more important than the other two. Instead, we observe six
indicators that do not bring informative value to the predictive model, with negative
scores of importance. Even if the model shows a reduced value of the AUC,
permutation importance classifies causal factors generating a ranking in the impor-
tance of the indicators. Following the study, we can conclude which of the ten
educated indicators bring value to the prediction model of churn and to what extent.
In the Romanian context, the interaction with customers and the renewal of existing
offers can be considered as the first action in resolving the churn problem, the
number of months since the change of the last offer on the account is the most
predictive factor in the phenomenon of migrating consumers to the competition.
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Abstract Investment opportunities have become limited due to low interest rates;
therefore, investors are searching for alternative investment sources. Peer-to-peer
(P2P) platforms act as mediators between investors and borrowers and provide an
opportunity for mutually beneficial interaction. The aim of the research is to study
the P2P lending process and to identify risks and opportunities related to this area.
The research is focused on the investors’ side due to the specifics of Latvian P2P
lending platforms, i.e., they do not grant loans directly but use loan originators.
Mixed research methods were performed as follows: a field experiment (trial invest-
ments through P2P lending platforms), a survey, structured interviews, and a focus
group discussion. The study shows that rapid development of P2P lending in Latvia
is driven by providing relatively lower risks to investors. The main investors’ risk
mitigation tools are critical originator selection, when a due diligence procedure is
executed for each prospective loan originator, buyback guarantees, and payment
guarantees, when marketplaces compensate the invested principal and earned inter-
est if the borrower is late with the repayment. Most Latvian marketplaces offer to
diversify investors’ risk by investing in fractions of loans across different borrowers,
originators, loan types, and geographies. Some marketplaces offer loan ratings based
on the internal evaluation of the risks. Secondary loan market provides liquidity to
investors. However, some specific risks still exist such as the P2P lending operating
model’s sensitivity to adverse economic development scenarios.
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1 Introduction

The alternative finance industry is becoming a significant part of the global econ-
omy. The financial sphere is evolving along with the constant development of
information technology, emerging innovative solutions in the global market, and
changes in the existing business environment. The alternative finance area which, in
the past few years, has also developed rapidly in the Baltic region is P2P lending.

Locally developed P2P lending platforms have become among the top-rated in
Europe. Since the launch of Latvia’s first P2P lending platform in January 2015,
more than 2.5 billion EUR in credit investments have been made through Latvia-
based platforms (LAFSA 2019). However, the financial services provided through
P2P lending platforms are not widely known by regular users and, like all newly
introduced business solutions, they have certain risks and opportunities. Although
the P2P lending industry in Latvia is developing very rapidly, there are still too many
uncertainties here, the industry is under-researched, and no appropriate regulatory
framework has been introduced. The study results are topical for the following
reasons: bank deposit rates have dropped to a rather low level and investors are
searching for alternative investment opportunities. At the same time, local banks
remain conservative in granting loans; therefore, private individuals and small and
medium-sized enterprises tend to turn more often to non-banking sector lenders. P2P
platforms in this case act as mediators between both parties—investors and bor-
rowers—and provide an opportunity for mutually beneficial interaction.

The aim of this research is to study the P2P lending process in Latvia and identify
risks and opportunities related to this area. The main research objectives are to study
P2P lending as an alternative finance tool, evaluate its regulatory basis, analyze P2P
lending risks and their minimization possibilities, and assess public awareness of
P2P lending. The research is focused on the investor side due to the specifics of
Latvian P2P lending platforms, i.e., they do not grant loans directly but use loan
originators. There is a lack of information in the literature on this kind of P2P lending
marketplaces and their investors risk mitigation possibilities.

This paper is organized as follows: after this introduction, in the second section,
we review the previous academic literature on banking transformation process and
development of P2P lending. In the third section, we describe the research method-
ology. In the fourth section, we outline the results obtained from the analysis of
operating model of Latvian P2P lending platforms and primary data from the survey
and a field experiment. The article ends with final conclusions.

2 Transformation from Traditional Banking to P2P
Lending

Currently, some signs indicate that Bill Gates’s prediction in 1994, “banking is
necessary, but banks are not” (Gandhi 2016), could become our reality in the next
few decades. The financial area is evolving along with the development of
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Fig.1 The transformation process and its influencing factors. Source: created by the authors. Note:
Finance 2.0—the term, by which the authors describe a transition of finance to a new stage, which is
closely related to a digital transformation process and new customer behavior trends. Effective use
of Big Data and Blockchain technology, as well as use of other innovative solutions, may result in
revolutionary shift to a new stage beyond 2.0

technology and the emergence of innovations. Traditional banking is in a transition
process to alternative financial solutions.

There are many factors influencing the transformation process of finance. King
(2013) supports the opinion that banking is in constant and unrelenting change and
mentions technology diffusion and changes in customer psychology and behavior as
the main factors for these changes. He believes that banking evolves from being
somewhere you used to go, to something you do (King 2013). New digital online
services appeared as competition to traditional bank services, for instance, P2P
lending. Such a form of alternative lending refers to financial instruments and
distribution channels that have emerged outside the traditional financial system
(Lee 2017). Figure 1 shows the authors’ visualization of the transformation process
of traditional banking.

The first part of the term “peer-to-peer lending” shows that interaction between
two parties in the lending process is performed without central intermediation (Milne
and Parboteeah 2016). Borrowers and lenders are connected directly through digital
online platforms without the participation of banks or other mediators. Kuratko
(2017) calls P2P lending a “twenty-first century phenomenon.” Dresner (2014)
notes that P2P lending is a form of crowdfunding where lenders and borrowers
bypass traditional financial institutions. This is supported by Wang et al. (2015), who
explain that P2P lending is generally defined as the practice of lending funds to
unrelated individuals (peers) without going through a traditional intermediary—a
commercial bank. The European Commission (n.d.) defines P2P lending as a direct
alternative to a bank loan with the difference that, instead of borrowing from a single
source, companies can borrow directly from individuals who are ready to lend.
Dresner (2014) emphasizes that investors in P2P lending “provide a specified
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amount of money that is then lent in small increments to many borrowers,” which
ensures risk diversification. Other widely used terms: “crowdlending” and ‘“debt-
based crowdfunding,” give us a hint that P2P lending is classified as a type of
crowdfunding, which is an umbrella term which unites several its types (Kirby and
Worner 2014).

The formation of digital online platforms began in 2005 with the objective to
“democratize consumer financial services by dynamically matching individual bor-
rowers and lenders, using technology as the enabler” (Lee 2017). Platform operation
was based on the age-old idea of borrowing from friends (Kuratko 2017). The first
P2P lending platform Zopa was established in the United Kingdom (hereinafter
referred to as the UK) in 2005; a year later in 2006, the platforms Lending Club and
Prosper started their operations in the United States (hereinafter referred to as the
US), and CreditEase started its operations in China (Lee 2017). Lack of traditional
financing sources during crises led to P2P lending platforms’ multiplication in the
last economic downturn (Kuratko 2017). During the financial crisis, banks reduced
their lending activity, and in the post-crisis, low-yield environment investors started
searching for new alternative ways to allocate their funds (Tasca et al. 2016).

P2P lending spreads very rapidly across the globe. Still, the UK, the US, and
China are the largest P2P lending markets. According to the estimations of the
consultancy agency Massolution’s Crowdfunding Report, the global P2P lending
market as of the end of 2015 is worth 23 billion EUR (Crowdfunding industry
statistics 2016), which comprises 74% of the crowdfunding industry’s estimated
total fundraising volume (Fig. 2).

According to Sudip (2016), the opportunity in the global P2P market could be
worth 825 billion EUR by the year 2024 and the market is anticipated to rise at a
whopping CAGR of 48% between 2016 and 2024 (Sudip 2016). At the same time,
Prableen (2016) predicted the global growth of the P2P lending market at a CAGR of
53% during the five-year period between 2016 and 2020.

Donation-based crowdfunding [l 2.6
Reward-based crowdfunding [l 2.5
e entingy " S 23
(P2P lending) ’
Equity-based crowdfunding [l 2.4
Royalty-based crowdfunding J| 0.4

Hybrid crowdfunding [l 0.7

Fig. 2 Global funding volumes by crowdfunding types in 2015, billion EUR. Source:
Crowdfunding industry statistics (2016)
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P2P lending platforms exist in the majority of the European Union member states
(European Commission 2016). The largest part of P2P lending platforms entered the
market in the last 5 years (European Commission 2016). According to Ziegler et al.
(2019), in 2017 the total European market grew by 36% to reach 10.44 billion EUR
and the largest share of European volume originates from the United Kingdom
(68%); excluding the UK, the European alternative finance market grew at nearly
double the UK’s annual growth rate—63% in comparison with 35% (Ziegler et al.
2019).

The top three European alternative finance markets at the end of 2017 are France
(661 million EUR), Germany (595 million EUR), and the Netherlands (280 million
EUR). Among other European countries, Bulgaria, Poland, and Latvia clearly stand
out by annual alternative finance growth rate amounts, 781%, 677%, and 274%,
respectively (Ziegler et al. 2019).

The emergence of P2P lending platforms and other alternative services is related
not only to technology and innovation development, but also to the regulatory
burden imposed on the banking sector. Stricter banking regulations after the crisis
resulted in increased compliance costs and higher capital requirements (Basel
3, AML, CSR regulations). This influences bank product pricing and makes tradi-
tional bank loans less affordable to customers, who in their turn search for alternative
funding possibilities. As a result, bank deposits become less attractive to investors,
who tend to search for more profitable investment opportunities.

Walker and Degirmencioglu (2015) pointed out that P2P lending platforms
significantly reduce operating costs. Platforms are digital and provide the opportu-
nity for customers to easily access required services online. It is becoming harder for
banks to compete with platforms in terms of cost, easiness of access, and rapidness
of processing required services (King 2013). According to Jenik et al. (2017), the
major benefits of P2P lending are convenience, efficiency, and the potential to
improve access to loans for excluded and underserved groups.

The existing literature related to the P2P lending concept is discussed and
classified in various research works. For example, Bachmann et al. (2011) discuss
existing studies on P2P lending; Moritz and Block (2016) review and classify
literature by groups (focus on capital seekers, focus on capital providers, focus on
the intermediary, etc.). The authors observed that there is a lack of detailed research
on P2P lending development in Latvia; a single Setlers and Valdmanis (2016) study
is devoted to the investigation of factors driving investors’ decision-making within
the Latvian P2P lending market.

3 Research Methodology

Mixed research methods were performed such as a public survey, structured inter-
views with P2P lending platform representatives, a field experiment (trial invest-
ments through P2P lending platforms), and a focus group discussion among P2P
lending platform users. Secondary data were obtained by analysis of statistical
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information, legislative acts, documentation, and web-page information from P2P
lending platforms.

The survey was distributed via an online survey tool; the questionnaire,
consisting of 30 questions divided into 6 blocks, was available in two languages:
Latvian and English. Answers from 1540 respondents from 21 countries were
obtained. 24.4% of all respondents were actual P2P lending platform users (inves-
tors), 30.6% of them were from Latvia, and 69.4% were from other countries. The
opinions of investors and the general public were analyzed separately. The results of
the survey were enriched by the focus group interview to obtain focus group
participant experiences, attitudes, reactions, and comments regarding research con-
cepts and to use this data to contribute to quantitative data from the survey.

A field experiment was performed to analyze the operations of P2P lending
platforms, to get access to agreements and other investor documentation, and to
analyze the impact of the selected investment strategy of the P2P lending platform on
the investment results. For testing purposes, the authors invested a certain amount of
funds in the two largest Latvian P2P lending platforms Mintos and Twino and tested
different procedures and risk minimization tools.

4 P2P Lending in Latvia

Although the biggest share of European volume still originates from the UK, the
Baltic states and particularly Latvia clearly stand out among European countries by
annual alternative finance growth rate amounts and market volume per capita
(Ziegler et al. 2019) (see Fig. 3).

The great reformers of Eastern Europe were also the countries that exhibited some
of the highest volumes per capita (Ziegler et al. 2019) and Latvia jumped to third
place in 2017, with 47.51 EUR per capita up 243% from its 2016 volume of 13.86
EUR per capita.

The pace of P2P lending development in Latvia is extremely high—more than 2.5
billion EUR in credit investments have been made through Latvian platforms by the
end of the first quarter of 2019 (see Fig. 4).

The authors believe that such growth is technology and innovation-driven and
expect the trend to continue, since local platforms are focusing on further expansion
to foreign markets. At the time of the examination, there are 12 P2P lending
platforms registered in Latvia (see Appendix 1).

4.1 Operating Model of Latvian P2P Lending Platforms

The Latvian platform model differs significantly from standard global practice and is
related to specific risks for investors (see Fig. 5).
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Fig. 5 Latvian model of P2P lending process organization. Source: created by the authors

Under this model, platforms do not independently connect borrowers and inves-
tors online, but provide online space for non-banking sector lenders to place loans
issued already in advance. These loans are offered to investors for purchasing claims
rights against the borrowers. In some sources, this new type of P2P lending is called
“P2P lending version 2.0” (e.g., Welltrado 2017).

The new P2P lending model provides various benefits for all involved parties.
Investors get the opportunity to profit from their investments and to diversify
investment portfolios. Platforms gain income from the difference between borrower
and investor interest rates and may collect other fees from the investors’ side.
Non-bank lenders (loan originators) under this model get fees from borrowers,
pass part of the risks to investors (in some cases mitigated by buyback or other
guarantees), and get “fresh money” injections into their lending business (Iuvo
2017). The more investors they attract, the more funds they get for new loan
issuance. Loan originators get additional non-bank financing, which can be used
for further loan issuance, for a “more attractive interest (and all other fees, collat-
erals, covenants, etc.) than they would have to pay if they finance themselves
through a bank loan or issuing of bonds to the public” (Tuvo 2017).

The authors observed that some platforms in Latvia are related to loan originators
and thus are not fully independent. In such cases, no fees are applied to the loan
originators by the platforms' and the loan originators get interest-free short-term
loans from investors for their lending operation financing.

"Based on the information obtained during the interview with platform management (Swaper)
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We found that some aspects of P2P lending platform operation are regulated by
existing EU and local regulations; however, common P2P lending area regulations
have not yet been developed at the time of the examination. This area is also not
supervised by the Latvian financial regulator. The development of Latvian and
EU-wide regulations is in the process at the time of the examination (Cabinet of
Ministers of the Republic of Latvia 2017; European Crowdfunding Network 2018).

Based on a review of the draft of Crowdfunding Services Law (Cabinet of
Ministers of the Republic of Latvia 2017), the authors suggest that more specific
requirements could be stipulated for loan originator assessment and agreement
conclusion. Responsibility for the enforcement activities could be stipulated in an
agreement between platform and loan originator since a situation could arise where it
is not economically profitable for the loan originator to perform enforcement-related
activities to regain investments on behalf of investors. Responsibility for a sufficient
capital requirement level, certain operating conditions, and activities in case of loan
originator insolvency could also be determined by legislation.

During the examination, some inconsistencies in the local P2P lending platform
information disclosure and reporting process were identified. In addition, lack of
public statistical data in different segregations (e.g., loss ratio, overdue by periods,
etc.) was observed; such data would be essential for P2P lending portfolio quality
analysis.

4.2 Public Awareness and Investor Behavior

Despite the rapid development paces of Latvian P2P platforms, the survey results
showed that public awareness of P2P lending in Latvia is quite low (see Fig. 6).
Only 22.4% of Latvian respondents know what P2P lending is, and the remaining
77.6% of respondents haven’t heard about it or do not know exactly what it means.
The main reasons are lack of public information and the focus of platforms on
foreign markets. A strong correlation between P2P lending awareness level and
respondent gender was observed (correlation coefficient—0.29, p-value 0.002). The

Fig. 6 Latvian respondent Do you know what is P2P lending?
awareness of P2P lending.
Source: created by the
authors

=No
Yes

= Heard about
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Fig. 7 Reasons for starting High interest rates
to use P2P lending 76%
platforms. Source: created

by the authors

Risk diversification

Other 53% possibility

5%

18%

Rapideness of o, | Reasonable risk/return
processing 349 61% ratio
o

Convinience of use,
better and easier
services

survey results show that female respondents are 24% less informed about the P2P
lending concept than male respondents.

It was found that the main source of information about P2P platforms is digital
media (63% of cases). The second most common source of information is a
recommendation by a friend or colleague (17% of cases).

The survey results show that the main motives for investors to start using P2P
lending platforms are high interest rates, a reasonable risk/return ratio and risk
diversification possibilities (see the survey results in Fig. 7).

It was found that the lack of trust and high risks in P2P lending are the main
factors keeping potential investors from starting to invest through P2P lending
platforms. The research results indicate that the typical Latvian platform user is
male, aged 25-44, a foreigner, most likely from Germany, with higher education,
working as a high-level specialist in finance or IT. The above profile also matches the
information obtained during the interviews with Latvian platform representatives.

According to the study results, the average Latvian P2P lending platform investor
uses various platforms, prefers short-term investments up to one year, expects a
minimum interest rate of 10-15%, and invests on average 1-5 thousand EUR in a
year. The average investor uses both forms of investing: manual and an automatic
investing tool—autoinvest. The study reveals that more than half of the surveyed
investors (56%) had problems with recovery of investment in a P2P lending plat-
form, which were partly solved afterward (24%). Among the main problems men-
tioned: problematic debt recovery, lack of information and recovery efforts by
platforms, delays with transfer of funds by platforms, non-transparent and subjective
calculation of earnings and defaults.

The essential question for consideration is understanding of Latvian platform
investor needs and motives when deciding to invest or not to invest in particular
instruments. Respondents were asked to evaluate the significance of 16 factors based
on a Likert 1-5 scale, where 1 is not important and 5 is the factor of the highest
importance. The authors observed that these factors’ means are distributed in a range
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Fig. 8 Importance of factors to potential investors when deciding about investing in a P2P lending
platform. Source: created by the authors

from 3.53 to 4.21 (see Fig. 8). The standard deviation for these factors varies in a
range from 0.9 to 1.17. The standard deviation shows the spread of data distribution
around the averages—for all the factors, it is clustered closely enough to the
averages.

It is found that the top factors mentioned are related to profit maximization and
risk minimization. The most important factors for potential investors are maintaining
the optimal balance between risk of exposure and expected return (av. 4.21, std.
0.94), positive reputation and high level of trust (av. 4.2, std. 0.97), reliable risk
assessment of investments (av. 4.17, std. 0.90), and competitive rates and high
returns on investment (av. 4.17, std. 0.96). Sufficiency and transparency of infor-
mation about investments and regular reporting of investment results are also
considered as substantial factors when taking decisions on investment opportunities
(av. 4.12, std. 0.95). Risk minimization possibilities, such as diversification or
investor protection, are also quite important to potential investors (av. 4.07, std.
1.00). The remaining factors are mainly related to favorable platform conditions for
investors as well as convenience of platform use and external protection (industry
regulations, data security standards, and regulatory supervision).
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4.3 Risk Mitigation Tools in P2P Lending

Investing through p2p lending platforms is associated not only with high profit
opportunities, but also with high inherent risks, such as platform and loan originator
defaults, regulatory changes, fraudulent activities, cyber security risks, etc. How-
ever, these and other inherent risks in p2p lending are mitigated by different investor
risk-reducing measures, which are provided by the Latvian platforms.

Conditions of Latvian platform tools for investors’ protection vary, but in general
can be divided into the following groups™:

¢ Critical originator selection. Loan originators are being assessed by platforms’
risk teams prior to joining the marketplace. A due diligence procedure is usually
executed for each prospective loan originator before beginning cooperation.
According to platforms’ provided information, analysis of financial statements,
management quality, underwriting policy, credit scoring, loan portfolio perfor-
mance, and data accuracy has been done to ensure that the loan originator
complies with the set risk standards. Continuous monitoring is performed on an
ongoing basis after the launch of the partnership to avoid risks. In addition,
according to Mintos platform practice, all loan originators that place loans on
the Mintos marketplace are required to keep a certain percentage of each loan on
their balance sheet to ensure that the interests of the loan originator are closely
aligned with the interests of investors—both sides have a stake in the loan (Mintos
2019). There are some cases when the platform terminates cooperation with
originators (Mintos 2017).

* Buyback guarantees. To protect investors from borrower defaults, all Latvian
platforms provide buyback guarantees for the large part of loans. The buyback
guarantee means that if the loan is delayed by more than certain number of days
(e.g., more than 30 days in Twino case, more than 60 days in Mintos case), the
loan originator should repurchase the investment for the nominal value of the
principal and the accrued interest till the date of repurchase. This happens
automatically and with no additional efforts required from the investors’ side.
Usually loans with a buyback guarantee are specially marked in platform solution
to attract the investors’ attention (Mintos 2019).

e Payment guarantees. Under the payment guarantee investor protection scheme,
some marketplaces compensate both the invested principal amount and earned
interest as per original loan repayment schedule, even if the borrower is late with
the repayment more than a certain period of days (more than 30 days in Twino
case). The payment guarantee applies to the whole duration of the loan.

* Secondary loan market. The reason why some Latvian marketplaces introduce the
secondary loan market is to provide liquidity to investors, especially those
invested in longer-term loans such as mortgages and car leases. But at the same

Information about risk reducing measures is based on P2P lending platform public information and
information provided during performed interviews with the platform representatives.
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time, this is a risk mitigation tool, which provides investors the opportunity to
stop investing faster and withdraw funds from this type of investment.

* Risk diversification. Diversification is the most important component of reaching
long-term financial goals while minimizing risk. Most Latvian marketplaces offer
opportunities to diversify investors’ risk by investing in fractions of loans across
different borrowers, originators, loan types, and geographies—starting from
small amounts (e.g., 10 EUR) per investment. Investors can do this manually,
but marketplaces offer to put their desired diversification parameters into an
automatic investment solution/autoinvest tool, where it happens automatically.

¢ Secured loans vs. unsecured. In the case of mortgage-backed loans and business
loans, borrowers must provide collaterals, which are normally real state property,
cars, etc. The collateral will be used to recover the loan in case of default.
Investors have the possibility to invest in secured loans instead of unsecured
loans.

* Loan ratings. Some marketplaces offer investors loan ratings based on the internal
evaluation of the risks associated with the particular loan. For instance, in the
Twino marketplace, loans with ratings A, B, and C are offered without the
buyback or payment guarantee. Loans with the rating of A represent the lowest
risk investment, while loans with the rating C represent the highest risk invest-
ment. Loan ratings help to adjust investors’ risk tolerance with appropriate risk
level loans.

* All of these risk mitigation factors together could to a reasonable extent minimize
risk and protect investors. At the same time, not all Latvian platforms provide all
of the above-mentioned risk-reducing tools. And it is also important to carefully
study certain agreement provisions in each individual case because of substantial
differences in guarantee provisions provided by different platforms.

A summary of the main risk minimization tools provided by Latvian platforms is
shown in Table 1.

The importance of different risk-reducing techniques to investors was found by
the survey. The survey showed that the most important risk minimization tools for
investors in Latvian platforms are diversification of risk among various credit
exposures, the possibility to sell loans in the platform’s secondary market and
investing in secured loans instead of unsecured loans (see Fig. 9).

Buyback guarantees and payment guarantees are less important but significant for
investors as well. The paper also examined the perception of risks by P2P lending
investors. P2P lending platform users were asked to evaluate to what extent they
agree with the statements. A Likert scale was used with the answer options from
strong disagreement to strong agreement. The authors calculated the weighted
average of each question by weighting respondent choices from —2 (strong dis-
agreement) to 2 (strong agreement). According to the survey results, Latvian P2P
lending platform users are confident about their knowledge of P2P lending risks and
investment risks and perceive themselves as experienced investors (see Fig. 10).

The results of the survey show that investors are not sufficiently confident and do
not fully trust the borrower evaluation process and assigned credit ratings in P2P
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Table 1 Risk minimization tools provided by Latvian P2P lending platforms

Number of
platforms Platform names
Platforms providing buyback 11 All platforms
guarantees for certain exposures
Platforms providing payment 3 Twino, Viventor, PeerBerry
guarantees for certain exposures
Platforms with developed sec- 3 Mintos, Twino, Viventor
ondary market
Availability of autoinvest/ auto- 9 Debitum network, DoFinance, Mintos,
matic investment solution PeerBerry, RoboCash, Swaper, Twino,

Viainvest, Viventor

Source: created by the authors

Using payment guarantee IR 329
Using buy-back guarantee | 339
Investing in secured loans instead of unsecured [N 3.66
Possibility to sell loans in platform’s secondary market [N 3.76
Diversification of risk by investing small amounts in _ 4
various credit exposures
0 1 2 3 4 5

m\Weighted average

Fig. 9 Importance of risk-reducing techniques to investors. Source: created by the authors

lending platforms. In the survey carried out by Ziegler et al. (2019), P2P lending
platforms were asked to rank five risk factors as related to their operations (Ziegler
et al. 2019). Looking at the key debt-focused models, the top risk factors evaluated
as high and medium high risks by platforms themselves were “notable increase in
default” (82% of P2P consumer lending platforms) and “collapse due to malprac-
tice” (73% of platforms). One other key risk factor was “changes to regulation,”
which registered as the third most significant risk. From this point of view, Latvia is
at some disadvantage. Alternative finance market development is very high, but
adequate market regulation has not followed yet.

Changing alternative finance market regulation should be perceived both as a
positive market organization improvement and as an uncertainty and risk factor for
investors. Despite the multilevel investor risk protection provided by Latvian P2P
lending marketplaces, some risk factors still exist. In contrast to some other EU
countries, platform investor protection policy at the state level in Latvia has not
developed yet. For instance, in Germany retail investors (a term describing
crowdfunding platform investors) are protected from doubtful companies and offers
by the Retail Investors Protection Act (Meldere 2018). In France, specific regula-
tions applicable to crowdfunding platforms have already existed since 2014 and,
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Fig. 10 P2P lending platform user perception of risks. Source: created by the authors

according to the European Crowdfunding Network, they have had not just protec-
tive, but also considerable positive influence on the industry in general (Meldere
2018). In Latvia, investor risk protection and crowdfunding market regulation have
not started yet.

It was also found during the case study that investor protection tools and
techniques do not necessarily work in all cases, e.g., buyback guarantees: in case
claims are against loan originators, not platforms or borrowers, and if the loan
originator goes default—the process of reimbursement of funds could be burdened,
as in the Polish Eurocent case (Mintos 2017; Harrington 2017). The equity of loan
originators could be sufficient to cover only some of their borrowers’ defaults.
Investors are not protected sufficiently in case of a global or regional financial crisis
when the greater part of borrowers is not able to fulfill their obligations. In this
situation, crowdfunding platforms also cannot ensure the promised payment guar-
antees due to insufficient equity. Some additional risk for investors appears if they
choose unsecured loans instead of secured loans. A large part of loans represented in
Latvian platforms are unsecured consumer loans which are issued online in different
world regions, including emerging markets, such as Latin America, Africa, and
Central Asia. Unsecured loans are exposed to greater credit risk than secured
loans. Consumer lending is based on more simplified procedures; internally
designed automated scoring systems are used by loan originators for potential
borrower creditworthiness assessment. Different approaches are used for borrowers’
evaluation and credit scoring in each lender case.

Additional risks for investors could also arise if loan originators are directly or
indirectly related to P2P lending platforms, as takes place in the case of some Latvian
platforms.

Latvian market-specific risks are mostly related to Latvian p2p lending operating
model and adverse development scenarios of Latvian economy. Since p2p lending
industry is relatively young, on the macroeconomic level it has not yet proven
whether it could successfully survive an economic downturn. Bulkestate platform
representative M. Zutis supports this concern, as it states in LAFSA Fin-Tech
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Industry Report 2018: “the main risk, at least in the lending area, is that the new
Fin-Tech industry has not yet experienced any economic downturn that could be an
important test of the effectiveness of risk management, since under these circum-
stances the first category of losses is related to unsecured consumer loans. And then
the risk of losing investors will also increase (LAFSA 2017).”

The authors consider that in case the focus of platform and loan originator
management is on quick profits (incredibly high development paces could be an
indication), and in case of a lack of motivation to introduce risk retention policies,
this could raise concerns about existing P2P lending sector development trend
stability from the long-term perspective. However, the implementation of a new
regulatory base should decrease this risk. The authors also note that platforms and
loan originators “may face moral hazard as their fee-based income gives them an
incentive to originate large volumes of loans with potentially less attention to credit
quality” (Financial Stability Board 2017).

Different approaches could be recommended to investors for risk minimization in
P2P lending. First, investors can decrease the risk of losses by carefully selecting
P2P platforms in which to invest their funds. Based on the Latvian platform analysis,
the authors suggest that the certain risk minimization measures could be considered
in the platform selection process. Investors should choose independent and time-
verified platforms with appropriate licenses and disclose information about their
operations, risks, and financial results. Marketplaces making sure that proposed
agreement provisions are sufficiently clear and favorable to investors. Preferably
platforms with a developed secondary market where P2P loans can be sold prior to
their maturity as well as platforms with a transparent process of loan originator
selection.

Second, the authors point out that the risk of potential losses can be decreased by
choosing the appropriate investment techniques. Based on the platform analysis
performed, the application of the following investment techniques could be
suggested as follows: (1) Diversification of risk among various platforms; (2) Diver-
sification of risk by investing small amounts in various credit exposures (autoinvest
tool); (3) Investing in secured types of loans (e.g., mortgage loans, car loans), rather
than in unsecured loans (e.g., consumer loans); (4) Investing in platforms with
buyback and payment guarantees; (5) Assessment of loans’ safeness based on
assigned credit ratings (e.g., A, B, C) and assessment of the country of origin of
the loan originators; (6) Managing liquidity risk by using opportunities of the
secondary market, choosing platforms that provide early termination possibilities
or investing in shorter-term exposures; (7) Careful use of the autoinvest function and
well-considered choice of criteria in case of automatic investments; (8) Careful
analysis of a particular investment’s riskiness, ensuring a balance between reason-
able risk and return.

Systematic work on risk mitigation tool development with the aim to reduce
investors’ risk ensured the rapid development of Latvian platforms. Mintos become
one of the biggest global marketplaces for investments and in August 2019 reached
the milestone of 3 billion EUR in loans financed through its platform (Magnetic
Latvia 2019). Several Latvian P2P platforms (Mintos, Twino, Robocash, etc.) are
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ranked among the best marketplaces in Europe. Latvia has developed a financial
sector development plan for 2017-2019, which is focused on alternative financial
industry development (Ministry of Finance of the Republic of Latvia 2018). Positive
industry development could result in a positive impact on the Latvian economy:
investments, taxes, a decrease in the unemployment level, a positive international
image of the country. One of the opportunities for Latvia is to become one of the new
centers of alternative finance and Fin-Tech development. This could be realized in
case of implementation of successful state policies and a wise approach. The focus
should be on favorable organization of the environment and better state support to
Fin-Techs. There are cases where some Latvian platforms change their country of
registration because of the unfavorable business environment with no serious impact
on their operations (e.g., Stukalo 2017). Improvements are also required with regard
to P2P market regulation and clearer taxation policies for investors (i.e., different
interpretations exist; supported by focus group discussion) and state-supported
investor protection.

5 Conclusion

The UK and Baltic states, particularly Estonia and Latvia, clearly stand out among
the European countries by the annual alternative finance growth rate and market
volume per capita. The P2P lending sector in Latvia is developing very rapidly and
this development is technology and innovation-driven, related to the usage of the
new P2P lending platform operating model, the focus on foreign markets, and
various investor protection mechanisms implemented for investor risk reduction.

The main risk mitigation tools are critical loan originator selection by the
marketplace, buyback guarantees, payment guarantees, secondary loan market,
diversification of risk among various credit exposures by autoinvest tool, investing
in secured loans instead of unsecured loans and loan ratings developed by the
platforms. It was found out that despite the multilevel investor risk protection offered
to investors by Latvian P2P lending marketplaces, some risk factors still exist. The
alternative finance market regulations and platform investor protection policy at the
state level still have not been developed in Latvia. The investor protection tools and
techniques could not necessarily work in all cases, e.g., buyback guarantees. Inves-
tors’ claims are against the loan originators, not the platforms or borrowers. The
equity of loan originators could not be sufficient to cover their borrowers’ defaults.
In case when the loan originator becomes unable to fulfill its obligations—the
process of reimbursement of funds could be burdened. On the macroeconomic
level, the specific investor risks also still exist, such as the P2P lending operating
model’s sensitivity to adverse economic development scenarios. Since the P2P
lending industry is relatively young, it has not been proven yet, whether it can
successfully survive an economic downturn.
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Appendix 1: Latvia-Based P2P Lending Platforms

Platform web

Platform Platform launch period Legal entity location
1 | MINTOS January 2015 AS “Mintos mar- | https://www.
ketplace” mintos.com/en/
Reg.
No.40103903643
2 | TWINO May 2015 SIA “TWINO” https://www.
Reg. twino.eu/en/
No0.40103919184
3 | VIVENTOR October 2015 SIA “Viventor” https://www.
Reg. viventor.com/
No0.40103920304
4 | SWAPER October 2016 SIA “Swaper” https://www.
Reg. swaper.com/
No.40203005445
5 | VIAINVEST December 2016 SIA “Viainvest” | https://viainvest.
Reg. com/
No.40203015744
6 | BULKESTATE | December 2016 SIA “LP private | https://www.
July 2017—platform operation | property” bulkestate.com/
transferred to Estonia® Reg. en/
No0.40103891306
7 | GRUPEER February 2017 SIA “Grupeer” https://www.
Reg. grupeer.com/
No.40203023192
8 | ROBOCASH February 2017 SIA https://robo.cash/
“ROBOCASH”
Reg.
No.40203022676
9 |DOFINANCE | April 2017 SIA “Dofinance” | https://www.
Reg. dofinance.eu/
No.40203016025
10 | LENNDY September 2016—in Lithuania; | SIA “Lenndy” https://system.
May 2017—platform operation | Reg. lenndy.com/
transferred to Latvia® No0.40203066717
11 | PEER BERRY |June 2017 SIA “AV mar- https://peerberry.
ketplace” com/
Reg.
No.40203073653
12 | DEBITUM September 2018 SIA “Prosperitu” | https://debitum.
NETWORK Reg. network/
No.40103288584

Source: Table created by the authors based on Lursoft database data (https://www.lursoft.1v/) and
other official public resource information
“Based on information from the Estonian register of economic activities Majandustegevuse Register
(Republic of Estonia Ministry of Economic Affairs and Communications 2017)

®According to an official Lenndy press release (Stukalo 2017)
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Health Spending and Medical Innovation: @)
A Theoretical Analysis s

Toshitaka Fukiharu

Abstract The aim of this paper is to explain an empirical fact by economic models.
The fact is that there is a tendency for the share of health spending in GDP to rise.
This paper asserts that the fact is partly due to medical innovation. The novelty of
models is the explicit incorporation of hospital and doctors who treat patients, with
the rise in the parameter of the illness treatment function defined as the medical
innovation. Under the monopolistic case, the share always rises, while under the
competitive case, it declines for the advanced medical society with a high parameter
value; it rises for the basic medical society depending on the ratio between healthy
and sick workers, and it rises for the backward medical society with a low parameter
value. The theoretical ambiguity of assertion is partly removed by the empirical fact
of the monopolistic tendency in the US medical sector. As by-products of this
formulation, the emergence of moral hazard and adverse selection is discussed
theoretically, where medical insurance—discount of sick workers’ medical fee—is
procured as a subsidy from healthy workers to them. Moral hazard and adverse
selection emerge depending on the parameters of the models.

Keywords Adverse selection - General equilibrium - Health spending - Innovation -
Moral hazard - Simulation

1 Introduction

The advancement of medical technology has contributed to the improvement of
human well-being. For example, some of the incurable diseases, such as cancer, have
become curable, and the human life expectancy has been lengthened. This enhanced
benefit, however, has been accompanied by the enhanced cost. The health spending
has steadily increased, and sometimes its growth rate exceeded the one of GDP. Data
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on health spending for 44 countries, including 36 OECD members, reveal that
between 2000 and 2017, only two countries reduced their percentage of health
spending per GDP (OECD 2020). The USA, the highest spender of GDP on health
care, raised its health spending per GDP from 5.542% in 2000 to 14.421% in 2017,
which remained the same in 2018 (Pear 2018).

In the present paper, with medical innovation as one of the main culprits in mind,
we focus our attention on the reason why national health spending has increased
worldwide. For the purpose of examining this problem, Fuchs (1996, p.8) examined
whether health economists, economic theorists, and practicing physicians could
come to a consensus on the issue: “the primary reason for the increase in the health
sector’s share of GDP over the past 30 years is technological change in medicine.”
On this issue, 81% of the health economists agreed with a 99% statistical signifi-
cance, 37% of the economic theorists agreed with no statistical significance, and
68% of practicing physicians agreed with a 95% statistical significance. From a
theoretical viewpoint, Chandra and Skinner (2012) attempted to examine this prob-
lem in terms of a two-period partial equilibrium model. Their theoretical model
follows the health-capital accumulation approach designed by Grossman (1972)
(See also Ehrlich and Yin 2013).

The present paper adopts a different approach. Following Arrow (1963), a
one-period general equilibrium model is constructed in which there are two types
of households: i.e., the “fortunate” one with 365 working days, and the “unfortu-
nate” one with, say, 300 working days—and the hospital recovers a part of “the lost
working days” of the unfortunate households with medical treatment. The house-
holds maximize utility subject to the income constraint, where sick households
purchase medical services from the hospital. The (aggregate) doctor is nothing but
a medical engineer (worker) in the present paper, hired by the hospital with a rental
fee. The hospital is a “firm” which supplies the medical service, hiring the doctor and
procuring medicines. Along with the hospital, there is another firm, which produces
a variety of commodities including medicines, hiring households under profit
maximization.

Utilizing this general equilibrium model, the relation between the total health
spending per GDP and the medical innovation is examined at first. Medical innova-
tion in the present paper is defined as a shift of the illness treatment function with no
modification of cost structure. In terms of the simulation approach, we examine
whether the medical innovation raises total health spending for the two models. The
first model is the one in which the hospital is a competitive medical service supplier,
while the second model is the one in which the hospital is a monopolistic medical
service supplier. It must be noted that Arrow (1963) describes the medical sector as
“collusive monopoly,” and Cutler and Morton (2013) reveal the sector’s statistical
trend toward a monopoly in the USA.

Next, as a by-product of this approach, we examine the moral hazard and adverse
selection problems emerging on the medical insurance. Following the Arrow-type
insurance, medical insurance in the form of medical fee deduction is adopted as a
subsidy from the “without sickness” households to the “with sickness” households.
The present paper is an extension of Fukiharu (2005), which examined the moral



Health Spending and Medical Innovation: A Theoretical Analysis 151

hazard under the monopolistic medical sector. The computation was conducted in
Fukiharu (2018a, b, c, d).

In Sect. 2 of the present paper, competitive health care market without medical
insurance is formulated as the basic model I. After general equilibrium of the model
is guaranteed, the effect of the medical innovation on the health spending is derived
for the specified parameters. In Sect. 3, monopolistic health care market without
medical insurance is formulated as the basic model II. After general equilibrium of
the model is guaranteed, the effect of the medical innovation on the health spending
is derived for the specified parameters and the comparison with the one in the
competitive case is conducted. In Sect. 4, selecting the parameters randomly, the
robustness of the conclusion is examined. In Sect. 5, the medical insurance is
introduced in the basic models I and II, and the emergence of moral hazard and/or
adverse selection is examined. Section 6 concludes these examinations.

2 Basic Model I: Competitive Health Care Market

In this section, a general equilibrium model incorporating competitive medical sector
is constructed, where medical insurance is not available. It is assumed there are three
types of economic agents: “fortunate” and “unfortunate” workers, first and second
agents, respectively, and doctors, the third agent. Every worker knows the distribu-
tion of workers is constant in each year: a; workers are fortunate (i.e., with good
health), and a, workers are unfortunate (i.e., without good health). No one knows
whether each worker is fortunate or unfortunate before the opening of the particular
year. Only when the particular year starts, a; workers know that they are fortunate,
while the remainder know that they are unfortunate. In this sense, each worker has
the probability, @ = a»/(a; + a,), of being unfortunate in each year. In this section, it
is assumed that a; = 90 and a, = 10, and the probability of workers being
unfortunate is 10%. This assumption is relaxed later in the robustness analysis.

2.1 Behavior of “Fortunate” Workers

When a worker is fortunate and healthy, he or she initially has 365 days of leisure
days. Their behavior is stipulated by the traditional utility maximization under the
income constraint:

max u(zi, le;) subject to p.z; = w(365 —ley) + Y, (1)

where u (zy, le;) is the utility function, z; is the consumption of goods, le; is the
leisure consumption, p, is the price of goods, w is the wage rate, and Y is the transfer
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of income to and from others, such as profit, tax, etc. Since a simulation approach is
utilized in this paper, the utility function is stipulated by

u(z,le) =z x le (2)

Under (1) and (2), the fortunate and healthy workers’ demand function for the
goods, 71, and the labor supply function, /;, are derived.

2.2 Behavior of “Unfortunate” Workers

When a worker is unfortunate, i.e., without good health, he or she has H, days of
initial leisure days, say Hy = 300. He or she goes to a hospital, in order to recover a
part of lost leisure days in the year. It is assumed that the hospital can recover (365—
Hy)(1- e~*%) days of leisure for the sick worker by supplying x medical treatment,
employing doctors with a rental price (wage for doctors) wp, and using medicines,
while the hospital receives a service charge p, per one unit of medical treatment,
where sg is the parameter of the “illness treatment function.” It is assumed in this
section that s, = 1/10. In Fig. 1, the function G(x) = (1-e~*"*) is depicted as the
straight curve when sy = 1/10, while it is depicted as the dashed curve when sy = 1/
7: i.e., the medical innovation case.

The unfortunate worker’s behavior is stipulated by the following utility maximi-
zation under the income constraint:

12

G(x)

1 35 7 91113151719212325272931333537394143454749515355575961

s0=1/10 = «= s0=1/7

Fig.1 G(x) = ( 1- e(“‘(’“)) in the illness treatment function. Source: author’s own study
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max u(z2,le;) subjecttop.zo +p x=w(Ho+ (365 —Ho)(1 —e ™) —le) +Y>  (3)

where u (z, le;) is utility function, z, is consumption of goods, le, is leisure
consumption, and Y5 is transfer of income to and from others such as profit and tax,
etc. In this paper, the simulation approach is utilized with utility function stipulated
by (2). Under (2) and (3), the unfortunate household’s demand function for the
goods, 751, the demand function for the medical services, x;, and the labor supply
function, /,, are derived analytically, where Hy = 300.

2.3 Behavior of Good-Producing Firm

It is assumed that the good-producing firm is under constant returns to labor input.
The behavior of this firm is stipulated by profit maximization with production
function given by

Z :f(lg) = lg (4)

where z is the output of goods and , is labor input. The profit maximization under
(4) gives rise to p, = w as one of the conditions for general equilibrium.

2.4 Behavior of Hospital and Doctors

The behavior of hospital is stipulated by a “competitive” profit maximization in this
section. The production function of medical service is given by

X = g(lxv Zx) = lxl/zle/z (5)

where [, is the input of the doctors’ working days and z, is the input of goods (e.g.,
medicines, etc.). In order to provide the medical service demanded by the sick
households, a, X xi, the hospital has the demand function for the doctors, [, and
the one for goods, z,, derived analytically under cost minimization, where cost is
denoted by ¢ = wpl, + p.z, and wp, is the wage (rental price) for the doctors. There
are D doctors, and each doctor’s initial endowment of working days is 365 days.
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For simplicity, it is assumed that Dy = 1. The doctor’s behavior is the utility
maximization under the income constraint:

max u(zp, lep) subject to p_zp = wp(365 — lep) (6)

where up (zp, lep) is the utility function, zj, is the consumption of goods, and lep
is the leisure consumption. It is assumed that doctors do not possess the shares of
firms. Since the simulation approach is utilized in this paper, the utility function is
stipulated by

MD(ZD,I(?D) =zp X lep (7)

Under (6) and (7), the doctor’ demand function for goods and leisure, z5, and lep,
are derived analytically. It is shown that lep, = 365/2 under (6) and (7).

2.5 Competitive General Equilibrium with Competitive
Medical Sector

Equilibrium condition for the good-labor market is given by the following equation:
ally +axhb = a1z11 + a2z + 20 + (8)

Equilibrium condition for the doctors’ market is given by the following:
La = 365 — lep )

Utilizing the Newton Method, we can solve competitive medical service charge,
Dxoo, and the rental price of doctor, wpgg, as follows:

Wpoo = 0.6102

It is easy to check that in equilibrium, c is indeed equal to p, X a, X x; . Now, the
utility level and income for the fortunate worker in this general equilibrium are given
by u100 and i19o, while the utility level and income for the unfortunate worker in this
general equilibrium are given by u,go and i>g9. The doctor’s utility level and income
in the competitive general equilibrium are given by uyyo and ijoo. Sum of these
utilities in this competitive general equilibrium, the Bentham-type social welfare, is
given by W; pgo, which is computed as follows:
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Wipoo = ajuigo + azuzoo + Dougoo = 3285378.75344

Health spending, HS,, defined by p.o a» x;, and GDPy,, defined by
aiygo + Azizno + Dolgoo, are computed as follows:

HSoo = 222.72943
GDPy, = 18394.6

Thus, health spending per GDP, HSyo/GDPyy, is approximately 1.2%:

HSp0/GDPy = 0.01210

2.6 Medical Innovation under a Competitive Framework

Under this general equilibrium model incorporating a competitive framework, we
examine the effect of medical innovation, where medical insurance is unavailable.
Medical innovation is defined simply as a shift in “illness treatment function.” In this
subsection, we assume that medical innovation emerges and s¢, the parameter of
“illness treatment function,” rises from 1/10 to 101/1000. Utilizing the Newton
Method, we can solve competitive medical service charge, p,o and the rental price
of doctor, wpy, as follows:

wpo = 0.60807 < wpgo

It is easy to check that in equilibrium, c is indeed equal to p, X a, X x;. Now, the
utility level and income for the fortunate worker in this general equilibrium are given
by u10 and i;o, while the utility level and income for the unfortunate worker in this
general equilibrium are given by u,q and i5o. The doctor’s utility level and income in
the competitive general equilibrium are given by u, and iy. The sum of these
utilities in this competitive general equilibrium, the Bentham-type social welfare, is
given by W, po, which is computed as follows:

Wipo = ajuyo + azuzg + Doutgo => Wirpoo

Health spending, HS,, defined by p, a, x;, and GDP,, defined by
ajiyg + asirg + Doly, are computed as follows:
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HSp = 221.94426 < HSno
GDPy = 18394.73771 > GDPy

Thus, health spending per GDP, HSy/GDP,, is approximately 1.2%, lower than
HSOO/ GDP 00-

HSQ/GDPO = 0.01207 < HSQ()/GDPOO

3 Basic Model I1: Monopolistic Health Care Market

In this section, the medical sector is assumed to be monopolist. Cutler and Morton
(2013) pointed out the trend of monopolization in the US medical sector. For
simplicity, we assume that this monopolistic medical sector is owned by the workers
with an equal share holding. Thus, monopolistic profit is distributed equally to each
worker, whether fortunate or unfortunate. Other assumptions are the same as in Sect.
2, e.g., the good-producing sector is assumed to be a competitive firm. In this
modified general equilibrium model, named Basic Model II, we examine the exis-
tence of a general equilibrium and a comparison is made with the result in Basic
Model L.

3.1 Behavior of “Fortunate” Workers, “Unfortunate”
Workers, and Good-Producing Firm

We have exactly the same assumptions as mentioned in Sect. 2. Thus, H, = 300,
a; =90, a, = 10, with the same utility functions and the same production functions.
From the same computation, we have exactly the same demand functions and supply
functions as in Sect. 2. Note that, the hospital’s demand functions for the doctor and
commodities are derived under the cost minimization.

3.2 Behavior of Hospital as a Monopolist and General
Equilibrium

We derive the “objective” profit function of the medical sector, OPRO (p,), which
equalizes the demand and supply of the goods and doctors’ markets. OPRO (p,) is
derived analytically as follows, from (8) and (9), with w = 1, ¥; = OPRO (p,)/100,
Y, = OPRO (p,)/100, and p, = 1:
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Fig. 2 OPRO (p,). Source: author’s own study

2
OPRO (p,) = % —73p, log ﬁ%} +801log [21’;] log [Zi]

The “objective” profit function of the medical sector, OPRO (p,), is depicted in
Fig. 2.

The monopolistic medical charge by the hospital, p,ss00, is computed as follows
by the Newton Method, which is higher than p,yo. The wage rate (rental price) of the
doctor in the monopolistic medical sector, wp0, 1S lower than wpg.

Pamoo = 3-51167 > pygo

Wpumoo = 0.11382 < wpoo

Now, the utility level and income for the fortunate worker in this monopolistic
general equilibrium are given by u;00 and i1100, While the utility level and income
for the unfortunate worker in this general equilibrium are given by uzps00 and i>ps00.
The doctor’s utility level and income in the monopolistic general equilibrium are
given by ugy00 and ig00. The sum of these utilities in this monopolistic general
equilibrium, the Bentham-type social welfare, is given by W;pp00, Which is com-
puted as follows:
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Wirpmoo = aiimoo + azttapoo + Dortamoo = 3270374.86591 < Wipgo

The difference between W; poo and Wy pas00 may correspond with the dead weight
loss in the monopoly. Health spending, HS0, defined by p.as0 a2 X1, and GDP 0,
defined by ayi1p00 + @2i2a00 + Dolanoo, are computed as follows:

HSy00 = 216.21711 < HSyg
GDP 00 = 18290.63351 < GDPyy,

Thus, the “monopolistic” health spending per GDP, HS100/GDP 0, is approx-
imately 1.2%, lower than the “competitive” health spending per GDP, HSyo/GDP:

HSMO()/GDPMOO =0.01182 < HSQ()/GDPOO

3.3 Medical Innovation under a Monopolistic Framework

As in Sect. 2, medical innovation is defined simply as the shift of “illness treatment
function.” In this section, we assume that the medical innovation emerges and s, the
parameter of “illness treatment function,” rises from 1/10 to 101/1000 as in Sect. 2.
By exactly the same procedure as in 3.2, we have the following result.

Utilizing the Newton Method, we can solve the monopolistic medical service
charge, p.op, and the rental price of doctor, wpoas as follows:

Pxo = 3.53333 > payoo

wpmo = 0.11296 < wpuoo

It is easy to check that in equilibrium, c is indeed equal to py; X a» X x1.

Now, the utility level and income for the fortunate worker are given by u;,,9 and
i1pm0, While the utility level and income for the unfortunate worker are given by usy0
and iyy0. The doctor’s utility level and income are given by u 0 and i 0. The sum
of these utilities, the Bentham-type social welfare, is given by Wyp0, Which is
computed as follows:

Wipmo = aruipmo + axuano + Dougyo = 3270622.49894 > Wipmoo
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Health spending, HSM,, defined by p.s a> x;, and GDP,y, defined by
ayiyao + aziopo + Doiano, are computed as follows:

HSyo = 216.72668 > HSy00
GDPyp = 18116.31366 < GDPy00

Thus, health spending per GDP after the medical innovation, HSy;o/GDP,q is
approximately 1.2%, higher than HS;0o/GDP00:

HSyo/GDPyg = 0.01196 > HSw00/ GDParoo

4 Robustness

In the previous sections, opposite conclusions were reached on the problem of
whether the medical innovation causes the health spending to rise. The competitive
framework asserts that it causes a decline in spending, while the monopolistic
framework asserts that it causes a rise in spending. These opposite conclusions
were obtained with the parameters of the models specified numerically. In this
section, through a relaxing of the assumption of specified parameters, we examine
how the opposite conclusions vary, where the relaxation does not imply that all the
parameters are selected randomly. Thus, in the following sub-subsections, we
examine the robustness for the three cases: the basic medical society-when sy = 1/
10, the advanced medical society-when s, = 10, and the backward medical society-
when 5o = 1/1000. The production and utility functions, and so on, are assumed to be
exactly the same as in the previous sections.

4.1 Basic Medical Society (sy) = 1/10)

In this subsection, we conduct simulations for the competitive and monopolistic
medical sector cases. We start with the competitive case.

4.1.1 The Competitive Medical Sector Case

We start from the examination of the orthodox case in which a; =90 and a, = 10. In
Basic Model I, we derived the health spending when sq = 1/10 as 222.72943, while
the health spending when sy = 101/1000 was 221.94426: i.e., the medical innovation
reduces the health spending for the society. This is the case when there are 80 for-
tunate workers and 20 unfortunate workers. However, as we move to the unorthodox
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Fig. 3 HSo/GDPy-HS0/GDPy for the basic medical society. Source: author’s own study

case in which a; = 10 and a, = 90, we enter into a different phase. By simulation,
when a; = 70 and a, = 30, health spending when s, = 1/10 is 708.10055, while
health spending when s, = 101/1000 is 709.22855: i.e., medical innovation
increases health spending for the society. This conclusion holds even when health
spending is divided by the GDP. We have the same situation as the society becomes
more unfortunate. Thus, we may conclude that the reduction of the health spending
per GDP can be realized through the medical innovation only when the society is
quite fortunate. Figure 3 reveals this relation, where the horizontal axis indicates the
probability of unfortunate worker: 100a,/ (a;+ a,) and the vertical axis indicates
HSy/GDPy— HSyo/ GDPy.

4.1.2 Monopolistic Medical Sector Case

Defining the medical innovation as the shift of “illness treatment function,” we
examine if the shift of this function can reduce health spending when the medical
sector is under a monopoly. Suppose that s, rises from 1/10 to 101/1000. When
a; =90 and a, = 10, the health spending when sy = 1/10 was 229.41696, while the
health spending when sy = 101/1000 was 229.67466: i.e., the medical innovation
raises the health spending for the society. This is the case when a; = 20 and a, = 90.
The same situation continues until there are a; = 10 and a, = 90. Thus, we may
conclude that the reduction of health spending cannot be realized through medical
innovation under the monopolistic case. This relation holds even when health
spending is divided by GDP. Figure 4 reveals this relation, where the horizontal
axis indicates the probability of an unfortunate worker: 100a,/ (a;+ a,) and the
vertical axis indicates HSon/GDPonvi— HSoom/ GDPoom.
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Fig. 4 HSom/GDPoy—HSoom/GDPo\ for the basic medical society. Source: author’s own study

4.2 Advanced Medical Society (sy = 10)

The society with a high s is named in this paper as the advanced medical society.
Compared with the basic society with so = 1/10, we examine how the conclusion in
this society differs. Suppose that so = 10.

4.2.1 Competitive Medical Sector Case

Suppose that s rises from 10 to 10 + 1/100. The simulation shows that the health
spending declines by the innovation. The conclusion remains the same even if health
spending is divided by GDP. Figure 5 reveals this relation, where the horizontal axis
100a,/ (a;+ a,) and the vertical axis indicates HSy/GDPqy— HSyo/GDP .

4.2.2 Monopolistic Medical Sector Case

Under the monopolistic case, suppose that sy rises from 10 to 10 + 1/100. The
simulation shows that health spending rises by the innovation. The conclusion
remains the same even if the health spending is divided by GDP. Figure 6 reveals
this relation, where the horizontal axis 100a,/ (a;+ a,) and the vertical axis indicates
HSOM/GDPOM— HSOOM/GDPOOM~
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Fig. 6 HSo/GDPyn—HSoom/GDPyow for the advanced medical society. Source: author’s own study

4.3 Backward Medical Society (so = 1/1000)

When s, is extremely small, we name the society the backward medical society. In
this section, we examine a backward medical society, assuming that s, = 1/1000.

4.3.1 Competitive Medical Sector Case

As in the previous sections, suppose that s, rises from 1/1000 to 1/1000 + 1/10000.
The simulation shows that health spending rises by the innovation. The conclusion
remains the same even if health spending is divided by GDP. Figure 7 reveals this
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Fig. 7 HSo/GDPy-HSoo/GDP,y for the backward medical society. Source: author’s own study

relation, where the horizontal axis indicates100a,/ (a;+ a,) and the vertical axis
indicates HSo/GDPoy— HSoo/GDPyy.

4.3.2 Monopolistic Medical Sector Case

Under the monopolistic case, suppose that s, rises from 1/1000 to 1/1000 + 1/10000.
The simulation shows that health spending rises by the innovation. The conclusion
remains the same even if the health spending is divided by GDP. Figure 8 reveals this
relation, where the horizontal axis 100a,/ (a;+ a,) and the vertical axis indicates
HSom/GDPoy— HSoom/ GDPoopr-

The analysis in this section is summarized in Table 1. In the backward medical
society in which sy is low, the health spending per GDP rises by the medical
innovation. In the advanced medical society in which s is high, the health spending
per GDP rises by the medical innovation when the hospital is monopolist while it
declines when the hospital is a competitor.

It must be noted that Cutler and Morton (2013) pointed out that the US medical
sector has a tendency toward monopoly. Furthermore, Arrow (1963) described the
medical sector as the “collusive monopoly.” Through the robustness analysis in this
section, we may conclude that health spending per GDP tends to rise by the medical
innovation.
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Table 1 Variation of HS/GDP when the medical innovation emerges

Medical Society

Hospital Advanced (High sg) Basic Backward (Low sg)
Competitor Decline Uncertain Rise
Monopolist Rise Rise Rise

Source: author’s own study

5 Medical Insurance

As a by-product of the formulation in this paper, we can examine the moral hazard
and the adverse selection in the context of general equilibrium.

5.1 Competitive Basic Medical Society (s) = 1/10) under
Medical Insurance

In this subsection, a competitive general equilibrium model incorporating the med-
ical sector is constructed, where medical insurance is available. As in the competitive
case, under this medical insurance, 100 k% of medical charges on unfortunate and
sick workers is deducted by this insurance, while this deduction is made possible by
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the fortunate workers’ insurance premium. Except for this point, the same assump-
tions are adopted. We start with an orthodox case in which a; = 90 workers are
fortunate and a, = 10 workers are unfortunate, and the probability, a = a,/ (a; + a,)
=10/100, of being unfortunate in each year. As for the general equilibrium model
incorporating taxing system, see Fukiharu (2014).

5.1.1 Behavior of Agents

When a household is fortunate and healthy, it has 365 days of initial leisure days. Its
behavior is stipulated by (1) and (2). Remarks on Y, are appropriate in this section.
We start with the case in which k = 1/10. Thus, the deduction cost, divided by
the number of fortunate workers, k p, X a, X x;/a; is the transfer payment from the
fortunate workers to the unfortunate workers as the health insurance premium. The
fortunate worker’s demand function for goods, z;, and the labor supply function of
healthy worker, [;, are analytically derived. The unfortunate worker’s behavior is
stipulated by the following utility maximization under income constraint:

max u(z, le;) subject to p,zo + (1 — k)px
= w(Ho 4 (365 — Ho) (1 — e™/1%) — le;) + ¥, (10)

Under (2) and (10), the unfortunate household’s demand function for goods, z,1,
the demand function for medical services, x;, and labor supply function, /,, are
derived analytically. The behavior of the good-producing firm is stipulated by profit
maximization, where production function is given by (4). The profit maximization
under (4) gives rise to the equilibrium condition, p, = w. The behaviors of the
hospital and the doctor are exactly the same as in 2.4.

5.1.2 Competitive General Equilibrium under Medical Insurance
in the Basic Medical Society (so = 1/10)

Equilibrium conditions are given by (6) and (7), wherew =p, =1, Y|, = —k p, a, x|/
ap, and Y, = 0.

Suppose that sy = 1/10. Utilizing the Newton Method, we can solve competitive
medical service charge, p,oox, and the rental price of doctor, wpox as follows:

Prook = 1.63079 > p g0
wpoox = 0.66487 > wpgo
It is easy to check that in equilibrium, c is indeed equal to p, X a, X x;. Now, the

utility level and income for the fortunate worker in this general equilibrium are given
by u100x and ijoor, While the utility level and income for the unfortunate worker in
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Fig. 9 Incomes of the fortunate worker, i19ox. Source: author’s own study

this general equilibrium are given by u,gox and irgor. The doctor’s utility level and
income in the competitive general equilibrium are given by u,o0x and izoor. The sum
of these utilities in this competitive general equilibrium, the Bentham-type social
welfare, is given by W, pgor, Which is computed as follows:

Wipook = aitioor + aztaoor + Doutgoor = 3285030.48319 < Wipgo

This result corresponds with the moral hazard argument (Pauly 1968). Next, we
examine the moral hazard for the orthodox case in which a; = 90 and a, = 10 when
k = 2/10, ..., 9/10. The Bentham-type social welfare, W; poor, computed continues
to decline until k = 9/10. Thus, we may assert that the Pauly-type moral hazard does
take place for the orthodox case. Finally, we examine the unorthodox case in which
a; = 10 and a, = 90. Note that the competitive general equilibrium with the medical
sector is not necessarily guaranteed for the arbitrary medical payment deduction rate,
k, 0 < k < 1, since the incomes of the fortunate worker, i;oox, are negative for k = 7/
10, 8/10, 9/10, as shown in Fig. 9, in which the x-axis indicates k, 0 < k < 1, and the
y-axis indicates the incomes of the fortunate worker, i;gox-

In this unorthodox case, we compute the Bentham-type social welfare, Wy poor,
fork =0, 1/10, . ..,7/10. When k = 0, Wpgor = 2568661.92085, and it declines until
k = 3/10. As k increases, however, from k = 4/10, and when k = 5/10, we have
Wipoor = 2589358.42616, which is greater than the one when k& = 0. Thus, near the
boundary of k, the Pauly-type moral hazard does not emerge. In other words, the
social inefficiency does not take place when the government adopts the 50% medical
payment deduction rate for this unorthodox case.
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5.1.3 Competitive General Equilibrium under Medical Insurance
in the Advanced Medical Society (s = 10)

Suppose that s, = 10. In the advanced medical society, the competitive general
equilibrium with the medical sector incorporating medical insurance is guaranteed
for arbitrary k, 0 < k < 1 for both the orthodox and unorthodox cases. Contrary to the
basic medical society, the income for the fortunate workers is positive for arbitrary £,
0 < k < 1 in the unorthodox case, as shown in Fig. 10.

Utilizing the Bentham-type social welfare, it is confirmed that the moral hazard
emerges for both the orthodox and unorthodox cases: i.e., Wy poox < Wy poo for k =0,
1/10, ..., 9/10.

5.1.4 Competitive General Equilibrium under Medical Insurance
in the Backward Medical Society (so = 1/1000)

First, it is shown that the existence of general equilibrium with medical sector
incorporating medical insurance is guaranteed for k, 0 < k < 1, for the orthodox
and unorthodox cases. For the orthodox case, we compute the Bentham-type social
welfare, Wy poox, for k =0, 1/10, .. ., 9/10. When k = 0, Wypoor = 3222597.65517,
and it continues to decline until k¥ = 9/10. Thus, we may assert that when the
Bentham-type social welfare is adopted, the Pauly-type moral hazard does take
place. For the unorthodox case, when k = 0, Wy poor = 2358097.67700, and it
declines until kK = 9/10. Thus, Pauly-type moral hazard takes place.

183 -
I100k
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181
180
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176
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Fig. 10 Incomes of the fortunate worker, ;oo Source: author’s own study
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5.2  Monopolistic Basic Medical Society (s) = 1/10) under
Medical Insurance

In this subsection, a monopolistic general equilibrium model incorporating medical
sector is constructed, where medical insurance is available. Except for this point, the
same assumptions are adopted. Thus, the medical insurance is introduced into Basic
Model II: i.e., a; = 90 workers are fortunate and a, = 10 workers are unfortunate,
and the probability, a = a,/ (a,+ a;) =10/100, of being unfortunate in each year. By
the medical insurance, 100 k% of the medical charge of the unfortunate workers is
deducted, while the deduction is covered by the insurance premium, paid by the
fortunate workers. In this subsection, it is assumed that k = 1/10.

5.2.1 Behavior of Agents

The behaviors of the “fortunate” and “unfortunate” workers are stipulated by (1) and
(10), respectively. The remarks, however, on Y, and Y, are appropriate. The hospital,
as the monopolist, is owned by the workers with an equal share holding, so that the
monopolistic profit is distributed into Y; and Y. In order to compute the monopo-
listic equilibrium under a general equilibrium, the “objective” profit function of the
medical sector, OPRO, (p,), which equalizes demand and supply in the goods and
doctors markets is derived analytically as follows, from (6) and (7), with w = 1,
Y, = OPRO(p,)/100 — kap,x,/a,, Y» = OPRO.(p,)/100, and p, = 1:

OPRO) (p,)
5 9p 9p.]? 9p op.1*

5.2.2 Monopolistic General Equilibrium under Medical Insurance
in the Basic Medical Society (so = 1/10)

Suppose that sy = 1/10. The hospital maximizes OPRO, with respect to p,. The
monopolistic medical charge by the hospital, p.a00k 1S computed as follows by the
Newton Method, which is higher than ps00 and p,go. The wage rate (rental price) of
the doctor in the monopolistic medical sector, wpaoor, 1 higher than wpys0:

Pxmoor = 3-82463 > pryioo > Proo

womook = 0.12133 > wpao0 (Wpmoo < Wpoo)

Now, the utility level and income for the fortunate worker in this monopolistic
general equilibrium are given by u 001 and 137001, While the utility level and income
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for the unfortunate worker in this general equilibrium are given by usps00x and izpz00-
The doctor’s utility level and income in the monopolistic general equilibrium are
given by ugpoor and igyoor- The Bentham-type social welfare is given by Wi pasoo
which is computed as follows:

Wipmook = artipoox + axttomook + Doltapook

= 3271206.00604

> Wipmoo

The moral hazard does not emerge under the monopoly. The reason W, pyso0x 1S
greater than Wy py00 stems from the fact that the medical insurance in the present
paper is a subsidy in the monopoly. Next, it is shown that the existence of monop-
olistic general equilibrium with the medical sector is guaranteed for the arbitrary
medical payment deduction rate, k, 0 < k < 1, in the orthodox case. The
non-negativity of igg is guaranteed. We compute the Bentham-type social welfare,
Wepsoor for k =0, 1/10, .. ., 9/10. When k = 0, Wy ppo0x = 3274807.59664, and it
continues to rise until k = 8/10. While it declines when k = 9/10, it is still greater
than Wy pa00c When k = 0. Thus, we may assert that when the Bentham-type social
welfare is adopted, the Pauly-type moral hazard does not take place in this case.
Finally, it is shown that the existence is not necessarily guaranteed for arbitrary &,
0 < k < 1 when the society is assumed to be of the unorthodox case. In this
unorthodox case, it is impossible to adopt more than a 60% medical payment
deduction rate: i.e., k > 6/10. It is the case, since i;300x < 0, for k > 6/10. With
respect to the moral hazard, we have the following: when k = 0,
Wipmoor = 2552288.28913, and it rises until k = 5/10. Thus, the Pauly-type
moral hazard does not take place until £k = 5/10.

5.2.3 Monopolistic General Equilibrium under Medical Insurance
in the Advanced Medical Society (s = 10)

First, it is shown that the existence of monopolistic general equilibrium with the
medical sector is guaranteed for the arbitrary medical payment deduction rate, k,
0 < k < 1, in the orthodox case. We compute the Bentham-type social welfare,
Wrpaoor for k=0, 1/10, ..., 9/10. When k = 0, Wyppo0x = 3291715.71402, and it
continues to decline until £k = 9/10. Thus, we may assert that the Pauly-type moral
hazard takes place in the orthodox case. Next, it is shown that the existence of a
monopolistic general equilibrium is not necessarily guaranteed for the arbitrary
medical payment deduction rate, k, 0 < k < 1 when the society is assumed to be
of the unorthodox case. In this unorthodox case, it is impossible to adopt more than a
60% medical payment deduction rate: i.e., k > 6/10. Finally, we compute the
Bentham-type social welfare, W, ppo0r, for k = 0, 1/10, ..., 6/10. When k = 0,
Wipmoor = 3012255.33964, and it rises until k = 5/10. Thus, the Pauly-type moral
hazard does not take place.
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5.2.4 Monopolistic General Equilibrium under Medical Insurance
in the Backward Medical Society (so = 1/1000)

First, it is shown that the existence of the monopolistic general equilibrium with the
medical sector is guaranteed for the arbitrary medical payment deduction rate, k,
0 < k < 1, in the orthodox case. We compute the Bentham-type social welfare,
W_rpaoor for k=0, 1/10, ..., 9/10. When k = 0, Wrpa00x = 8901303584456.00296,
and it continues to decline until £ = 9/10. Thus, we may assert that the Pauly-type
moral hazard takes place in the orthodox case. Next, it is shown that the existence of
the monopolistic general equilibrium is guaranteed for the arbitrary medical payment
deduction rate, k, 0 < k < 1 when the society is assumed to be of the unorthodox
case. We compute the Bentham-type social welfare, W; pys00x, for k = 0, 1/10, .. .,
9/10. When k = 0, Wyppoox = 169788593194194090.59993, and it declines until
k = 9/10. Thus, the Pauly-type moral hazard does take place in this unorthodox case.

5.3 The Adverse Selection

Akerlof (1970) argued that the market for used cars might disappear due to asym-
metric information, providing the dynamic adjustment process toward the disequi-
librium, where the sellers of used cars know the quality of them, while the purchasers
don’t. Rothschild and Stiglitz (1976) asserted that there may not exist (partial)
equilibrium in a competitive insurance market with asymmetric information,
where the competitive sellers of insurance do not know the exact probabilities of
diseases of the purchasers and the insurers must set the insurance fee by the average
of those probabilities in a game-theoretic framework. This contribution was
extended by Engers and Fernandez (1987), and Dubey and Geanakoplos (2002) in
the framework of game theory.

The insurer in the present paper may well be a government, the sole insurer, who
attempts to introduce the universal health insurance system. We examined the same
non-existence of the market equilibrium under quality uncertainty. In this sense, the
adverse selection emerges in the general equilibrium with the medical sector under
equilibrium when the insurance system is introduced when the government does not
know the probability of health condition of the workers.

6 Conclusion

The main aim of this paper was to conduct an examination on the problem of
whether the rise of the health spending’s share in GDP is caused by medical
innovation utilizing general equilibrium models with medical sector. In doing so, a
minor aim has been to shed light on the problem of the moral hazard and the adverse
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selection. In this paper, two types of general equilibrium model were constructed for
the purpose of comparison of their conclusions. One of them is the general equilib-
rium model incorporating medical sector under perfect competition. The other is the
one under monopoly.

Independently of the assumption on the competition, there are three economic
agents: i.e., fortunate workers, unfortunate workers, and (aggregate) doctor. The
numbers of fortunate workers with initial labor endowment 365 days and unfortu-
nate workers with initial labor endowment H, days are a;, and a,, respectively. It
was assumed that workers do not know whether they are fortunate or not until the
beginning of the year. Thus, the probability of workers being fortunate is a;/
(a, + a»), and this induces the health care insurance, the deduction of unfortunate
workers’ medical payment through the subsidy by the fortfunate workers. This
insurance follows the idea by Arrow (1963).

The novelty in this paper is the introduction of the “illness treatment function” of
the medical sector, with the parameter sq. As sy rises, it raises the medical sector’s
ability of treating patients, a measure of medical technology. In this paper, we
defined the medical innovation as the rise of sy. The hospital recovers a part of
365-H, with a medical charge. The determination of this medical charge is made
either competitively or monopolistically. We compared three types of medical
society: the basic medical society with sy = 1/10, the advanced one with sy = 10,
and the backward one with s = 1/1000.

With respect to the medical innovation, its effect on health spending per GDP
depends on the level of sy itself in the competitive case: i.e., when s, is high (the
advanced medical society), the further increase of s, reduces the health spending per
GDP. On the contrary, when sg is low (the backward medical society), the further
increase of s raises the health spending per GDP, while in between, the conclusion
depends on a,/(a;+ a,). In the monopolistic case, however, the effect of innovation
does not depend on the level of sy itself: i.e., the increase of sy always raises the
health spending per GDP.

In order to reach a conclusion on the problem with respect to the relation between
medical innovation and health spending, it may be appropriate to refer to Arrow
(1963) and Cutler and Morton (2013). The former describes the medical sector as a
“collusive monopoly,” whereas the latter pointed out that the US medical sector has
a tendency toward monopoly. In consideration of Arrow (1963) and Cutler and
Morton (2013), we might be able to assert that the recent rise of health spending in
the USA has been, in part, caused by the medical innovation and that there is a causal
relation in general between medical innovation and the rise of health spending
per GDP.

Utilizing the partial equilibrium analysis, Pauly (1968) argued that the dead
weight loss emerges under medical insurance for the health care market with
competitive medical sector. On the one hand, in this paper it was shown that the
Pauly-type moral hazard emerges in the sense that the Bentham-type social welfare
declines under medical insurance for the general equilibrium model with competitive
medical sector, except for cases on the boundary. On the other hand, it was shown
that the Pauly-type moral hazard does not emerge under medical insurance for the
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general equilibrium model with monopolistic medical sector in the basic medical
society and for the unorthodox cases in the advanced medical society. Akerlof
(1970) argued that the market for used cars might disappear due to asymmetric
information. In this paper, it was shown that in the sense of the non-existence of the
market equilibrium under quality uncertainty, adverse selection may emerge in the
general equilibrium with the competitive and monopolistic medical sectors when
medical insurance is introduced.
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Abstract In this study, the vector autoregression (VAR) model framework is
enhanced by the incorporation of nonlinear effects. More specifically, this study
employs a nonlinear VAR model for the post-global financial crisis (GFC) period,
and thus, the impacts of the geopolitical risk on oil futures and volatility are
discussed for Israel, Russia, Saudi Arabia, and Turkey. It is found that an increase
in geopolitical risk will lead to an increase in oil futures, whereas the geopolitical risk
changes in Israel, Saudi Arabia, and Turkey measured by 1, 2, 4, and 10 standard
deviation shocks have higher impacts than that of Russia. In the case of Israel, it is
revealed that the rise in geopolitical risk may lead to a steady upward trend in oil
futures by reducing oil price volatility. Our study highlights the role of Israel, Saudi
Arabia, and Turkey in oil prices, and it is suggested that the geopolitical risks of all
countries may have symmetrical effects on oil futures. The impact of country-
specific geopolitical risk shocks on oil price volatility can be considered asymmetric,
and the responses are size-dependent. In this respect, we also show that the global
geopolitical risk benchmark index may have an asymmetric impact on oil price
volatility.
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1 Introduction

When the economic situation of the Middle Eastern countries is considered, it is
acknowledged that the oil-exporting countries in the region will be significantly
affected by fluctuations in oil prices. The changes in oil prices are closely related to
the macroeconomic performance of oil-importing countries, and it can be assumed
that the growth rates of developing countries are also changing the oil demand. A
significant portion of the studies in the scientific literature examines the relationship
between the macroeconomic financial variables and the oil prices (ElIFayoumi 2018;
Lorusso and Pieroni 2018). Additionally, the dynamics of the oil market can also be
influenced by supply conditions, and the shocks in oil production have significant
impacts globally (Balke and Brown 2018; Ewing et al. 2018; Gong and Lin 2018).
For instance, a decrease in oil production raises inflation on a worldwide scale via the
increase in the production cost. This can be explained by the shift of the Philips
curve, which is also due to the geopolitical risks. In this context, it is known that the
Arab-Israeli War in 1973 significantly increased oil prices and caused structural
breaks in macroeconomic and financial indicators. Therefore, explaining the rela-
tionship between geopolitical risks and oil prices will give evidence of the macro-
economic situation.

With the First Gulf War, the importance of the geopolitical risks in the Middle
East has re-emerged, and the process has continued with the 9/11 terrorist attacks
and with the US invasion of Afghanistan and Iraq. The annexation of Crimea by
Russia and the terrorist attacks in various parts of the world, primarily in Paris,
caused geopolitical risks to be evaluated within the scope of political science
(Bompard et al. 2017; Korotayev et al. 2018). In addition, the Geopolitical Risk
index (GPR index) developed by Caldara and Iacoviello (2016) has opened a new
dimension in the scientific literature (Antonakakis et al. 2017; Balcilar et al. 2018,;
Aysan et al. 2019; Cheng and Chiu 2018; Dong et al. 2019; Labidi et al. 2018). On
the other hand, there are differences between the economic impacts triggered by the
increase and the decrease in geopolitical risks. More specifically, this situation can
be analyzed within the scope of the asymmetry concept. In other words, other
macroeconomic variables, especially oil prices, may increase geopolitical risks
more rapidly and with severe negative reactions, but the decrease in geopolitical
risks may not lead to positive responses to the same degree. This has led to the
adaptation of the concept of asymmetry in advanced time series models to explain
the long-term relationship between geopolitical risks and oil prices. In this study, the
effects of positive and negative changes in geopolitical risk on oil futures and
volatility are examined based on the approach developed by Kilian and Vigfusson
(2011). However, our study differs from previous studies, which stress the GPR
index in general, by examining the effects of the country-specific geopolitical risks
on oil prices. More specifically, the effects of the geopolitical risk of non-oil pro-
ducers and the countries that do not have close relations with the Middle East can be
neglected. In this study, we used the country-specific GPR index developed by
Caldara and Iacoviello (2016) for Israel, Russia, Saudi Arabia, and Turkey to
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study the asymmetric impacts on the basis of a VAR model with censored variables.
Hence, we explore whether changes in the GPR Indices of Israel, Russia, Saudi
Arabia, and Turkey have had considerable impacts on oil futures and oil price
volatility. Secondly, we compare these results with the impacts of the global
benchmark index on oil futures and oil price volatility. In doing so, we intend to
address the issue of whether geopolitical risk can be an important determinant of oil
price fluctuations. Because geopolitical risks also influence long-term expectations
and have a considerable impact on future contracts, the main contribution of our
study is that we analyze the asymmetric relationship between the GPR index and the
WTI Crude Oil Futures. The GPR index is taken from the study by Caldara and
Tacoviello (2016), and WTI crude oil futures and CBOE crude oil ETF volatility data
are taken from the statistical database of Thomson Reuters. All series are seasonally
adjusted with plausible techniques, and RATS 9.2 routines are used for the empirical
exercise.

2 Literature Review

In the era of the globalization, the economic policy uncertainty causes significant
fluctuations in the macroeconomic situation. One of the important determinants of
the economic uncertainty is the political uncertainty which have reached high levels
due to the geopolitical risk. In this context, the approach by Azzimonti (2018)
differentiated political uncertainty from economic policy uncertainty. One of the
main determinants of political uncertainty is the geopolitical risk of the countries,
which has significant effects on economic activity. In this context, Cheng and Chiu
(2018) estimated the structural vector autoregression (SVAR) model for 38 develop-
ing countries, assuming that global geopolitical risks have significant effects on
business cycles of developing countries. The variables of the SVAR model used in
the study are the GPR index, the real output per capita, the real gross investment per
capita, the real private consumption per capita, the real exchange rate, and the trade
balance. The model is enhanced by the terms of trade, the US interest rate spreads,
the US EPU index, and the US stock market volatility. The authors concluded that
the increase in the geopolitical risk leads to significant economic contractions, but
according to Cheng and Chiu (2018), global geopolitical risks account for at least
10% of the average weight of the output variation. However, it has been confirmed
that geopolitical risks should be assessed in terms of country-specific factors, and
they found that each developing country is subject to a considerable geopolitical
risk. Along with the real business cycles, global geopolitical risk has indispensable
effects on foreign trade volume, which is also an important indicator of the course of
the global economy. In this respect, Gupta et al. (2019) employed a classical gravity
model, assessing the influences of geopolitical risks on the trade flows for develop-
ing and developed countries geopolitical risks on the global trade flows. Gupta et al.
(2019) found that the geopolitical risks cause negative impacts on the global trade
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flows, whereupon it was suggested policymakers should implement policies to
sustain trade flows during the times of higher geopolitical risks.

Geopolitical risks significantly affect the financial market dynamics as well as
business cycles and may have impacts on asset prices, leading to a deterioration in
financial stability. In this regard, Balcilar et al. (2018) used the nonparametric
causality-in-quantiles tests to analyze the effect of geopolitical uncertainty on return
and volatility dynamics in the BRICS stock markets. They confirmed that geopolit-
ical risks can be heterogeneous across the BRICS stock markets. Moreover, it was
found that the increase in geopolitical risk in the countries considered, except Russia,
does not significantly raise the stock returns, but increases the volatility. While
geopolitical risks are determinant of economic uncertainties, the evaluation of
other indicators of the economic uncertainty and the time-related effects between
macroeconomic and financial variables is another crucial issue. On the basis of this
assumption, Labidi et al. (2018) analyzed the cross-quantile dependence between
developed and emerging market stock returns with recursive sample estimations.
According to their results, there was a heterogeneous quantile relation for the USA,
UK, German, and Japanese stock returns. Moreover, the indicators implying the
systematic risk (the US Economic Policy Uncertainty index, the US Equity Market-
Related Economic Uncertainty index, the Chicago Board of Exchange Volatility
index and the GPR index) did not reveal the cross-country dependence structure.
Herein, stock returns are related to macroeconomic variables and economic uncer-
tainties, as well as other financial market dynamics. Considering the phenomenon of
global financial development, it is assumed that the stock markets, especially in
developing countries, are closely related to oil prices. Antonakakis et al. (2017)
developed this approach and assumed that the relationship between the stock and the
oil market depends on geopolitical risk. In their study, the relationship between the
Standard & Poors (S&P) 500 stock index and the WTI oil index real returns was
analyzed using the volatility modeling approach. Taking into consideration the time-
varying stock-oil covariance, their returns, and their variances, they found that
geopolitical risk leads to a negative effect on oil returns and volatility. Moreover,
Antonakakis et al. (2017) stressed that the relationship between these two markets
weakened. In a similar approach, Dong et al. (2019) confirmed that there exists a
long-term relationship between crude oil, global economic activity, and geopolitical
risk by using cointegration analysis.

Although the effect of the increase and decrease in oil prices on macroeconomic
and financial variables cannot have the same magnitude, macroeconomic and finan-
cial developments may not have symmetrical effects on oil prices. In this context, the
role of asymmetry in explaining the interaction between the oil prices and macro-
economic financial variables is increasing in importance in the scientific literature
(Karaki 2017; Apergis and Vouzavalis 2018; Kang et al. 2019). However, some
recent studies have examined oil price uncertainty (Wang et al. 2017; Dutta et al.
2017; Phan et al. 2019; Xiao et al. 2018), as oil market dynamics show considerable
uncertainties due to various factors. In terms of oil price dynamics, it can be argued
that the interplay between the economic indicators of the Middle East and oil price
uncertainty may even be higher. In this context, Dutta et al. (2017) studied the
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impacts of oil market uncertainty indicated by the implied crude oil volatility index
(OVX) on the realized volatility of Middle East and African stock markets. By using
a generalized autoregressive conditional heteroskedasticity (GARCH)-type model,
they found that oil market uncertainty has considerable effects on the realized
volatility. Moreover, the GARCH-jump model revealed that stock returns are gen-
erally sensitive to the fluctuations in the OVX, which highlights the time-varying
impacts on the stock returns. On the other hand, Xiao et al. (2018) employed quantile
regression analysis to study the effects of crude oil volatility on the Chinese
aggregate and sectoral stock returns. They decomposed the OVX according to the
positive and negative sums, whereupon Xiao et al. (2018) found that the OVX
changes mainly show significantly negative effects on the aggregate and sectoral
stock returns in the bearish market. More specifically, they implied the role of the
asymmetric effects by showing that the positive shocks of the OVX are more
dominant than that of the negative shocks.

In this study, we assume that geopolitical risk is the major driving force of the
dynamics of long-term oil prices and oil price volatility. More specifically, we
analyze the impacts of the benchmark GPR index and the GPR indices of Israel,
Russia, Saudi Arabia, and Turkey on crude oil futures and crude oil volatility,
incorporating the role of asymmetric impacts in the estimation process of the VAR
model with censored variables similar to Kilian and Vigfusson (2011). We employ a
censored VAR model to take the advantage of impulse-response tools and to detect
the influences of the GPR index on positive and negative changes in the crude oil
futures and the crude oil volatility in the following periods. In this respect, the
censored variables approach allows us to capture the positive changes in the GPR
index, while the negative changes are assumed to be zero. We follow the empirical
methodology of Kilian and Vigfusson (2011) and apply Mork and Wald’s slope-
based tests to determine whether there are considerable differences in the impulse
responses due to positive and negative shocks. Our empirical exercise covers the
period after the 2008-2009 GFC and differs from the work of Antonakakis et al.
(2017) and Dutta et al. (2017), who used GARCH modeling, because our primary
concern is to detect asymmetry via slope-based tests.

3 Methodology of Analysis
3.1 Empirical Model

Departing from the vector autoregression (VAR) model framework, we employ
nonlinear VAR modeling in line with Kilian and Vigfusson (2011) to show the
asymmetric relationship between the effects of positive and negative changes in the
geopolitical risk and the oil futures and the volatility. For this purpose, the global
benchmark GPR index (gpr;glb) and the GPR indices of Israel, Russia, Saudi Arabia,

and Turkey (gpri’ ,gprit, gpri®, gpri), the crude oil volatility index (ovx,), the crude
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oil futures (ofu,) are employed, respectively. All the variables are (2010 = 100) and
they are in logarithms. In this respect, we estimate censored VAR models for the
period from 2010:01 to 2018:08, whereupon impulse response functions and slope-
based tests are performed. Our sample coincides the period after the GFC where
expansionary monetary policies are implemented by major central banks. Thus, a
period in which the effects of geopolitical risks on oil prices have been prominent is
evaluated.

More precisely, we use the approach of Kilian and Vigfusson (2011) which
derived from the linear and symmetric and asymmetric data generating processes.
Censored variable VAR model constitutes a base for the computation of the
nonlinear VAR model’s impulse-response functions.' The relevant model can be
expressed as below;

P P
X =bio + an,ixm + ZbIZ,thfi + e (1)
i1 P
Y =ba+ Z borixi—i + Z by + Z 8.4 + el 2)
i=1 p p

The equation (1) is a linear VAR model showing the influences of x, on y;,
whereas the equation (2) exposes both the impacts of x, and x;” on y,. Accordingly,
the dynamic responses of y, to positive and negative changes in x, can be computed.
A set of equations having both censored variables, and thus, nonlinear VAR model
can be identified as below;

P P
si=bio+ > biusi+ > bk +en 3)
k=1 k=1
p p p
A = b + Z Doy Stk + z b khi—k + ZgZI,kstJr—k + e (4)
k=1 k=1 k=1

where p denotes the lag order of the VAR model and s; corresponds to the variable
whose possible asymmetric impacts are searched for. 4, vector contains variables that
can be affected by the s,. Equation (3) is a linear symmetric model with s,, while
equation (2) includes both s, and censored variable of s;". The ;" shows the positive

) s; s >0 . .
changes and it can be assumed that; s = 05 <0 Additionally, by and b, in
AR

"The data generation process of x, can both be assumed as symmetric and asymmetric in the context
of the regression model; x, = a; + €;_,. Accordingly, the substitution of negative values of x, with

xf x>0

zero exposes a censored variable x;". The censored variable can be defined as; x” = { 0x <0
Xt >
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Table 1 Lumsdaine-Papell unit root test results

Variables Test statistic Number of lagged differences by AIC Suggested break date
ovx, —6.5635 2 2011:07, 2014:09
Aovx, —10.4106 0 2011:10, 2016:02
ofu, —4.9339 1 2012:04, 2014:09
Aofu, —9.2868 0 2014:06, 2016:01
gprs’t —5.3392 0 2014:02, 2017:03
Agpri® —9.0091 2 2014:09, 2016:01
gprt —8.9044 0 2013:09, 2015:11
Agpr! —7.6211 4 2014:05, 2017:03
gprit —5.6696 2 2011:11, 2014:02
Agpri! —11.0232 1 2013:02, 2014:05
gpr® —4.1660 2 2016:01, 2017:06
Agpr}® —10.9588 1 2013:01, 2014:05
gpr’ —5.2506 1 2013:09, 2017:01
Agpr —8.8086 2 2014:05, 2016:06

Note: According to 1%, 5%, 10% significance level, the critical values of the test are —6.74, —6.16,
—5.89, respectively
Source: Authors’ calculations

(1) and (2) are the vector of intercept and dummy variables, respectively. The
coefficients of the changes in s, are included in b, and by,vectors. g, signifies
the vector of the coefficient of the censored variable and finally, &, ,and &, ,denotes
the residual vectors of (3) and (4). In this context, four VAR models are considered
and each bivariate VAR model can be written as (gprf”""’ry’+,0fu,)/

; !/ — — .
(gpri™™™ " ovuy) (gpri™™™ ™, ofu,)/ (gpri™™™ ", ovu,)/ , respectively. Thus,
gpri®™™ and gprs™™" are derived by negative values to zero. In other words, it is

assumed that only increases have impact on the other variable of the model via

censored variables approach. Herein, it should also be noted that the VAR models
S . . b 4

are determined in line with the unit root test results of gpr", gpr;Z ,gpri, gpri®, gpry,

ovx,, and ofu,.

3.2 Empirical Data

In order to determine the unit root properties of the variables under consideration, the
Lumsdaine-Papell unit root test allowing multiple structural breaks is performed.
Table 1 shows the unit root properties of the series and the break dates that each
variable may have. Moreover, the Zivot-Andrews and Lee-Strazicich unit root tests
with multiple break tests are parallel to the Lumsdaine-Papell unit root test for the
model variables.
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On the other hand, no cointegration relationship is found for all cases based on the

country

i !/
vector specifications as; (gpr;gl"b,ofut) , (gpr*,glob,ovx,> . (gpre ,ofu,)l and

(gpri™™™,0vx;)" with the help of at least one of the cointegration tests in the

literature. The Lumsdaine-Papell unit root tests suggest that each variable may
have different structural breakdown data from the other; in this regard, Bai-Perron
tests have also verified that there can be multiple and different structural breaks for
the model variables. Accordingly, we do not divide the full sample into particular
sub-samples, and VAR models with censored variables for each country are com-
puted on the full sample. As a result of the Lumsdaine-Papell unit root test, the
variables included in the empirical exercise are the percentage change in the global
benchmark GPR index Agpr‘,g”’ and the percentage changes in GPR indices of Israel,
Russia, Saudi Arabia, and Turkey (Agpr’,],Agpr,’”,Agprf",Agpri’ ), the percentage
change in the crude oil volatility index (4ovx;,), the percentage change in the crude oil
futures (Aofu,).

4 Empirical Results

Changes in geopolitical risk closely affect investor behavior, and financial asset
prices show significant variations due to increased geopolitical risk. In the context of
financial market fluctuations, oil is accepted as the most rapidly responding com-
modity to short- and long-term geopolitical risks. Additionally, it can be argued that
the effects of geopolitical risks on financial asset prices will not be the same. In other
words, it can be suggested that the rise in geopolitical risks for the Middle Eastern
countries will have more serious effects on oil prices given the dynamics of the
world economy. The effects of changes in geopolitical risks are assumed to be
asymmetrical, and the increase/decrease in geopolitical risk may not have the same
magnitude. In accordance with Kilian and Vigfusson’s (2011) approach, we estimate
a VAR model with censored variables, and the presence of asymmetric effects is also
examined with Mork and Wald’s slope-based tests. Accordingly, p-values of both
tests show that the country-specific do not have asymmetric effects on oil prices.
However, the Mork and Wald tests have produced opposite results in terms of the
effects of the global benchmark GPR index on the oil price volatilities. According to
the 10% significance level, the impact of the global benchmark GPR index on oil
price volatilities can be considered asymmetric, while the Wald test points out that
the effect could be symmetric. Slope-based tests can be used to measure the possible
asymmetric effects of one variable on another variable and cannot be regarded as a
determinant factor on the direction and magnitude of the relationship.

In this study, we examine whether the effects of the country-specific and global
GPR indices on oil prices could be symmetrical by impulse-response functions,
parallel to Kilian and Vigfusson (2011). In line with the work of Kilian and
Vigfusson (2011), 1, 2, 4, and 10 standard deviation positive/negative shocks
computed as shown in Fig. 1. In this respect, the censored variables approach is



Asymmetric Impacts of the Geopolitical Risk on the Oil Price Fluctuations 185

used to investigate the effects of positive/negative geopolitical risk shocks on oil
futures, and it is found that the rise in geopolitical risks in Russia, Saudi Arabia, and
Turkey led to an increase in oil prices in the long term. These findings can be
interpreted as potential risks associated with Turkey’s and Russia’s involvement in
the Syrian civil war, which may have considerable impacts on oil prices. In addition,
it can be claimed that the risks for Russia in terms of its own geography may increase
oil prices. In this context, it can be inferred that Russia’s relations with Ukraine and
possible terrorist acts may have a boosting effect on oil prices. The political turmoil
in Saudi Arabia, the Yemeni-Saudi relations, and the murder of journalist Jamal
Khashoggi have made the kingdom an important country in terms of financial
markets. Our findings suggest that the rise in the geopolitical risk of Saudi Arabia
may raise the oil prices in the long run. In our study, the effects of the increase in the
geopolitical risk of Israel, which has been experiencing serious problems with its
neighbors since its foundation, were also examined. In this respect, it was revealed
that positive shocks in the GPR of Israel led to an increase in oil futures. On the other
hand, when the responses of the oil futures to the 10 standard deviation positive
country-specific geopolitical risk shocks (represented by the gray line) are evaluated
with respect to the magnitude of the coefficients, it has been revealed that the
increase in geopolitical risks of Russia would be less impactful than the other

Responses of Aofu, to positive shocks of | Responses of Aofu, to negative shocks of
Agprf Agprf

Responses of Aovx, to positive shocks of | Responses of Aovx, to negative shocks of
Agpr! Agprf!

® 4

:

Responses of Aofu, to positive shocks of | Responses of Aofu; to negative shocks of
Agpri™ Agpri™

y—

Fig. 1 Responses of oil futures and oil price volatility to positive and negative shocks of country-
specific GPR index. Source: Authors’ calculations
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Fig. 1 (continued)

countries. These findings confirm that the geopolitical risks in the Middle East can be
acknowledged as the major driving force for the rise in oil prices.

The p-values of the slope-based Mork and Wald statistics indicate that the effects
of the GPR index shocks for all countries are not asymmetrical; in other words, they
can be regarded as symmetrical. In addition to this, the existence of asymmetry via
the coefficients of the responses of oil futures to the negative country-specific
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geopolitical risk shocks was also examined. Accordingly, it was detected that the
1, 2, 4, and 10 standard deviation negative shocks in Russia, Saudi Arabia, and
Turkey’s GPR indices led to a downtrend in oil futures for the following periods.
When the direction of impulse-response functions on oil futures is considered to
determine whether the shocks in the country-specific GPR indices create asymmetric
effects on oil futures, positive/negative shocks will lead to an increase/decrease in oil
prices, in line with theoretical expectations. In this context, it can be suggested that
the geopolitical risk shocks in Russia, Saudi Arabia, and Turkey may be symmetri-
cal. On the other hand, the analysis upon impulse-response functions indicates that
the geopolitical risk shocks in Isracl may be asymmetrical. As a result of the 2, 4, and
10 standard deviation negative shocks for the case of Israel, it was found that oil
prices would increase in contrast to the theoretical expectations, while the line with
values close to zero corresponds to the 1 standard deviation shock in Fig. 1.
However, the characteristics of 2, 4, and 10 standard deviation shocks in Israel
have not generated robust results concerning the symmetrical relationship. Thus, our
findings indicated that Russia, Saudi Arabia, and Turkey can be more crucial actors
in the oil market compared to Israel, when their large population are considered.

In terms of the country-specific GPR indices, it was found that the 1, 2, 4, and
10 standard deviation positive shocks in the indices of Russia, Saudi Arabia, and
Turkey would increase oil price volatility as shown in Fig. 1. When considered
together with the responses of oil futures, the increase of geopolitical risk in Russia,
Saudi Arabia, and Turkey would generate a volatile uptrend in oil prices. More
specifically, it can be claimed that some investors may realize their profits in terms of
oil futures due to the increasing geopolitical risks and rising oil prices. As a result of
country-specific negative geopolitical risk shocks, it was revealed that the crude oil
volatility index did not exhibit a significant trend for the cases of Russia, Saudi
Arabia, and Turkey. The 1, 2, 4, and 10 standard deviation negative GPR index
shocks in Russia, Saudi Arabia, and Turkey indicate a downtrend, where the oil price
volatility does not reach high levels. We also found that the 1 standard deviation of
positive/negative shocks in Israel’s geopolitical risk would increase/decrease the oil
price volatility in the upcoming periods. However, the result— that the 2, 4, and
10 standard deviation positive/negative shocks in the GPR index of Israel would
reduce crude oil volatility index—can be interpreted as showing that Israel’s geo-
political risk may have asymmetrical impacts. Nevertheless, the Mork and Wald
tests for Israel have not confirmed the existence of any asymmetric relationship. The
empirical findings of our study emphasize that the weights of the geopolitical risks of
Russia, Saudi Arabia, and Turkey in oil futures and the crude oil volatility index are
higher than those of Israel.

In addition to the country-specific GPR indices, the global benchmark GPR index
may also have a considerable impact on oil prices. The effects of the global
benchmark GPR index should also be taken into account, especially considering
the terrorist acts around the world. As shown in Fig. 2, the finding that the increases
in global geopolitical risk will raise oil prices and the impulse-response analysis
revealed that the effect of the global geopolitical risk on oil prices may be asym-
metrical. Additionally, it was suggested that the changes in global geopolitical risk



188

0. Ozcelebi and K. Tokmakcioglu

Responses of Aofu, to positive shocks of
Agpr??

Responses of Aofu, to negative shocks of
Agprglb

3 : i

q_____/:\ ==

£ & k& & & 2 o

Respohses of Aovx, to positive éhocks of
Agprglb

Responses of Aovx, to negative shocks of
Agprglb

H
u
H

3 484 85 8 8

Fig. 2 Responses of oil futures and oil price volatility to positive and negative shocks of global
benchmark GPR index. Source: Authors’ calculations

Table 2 Slope-based test
results

Mork test Wald test
Shock: A gpr;'l F-test p-value | F-test p-value
Response: Aofi, 1.1748 | 0.3195 0.0158 0.9999
Response: Aovx, |0.3868 |0.8181 0.0022 0.9999
Shock: Agpr;" F-test p-value | F-test p-value
Response: Aofu, 0.1898 | 0.9438 0.0043 0.9999
Response: Adovx, |0.6990 |0.5924 0.0047 0.9999
Shock: Agpr}* F-test p-value | F-test p-value
Response: Aofu, |0.4812 |0.7495 0.0076 0.9999
Response: Adovx, |0.7963 | 0.5272 0.0043 0.9999
Shock: Agpri F-test p-value | F-test p-value
Response: dofu, | 0.2337 |0.9194 0.00992 | 0.9999
Response: Aovx, |0.1408 | 0.9670 0.00316 | 0.9999
Shock: Agpré® F-test p-value | F-test p-value
Response: Aofiy, 2.0780 |0.0807 0.0382 0.9992
Response: Aovx, |3.7032 | 0.0051 0.02269 | 0.9997

Note: p-values 0.01, 0.05 and 0.10 corresponds to the statistical
significance at 1%, 5%, and 10%, respectively

Source: Authors’

calculations

could cause fluctuations in oil prices. In terms of the impulse-response functions
estimated in our study, we can infer whether there are asymmetric effects. This
phenomenon was strengthened by the help of slope-based tests, indicated in Table 2.
Considering the Mork test, it can be said that the shocks in the global benchmark
GPR index will have asymmetric effects on oil futures and oil price volatility at a
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10% significance level. However, the Wald test revealed that those relationships may
be symmetrical. Considering the impulse-response functions, it can be claimed that
the impact of the shocks in the global benchmark GPR index on the oil futures may
be symmetrical, while the effect on the oil price volatility may be asymmetric.

5 Conclusion

It is acknowledged that the increase in geopolitical risk may create significant
changes in oil prices over the short- and long-term. However, it can be assumed
that the increase in the geopolitical risk of some countries will have a higher impact
on oil prices compared to other countries. In this study, the asymmetric impacts of
the country-specific geopolitical risks, which are related to the countries that have
close relationships with the Middle East, on oil futures and oil price volatility, were
examined with the help of slope-based tests and impulse-response functions. In this
context, Israel, Russia, Saudi Arabia, and Turkey were accepted as crucial countries
in terms of oil prices. According to the slope-based tests, it was implied that the
changes in the geopolitical risk of those countries could not have asymmetric effects
on oil futures and oil price volatility.

However, due to the importance of time-specific characteristics of the asymmetric
effects, the impacts of the country-specific positive and negative geopolitical risk
shocks were investigated separately. As a result of the positive country-specific
geopolitical risk shocks, the responses of the oil futures in Israel, Saudi Arabia,
and Turkey suggested that the rise in geopolitical risk could lead to an uptrend in oil
prices in the long run. Similar findings were obtained for Russia, and the impact of
the factors on the oil futures in Israel, Saudi Arabia, and Turkey increasing the
geopolitical risk was found to be higher than that of Russia. In line with the
theoretical expectations, it was detected that the increase in the country-specific
risk would raise the oil price volatility in Russia, Saudi Arabia, and Turkey, and thus,
it can be suggested that the increase in the country-specific risk for those countries
may cause an uptrend, which also contains falls in oil prices. When the impulse-
response functions were examined, it was seen that the rise in the geopolitical risk in
Israel has led to a consistent uptrend in oil prices, where oil price volatility was
decreasing. Therefore, we emphasize the role of other Middle Eastern countries
having problems with Israel, which may increase the geopolitical risks associated
with Israel. In this context, it is generally acknowledged that solving the problems
originating from the West Bank and the Gaza Strip by peaceful means will decrease
geopolitical risks; however, the impulse-response functions highlight the fact that
decreasing the geopolitical risk does not lower oil prices. According to our results, it
can be claimed that the decrease in the geopolitical risk of Israel will have asym-
metric impacts on oil prices. However, we also found that negative geopolitical risk
shocks in Russia, Saudi Arabia, and Turkey lower oil futures, and according to the
slope-based test results, it can be suggested that there exist symmetrical effects of the
geopolitical risk on the oil prices for those countries.
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In our study, it was also found that the country-specific positive geopolitical risk
shocks would increase the oil price volatility. This finding is in line with the
theoretical expectations, and it was confirmed that the decrease in the country-
specific geopolitical risk would not lower the oil price volatility for Israel, Russia,
Saudi Arabia, and Turkey. Therefore, we showed that the impact of the country-
specific geopolitical risk shocks on oil price volatility may be asymmetric based on
the impulse-response functions. The impact of the country-specific GPR index on oil
price volatility may be considered sticky, and the Mork slope-based test revealed that
the effect of the global GPR index on oil futures and oil price volatility may be
asymmetric. This finding was verified by the impulse-response analysis, and it was
determined that the positive and negative shocks in the global GPR index would not
oppositely affect oil price volatility. However, in accordance with the theoretical
expectations, the effects of the shocks in the global GPR index on oil futures could
be accepted as symmetrical by taking the coefficients of the impulse-response
functions into account.
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Influence of Selected Internal Factors )
on the Outputs of the Financial-Sector i
Companies Traded on the Warsaw Stock
Exchange

Ewa Majerowska and Ewa Spigarska

Abstract Financial-sector companies differ significantly from other enterprises in
terms of the business activity carried out, which mainly consists in provision of
financial services and consultancy with regard to financial products. Financial
institutions, similarly to other companies, issue shares that are traded on the stock
exchange in order to obtain additional capital. The purpose of the paper is to indicate
which financial ratios significantly affect the rates of return of the shares issued by
the financial institutions analyzed. The empirical analysis involves financial institu-
tions operating on the Warsaw Stock Exchange in the years 2000-2018. The source
data adopted for the analysis result from financial statements that are compliant with
the applicable regulations regarding financial reporting, in particular with the Inter-
national Financial Reporting Standards. Financial reports constitute the basis for
analyses and evaluations of the activity of a given financial institution as well as are
the source of relevant information that is used by depositors and investors in
decision-making processes. The results of the unbalanced panel estimation, carried
out using appropriate diagnostic tests, indicated a financial ratio, such as return on
assets, that proved to be significant. Moreover, effects were indicated that are
specific for particular sectors. The banking sector should be analyzed separately
from other financial-sector companies.
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1 Introduction

In recent years, rapid development of the financial market has taken place in Poland
and on an international scale. When analyzing the contemporary financial market,
following sectors can be distinguished: credit (banking) services, investment, pay-
ment, and insurance. The boundaries between individual sectors, however, are not
sharp, which results from the tendency to universalize the services offered on the
financial market (Fojcik-Mastalska 2016).

Due to the nature of financial institutions, separate legal regulations have been
created for domestic and international economies, regulating the functioning of the
financial market (Becerra Alonso et al. 2016; Piotrowska et al. 2017). As Fojcik-
Mastalska (2016) states, these regulations aim to create appropriate legal framework
for this market, including a set of cooperating institutions, the goal of which is to
ensure system stability (a safety net). At the same time, the regulations also apply to
individual types of financial services and to the requirements to be met by the
institutions providing these services.

From year to year, the importance of the financial institutions on the capital
market has been rapidly increasing. According to Bieszki (2010), the basic factors
determining the scale and the growth of financial assets include as follows:

¢ departure from the traditional originate and hold model and transition to the
originate and distribute model, on the part of the traditional financial groups
encompassed by the TBTF (too big to fail) doctrine;

» development of derivatives that are based on mortgage-backed securities (MSB);

¢ anti-regulatory innovations that allowed leverage increase while maintaining
appropriate capital adequacy ratios.

Financial institutions, due to their specificity, differ significantly from
non-financial companies (manufacturing, commercial, or non-financial services).
This specificity primarily results from the structure of their financing, the assets
they trade, and the supervisory authority control they are subjected to. They are also
required to strictly apply the provisions of the balance-sheet law, which, in the case
of the companies listed on the Warsaw Stock Exchange (WSE), means compliance
with the International Financial Reporting Standards. Banks and insurance compa-
nies are additionally required to prepare reports, in accordance with separate regu-
lations, for a supervisory authority (the Polish Financial Supervision Authority).

The financial statements published by financial institutions are the main source of
information regarding assessment of the effectiveness of business operations. The
most important factors affecting the profitability of financial institutions are profit,
type of the risk taken, or financial leverage.

Due to the specificity of financial institutions’ operations, however, the indicators
used in assessment of the financial statements prepared by enterprises other than
banks and insurers in most situations cannot be used to assess the financial state-
ments published by financial institutions. According to Mioduchowska-Jaroszewicz
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(2012), this results from the fact that the formulas of sector indicators do not
correspond to those published in the scientific literature on financial analysis by
insurers, international rating agencies, the Polish Financial Supervision Authority.
Also calculation of sectoral indicators, in relation to financial institutions, is often
impossible (for example, calculation of the inventory turnover ratio or the current
ratio), because financial statements of financial institutions contain no items that
make up the indicator. Additionally, sectoral indicators for financial institutions
easily can be manipulated, falsified, or burdened with errors, because reports of
some financial institutions lack many items that make up the indicator formulas (for
example, sales revenues, short-term liabilities, long-term liabilities, trade receiv-
ables, or delivery obligations).

In many papers, we can find models describing the rates of return of non-financial
companies. Some papers concern banks only. For example, Le (2016) tested the
macro-financial linkages and bank behavior. Karminsky and Kostrov (2014) tried to
find a model of default in Russian banking. The purpose of this paper is to identify
the factors affecting the rates of return on assets of the financial institutions traded on
the Warsaw Stock Exchange. The research hypothesis assumes that identification of
the internal factors of financial institutions affecting those institutions’ market
results, represented by the rates of return of their listed shares, is possible.

The article consists of four parts. After the introduction, the theoretical founda-
tions underlying the analysis as well as an overview of the literature addressing the
issues discussed are presented. The next part entails characterization of the empirical
data and presentation of the research methodology. The following part contains the
research results. The conclusion part presents the outcomes resulting from the
considerations presented.

All calculations were made using the Gretl v. 2018b package and the Statistica
13.1. The data used for the calculations come from the Notoria website, the stooq.pl,
and the Warsaw Stock Exchange (www.gpw.pl).

2 Theoretical Background

One of the elements affecting the profitability of financial market’s functioning, in
particular of the financial sector, is the banking tax. The purpose of a well-defined
tax is to minimize or even eliminate the financial market distortions resultant from,
among others, information asymmetry. It should not, at the same time, create
incentives for pushing the collection of the sector tax beyond the point where the
marginal costs of financial market distortions exceed those of the distortions that
occur in other areas of economy (Martysz and Bartlewski 2018). Concurrently, as
Pawlowicz (2015) notes, a good tax system is a combination of the achievement of
the goals set by the state or an organization, such as the European Union for instance,
while maintaining stability of the financial system and its investment attractiveness.
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An example of such a tax in Poland is the tax on certain financial institutions (Act
of 15 January 2016 on tax on certain financial institutions, Journal of Laws 2016
item 68 as amended), which is paid on the surplus of the sum of the value of the
taxpayer’s assets that results from the trial balance determined on the last day of the
month, on the basis of the entries in the general ledger accounts, in accordance with
the applicable balance-sheet law (Accounting Act of 29 September 1994 (Journal of
Laws 2016 items 1047 and 2255, Journal of Laws 2017 items 61, 245, 791 and 1089
as amended; International Financial Reporting Standards). This tax applies to finan-
cial institutions, primarily including: banks, cooperative savings and credit unions,
insurance companies, and loan institutions.

The existing research on the impact of specific factors on the profitability of
financial institutions primarily concerns the banking sector. Biatas (2014) examines
how management of particular types of risk (solvency risk, interest rate risk,
diversification strategy, credit risk) impacts banks’ profitability (ROE). It allowed
her to distinguish three groups of banks, with regard to the similarity of risk
management. The first group included the banks that pursued a prudent policy
regarding solvency risk management. These banks had a high share of equity in
the balance-sheet total, achieved high interest and commission margins. As a result,
they obtained high ROA values, which in turn resulted in a high ROE value. The
other two groups of banks conducted more risky solvency activities, which trans-
lated into lower margins and, consequently, into lower ROE values.

Studies on the issues related to the impact various factors have on the profitability
of financial institutions on the Chinese market were carried out by Huang and Wang
(2018). Using a panel regression model, they identified factors affecting systemic
importance of financial institutions. In their research, they used the theory of Granger
(1969) causality in a vector autoregressive model VAR.

The Islamic financial market has been the subject of research by Chelhi et al.
(2017). The research was primarily focused on Islamic financial products (PFIs) that
are concordant with Islam (for more information on Islamic products, see: Pera
(2015)). In their research, they drew attention to the economic factors that may affect
the results obtained on Islamic financial products, which in turn is expected to
influence optimal investment decision-making. They used neural networks and
time series (stochastic processes).

By contrast, the financial situation of Taiwanese institutions was investigated by
Ma et al. (2019). To carry out the research, they used data envelopment analysis
(DEA). They found that many of the institutions examined showed unstable financial
results, which necessitated improvement their business strategies. Conversely, at the
same time, some of the entities researched showed stable financial results while
forecasts showed change in these results. As a consequence, significant differences
were observed among the groups of financial institutions under examination, in
terms of the ROA and the ROE ratios, as indicated by the Wilcoxon Test (1945).
Based on the research, it was concluded that, for some institutions (the weakest
ones), the government should provide a more cautious strategy for monitoring their
activities.
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The Brazilian market was the subject of the research carried out by Mendonca
et al. (2018). The purpose of this study was to identify the factors affecting bank
profitability. The authors used structural equations modeling (SEM) in their
research. The research sample consisted of 150 Brazilian bank financial institutions,
while the research period covered the years 2012-2016. The variables used to
represent profitability were the return on assets (ROA) and the return on capital
(ROE). It was found that the higher the financing (the institution’s ability to receive
deposits on demand), the higher the profitability of the banking institution. Diversi-
fication of the revenue sources was also positively related to profitability. In contrast,
it was found that the higher the operating costs, in terms of the size of the bank, the
less profitable the banking activity. It should be noted that financing, in the model
analyzed, was the most important factor explaining the profitability of Brazilian
banking institutions.

In Europe, the Croatian market was the subject of research (Jurcevic'a and
Mihelja Zaj 2013). The purpose of the Jurcevic and Mihelja Zaja study was to
identify and compare the results of the measurement of bank and insurance company
profitability/performance, using Data Envelopment Analysis (DEA) and financial
indicators, calculated on the basis of financial statements. The research period
covered the time before and after the recent financial and economic crises in the
Republic of Croatia. Due to their relatively high asset share, of around 83% of the
total assets of the financial sector, the study involved the banking and insurance
sectors in the Republic of Croatia. The main difference observed in the research
results for the DEA and the financial indicator analysis involved delays in the
measurement of efficiency of the accounting approach during the crisis. The DEA
efficiency assessments had the lowest values in 2007 for the insurance sector and in
2008 for the banking sector. In the accounting approach, however, the lowest values
of the ROA and the ROE indicators occurred in 2009. Based on the research, it was
found that although, in terms of costs and results, financial institutions operate more
effectively in a period of crisis, the financial indicators determined on the basis of the
data derived from financial reporting cannot achieve such good results as during the
boom period, due to the deterioration of the market conditions and more cautious
business policies.

Insurance companies, in turn, were the subject of research in Slovakia (Grmanova
and Strunz 2017). The authors examined the relationship between technical effi-
ciency and profitability of insurance companies. Profitability of insurance companies
was expressed using such indicators as ROA, ROE, and the size of assets. The DEA
model was used to assess the technical profitability. The relationship between the
technical performance result and the profitability indicators was expressed using the
Tobit regression model and the Mann-Whitney U test. Based on the research
conducted, the relationship between the technical efficiency results, both in the
CCR model (the name of this model comes from the first letters of its authors’
names, i.e., Charnes et al. (1978); it is an oriented model, in which existence of
permanent scale benefits is assumed) and the BCC model (an oriented model,
developed by Banker et al. (1984), in which variable scale benefits are assumed),
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and the profitability of insurance companies, expressed via the ROA, ROE indicators
and the asset size, has not been confirmed and demonstrated. Studies on the
effectiveness of the functioning of insurance companies were also carried out by
Hussels and Ward (2007) in Germany and Great Britain, Delhausse et al. (1995) in
Belgium and France, Diacon et al. (2002) in European countries.

Other studies highlighted the banking sector within the European Union
(Gavurova et al. 2017). Based on financial data, the relationship between the
financial data and the concentration of the banking services market was examined.
The mentioned study involved analysis of the structure and the results on the
banking market of the European Union (EU) as a whole, in 2008-2015. The
structure of this market was measured using two main concentration indicators:
the Herfindahl-Hirschman index (HHI) and the concentration ratio for five largest
banks (CRS). The results were measured using profitability indicators: return on
assets (ROA) and return on capital (ROE). Based on the analyzes carried out, it was
found that development of a given market was affected by the financial crisis which,
up until the end of 2013, had led to low profitability.

3 Data and Research Methodology

The stock market in Poland is relatively young. After years of political and economic
changes that had taken place in the eighties and at the beginning of the nineties of the
last century, the Warsaw Stock Exchange was opened on April 16, 1991. At the end
of 2018, shares of over 460 companies, including more than 410 domestic compa-
nies, were listed on the WSE, 66 of which were companies operating in the financial
sector. Due to the lack of data and short quotation periods of some companies, results
of 53 companies constitute the subject of the analyses, which represents 80.3% of the
entire population. Annual data were used for the analyses. Table 1 presents detailed
numerical information on the companies examined.

Table 1 The financial companies traded on the WSE, as of the end of 2018

Number of companies

Sector Traded on the WSE Included in the analysis
Banks 15 14
Investment 22 14
Leasing & Factoring 3 3
Financial services 7 6
Capital market 8 6
Insurance 5 5
Mortgage 6 5
Total 66 53

Source: Warsaw Stock Exchange web page (2019), www.gpw.pl
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Table 2 Summary statistics of the variables

Standard Volatility Excess
Variable | Mean Median | deviation coefficient Skewness | kurtosis
MOP —1.462 0.140 | 18.406 12.585 —13.756 | 272.798
MGP —8.407 0.171 | 171.450 20.394 —14.491 |267.196
MNP —8.669 0.141 | 170.742 19.697 —15.883 |292.793
ROE 0.038 0.085 0.741 19.371 —3.576 72.621
ROA —0.003 0.013 0.346 122.459 —5.788 61.501
r —0.073 | —0.021 0.735 10.120 —0.096 5.786

Source: own calculation based on the data from the Notoria website service (2019) and Warsaw
Stock Exchange (2019) www.gpw.pl

A linear econometric model, in the following form, will be used for empirical
analysis:

K
rig = Po + Zﬂkfk,i,t + € (1)
=1

where r;, represents the rate of return of the i #h asset over time ¢, § are the structural
parameters of the model, ¢;, is the error term. Elements f, are the internal factors
potentially influencing the rates of return. These factors can be represented by the
financial ratios or latent factors obtained via the exploratory factor analysis (EFA).
The model will be estimated by a panel OLS method, followed by a fixed effects
model and a random effects model. Selection of the final form of the model will be
based on the statistics of the following tests: a joint significance test, applied to
different groups of means, the Breusch-Pagan test, and the Hausman test.

The next step was aimed at checking whether the level of return differs signifi-
cantly, depending on the sector analyzed. Inclusion of additional dummy variables in
the model was propounded, taking the value of one if the company belongs to a
given sector, zero in other cases. The form of the model is then as follows:

K
rir = Py + Zﬂkfk,i,l + y1SecBank + y,Seclnv 4 ysSecLeas + y,SecFin
k=1

+ ysSecCap + ygSeclnv + y;SecMor + €;; (2)

As already mentioned, the financial companies listed on the stock exchange differ
in terms of the activities they conduct. They encompass banks, financial intermedi-
aries, and others. The model’s explanatory variables are selected internal factors,
represented by financial indicators, which are common for all the financial compa-
nies analyzed. There are five such variables in total, divided into two groups. The
first comprises of margin indicators: operating profit margin (MOP), gross profit
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Table 3 Models estimated for all sectors and the test statistics

Variables Model (1) Model (2) Model (3) Model (4) | Model (5) Model (6)
Random Pooled Random Random Random Random
effects effects effects effects effects

const 0.048 —0.061** |0.027 —0.063** —0.062%*
(0.099) (0.030) (0.098) (0.029) (0.029)

MOP 0.001 0.001
(0.002) (0.002)

MGP 0.004 0.004
(0.003) (0.003)

MNP —0.005 —0.005
(0.003) (0.003)

ROE 0.014 0.014
(0,049) (0.049)

ROA 0.347%:* 0.347% 0.175%:* 0.145%

(0.138) (0.138) (0.085) (0.087)

SecBank —0.043 0.005 —0.018
(0.110) (0.048) (0.110)

Seclnv —0.152 —0.103* —0.144
0.115) (0.059) (0.114)

SecLeas —0.154 —0.106 —0.125
(0.172) (0.0.141) (0.175)

SecFin —0.183 —0.134 —0.183
(0.135) (0.090) (0.134)

SecCap —0.319%* —0.270%* —0.143
(0.145) (0.107) (0.140)

SecIns —0.158 —0.110 —-0.114
(0.154) (0.119) (0.156)

SecMor 0.048

(0.099)
Factor 1 0.032
(0.037)
Factor 2 0.105%** 0.061%**
(0.033) (0.029)

R-squared 0.037

DW 2.163

Joint sign. 0.385 0.356 0.261 0.500 0.466

Test

Breusch- 10.842 10.500 14.227 7.118 7.860

Pagan test

Hausman 5.064 0.187 0.193 3.563 1.002

test

* kR represent significance at the level of 0.1, 0.05 and 0.01 respectively
Source: own estimation
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Table 4 Models estimated for selected sectors and the test statistics

Banks Mortgage Banks Mortgage
Variables Pooled Pooled Random effects | Pooled
const —0.065 (0.041) 0.016 (0.067) —0.028 (0035) 0.026 (0.066)
MOP
MGP —0.347%%**
0.119)
MNP 0.429*** (0.158)
ROE 1.689*** (0.534) 0.414%*
(0.193)
ROA —7.618%* (3.443)
Factor 1
Factor 2 0.702%%* 0.267*
(0.266) (0.135)
Joint sign. Test 0.302 0.117 0.213 0.141
Breusch-Pagan 3.718 2.094 4.019 2.032
test
Hausman test 1.531 0.267 0.013 0,168

* ok EE represent significance at the level of 0.1, 0.05 and 0.01 respectively
Source: own estimations

margin (MGP), and net profit margin (MNP), the second — rates of return: return on
equity (ROE) and return on assets (ROA). Summary statistics of the variables
analyzed are presented in Table 2, where r is the logarithmic rate of return,
determined on the basis of the share prices of the companies analyzed.

4 Results

Based on annual data from 1998-2018, an unbalanced panel was built, covering
financial indicators of the 53 companies dealing with financial activities. In the first
step, model (1) was estimated, taking into account all the variables proposed. The
results of these estimates are presented in Table 3. As it can be seen, only one
variable, representing an internal factor — return on assets (ROA), turned out to be
statistically significant. Other factors do not statistically significantly affect the level
of return rates. After inclusion of dummy variables, it turned out that significant
differences can be seen in the sector of capital market.

Factor analysis was then carried out and one latent factor was identified,
representing a given group of indicators, i.e., factor 1 represents the combined
impact of the operating profit margin, the gross profit margin, and the net profit
margin. Factor 2 contains the combined impact of the return on assets and the return
on equity. The estimation results indicated that only the second factor turned out to
be statistically significant.
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The next step was to check whether identification of the impact individual internal
factors, out of those previously selected, have on the return rates of the shares of the
companies in individual sectors is possible. As such, the models proposed for
individual sub-samples, i.e., panels for companies from given sectors, were esti-
mated. The results of the estimates are presented in Table 4.

The Table 4 shows results of estimations carried out exclusively for the sectors for
which structural parameters of the models estimated proved to be statistically
significant. Thus, it can be seen that in the case of the banking sector, as many as
four factors statistically significantly affect the rates of return of the shares issued.
These factors are the gross profit margin, the net profit margin, return on equity, and
return on assets. The structural parameters for three factors have the same sign as for
full sample. In contrast, only the latent factor 2 showed cumulative impact. In the
case of the companies in the mortgage sector, the return on equity has impact on the
level of return. As it was mentioned, there are not many papers concerning modeling
rates of return of financial institutions. Above results are generally in line with
literature. The main statistically significant factors are return on assets and return
on equity. Statistically significant factors created using factor analysis are new to the
research and allow for the inclusion of a group of indicators using one variable.

5 Conclusions

In the literature on the subject, a lot of space has been devoted to modeling of results
and, above all, to productivity of listed companies. The authors indicate, taking into
account the markets in different countries, which internal factors influence investors’
decisions, resulting in greater interest in the shares of these companies. Such
increased interest causes an increase in the share turnover and therefore an increase
in the share prices and, consequently, an increase in the return rates. Far less research
has been devoted to financial-sector companies.

The above-described analysis of the financial companies in Poland has shown
that only few indicators are common for this type of companies, despite the fact that
they mainly operate with the clients’ capital. Based on the research, it has been
shown that an increase in the return on assets increases the rate of return on the
shares. As such, the research hypothesis presented in the introduction has been
confirmed. It also turned out that other factors clearly affect the rates of return in
the banking sector; therefore, this sector should be treated separately in research,
especially since many other financial indicators, such as, e.g., the IMF liquidity ratio,
the equity ratio, the earning assets ratio, and others, are estimated for this sector.

The above conclusions have also been confirmed by the factor analysis carried
out, which allowed construction of one common factor for the return on assets and
the return on equity.
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The next stage of the research should entail comparison of the results obtained
with the results of similar studies carried out in other countries, taking into account
the factors of the economic situation in the country.
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The Influences of Birth and the Child— )
Raising on Household Finances: An s
Analysis of Lost Income

Anna Jedrzychowska and Ewa Poprawska

Abstract In personal finance, child rearing involves a stream of costs, incurred
expenses, and lost profits. The second category includes the partial loss of earnings
due to the breaks in parents’ (mainly mothers’) career paths resulting from preg-
nancy, maternity leave, and slowdowns. This article’s purpose is to propose a
method of estimating a mother’s financial gap over the course of her whole career
as a result of raising children. The article is the next stage of the authors’ research, in
which the cases of 1-3 children and a wage growth rate consistent with data
published by the Central Statistical Office (higher at the beginning of career) are
analyzed. The considerations are universal and applicable to the realities of other
markets, but the numerical illustration is based on Poland’s reality. The results
obtained can be useful for determining compensation claims related to accidents
that result in the death of a child. This analysis also contributes to the discussion of
social programs being considered in Poland, such as an additional state pension for
women with more children.

Keywords Value of life - Cost of maternity - Personal finance management -
Insurance - Motherhood gap - Child penalty

1 Introduction

In the insurance literature, analyses of the economic consequences of the loss of a
household member include typical approaches, such as estimates based on the cost
of production. This approach is based on the classical theory of economics (Murphy
2006), which states that the value of a good is equal to the cost of its production, as
well as the willingness to pay approach and the utility theory. In our research, we use
theories related to the valuation of goods, including the value of human lives (in this
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*A.1 Previously incurred net financial expenses for a child
costs of pregnancy, food, clothes...

*A.2 Work previously done for the child
“child services”, non-financial expenditures, eg bringing a child to school,
preparing meals, doing homework, cleaning...

*A.3 Lost benefits

including related to the loss of spare time and changes in the career path

*B.1. Direct expenses related to funeral
*B.2 Costs of treatment related to trauma after losing a child

*C.1 Loss of expected work performed by a child for a household
benefits from non-financial losses, especially important in agricultural families and large
families, eg care for younger siblings

having a child in +C.2 Loss of expected old-age care
the future: maintenance obligation of children to parents

A. Previously
incurred costs:

B. Direct cost
related to the
child’s death:

C. Expected

Fig.1 The economic consequences of losing a child in the household. Source: Authors’ own study

case, a child’s value). These include Hofflander (1966), Schultz (1961), Becker
(1975), Leimberg et al. (1999), and Letablier et al. (2009), as well as the sociological
elements addressed by Zelizer (1994).

The financial consequences of the loss of health or life by household members are
important in the context of calculating the value of compensation for this loss (e.g.,
compensation by liability insurance). Previously, Jedrzychowska and Kwiecien
(2016) analyzed personal injury from the perspective of the changing claims culture
and market compensation trends. Our research concerned changes in household
finances under several circumstances: in terms of lost income (Jgdrzychowska and
Poprawska 2016) and increased needs (Jedrzychowska 2017), as well as from the
side of the protection system resulting from compulsory motor third-party liability
insurance (Ronka-Chmielowiec et al. 2015; Jedrzychowska and Poprawska 2014).
In addition, personal injuries related to accidents at work (Jedrzychowska and
Kwiecieri 2015) and medical damages (Jedrzychowska 2015) were analyzed. Cur-
rently, the authors are considering damages for those indirectly affected
(Jedrzychowska and Kwiecien 2019).

After analyzing the literature, the authors identified three groups of household
economic consequences related to a child’s death. They were divided based on the
time to which they refer. These include past costs, necessary current costs, and future
consequences, as presented in Fig. 1.

In the research, we focus on one such category of lost profits (A.3): breaks and
slowdowns in the mother’s career as a result of childbirth and child rearing. This
financial gap arises as a difference between the expected career path of a childless
person (as a benchmark) and that of a person with children. Based on the selected
scenarios, it will be shown what are differences in the aggregate value of the
mother’s income result from having one, two, or three children. The article also
shows that the cost of the next child is not equal to the cost of the earlier child. In
addition, the moment of the appearance of subsequent children (in terms of age
differences between the children and the time since the mother started working)
affects the mother’s total lost income. This problem assumes a different scale
depending on the country’s economic situation, social policy, and social security,
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as well as cultural differences resulting from tradition, mentality, and the dominant
family model. However, the problem is international and is described in such terms.

The paper is divided into the following parts: in point 2. Changes to career
development, discussed are: main reasons for changes to one’s career path caused
by having children, than in Sect. 2.1 methodology is shortly described, in Sect. 2.2
numerical examples are described, then point 3 contains conclusions.

2 Changes to Career Development

We accounted for the mother’s situation, as mothers have more breaks in their career
path, which last for longer than they do for fathers. The changes in the career path
can be caused by many reasons. Three main important reasons have been chosen for
further analysis (Table 1).

The mentioned reasons cause interruptions in professional work and in the later
period of slower wage growth.

Table 1 Main reasons for changes to one’s career path—mothers’ case

Reason Explanation

Period of pregnancy The main reasons for a break during pregnancy include recom-
mendations for increased rest, medical complications, and one
performing work with increased risks, e.g., heavy physical work
or work in medical professions involving contact with infectious
diseases. In many countries, the sickness benefit during preg-
nancy is equal to 100% of one’s salary (e.g., in Poland), so one’s
salary has a constant nominal value.

Maternity and parental leave | Parents can take this leave together, depending on the law. In
Poland, this time is 20 weeks for the mother (fully paid maternity
leave) and an additional 32 weeks that parents can divide among
themselves (60% of one’s salary). We consider the example of
the mother, so we assume that she uses the whole 52 weeks. The
mother’s wages are “frozen” and then even reduced during this

period.
Periods of slowdown after When the mother returns to work, because of the frequent ill-
returning to work nesses of children during their first few years of life women take

leave from work to care for sick children. For this reason,
employers perceive mothers of young children, in particular, as
being worse employees than childless people and men (medical
allowances for childcare are mainly used by women). Thus,
women often cannot show results at work to justify be promoted,
as is the case for childless people or men.

Source: Own study
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2.1 Methodology

The considerations made in the article were based on selected case studies, reflecting
typical scenarios of career development interrupted by the period of childcare. In
these scenarios, statistical data from the CSO, OECD, and Eurostat reports were
used. In the study, the option for a woman to have no children was adopted as the
basic version (benchmark). Next, three variants were referred to this option, which
indicate different intensity of changes as a result of childbirth, upbringing, and the
number of children in the household.

* Variant “0”—childless person—Wage growth throughout the entire period of
work is equal to the statistical value according the work experience;

e Variant “1”—optimistic—There is a break in work for 2 years (the salary level
is held constant in nominal value); then, the salary grows according to the
statistical value of the wage growth according to work experience;

* Variant ‘“2”—pessimistic—After a 2-year break in work (constant level of
salary), the salary grows according to a reduced wage growth rate because the
mother “missed” the moments of the best professional development; and.

e Variant “3”—middle—After a 2-year break in work (constant level of salary),
salary grows according to a reduced wage growth rate for the next 4 years (she
still cannot get fully involved in the work because of frequent medical exemptions
for her child) and then returns to the statistical value of the wage growth
according to her work experience.

In the analysis, for all four options, we compare the total sum of real salary earned
over the entire career (until retirement age). Therefore, PVA.,» describes the present
value (at moment O—the beginning of the career) of the total earnings, if the first
wage amount is equal to 1.

Cena—Cistart
PVA -, = Ex

: ()

where:

C...—age at the end of her professional career (retirement age).
Cy.r—age at beginning of her professional career.

i—yearly inflation,

E,—sum of wages (earnings) at year k (paid at the end of a year), E; = 1

Erq =Ek(1-‘ri-13-‘rek-13/s) (2)
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Ip =

0 in case of a break in career
Ip/s

1 in other cases
0 in case of a break in career

s in case of a slowdown in career

1 in other cases

and e, is additional increases in wages connected to work experience at year
k. Finally, the formula Total motherhood wage gap,,» = (PVA.,» — PVA.y) - first
wage describes the value of the mother’s financial gap.

2.2 Numerical Examples

In the authors’ opinion, four factors had strong influences on the results: salary at the
beginning of work and the mother’s age when starting work, getting pregnant, and
retiring. In order to indicate the significance of these factors, assumptions for
numerical examples have been adopted:

e the level of salary at the beginning of work—the net average wage in the
economy;

* the age when beginning her career—two cases are taken into consideration: a
woman who is 20 years old and a woman who is 25 years old (after the studies);

» age of pregnancy: 1, 5, and 10 years after beginning work; and,

* retirement age: 65 years old (which is currently at 60 years in Poland, but this will
soon change).

To illustrate the problem, three options for the appearance of the first child were
selected: 1, 5, or 10 years after starting work. For the second and third children, only
variants were considered, i.e., subsequent children appear 2 (an age difference of
2-3 years between children proved to be the most “expensive” for the mother) or
5 years after the previous one. The wage growth rate (above inflation) depended on
the length of the work experience and was calculated on the basis of the Polish
Central Statistical Office (GUS), as published in Structure of wages and salaries by
occupations in October 2016. For simplicity, it was assumed that the mother’s age is
counted at the beginning of the year and her salary is paid at the end of the year (once
a year). The data concerning dependence between salary and the length of the work
experience were used in the calculations (Fig. 2).

In addition, the following economic assumptions were adopted in the
calculations:

* inflation and the discount rate are equal to 2.5%, in accordance with the inflation
target set by the National Bank of Poland;
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work experience in
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Fig. 2 The dependence of wages on the length of work experience—women 2016. Source: authors
own work based on data published in Report Central Statistical Office (2016)

* the EUR-to-PLN exchange rate is | EUR = 4.30 PLN (the average exchange rate
for the National Bank of Poland from 16 December 2019 was 1 EUR = 4.2659
PLN); and,

* monthly net earnings at the beginning of the career are equal to the average net
salary in Poland (in the first quarter of 2019): 3390 PLN (788 EUR).

We made assumptions regarding the reduced rate of pay growth in options 2 and
3. They were accepted by experts at a 10% level. This value was adopted to represent
the employee’s salary being reduced by 20% while on sick leave. It was considered
that the mother does not spend the whole year on sick leave and that her salary and
commitment to work (which gives, for example, wage bonuses) fall by 10% (half of
the value of the reduction).

Tables 2 and 3 show the scale of the problem related to the break in work and
child care at different moments in the mother’s life.

When comparing the same patterns of the appearance of children in the house-
hold, all of these scenarios cause a greater gap for a woman who starts work at the
age of 20 (Table 2) than at 25 years of age (Table 3). The presented values show the
numerical scale of the problem related to the break in work and childcare at different
moments in the mother’s life. When comparing the same timing of the appearance of
children in the household, all of the scenarios cause a greater gap for a woman who
starts work earlier, at 20 years (Table 2).

The mother also has a greater loss in earnings with more children, but it is not a
multiple of the loss from having the first child (subsequent children are “cheaper”).
The largest financial loss occurs when children appear in the family at close
intervals. This applies especially to the first two children.

The biggest gap occurs for a young mother who will have three children in short
intervals (e.g., the 20 + 1 + 2 + 2 case). This gap in variant 2 will be approximately
EUR 114,000, which is 145 monthly salaries. For comparison, in the 25 + 1 +2 + 2
case, variant 2, the gap is approx. EUR 103,000. By far the smallest gap was for one
child. However, an additional child does not always significantly increase the
mother’s gap. The timing of their birth is very important. For example, a mother
of three children born late within large time intervals (20 + 10 + 5 + 5) has a lower
gap than the mother of two children born early, within short intervals (20 + 1 + 2).
The above conclusions can also be observed by analyzing the trajectories of real
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20+1 20+1+2 20+1+2+2

“The most expensive” case

“The cheapest case”

Fig. 3 Wage trajectories—real values for 1 EUR of the first wage of 20-year-old women. Source:
own calculations

values for earnings among mothers who have the same number of children but
whose children appear at different times (Fig. 3).

However, changes in the mother’s career path cannot be analyzed in isolation
from the overall analysis of the household’s financial decisions. As already men-
tioned, a child or children most often appear during the implementation of an
important financial goal for the family, i.e., the purchase of real estate. It is also
necessary to complete the conclusions from the numerical examples and relate them
to the fact that the biggest losses in a family’s career path are borne by the mother, if
the children appear at short intervals, i.e., 20 + 1 + 2 + 2 or 25 + 1 + 2 + 2. In such
situations, however, other areas of household finances show a positive impact;
namely, some childcare-related equipment from previous children can be used for
subsequent children (car seats, clothes, toys). This is a partial relief for the household
budget. In addition, a mother on parental leave with a second child does not have to
send the first child to the nursery. Similarly, while on parental leave for the third
child, she can take care of the other two children.

The results obtained in the paper should be compared with the results of other
studies. However, it is not always possible to compile them because research
generally focuses on comparisons between woman and man, rarely woman-mother
vs childless woman. The cases analyzed in the paper indicate that the cost of one
child in pension capital was 4%—8%. For comparison, in Waldfogel (1998), one
child reduces a woman’s wages by 6% and two by 15%. Motherhood pay gap is not
the only consequence of a career break. Another is the emerging gap in the amount of
pensions, which is a consequence of both shorter seniority and lower cumulated
retirement capital. In the case of defined contribution pension systems (e.g., the
Polish system), the total wage gap results in a similar size of the pension gap. Thus,
the financial consequences of a career break continue for almost the rest of the



214 A. Jedrzychowska and E. Poprawska

mother’s life. According to research of OECD countries ( 2019), the pension gap
connected to motherhood is around 4%, but big differences among countries are also
observed. In this study, the motherhood pension gap in Poland was assessed at the
level of 10%, for low and average earners with a 5-year childcare break vs workers
without interruptions in career (the slowdown in career was not analyzed in this
study).

3 Conclusions

The presented valuation model can be used to determine the amount of compensa-
tion for people who are indirectly affected by defender of car accident—in this case,
for a mother. This may be used in civil liability insurance (medical malpractice,
MTPL). Loss of a child also affects the results. The presented method of calculating
the income gap is based on a number of simplifications. In addition, selected case
studies are analyzed, which can be expanded to further considerations, including
elements not analyzed here:

» if the mother receives lower earnings, then her pension contributions will be
lower, so she will receive a lower pension from the social system in the future;

 the salaries in the article were based only on work experience, so it is worth
considering the differences in salaries at the beginning of the job for a person
without higher education versus one with higher education (only at the moment of
entering the labor market); and,

 the differences in the rate of increase in wages, depending on profession and
education.

It is also possible to introduce a different calculation model, such as an actuarial
annuity. In this model, the probabilities of death for a mother at different moments of
time are included.
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Debt Financing and Financial Performance: M)
Empirical Evidence of Indian SMEs Listed e
in BSE-SME Platform

K. Rajamani

Abstract The main emphasis of this research is to empirically study the impact of
debt financing on the firm performance of SMEs in India. Panel data analysis is
applied to study the association among debt and SMEs firm performance using three
financial measures: return on assets (ROA), return on equity (ROE), and gross profit
margin (GPM). The sample includes 164 non-financial Indian small and medium
enterprises listed in the Bombay stock exchange—Small and medium enterprises
(BSE-SME) platform from 2014 to 2018. The results of the study demonstrate that
capital structure, especially short-term and long-term debt, has an adverse effect on
the efficiency of small and medium enterprises. The study reveals that decisions on
capital structures have little impact on SMEs’ financial results. The analysis also
proves that the pecking order theory relates to small- and medium-sized enterprises
in India. This is the primary research that explores the connection between debt
financing and the financial results of Indian SMEs listed on the BSE-SME platform.

Keywords Capital structure - Debt financing - Financial performance - India - SMEs

1 Introduction

The economic development of both established and emerging markets such as India
is driven by small and medium enterprises (SMEs) (Jutla et al. 2002). They are
primarily responsible for poverty alleviation, employment generation, income gen-
eration, and wealth creation (Cook and Nixon 2000). According to MSME annual
report 2017-2018, there are around 63.4 million units, which account for about 45%
of the total manufacturing output, 40% of the exports from the country, and employs
around 120 million persons. SMEs contribute 6.11% of the manufacturing GDP and
24.63% of the service sector GDP and also 33.4% of manufacturing output in India.
SMEs are providing support to the larger industries as ancillary units and contribute
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tremendously to the socio-economic growth of the country. SMEs have drawn the
attention of researchers, academicians, and policymakers into this area to create
transformational opportunities, particularly in emerging economies.

Debt financing policy is one of the fields of the financial economy, which is
highly concerned by academicians and practitioners. While there were several prior
research work on the capital structure of bigger corporations and listed enterprises,
the academicians recently began paying attention to SMEs (Hall et al. 2000). Capital
structure is described as a particular combination of debt and equity a business uses
to fund its activities (Abor 2005). Theories of capital structure such as the trade-off
theory and pecking order theory were developed with the emphasis on large listed
firms. However, hypothetical ramifications of capital structure can likewise be
applied to SMEs, where determinants differently affect SMEs contrasted with
huge organizations. (Daskalakis and Thanou 2010). Though the capital structure
issues have been broadly studied, the importance of SMEs was mostly negligent in
the literature (Hamilton and Fox 1998; Michaelas et al. 1999). It is vital for SMEs to
find out the appropriate capital structure in order to leverage their firm. Finally, the
availability of external financing and SME growth are closely related.

So far, the funding for SMEs mainly comes from its own funds and Banks. Indian
SMEs will now have an opportunity to raise their funds from the public on the share
market through the SME Stock Exchange platform (BSE & NSE) (Prime Ministers
Task Force 2010). BSE-SME and NSE-EMERGE were established in the year 2012
with the following features (1) liquidity by market-making concept, (2) 100%
underwriting of issue, (3) simple and low-cost listing procedure, and (4) facility to
graduate from SME board to mainboard. In addition to the above, cost, the require-
ment of track record, corporate governance norms, time frame for listing, and
reporting requirements are quite relaxed for an SME, making a listing on an SME
platform comparatively easier. Listing in the SME stock exchange platform will
provide SMEs with equity financing opportunities to grow their business, which
unlisted SMEs do not have. This research paper addresses the absence of study into
the determinants of capital structure for listed small and medium enterprises in India
and underlines the need for a detailed review. The present research also aims to
broaden the theory of capital structure by explaining the financial decision of the
listed small and medium enterprises in India.

The key objective of this research is to analyze the impact of the debt financing
policy and firm performance of SMEs listed on the BSE-SME platform in the period
2014-2018 utilizing three financial measures: return on assets (ROA), return on
equity (ROE), and gross profit margin (GPM). This study employed the panel
regression model. The study reveals that debt financing has a substantial adverse
impact on SMEs’ financial results. The analysis also proves that the pecking order
theory relates to small and medium enterprises in India. It is anticipated that the
findings of this study would have significant policy implications for Indian small and
medium enterprises. The remainder of the paper is as follows. Section 2 presents a
summary review of related literature. Section 3 refers to the data and methodology.
Section 4 presents the empirical findings, while Sect. 5 concludes the paper with
policy implications.
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2 Literature Review

2.1 Theoretical Framework on Capital Structure

Modigliani and Miller (1958) put forward the capital structure irrelevance theory.
The firm’s valuation is built on the capital structure in keeping with this principle.
The rational interpretation of fact relaxed the argument, taking into consideration the
value of corporate taxes (Modigliani and Miller 1963), personal taxes (Miller 1977),
agency cost (Jensen and Meckling 1976; Myers 1977), and asymmetric information
(Myers 1977, 1984; Myers and Majluf 1984). Theories of capital structure include
trade-off theory, pecking order theory, agency cost theory, and the market timing
theory. Kraus and Litzenberger (1973) presented the trade-off theory, and it implies
the balance between the deadweight cost of bankruptcy and tax-saving benefits of
debt and often includes the agency cost. The pecking order theory popularized by
Myers and Majluf (1984) argues that firms assign preference to their funding source
(from internal finance to equity) based on the relative cost of financing. Asymmetric
information between firms and investors favors the issue of debt over equity. The
theory proposed by Jensen and Meckling (1976) is called an agency cost theory. This
cost incurred from the dispute between equity and debt holders. Baker and Wurgler
(2002) proposed a theory called market timing theory, which claims that market
timing is the first-order determinant of the firm’s capital structure to use debt or
equity. This theory is in contrast with the pecking order theory and trade-off theory.

2.2 Capital Structure and SMEs

Based on the above theoretical implications, several empirical works were
performed on the capital structure determinants. It is also clear that maximum
research work on the capital structure was conducted in developed countries
(Michaelas et al. 1999; Hall et al. 2004; Lépez-Gracia and Sogorb-Mira 2008;
Mac an Bhaird and Lucey 2010). Previous research studies of the capital structure
primarily concentrated on larger companies (Harris and Raviv 1991; Krishnan and
Moyer 1997; Majumdar and Chhibber 1999; Bevan and Danbolt 2002; Abor 2005;
Bancel and Mittoo 2011). SMEs’ decisions on capital structure vary from those of
big corporations on account of considerations such as size, age, asset structure,
profitability, and growth (Marsh 1982; Bradley et al. 1984; Kester 1986; Titman and
Wessels 1988; Kiogora 2000). SMEs may fund financial operations through either
debt or equity. SMEs are preferring internal equity over external leverage (Myers
and Majluf 1984; Berger and Udell 1998; Myers 2001; Lemmon and Zender 2010)
in the light of the ramifications of pecking order theory. Recently, the growth of the
SME exchange portal in BSE and NSE in India, which connects small businesses to
equity investors, has thus been spurred by the rise in demand for SME’s external
equities.
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Cassar and Holmes (2003) investigated the capital structure determinants and
usage of finance for SMEs and indicates that asset structure, efficiency, and devel-
opment are important factors affecting the capital structure. In Abor (2008), the
association among firm characteristics and capital structure issues of Ghana small
and medium enterprises was analyzed. The regression analysis was applied to
measure capital structure determinants. The research reported that the parameters
like enterprise age, scale, asset structure, productivity, and development influence
Ghanaian SME’s capital structure. Abor (2007) has examined the impact of capital
structure on small and medium enterprises efficiency in Ghana and South Africa and,
in doing so, suggests the performance of the SMEs are negatively influenced by long
and total debt ratios. Data for 200 Zimbabwean SMEs were analyzed in 2006 by
Obert and Olawale (2010) to point to an adverse and substantial link among debt and
firm results. Short-term debt was also recognized as a significant source of funding
for Ghanaian small and medium enterprises. Forte et al. (2013) supported the
pecking order hypothesis by proposing that small and medium enterprises prefer to
fund expansion by debt only after their internal capital has been exhausted and
identified that profitability and age are linked negatively to leverage and size; asset
growth is positively associated with leverage. Rao et al. (2019) put forward about the
relevance of the pecking order hypothesis to SMEs in India. The favorable interac-
tion between equity return and debt clarifies that the expense of debt funding is
relatively lower and thus improves a firm’s ROE. The adverse relationship among
the debt levels and efficiency, according to the principle of the pecking order,
indicates that SMEs would tend to fund their projects internally rather than exter-
nally. Because the external borrowing costs are at higher risk (Balios et al. 2016;
Proenca et al. 2014; Czerwonka and Jaworski 2019). Gal (2013) analyzed that the
more labor-intensive enterprises finance themselves with a lower rate of durable
external resources and are not able to access trade credit in Hungarian small and
medium enterprises. These SMEs are also categorized by a lower equity ratio.
Kumar (2014) examined the financing pattern as well as the composition of the
capital structure of SMEs for a period from 2010-2013 and concludes that almost
two-third of total funds allocated to long-term funds compared to short-term funds in
the SMEs selected for the study. He further finds that the SMEs have used more
equity funds compared to borrowed funds from various sources.

The study of academic literature reveals that a lot of research work has been
conducted in the capital structure. Empirical work has produced contrasting and
conflicting results in developing and developed countries on the association between
capital structure and firm effectiveness. The present study broadens the literature on
the capital structure by empirically analyzing the relationships between debt financ-
ing and financial performance in Indian SMEs listed on BSE-SME exchanges.
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3 Data and Empirical Model

3.1 Sample and Data

The study sample includes 164 non-financial Indian SMEs listed on the BSE-SME
platform. The financial results were collected from the SME’s financial reports for
the five years, 2014-2018. As standard practice, financial firms were excluded from
the sample because of their specific nature of financial statements. In order to avoid
missed data issues, firms that do not have five years of financial results were also
omitted from the study.

3.2 Variables Measurement
3.2.1 Dependent Variables

The financial measures such as return on assets (ROA), return on equity (ROE),
gross profit margin (GPM) (Abor 2005; El-Sayed Ebaid 2