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Abstract. Optical Character Recognition (OCR) for scanned paper
invoices is very challenging due to the variability of 19 invoice lay-
outs, different information fields, large data tables, and low scanning
quality. In this case, table structure recognition is a critical task in
which all rows, columns, and cells must be accurately positioned and
extracted. Existing methods such as DeepDeSRT, TableNet only dealt
with high-quality born-digital images (e.g., PDF) with low noise and
apparent table structure. This paper proposes an efficient method called
CluSTi (Clustering method for recognition of the Structure of Tables
in invoice scanned Images). The contributions of CluSTi are three-fold.
Firstly, it removes heavy noises in the table images using a clustering
algorithm. Secondly, it extracts all text boxes using state-of-the-art text
recognition. Thirdly, based on the horizontal and vertical clustering algo-
rithm with optimized parameters, CluSTi groups the text boxes into
their correct rows and columns, respectively. The method was evalu-
ated on three datasets: i) 397 public scanned images; ii) 193 PDF doc-
ument images from ICDAR 2013 competition dataset; and iii) 281 PDF
document images from ICDAR 2019’s numeric tables. The evaluation
results showed that CluSTi achieved an F1-score of 87.5%, 98.5%, and
94.5%, respectively. Our method also outperformed DeepDeSRT with an
F1-score of 91.44% on only 34 images from the ICDAR 2013 competition
dataset. To the best of our knowledge, CluSTi is the first method to
tackle the table structure recognition problem on scanned images.

Keywords: Table structure recognition · Object recognition ·
Clustering method

1 Introduction

Our paper aimed to recognize the table’s structure from scanned images of
invoices. Data tables are the main content of the documents, especially invoices.
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Direct application of OCR techniques to the whole data table has been impossi-
ble since the recognized texts do not follow precisely the original table structure,
which led to the recognition results on large images for most OCR techniques
were not highly accurate, especially for tables with many data items [11]. There-
fore, the table structure in scanned images has to be recognized so that each table
cell can be correctly located and individually processed using OCR techniques.
However, this has never been a trivial task because of the different shapes, sizes,
and colors of the cell separators. In addition, canned invoice images are typically
noisy, which can make these separations become blurred or even lost. Besides,
cells must be aligned to rows and columns, this alignment nevertheless can eas-
ily be biased in specific images due to the noise. Most existing table structure
recognition methods dealt with relatively clean table images, such as PDF doc-
ument images [3,10,15–17,22], the recognition results however were not highly
accurate due to the table complexity. Hence, those methods would not efficient
to apply to noisy scanned invoice images.

In this paper, we proposed CluSTi, an efficient approach for table structure
recognition in scanned invoice images, which is mainly based on clustering algo-
rithms. CluSTi considers an invoice table as a set of text boxes, which are sorted
by certain vertical and horizontal orders. CluSTi firstly uses Character Region
Awareness for Text Detection (CRAFT), a semantic segmentation method, for
text boxes detection in an image [2]. Given the coordinates of the text boxes,
CluSTi then recognizes the correct cell row and column using Density-Based Spa-
tial Clustering of Applications with Noise (DBSCAN) clustering algorithm [5].
Our method was evaluated with 397 public scanned table images, 193 document
images from ICDAR 2013 competition, and 281 document images from ICDAR
2019 competition. The achieved F1-score were 87.5%, 98.5%, and 94.5%, respec-
tively, which outperformed the accuracy of existing methods.

The rest of the paper is organized as follows. Section 2 presents in detail about
our CluSTi method. In Sect. 3, we evaluated the results of our method using three
public datasets. Finally, Sect. 4 concludes on our work and the perspectives for
the future.

2 Methods

Existing table structure recognition methods can be divided into two groups:
top-down and bottom-up methods. Herein, we proposed an efficient bottom-up
approach for table structure recognition named CluSTi.

Fig. 1. Block diagram of CluSTi recognition process.
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Basically, we applied and optimized a clustering technique at every steps of
our recognition process. As shown in Fig. 1, CluSTi includes the following steps:
i) Firstly, in the Noise Removal, we applied the DBSCAN clustering technique
to clean the table images; ii) In the Text Detection, textual table elements are
extracted from the images based on an object recognition deep learning model;
iii) In the Row Detection, textual elements are horizontally regrouped using the
above clustering technique of which the parameters was optimized; iv) Similarly,
in the Column Detection, textual elements are vertically clustered with optimized
parameters; v) Finally, in the Cell Reconstruction, the whole table structure are
reconstructed cell by cell. The whole CluSTi process is demonstrated in Fig. 2.
After Row detection step, all of the text boxes in the same rows are marked
with the number on the top of the boxes, denoting the sequence number (i.e.,
0, 1, 2, etc.) of their correct rows. Next, after Column detection step, all of the
text boxes are labelled with the number on the top of the boxes, denoting the
correct sequence number of their corresponding columns. The empty cells are
also filled with blank text boxes. Then, after Cell reconstruction step, all of text
boxes with the same sequence number of row and column are merged together
to form the entire cells.

Fig. 2. Overall description of CluSTi recognition process. (a) Row detection. (b) Col-
umn detection. (c) Cell reconstruction.
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2.1 Noise Removal

In scanned images, noise is defined as the image’s elements which can bias the
text recognition [6]. From our available scanned images, we observed that the
characters are the clusters containing a high number of neighboring pixels. In
contrast, noise is the disjointed clusters of several pixels. Therefore, to remove
noise from a scanned image, we relied on DBSCAN, which can segment the low
and high density clusters. DBSCAN, which was introduced by Ester et al. (1996),
groups the data points and their closest neighbors into clusters, and marks the
lonely points into low-density region as the outliers [5]. The input parameters of
DBSCAN include ε and min samples. ε (eps) corresponds to the upper limit of
the distance between two neighbors in a cluster, and min samples corresponds
the minimum number of points in a cluster. DBSCAN starts by choosing a
random point, then it checks a nearest point (i.e., neighbor) in a circle of radius
ε. The neighbors found are added into the group and the process continues
with these new members of the group. If there is no more neighbors are found,
and the number of group’s members is greater or equal to the min samples,
then the group becomes a cluster. Otherwise, the group’s points are marked
as the outliers. DBSCAN is therefore suitable for clustering the texts since the
characters are written one after the other. Moreover, this method can also be
used to remove noise (or outliers) in the text images [5,24].

After applying DBSCAN with ε equals to 1 (i.e., pixel) and min samples
equals to the number of pixels of the smallest character in that specific language
(e.g., Japanese), most of the noise is marked as the outliers and removed, as
presented in Fig. 3.

Fig. 3. An example image after applying DBSCAN for noise removal.
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2.2 Text Detection

Recently, many deep learning scene text detectors have been proposed, and devel-
oped their applications in various fields [2,4,7–9,13,25]. Efficient methods have
usually been inherited from object detection and semantic segmentation mod-
els such as Faster Region-based Convolutional Neural Network (Faster R-CNN)
[18], Single Shot Multibox Detector (SSD) [12] and FCN [14].

CRAFT has been the best among current text detection methods thanks to
its convolutional neural networks yielding the region score and affinity score [2].
Specifically, CRAFT detects character regions and links them to a text instance.
This method is thus efficient for detecting any character including tiny, extremely
long, curved, rotated and arbitrarily shaped characters. By applying CRAFT on
the noiseless table images, we aimed to detect the texts as much as possible.
Hence, CRAFT is configured to detect only character regions without linkage
between them. We also fine-tuned the CRAFT’s magnifier and bounding box
parameters so that the small characters can be recognized, and there is limited
white space in the character bounding regions.

2.3 Row Detection

In the previous step, we bounded every textual elements in the image with
distinct rectangle boxes. Based on the coordinates of these character bounding
regions, we then grouped them into their corresponding rows, and determined
the number of rows in the table images using the following horizontal clustering
algorithm.

Horizontal Clustering. The horizontal clustering technique is described in
Algorithm 1. Firstly, the coordinates of the centroids (i.e., (xc, yc)) of every
detected text boxes are calculated. Then, they are normalized according to
the x -axis. Finally, the normalized centroids (i.e., (xn, yn)) are clustered using
DBSCAN with optimized parameters. The output of the horizontal clustering is
the correct number of rows, as well as the text boxes belonging to each row of
the table images.

Fine-Tuning Horizontal Clustering. Given the min samples parameter, the
accuracy of horizontal clustering heavily depends on its ε parameter, which is the
maximum distance between two neighboring centroids processed by the Algo-
rithm 1. We assumed that the height (i.e., H) of table rows are equivalent. Thus,
the ε parameter can be approximated to any value around the median height of
the character bounding boxes, which is calculated as in the Algorithm 2.

However, there are cases where rows may include multiple lines. We therefore
proposed a probing algorithm to find an appropriate ε parameter around the
median height, which is calculated in Algorithm 2. We represented fr(ε) as
the function of the number of rows, r, found by the horizontal clustering where
ε parameter ranging from (0.1 ∗ median height) to (1 ∗ median height). fr(ε) is
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Algorithm 1. Horizontal Clustering Algorithm
Data: N ← the total number of character bounding boxes
{(xi

min, yi
min), (xi

max, yi
max)} ← the coordinates of the upper-left and the lower-right

corners of the ith, ∀i ∈ [1; N ] character bounding boxes
min samples ← the number of pixels of the smallest character in a specific language
ε ← to be fine-tuned
Result: Number of rows
i ← 1
while i ≤ N do

xi
c = (xi

min + xi
max)/2

yi
c = (yi

min + yi
max)/2

xi
n = 0

yi
n = yi

c

i ← i + 1
end

num clusters = DBSCAN((xi
n, yi

n), ε, min samples)

Algorithm 2. Median Height Calculation Algorithm
Data: N ← the total number of character bounding boxes
(yi

min, yi
max) ← the upper-left and lower-right y-coordinate of the ith, ∀i ∈ [1; N ]

bounding box
Results: ε as the median height
Hi = |yi

max − yi
min|;

Sort(Hi, ∀i ∈ [1; N ]);

ε =

⎧
⎪⎨

⎪⎩

H(N
2 ) if N is odd

(
H(N

2 ) + H(N
2 +1)

)
/2 if N is even

(1)

then calculated as in the Algorithm 3. Next, the density distribution of fr(ε)
for each table image was plotted. Then, we applied a peak detection algorithm
[21] on the density distribution to find the best ε parameter for the horizontal
clustering.

2.4 Column Detection

In the column detection process, we based on the following vertical clustering
algorithm to calculate the number of columns, as well as to group the detected
text boxes into their corresponding columns.

Vertical Clustering. Algorithm 4 describes our vertical clustering algorithm.
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Algorithm 3. Probing Algorithm for Horizontal Clustering
Data: median height from Algorithm 2
Result: fr(ε)
ε ← median height
k ← 1
while k ≥ 0.1 do

ε = k ∗ ε
num clusters = HorizontalClustering(min samples, ε) k ← k − 0.01

end

Algorithm 4. Vertical Clustering Algorithm
Data: N ← the total number of character bounding boxes
{(xi

min, yi
min), (xi

max, yi
max)} ← the coordinates of the upper-left and the lower-right

corners of the ith, ∀i ∈ [1; N ] character bounding boxes
min samples ← the number of rows found in the previous step
ε ← to be fine-tuned
Result:Number of columns i ← 1
while i ≤ N do

xi
c = (xi

min + xi
max)/2

yi
c = (yi

min + yi
max)/2

xi
n = xi

c

yi
n = 0

i ← i + 1
end

num clusters = DBSCAN((xi
n, yi

n), ε, min samples)

Fine-Tuning Vertical Clustering. Since the min samples parameter is
fixed to the number of rows found from the previous step, we tried to find the
best ε parameter for our vertical clustering algorithm. We noticed that the width
of columns in the table images are not equivalent as in the case of row’s height.
We therefore proposed another technique to probe for the converged value of ε
parameter. We represented fc(ε) as the function of the number of clusters, c,
found by the above vertical clustering with regard to ε. fc(ε) is then calculated
as in the Algorithm 5. The curvature of a continuous fc(ε) can be defined as
follows [20]:

Kfc(ε) =
f ′′
c (ε)

(1 + f ′
c(ε)2)

3
2

(2)

Furthermore, there exist a critical point in this curve called knee, where the
curvature is a local maximum [20]. We observed that this point gives the best
accuracy for column detection in scanned images. An example of knee point is
shown in Fig. 4, where the point (40,10) is the knee point of the curve.

In this case, since fc(ε) is a discrete function, the knee point can be detected
using Kneedle algorithm [20]. Kneedle alculates the distance from all discrete
points to the straight segment formed by the first and the last point of the
curve. Local maxima (or knees) are considered as the points of the curve which
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Algorithm 5. Probing Algorithm for Vertical Clustering
Data: εmin, εmax

Result: fc(ε)
ε ← εmin

while ε ≤ εmax do
num clusters = VerticalClustering(min samples, ε) ε ← ε + 1

end

Fig. 4. The curve representing the dependence of the number of columns on ε parameter
for DBSCAN and its corresponding knee point.

are the most distant to this straight segment. Knees can be detected faster or
slower depending on a predefined sensitivity parameter S [20]. This is a measure
of how the required number of knee points, for the best result, is was set to 10.

Column Detection in Low Resolution Table Image. Knee detection is
applicable in most cases to determine the best ε parameter for the vertical
clustering. However, in low resolution table images where the distance between
columns in terms of pixel count is relatively small, this algorithm is not efficient.
Supposing that there exist vertical lines separating table columns in such table
image, we proposed another technique to recognize these lines, and then the
columns can be detected.

Particularly, after row detection, we extracted text boxes for every rows,
then after applying a binary filter, we determined the pixel count of each row
as the summation of pixel counts of its text boxes. We then chose the row with
the lowest pixel count since it is the least noisy. The morphological closing and
Gaussian blur filtering [23] are then applied to this row so that the vertical lines
are exposed. Next, the pixels in the resulting row are vertically clustered with
ε set to one pixel. Finally, the vertical lines separate the columns correspond to
the clusters with the smallest width, and with the same height to the table row.
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2.5 Cell Reconstruction

Cells can be reconstructed by determining their actual width, height and coor-
dinates. Specifically, after row detection, the height of a row and the y-axis
coordinate of the row’s center are approximated as the median height and the
median y-axis coordinate of all the text boxes and their centroids, respectively.
Similarly, after column detection, the width of the columns and their center’s
x -axis coordinate are also computed.

However, in the table images, there may be empty cells which can not be
detected by the text recognition technique. Therefore, we rebuilt an anchor row
which are fully filled. The anchor row is built by normalizing coordinates of
all detected text boxes so that the y-axis coordinate of their centroids is the
same (say zero), and then merging together to the normalized text boxes of the
same column. In the merging process, the width of the cells is updated as the
difference between the maximal and minimal x -axis coordinate of the text boxes
in the same column. The empty cells of all rows are then filled by moving the
anchor row along the y-axis to every rows in the table image. The final result of
text boxes detection can be seen as in Fig. 5.

3 Evaluation Results

In this section, we evaluated the accuracy of table structure recognition using
our proposed CluSTi method on three different datasets. We also compared the
performance of CluSTi to DeepDeSRT [22], which is known as the best recent
method for table structure recognition on the ICDAR 2013 and ICDAR 2019
competition’s datasets.

3.1 Performance Evaluation of CluSTi

CluSTi is firstly evaluated on 397 table images, which were selected from a
public dataset of 403 scanned images [1]. Six images were removed because of
their lack of table. An example of table scanned image is presented in Fig. 5.
The table is composed of 6 columns and 37 rows. However, the first two columns
are typically sparse while the other columns are fully filled. Moreover, since the
column’s names consist of multiple lines in this table, the height of the first
row is greater than the remaining rows. In this case, the table structure can not
be recognized using DeepDeSRT due to the fact that there exist many empty
cells. In contrast, CluSTi can detect the structure with an accuracy of 100%.
Corresponding table cells are represented by color rectangle bounding boxes in
Fig. 5.

CluSTi’s performance on the 397 scanned table dataset is shown in Table 1.
The overall F1-score [19], which is the harmonic mean of precision and recall of
CluSTi on this dataset, is 87.5%. The accuracy of the row detection (i.e., 92.9%)
is higher compared to the column detection (i.e., 82.0%) since the height of rows
is mostly uniform while the width of columns is different.
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Fig. 5. Cell reconstruction result. (Color figure online)

CluSTi is also evaluated on the ICDAR 2013 competition’s dataset, which
contains 193 document images. Note that these are PDF born-digital images,
noiseless, and not scanned documents. Unsurprisingly, the overall F1-score of
CluSTi achieved on ICDAR 2013 dataset is significantly higher compared to
the scanned images dataset (i.e., 98.5% and 87.5%, respectively; Table 1). In
fact, these document images have considerably high resolution, and the column’s
width is relatively equivalent. Thus, the CluSTi’s F1-score corresponding to
column detection in this case is 96.9%, which is much higher than 82.0% on
scanned images. Similary, on the 281 ICDAR 2019 document images, CluSTi
also achieved a very high F1-score accuracy of 94.5%.
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Table 1. Detection accuracy (%) of CluSTi on 397 scanned images, ICDAR 2013 and
ICDAR 2019 document images.

Dataset Accuracy Row Column Overall

397 Scanned Images Precision 93.2% 83.2% 88.3%

Recall 92.8% 82.4% 87.6%

F1-score 92.9% 82.0% 87.5%

ICDAR 2013 Precision 99.9% 97.0% 98.5%

Recall 99.9% 97.2% 98.6%

F1-score 99.9% 96.9% 98.5%

ICDAR 2019 Precision 99.8% 92.9% 96.4%

Recall 99.7% 87.6% 93.7%

F1-score 99.8% 89.3% 94.5%

Table 2. Comparison of detection accuracy (%) among CluSTi, DeepDeSRT [22], and
TableNet [15] on ICDAR 2013 dataset

Method Number of images Recall Precision F1-score

DeepDeSRT [22] 34 87.36% 95.93% 91.44%

TableNet [15] 34 90.01% 93.07% 91.51%

CluSTi 193 98.60% 98.51% 98.48%

3.2 Comparison of CluSTi and Other Methods

CluSTi outperforms DeepDeSRT and TableNet with an overall F1-score of
98.48% on 193 document images compared to 91.44% on 34 images (Table 2). In
fact, CluSTi concentrates on the detection of characters since these are the most
essential elements in table cells. Then, the table structure can be deduced and
filled thanks to its horizontal and vertical clustering. In contrast, DeepDeSRT is
based on Faster R-CNN, a semantic segmentation model which focuses on cell
object detection [18]. That’s why when cells are empty or not large enough, they
are still recognized by CluSTi but not by DeepDeSRT. This approach also over-
come the limitations of DeepDeSRT method, which segments table cells relying
on their boundaries [22]. TableNet showed comparable results to DeepDeSRT
method [22], and their model is end-to-end which means further improvements
can be made with richer semantic knowledge, and additional branches for learn-
ing row-based segmentation.

4 Conclusion

This paper introduced CluSTi, an efficient approach for table structure recog-
nition problem in scanned images, which have not been addressed in the litera-
ture. This is a bottom-up method, which emphasizes that the table structure is



Table Structure Recognition in Scanned Images Using a Clustering Method 161

formed by relative positions of text cells, and not by inherent boundaries. There-
fore, CluSTi firstly detects the character regions with an accurate scene text
detector called CRAFT. Then, the detected text boxes are spatially clustered
into their corresponding rows and columns using the Horizontal and Vertical
clustering methods, respectively. Finally, every table cells are correctly aligned
and extracted according to their detected rows and columns. CluSTi is evalu-
ated on both scanned images and document images, and the achieved F1-score
are 87.5%, 98.5%, and 94.5% on three datasets including 397 scanned images,
ICDAR 2013 and ICDAR 2019, respectively. This is the highest accuracy for
table structure recognition problem executed on scanned image datasets.

However, CluSTi bears certain inconveniences, especially for complicated
table structures where exist spreading rows or columns. In such cases, the
columns’ (or rows) names may not be aligned to the texts of the other rows
(or columns) in the same column (or row). These columns (or rows) need to be
recognized and processed separately.
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