
123

Nguyen-Son Vo
Van-Phuc Hoang (Eds.)

Industrial Networks 
and Intelligent Systems

6th EAI International Conference, INISCOM 2020
Hanoi, Vietnam, August 27–28, 2020
Proceedings

334



Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 334

Editorial Board Members

Ozgur Akan
Middle East Technical University, Ankara, Turkey

Paolo Bellavista
University of Bologna, Bologna, Italy

Jiannong Cao
Hong Kong Polytechnic University, Hong Kong, China

Geoffrey Coulson
Lancaster University, Lancaster, UK

Falko Dressler
University of Erlangen, Erlangen, Germany

Domenico Ferrari
Università Cattolica Piacenza, Piacenza, Italy

Mario Gerla
UCLA, Los Angeles, USA

Hisashi Kobayashi
Princeton University, Princeton, USA

Sergio Palazzo
University of Catania, Catania, Italy

Sartaj Sahni
University of Florida, Gainesville, USA

Xuemin (Sherman) Shen
University of Waterloo, Waterloo, Canada

Mircea Stan
University of Virginia, Charlottesville, USA

Xiaohua Jia
City University of Hong Kong, Kowloon, Hong Kong

Albert Y. Zomaya
University of Sydney, Sydney, Australia



More information about this series at http://www.springer.com/series/8197

http://www.springer.com/series/8197


Nguyen-Son Vo • Van-Phuc Hoang (Eds.)

Industrial Networks
and Intelligent Systems
6th EAI International Conference, INISCOM 2020
Hanoi, Vietnam, August 27–28, 2020
Proceedings

123



Editors
Nguyen-Son Vo
Faculty of Electrical and Electronics
Engineering
Duy Tan University
Da Nang, Vietnam

Van-Phuc Hoang
Le Quy Don Technical University
Hanoi, Vietnam

ISSN 1867-8211 ISSN 1867-822X (electronic)
Lecture Notes of the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering
ISBN 978-3-030-63082-9 ISBN 978-3-030-63083-6 (eBook)
https://doi.org/10.1007/978-3-030-63083-6

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-63083-6


Preface

We are delighted to introduce the proceedings of the 2020 European Alliance for
Innovation (EAI) International Conference on Industrial Networks and Intelligent
Systems (INISCOM 2020). This conference has brought together researchers, devel-
opers, and practitioners from around the world who are leveraging and developing
industrial networks and intelligent systems. The theme of INISCOM 2020 was
“Computing, Telecommunications Technologies and Applications of 5G-IoT, AI and
Cyber-Security to Improve Citizens’ Lives.”

The technical program of INISCOM 2020 consisted of 25 full papers in oral pre-
sentation sessions at the main conference tracks. The conference tracks were: Track 1 –

Telecommunications Systems and Networks; Track 2 – Hardware, Software, and
Application Designs; Track 3 – Information Processing and Data Analysis; Track 4 –

Industrial Networks and Intelligent Systems; and Track 5 – Security and Privacy. Aside
from the high-quality technical paper presentations, the technical program also featured
one keynote speech. The keynote speaker was Prof. Dong-Seong Kim, from Kumoh
National Institute of Technology, South Korea.

Coordination with the steering chairs, Prof. Imrich Chlamtac, Dr. Vien Ngo, and
Dr. Ta Chi Hieu, was essential for the success of the conference. We sincerely
appreciate their constant support and guidance. It was also a great pleasure to work
with such an excellent Organizing Committee team and we thank them for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee (TPC), led by our TPC co-chairs, Dr. Nguyen-Son Vo, Dr. Quoc Tuan
Vien, and Prof. Trung Q. Duong, who completed the peer-review process of technical
papers and made a high-quality technical program. We are also grateful to conference
manager Natasha Onofrei for the support and all the authors who submitted their papers
to INISCOM 2020.

We strongly believe that INISCOM provides a good forum for all researcher,
developers, and practitioners to discuss all science and technology aspects that are
relevant to industrial networks and intelligent systems. We also expect that the future
INISCOM will be as successful and stimulating as indicated by the contributions
presented in this volume.

October 2020 Nguyen-Son Vo
Van-Phuc Hoang
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Intelligent Channel Utilization Discovery
in Drone to Drone Networks for Smart

Cities

Muhammed Raşit Erol and Berk Canberk(B)

Department of Computer Engineering, Istanbul Technical University, 34469 Ayazaga,
Istanbul, Turkey

{erolm15,canberk}@itu.edu.tr

Abstract. Drone networks are playing a significant role in a wide variety
of applications such as the delivery of goods, surveillance, search and res-
cue missions, etc. The development of the drone to drone (D2D) networks
can increase the success of these applications. One way of improving D2D
network performance is the monitoring of the channel utilization of the
link between drones. There are many works about monitoring channel
utility; however, either they sense channel physically, which is not reli-
able and effective due to noise in the channel and miss-sense of signals,
or they have protocol-based solutions with high time-complexity. Hence,
we propose a less time and power-consuming MAC layer protocol based
monitoring model, which works on the IEEE 802.11 RTS/CTS proto-
col for D2D communication. We work on this protocol because it solves
the hidden terminal problem, which can be seen widely in drone com-
munication due to the characteristics of wireless networks and mobility
of drones. Our model consists of Searching & Finding and Functional
Sub-layers. In the Searching & Finding Sub-layer, we locate the other
drones in the air with a specific flying pattern; we also sense and col-
lect frame information on the channel. With a Functional Sub-layer,
we calculate channel utilization with Network Allocation Vector (NAV)
vector sizes, showing the duration of the drone about how long it must
defer from accessing the link. Also, we create a visualization map with
Voronoi Diagram. In that diagram, according to drone coordinates, each
region is generated after the k-means clustering algorithm, which is one
of the simplest and popular unsupervised machine learning algorithms.
Hence, each Voronoi section shows channel utility in terms of percentage
in a more precise and discretized way. Furthermore, with our model, we
decrease the sensing time of the channel by about 25%, and we reduce
the power consumption of sensing drone approximately 26%. Also, our
model uses about 57% less area during the calculation phase.

Keywords: Monitoring of channel utilization · IEEE 802.11
RTS/CTS · Drone to drone networks · Voronoi diagram · NAV vectors
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1 Introduction

Low Altitude Platforms (LAVs), also called drones, are rapidly developing and
becoming extremely useful in a variety of areas, from civil applications to mil-
itary missions due to the structural advantages and moving flexibility on air.
Surveillance, search and rescue missions, delivery of goods, construction, and
natural disaster monitoring are most standing out applications of drones [1].
The achievement of these applications depends on improvements in network
performance. Hence, there are a significant number of challenges in aerial net-
works to increase network performance [2–4]. In this aspect, to provide reliable,
efficient, and stable drone to drone networks, monitoring resources of aerial sys-
tems is a crucial mission because that minimizes the cost of maintenance of data
flow. Thus, we focused on the topic of resource monitoring, which is channel
utilization for the drone to drone (D2D) networks.

D2D network complexity is dramatically expanding in terms of services and
topology, which causes challenging network management problems on network
resources. Hence, the diagnosing channel utilization as resource monitoring takes
crucial place in D2D networks. As mentioned in [5], monitoring characteristics of
wireless networks is critical to many management tasks such as fault diagnosis
and resource management. Also, in that work, monitoring types are introduced
as PHY and MAC behaviors. In this aspect, we focus on the discovery of channel
utilization for D2D networks in the field of smart city applications. It is known
that smart cities enhance life quality with intelligent things. Therefore, drone
collaboration and D2D networks play a vital role in supporting a lot of smart
city applications such as D2D communication and network resource management
[6]. Thus, in this work, we work on monitoring of channel utilization as resource
management of D2D networks in smart cities.

There exist many studies in the recent literature about evaluating channel uti-
lization in many ways for D2D networks. In [7], MIT LL has developed a data col-
lection and visualization framework to monitor and analyze the performance of
a high-capacity backbone (HCB) network, which is an example of Mobile AdHoc
Networks (MANETs). In that work, the monitoring implemented at various lay-
ers of the OSI stack. Furthermore, the channel utilization can be measured with
PHY(physical) layer methods. In [8], with the proposed Channel Quality Indica-
tor (CQI) feedback scheme, each cellular-UAV can evaluate link quality by the
reference signal. Also, in [9], Negative Acknowledgement (NACK)-related regu-
lar feedback system is considered. In this work, if Signal to Interference and Noise
Ratio (SINR) is less than the threshold of a special Modulation and Coding Scheme
(MCS), the user transmits NACK back to the base station. Moreover, [10] provides
novel channel feedback schemes that solve the problem of finding the right feed-
back mechanism to convey channel information. With this scheme, it is possible
to measure channel quality for wireless networks.

None of these works presented on PHY layer are accurate and reliable mea-
surement methods for link quality because PHY layer can be affected by other
signals or signal cannot reach the destination due to shadowing effect and
mobility of UAVs. Also, it is impossible to obtain any information about chan-
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Fig. 1. The RTS/CTS mechanism [11] of scenario Fig. 4

nel quality for the base station, if no NACK is sent. The flow management
and logical connection are necessary for more accurate and reliable monitoring
of channel utilization; however, these works do not provide these MAC layer
properties. Shortly, to be sure about there is a communication in the channel,
the MAC layer protocol based approach is needed. Moreover, they have a very
complicated implementation of monitoring channel utilization.

Consequently, keeping these studies in mind, we propose a novel monitoring
approach of D2D network channel utilization and network traffic type in the
field where drones are actively communicating with the IEEE 802.11 protocol.
Also, our model works on the MAC layer with flow management and logical con-
nection advantages. Even though the most preferred way of calculating channel
utilization is the sensing channel always on the PHY layer, we present a protocol-
based method that uses the NAV vector, which is originated from IEEE 802.11
RTS/CTS enabled protocol. In our approach, we calculate channel utilization
using the duration field of the frames, which determines the NAV vector size.
Furthermore, only one participant can communicate in the channel with IEEE
802.11 RTS/CTS (see Fig. 1); thus, calculating the channel utilization with our
method becomes applicable. With our model, we prevent the sensing channel on
the PHY layer, which is not an optimal approach due to the power consumption
of the searching drone and noise in the channel. The MAC protocol-based system
we offered shows there exists absolutely communication in the MAC layer, which
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is a more exact sensing way rather than blindly sensing the channel. Further-
more, we propose a visualization method using the Voronoi diagram in our work
to show channel utilization in the area. Due to a Voronoi map that can be used
to find the largest empty circle amid a collection of points, the drone environ-
ment where drones are communicating can be represented this method in a more
precise way. With this method, drone groups can be visualized more centralized
manner within regions because we use one of the unsupervised machine learning
algorithms called the k-means clustering method according to drone coordinates.
This algorithm clusters drone coordinates and helps to create Voronoi regions.
Shortly, the main contributions of this paper include the following:

– We propose a new system model consists of Searching & Finding Sub-layer
and Functional Sub-layer Modules, which is responsible for locating drones
and creating a Voronoi Diagram. This model works on the MAC layer of
IEEE 802.11 RTS/CTS protocol.

– We introduce a practical and more straightforward channel utilization calcu-
lation using the properties of the IEEE 802.11 RTS/CTS protocol.

– We present a novel monitoring approach with a k-means clustering algorithm
to visualize and analyze network traffic in the Voronoi diagram with a more
effective and faster way.

– We can also apply our implementation to future technology WIFI 6, which
is the data-driven protocol as we propose. Hence, our model will present a
compelling and more uncomplicated novel monitoring method in the future.

The rest of this paper is organized as follows. The network architecture is
explained in Sect. 2. In part 3, the system model is indicated. The simulation
environment is described in Sect. 4. In Sect. 5, we evaluate the performance of

Fig. 2. Network architecture
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our proposed model. Finally, we conclude the paper by summarizing the achieve-
ments in Sect. 6.

2 Network Architecture

The network topology for our model consists of n drones with one searching
drone. These drones are communicating with the IEEE 802.11 wireless net-
working protocol with RTS/CTS (Request To Send/Clear To Send) mechanism.
The RTS/CTS mechanism is created for avoiding the hidden terminal problem
in wireless networks and allows only one pair to communicate in the channel.
Drones can fly at different heights with the specific moving pattern. However, the
searching drone always flies at the pre-determined height. All drones repeat their
flying patterns after reaching destination coordinates. Furthermore, we assume
that all drones are completed authentication stage for wireless communication.
Hence, they communicate directly with each other on the same channel without
authentication messages. Moreover, the channel is always busy, and the frame
size is randomly generated in the network. We represent the whole network
architecture and the component models of the searching drone in Fig. 2.

3 System Model

We divide the proposed system model into two coherent sub-layers titled Search-
ing & Finding Sub-layer and Functional Sub-layer. Searching & Finding Sub-
layer is responsible for searching on the area with a specific movement pattern
and gathering information from D2D communication. Moreover, we dedicate the
Functional Sub-layer to process information belongs to the Searching & Finding
Sub-layer. Each of the sub-layers additionally owns some modules. Searching
& Finding Sub-layer has two modules entitled Sensing and Data Classification;
furthermore, the Functional Sub-layer has two modules entitled Calculation and
Visualization. In Fig. 3, we represent the entire system model and the associa-
tions between its segments.

3.1 Searching and Finding Sub-layer

Searching & Finding Sub-layer includes Sensing and Data Classification Mod-
ules. The Sensing Module determines the movement pattern of the searching
drone and executes it. Furthermore, this module performs the classification of
data operations and gives the meaning of them.

Sensing Module. This module handles the movement pattern of the search-
ing drone and operations of collecting data from the channel with sensing. This
information contains coordinates of communicating drones, source and destina-
tion address of the frame, Duration ID in the frame to keep Network Allocation
Vector (NAV) timer and frame types such as RTS, CTS, DATA or ACK. After
the sensing channel for gathering this information, this module transfers col-
lected data to the next layer called Data Classification.
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Fig. 3. Layered architecture of proposed system model

Data Classification Module. This module exists at the end of the Searching
& Finding Sub-layer. The transferred data from Sensing Module is classified here
to match that data with Drone Data sections. The coming information from the
below layer is assigned to Drone Data if there exists. In the case of a new drone
whose information does not exist in the Drone Data section, is discovered, then
the new part is created in the Data Classification Module. All other information
about this drone will be assigned this section in the future data gathering. This
module’s main aim is grouping collected data with corresponding drones to make
it easier for calculations in the future. After all these operations, the classified
data is transferred to the upper layer named Calculation Module.

3.2 Functional Sub-layer

The functional Sub-layer includes Calculation and Visualization Modules. The
Calculation Module calculates channel utilization, and the Visualization Module
creates a Voronoi diagram with calculated channel utilization and network traffic
type.

Calculation Module. This module exists between Data Classification and
Visualization Module. It calculates channel utilization and type of network traf-
fic for each drone. To do that, this module uses the information coming from
the Data Classification Module. Furthermore, this module contains submodules
called Channel Utilization and Traffic Type Sub-Modules.

Channel Utilization Sub-Module. This module is responsible for computing the
channel utilization of the area. To do that, this module uses the properties of
the IEEE 802.11 RTS/CTS protocol. Due to this protocol, only one pair can
communicate at a certain time. Other drones should wait until the NAV vector
reaches zero; after that, if they win back off timer before other drones, then
they can transmit their data. The Fig. 4 shows sample scenario. This scenario is
an example of our model with less number of drones with the searching drone.
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(b) The placement of drones in the area

(a) The communication sequence diagram

Fig. 4. The sample scenario of IEEE 802.11 RTS/CTS

The communication sequence diagram of the area can be seen in the below part
of the figure. In our model, we concentrate on the repeated cycle of RTS/CTS
mechanism denoted as tslottime and natural outcome of IEEE 802.11 RTS/CTS
protocol, known as sequentially repeated cycles like in the Fig. 4b. It can be
understood that tslottime can be calculated focusing on starting time with the
RTS frame after the Backoff timer until the ACK frame is transferred, which
showed in Fig. 4b. In this interval, only one drone pair can transmit, and the
total transmission time for data always has the same sub-time intervals except
for the data frame size. Other time intervals like DIFS duration denoted as tDIFS

are constant values determined by the protocol as in work [12]. Hence, tslottime

can be denoted as following:

tslottime = tRTS + 3 × tSIFS + tCTS + tDATA + tACK + tDIFS + tBackoff (1)

where tBackoff is a random value between [1, CW], and other time intervals are
the part of the IEEE 802.11 RTS/CTS protocol. The CW(contention window) is
an integer between CWmin = 32 and CWmax = 1024. In our model, we consider
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this value as average value as CW = 528. The other components of tslottime

is constant values which depends on the standard of the IEEE 802.11 protocol
except tDATA. The tDATA can be changed according to the data frame size.

In this time interval, due to data frame size shows us real traffic in the
channel, we focus on the tDATA to calculate channel utilization of the area.
Other values are minimal and constant. Hence, rate of tDATA and tslottime gives
us channel usage in the time interval tslottime as following:

rate =
tDATA

tslottime
× 100 (2)

In our model, there is no idle time interval between each tslottime. Hence, total
utilization can be expressed as a summation of the rate using Eq. 2 as following:

Totalutilization =
N∑

n=1

rate (3)

where N is the total number of repeated cycles tslottime in the channel.
The successful IEEE 802.11 RTS/CTS transmission contains multiple

tslottime time intervals successively, as in our model. These intervals are inde-
pendent; hence, average utilization can be calculated, taking the average of the
Totalutilization using Eq. 3 as following:

Averageutilization =
Totalutilization

N
(4)

Equation 4 provides a powerful and simple calculation of channel utilization only
sensing once in the time interval of tslottime. The calculation of the channel
utilization can be possible when tDATA internal is known. Hence, we present
a novel approach for determining tDATA interval using the NAV vector. After
sensing once the channel, the NAV vector is created for sensing drone called
searching drone in our model and average channel utilization using the Eq. 4 can
be calculated with the size of the NAV vector. Thus, we use four types of NAV
vector, and the duration of these vectors can be calculated as follows:

NAVRTS = tRTS + 3 × tSIFS + tCTS + tDATA + tACK (5)

NAVCTS = tCTS + 2 × tSIFS + tDATA + tACK (6)

NAVDATA = tDATA + tSIFS + tACK (7)

NAVACK = tACK (8)

It can be seen from Eq. 5–8 that all NAV vector types contain tDATA interval
except NAVACK . In our model, the searching drone can only sense the mentioned
frames. Except NAVACK interval, with all sensed NAV vector types, tDATA can
be determined because except tDATA, all other time intervals are known by the
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protocol. Hence, in this module, it is possible to calculate tDATA interval using
the proposed algorithm whose flowchart is given in Fig. 5. Using this flowchart,
we decide which equation we can use according to the type of frame received and
use the proper equation. Each frame type has a different calculation equation
given as Eq. 5–8 and using these equations and Eq. 2–4 following equation can
be derived:

AverageUtility =

∑M
n=1 ( tDATA

tslottime
× 100)

M
(9)

where M is the number of the sensed frame number, and tDATA is calculated
using our proposed algorithm, whose flowchart is given in Fig. 5. Also, tslottime

is determined according to sensed frame type.

Fig. 5. The flowchart for Calculation Module

Shortly, in this module, according to the frame type, the NAV vector is acti-
vated in the searching drone. Using these types of NAV vector, tDATA interval
is determined using Eq. 5–7. After that, Eq. 9 gives us individual channel util-
ity for each drone. With Eq. 3–4, known tDATA interval allow us to calculate
Averageutilization. Hence, knowing tDATA interval provides an accurate calcula-
tion of the average channel utilization, as mentioned above.
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Traffic Type Sub-Module. This module is responsible for determining the traffic
type of the region in the Voronoi Diagram. According to the Averageutilization of
the channel traffic, which is calculated in the Channel Utilization Sub-Module,
we determine the traffic type of a region in the Voronoi Diagram in terms of
three-level which are low, medium, and high traffic. We define the low level as a
percentage of less than 30%, and the medium level as a percentage of between
30% and 60%. Also, we specify the high level as a percentage of more than 60%.
After the calculation of these types, this information is transferred to the next
module named Visualization Module.

Visualization Module. This module exists after the Calculation Module. After
the channel utilization and network traffic type are calculated for each drone,
the Voronoi Diagram is created and visualized with each drone’s coordinates in
this module. This diagram contains regions with average channel utilization and
network traffic types. After each iteration, we recreate the map with new data,
and we examine the difference in the traffic in this module. The searching drone
completes each iteration when it reaches the starting coordinates after visiting
all areas.

In this module, as a novel approach, the drone coordinates are grouped,
and after that, we construct the Voronoi Diagram. The grouping operation is
done with the k-means Clustering Algorithm, which is one of the simplest and
popular unsupervised machine learning algorithms. K-means clustering results
in a partitioning of the data space into Voronoi cells, which helps us to create
Voronoi regions in our model. According to [13], continuous geometric problems
can be converted into a discrete graph problem, as in our model.

4 Simulation Environment

The proposed system model is simulated with the pygame library of Python pro-
gramming language. In the simulation, the drones are placed in the area with
Poisson Distribution because it provides centralized distribution with proper
lambda value. We choose the lambda value as 10, and the sample size as 1000000.
We use the Poisson Distribution for both the x-axis and the y-axis on the map.
Though the distribution also provides the same values, we applied the discretiza-
tion method to these values. However, this method decreases the produced values
by Poisson Distribution. Creating values for the x and y-axis with Poisson Dis-
tribution is applied multiple times until the coordinates are generated for each
drone. Furthermore, drones that are communicating with other already placed
drones are also identified with Poisson Distribution. Moreover, we made the
placement with some restrictions; the minimum distance with pair drones must
be more than ten units.

The model has some assumptions which are mentioned as following. We
assume that the searching drone is always flying at the same height; hence,
we create the area as a 2D map. Furthermore, we take that all drones are run-
ning with a specific movement pattern. The searching operation starts from a
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(a) With PHY Solution

(b) With MAC (Our Model) Solution

Fig. 6. The visualisation model of the area with PHY and MAC

particular location and continues on the map until all regions are visited. These
regions have the same size as the radius of all other drones, which decreases miss
sensed areas when searching and detecting. When the searching drone visits all
parts, the backward movement pattern starts. End of this pattern, the search-
ing drone reaches the starting location, and the total movement pattern begins
again.

In the model, each drone communicates only with one drone on the map. The
communication between them to be possible, each pair of drones placed within
the communication range. The communication range of all drones is the same
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size unit. The direction of communication is determined randomly. Furthermore,
we set the data frame size to random size, and the drones are communicating all
the time. Hence, there is no idle time on the channel. All drones have the frame
to send when the backoff timer starts decreasing.

There are different monitoring types in terms of the number of drones, such
as 8, 12, 16, and 20 in the model. We place drones considering the rate of drone
communication range and the map. Hence, a more significant number of drones
have a smaller communication range in the model. Also, the searching drone
moves with a speed vector that scaled for the map. We discretize the movement
of the searching drone and communication time of the other drones in terms of
units. Furthermore, the searching drone can move with different sizes of the unit
of time; however, communication occurs in each unit of time. Table 1 shows the
overall simulation parameters.

Table 1. Simulation Parameters

Map Properties Poisson Parameters

Vehicle Number Radius of drones Map Size Lambda Sample Size

8 250 1000× 1000 10 1000000

12 200 1000× 1000 10 1000000

16 150 1050× 1050 10 1000000

20 100 1000× 1000 10 1000000

Drone Receiver Power 0.2 W

5 Performance Evaluation

We evaluate the performance of our proposed system model based on the visu-
alization of the drone environment. If we create a channel utilization map using
only drone coordinates, then there might be miss-sensed drones in the map
because, according to IEEE 802.11 RTS/CTS protocol, only one drone can use
the channel at a time. Hence, we classify drone locations with the k-means clus-
tering algorithm, and we create Voronoi regions after clustering. Furthermore, we
show the comparison of the PHY (Physical Layer) and MAC Layer (our model)
solutions with different parameters such that average sensing time, power con-
sumption, and used area during calculation in our simulation results.

Figure 6 shows the results of our novel model as a visualization approach.
The figure consists of two parts, which first part shows a map of before our work
as PHY, and the second part shows a diagram of using our model as the MAC
layer. Each section of the figure has a point A on the same location to offer the
same place for evaluation channel utility. Furthermore, we create all maps for
the same altitude, in which the searching drone flies denoted as h in the figures.
Also, we divide all Voronoi diagrams into four regions.
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When we examine Fig. 6, we can see for point A; it is not reliable to find out
channel utilization in the first part of the figures. For some samples, there is no
specific channel utilization, or there are multiple values that we should consider
all of that. With our model, as in part b, we can detect channel utilization more
reliably and accurately. Furthermore, we show network traffic types in regions,
which cannot be seen in the first part of the figures.
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Fig. 7. Average sensing time

In additional visualization evaluation, we experiment average sensing time of
the searching drone with MAC solution (our model) and PHY method. Figure 7
shows our model decreases average sensing time about 25%. We also examine
power consumption and used area during the calculation of the searching drone
as parameters with our simulation. Figure 8 shows the power consumption of the
searching drone during the sensing phase, according to PHY and MAC (as our
model) layer solutions. It shows that our model decreases power consumption
of the searching drone by about 26%. Furthermore, Fig. 9 shows the area used
during the calculation phase measured by the searching drone according to PHY
and MAC (as our model) layer solutions. It shows that our model decrease used
area during the calculation phase about 57%.
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6 Conclusions

In this paper, we propose a novel channel utilization monitoring approach for
D2D networks to evaluate the performance of the wireless link. The searching
drone flies in the air with a specific flying pattern and senses the channel to locate
other drones. Our protocol-based system model process all sensed information
and calculate channel utility with our novel method. This method benefits from
the IEEE 802.11 RTS/CTS protocol, which allows continuous and discrete com-
munication with one communicating pair at a time in the channel. Furthermore,
we provide novel visualization methods with Voronoi Diagram. The power and
simplicity of the Voronoi Diagram are applied, and we create the channel utiliza-
tion map in our work. We divide the map into Voronoi regions with a k-means
clustering algorithm for corresponding heights and show channel utility of each
area. Furthermore, we decrease the average sensing time of channel 25% with our
model. We also reduce the power consumption of the searching drone by about
26%, and we fall used area during the calculation phase, about 57%. In future
work, this protocol-based approach for monitoring channel utility can be applied
on WIFI 6, which is the data-driven protocol as we propose, and a 3D Voronoi
diagram can be created to get a more robust examination of link performance.
Artificial Intelligence (AI) based evaluation of channel utility and network traffic
type also can be applied to the work.
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Abstract. In this paper, we propose a downlink resource sharing and
multi-tier caching selection (DRS-MCS) solution for video streaming
applications and services (VASs) in 5G ultra-dense networks (UDNs). The
DRS-MCS allows mobile users (MUs) to experience the VASs by multicas-
ting from three-tier caching placements, i.e., macro base station (MBS),
femtocell base stations (FBSs), and mobile devices. To do so, the MUs
are categorized into three types including 1) sharing users (SUs) that own
downlink resources being shared for device-to-device (D2D) communica-
tions, 2) caching helpers (CHs) that cache the requested videos for mul-
ticasting over D2D communications, and 3) requesting users (RUs) that
request the videos. The CHs and the RUs are grouped into different clus-
ters, each cluster has a number of CHs and RUs in close vicinity for D2D
multicast communications. We then formulate the DRS-MCS optimiza-
tion problem. By solving the problem, the DRS-MCS solution can select
not only the best pairs of SUs and CHs for D2D multicast communications
but also the best caching placements for multicasting in each cluster, so
as to maximize the total video capacity delivered to the RUs. Simulation
results are shown to demonstrate the benefits of the proposed DRS-MCS
solution compared to other conventional multicasting schemes.
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1 Introduction

By 2022, it anticipates that together with the rapid increase of mobile users
(MUs), the video applications and services (VASs) will bloom and use up about
79% of the mobile data traffic [1]. It is certain in VASs that there are a number of
MUs in close vicinity of each other that have the same interest of video contents.
In this context, by exploiting the benefits of common interest-sharing nature of
dense MUs and broadcast nature of wireless medium, multicasting techniques
play an important role in emerging 5G networks since they can provide the
system with a high energy- and spectrum-efficiency solution and a high video
delivery capacity [2,3].

Most of the multicasting techniques have been studied to apply to device-
to-device (D2D) communications [4,5] with the assistance of the MUs that have
cached the videos for streaming, namely caching helpers (CHs), and have avail-
able downlink resources for sharing, namely sharing users (SUs) [6–12]. The
results achieved include tractable model for analysis and optimization design of
coverage probability and system capacity [6], reduction in streaming cost at bet-
ter fairness [7], minimum video delivery delay [8–10], and maximum energy effi-
ciency [11] and sum effective throughput [12]. Other multicasting techniques have
further exploited both physical communications features and social attributes of
MUs to gain higher system performance [13–20]. However, these studies can-
not provide a flexible multicasting strategy to serve the requesting users (RUs)
that request the videos by fully utilizing the three-tier caching placements, i.e.,
macro base station (MBS), femtocell base stations (FBSs), and CHs over D2D
communications, in 5G ultra-dense networks (UDNs).

Few of multicasting techniques have been proposed to serve the RUs flexibly
by the MBS over conventional cellular transmission and by the CHs over D2D
communications with downlink resources shared by the SUs [21,22]. In particu-
lar, the authors in [21] have designed a downlink resource sharing and caching
helper selection solution to maximize the multicast video delivery in dense D2D
5G networks. The proposed solution has been insightfully studied by considering
the social attributes between the CHs and the RUs as well as the constraint on
the skewed fairness of RUs, so as to further satisfy the RUs [22]. The existing
problem of the works in [21,22] is that they do not exploit the caching placement
at the FBSs to fully provide the RUs with three-tier caching selection for the
highest system capacity.

In this paper, we utilize the three-tier caching placements at the MBS, the
FBSs, and the CHs as well as the downlink resources available at the SUs to pro-
pose a downlink resource sharing and multi-tier caching selection (DRS-MCS)
solution for VASs in 5G UDNs. To do so, we formulate the DRS-MCS opti-
mization problem for finding the best pairs of the CHs and the SUs in order to
multicast the requested videos from the CHs to the RUs over D2D communica-
tions that reuse the downlink resources of the SUs. In addition, the DRS-MCS
is able to select the best caching placements, i.e., the MBS, the FBSs, or the
CHs, to serve the RUs in different clusters at maximum system capacity. The
DRS-MCS optimization problem also considers a constraint on the target signal



Downlink Resource Sharing and Multi-tier Caching 21

Fig. 1. Multicast Video Streaming in 5G UDNs with DRS-MCS.

to interference plus noise ratio (SINR) of the SUs to guarantee their quality
of service (QoS) which is certainly degraded due to the transmissions of the
CHs when reusing the downlink resources of the SUs. Simulation results are
shown with insightful analysis and discussion to demonstrate the benefits of the
proposed DRS-MCS solution compared to other schemes such as convention-
ally multicasted by the MBS and by both the MBS and the FBSs but without
downlink resource sharing.

The rest of this paper is organized as follows. We introduce the system model
of multicast video streaming in 5G UDNs with DRS-MCS and describe how it
works in Sect. 2. In Sect. 3, we derive the system formulations that enable us
to propose the DRS-MCS optimization problem and solution in Sect. 4. The
performance evaluation is presented in Sect. 5. Finally, we conclude the paper in
Sect. 6.

2 System Model

In this paper, we consider a system of multicast video streaming in 5G UDNs
with DRS-MCS as shown in Fig. 1. The system consists of one MBS, I FBSs, K
SUs, and J clusters. The cluster j, j = 1, 2, ..., J , has Mj CHs that have cached
the requested videos and Nj RUs that request the videos. The system provides
three ways to flexibly multicast the videos to the RUs that are 1) multicast from
the MBS over conventional cellular transmissions, 2) multicast from the FBSs by
applying the channel splitting and F-ALOHA schemes that are able to guarantee
no interference [23], and 3) multicast over D2D communications by reusing the
downlink resources shared by the SUs. At the appropriate time, if there are a
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number of RUs requesting a particular video, the MBS deploys the DRS-MCS
strategy including three steps presented as follows:

– Step 1 - Clustering: To deploy the DRS-MCS strategy, it is necessary to group
the CHs and the RUs that are in close vicinity for D2D communications into
J clusters. We apply the D2D clustering technique proposed in [24], in order
to expand the coverage area of each cluster so that there are Mj CHs and Nj

RUs in the cluster j.
– Step 2 - Formulating and solving the DRS-MCS optimization problem: The

MBS further collects the system parameters such as the number of SUs and
channel information from the MBS, FBSs, and CHs to the RUs and from the
MBS and CHs to the SUs. These parameters enable the MBS to formulate
the DRS-MCS optimization problem and solve it for the optimal downlink
resource sharing index vm,k

j . If vm,k
j evaluates to 1 (or 0), the SU k does

(or does not) share its downlink resource for D2D multicast communications
from the CH m to Nj RUs in the cluster j, m = 1, 2, ...Mj . For the purpose
of limiting the interference impact caused by the transmissions of CHs on
the SUs, i.e., guaranteeing the QoS of the SUs, the DRS-MCS optimization
problem considers the constraints such that an SU can share its downlink
resource with up to only one CH in the whole system and the target SINR of
the SUs is greater than or equal to a given threshold.

– Step 3 - Multicasting: After solving the DRS-MCS optimization problem, the
MBS decides which one, i.e., itself, an FBS, or a CH, multicasts the video
to all the RUs in the cluster j. In other words, the RUs in the cluster j
are served by the MBS, the FBS, or the CH, depending on from which the
channel quality is better so that the total multicast video capacity delivered
to all RUs in the system is maximized.

3 System Formulations

3.1 Wireless Channel

In this paper, the wireless channel gains are modeled as Gx,y
j = hx,y

j gx,yj [25,26],
here x ∈ {0, i,m}, y ∈ {n, k}, i = 1, 2, ..., I, hx,y

j is the exponential power fading
coefficient with unit mean, i.e., ∼exp(1), and gx,yj = ‖dx,yj ‖−η is the standard
power law path loss function with path loss exponent η, dx,yj is the distances
from the MBS (x=0), the FBS i (x=i), and the CH m (x=m) to the RU n (y=n)
and the SU k (y=k).

3.2 Capacity at RUs

To obtain the video capacity delivered to the RUs, it is required to compute the
SINR from the CHs to the RUs and the signal to noise ratio (SNR) from the
MBS and the FBSs to the RUs which are respectively presented in the sequel.

In the cluster j, if the CH m is selected to multicast the video to the RU n by
reusing the downlink resource shared by the SU k, the SINR from the CH m to
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the RU n, which is affected by the interference generated from the conventional
cellular transmission of the MBS to the SU k, is given by

γm,k,n
j =

vm,k
j Pm

j Gm,n
j

N0 + P k
0 G0,n

j

, (1)

where Pm
j and P k

0 are the transmission powers of the CH m in the cluster j and
of the MBS (indicated by 0) to the SU k; Gm,n

j and G0,n
j are the channel gains

from the CH m and the MBS to the RU n in the cluster j; and N0 is the power
of additive white Gaussian noise.

In case there is not any SUs sharing the downlink resources with the CHs,
the FBSs are considered multicasting the video to the RUs. The SNR from the
FBS i to the RU n in the cluster j is given by

γi,n
j =

P i,n
j Gi,n

j

N0
, (2)

where P i,n
j is the transmission power of the FBS i to the RU n and Gi,n

j is the
channel gain from the FBS i to the RU n in the cluster j.

In addition, we further compute the SNR from the MBS to the RU n in the
cluster j which is expressed as

γ0,n
j =

P j
0G0,n

j

N0
, (3)

where P j
0 is the transmission power of the MBS to the RUs in the cluster j.

So far, the capacity at the RU n in the cluster j delivered from the CH m,
the FBS i, and the MBS is respectively given as below

Cm,k,n
j = W log2(1 + γm,k,n

j ), (4)

Ci,n
j = W log2(1 + γi,n

j ), (5)

and

C0,n
j = W log2(1 + γ0,n

j ), (6)

where W is the system bandwidth.
Finally, the total system capacity delivered from the MBS, FBSs, and CHs

to the RUs in all clusters is expressed as

C =
J∑

j=1

max
{ Nj∑

n=1

C0,n
j ,max

{ Nj∑

n=1

Ci,n
j , i = 1, 2, ..., I

}
, (7)

K∑

k=1

Mj∑

m=1

Nj∑

n=1

Cm,k,n
j

}
,

In Eq. (7), C is so-called the objective function in the DRS-MCS optimization
problem.
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Algorithm 1. EBSA for DRS-MCS optimization problem
Input: Initial system parameters given in Table 1
Output: V∗, C∗

1: Generating J search space matrices

V1 = {V 1
M1×K , V 2

M1×K , ..., V 2M1×K

M1×K }
V2 = {V 1

M2×K , V 2
M2×K , ..., V 2M2×K

M2×K }
...
VJ = {V 1

MJ×K , V 2
MJ×K , ..., V 2MJ×K

MJ×K }
2: C∗ ← 0
3: for each matrix v1 in V1, v1 = 1, 2, ..., 2M1×K do
4: for each matrix v2 in V2, v2 = 1, 2, ..., 2M2×K do
5: . . .
6: for each matrix vJ in VJ , vJ = 1, 2, ..., 2MJ×K do
7: if J matrices satisfy (9b), (9c), and (9d) then
8: Computing C in (7)
9: if C > C∗ then

10: C∗ ← C
11: V∗ ← {V v1

M1×K , V v2
M2×K , ..., V vJ

MJ×K}
12: end if
13: end if
14: end for
15: . . .
16: end for
17: end for

3.3 SINR at SUs

In the DRS-MCS strategy, the SUs have to share the downlink resources with
the CHs for D2D multicast communications. This in turn makes the QoS of the
SUs degraded due to the interference from the transmissions of the CHs when
reusing the downlink resources. To limit the interference impact on the SUs for
a high QoS guarantee, it is necessary to compute the SINR at the SU k which
is given by

γk =
P k
0 Gk

0

N0 + vm,k
j Pm

j Gm,k
j

, (8)

where Gk
0 and Gm,k

j are the channel gains from the MBS and the CH m in the
cluster j to the SU k.

4 DRS-MCS Optimization Problem and Solution

The DRS-MCS optimization problem aims at maximizing the objective function
C (7). We further take into account the constraints on vm,k

j so that an SU can
share its downlink resource with up to only one CH in the whole system (9b)
and there is up to only one SU sharing its downlink resource with one CH in a
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cluster (9c). In addition, the target SINR γ0 is considered to guarantee the QoS
of the SUs (9d). The DRS-MCS optimization problem is formulated as below

max
vm,k
j

C (9a)

s.t.
∑K

k=1

∑Mj

m=1 vm,k
j ≤ 1, j = 1, 2, ..., J, (9b)

∑J
j=1

∑Mj

m=1 vm,k
j ≤ 1, k = 1, 2, ...,K, (9c)

vm,k
j Pm

j Gm,k
j ≤ Pk

0 Gk
0

γ0
− N0, k = 1, 2, ...,K, (9d)

j = 1, 2, ..., J,m = 1, 2, ...,Mj .

where the constraint (9d) is derived from Eq. (8) by letting γk ≥ γ0.
The DRS-MCS optimization problem is solved by using exhaustive binary

searching algorithm (EBSA) [27] presented in Algorithm 1. To solve the DRS-
MCS optimization problem, we separate vm,k

j into J variables associated with
J clusters, the variable j, i.e., Vj = VMj×K , is an Mj × K matrix. So, finding
vm,k

j = 1 (or 0) is equivalent to finding the element at the row m and the column
k of the matrix Vj evaluates to 1 (or 0). The variable Vj has its own search space
of Vj = {V 1

Mj×K , V 2
Mj×K , ..., V

vj

Mj×K , ..., V 2Mj×K

Mj×K }, vj = 1, 2, ..., 2Mj×K .
In Algorithm 1, line 1 generates J search spaces of J variables. The search

space j has 2Mj×K matrices. Then, the output maximum value C∗ is initially set
at 0 in line 2. In lines 3–6, each permutation of J matrices created by selecting
a matrix in each search space is considered checking if it satisfies the constraints
(9b), (9c), and (9d) or not (line 7). If satisfied, the objective function C is com-
puted (line 8) to obtain a higher value C∗ and find the corresponding result
V∗ (lines 9–11). The EBSA terminates when it completes the computation of
all permutations for finding the maximum value C∗ and the optimal result V∗.
It is noted that the EBSA introduces a high memory and time complexity of
O(2K×∑J

j=1 Mj ). However, we apply the EBSA to solving the DRS-MCS opti-
mization problem thanks to its simple implementation for the exact optimal
results. Finding other proper algorithms that achieve exact or approximated
optimal results at lower memory and time complexity is beyond the scope of the
paper.

5 Performance Evaluation

In this paper, the system parameters used to deploy the DRS-MCS strategy
for multicast video streaming in 5G UDNs are listed in Table 1. The distances
between the MBS and the SUs/RUs, the FBSs and the RUs, the CHs and the
SUs, and the CHs and the RUs are randomly uniform distributed in the ranges
of [100, 1,000] m, [50, 200] m, [50, 100] m, and [1, 50] m, respectively. To evaluate
the performance of the proposed DRS-MCS solution, we compare it to other
schemes including average capacity (AVE), minimum capacity (MIN), without
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Table 1. Parameters Setting

Symbols Specifications

I 5 FBSs

J 5 Clusters

K 5 SUs

{Mj} {2, 4, 6, 8, 10} CHs

{Nj} {5, 10, 15, 20, 25} RUs

W 5 MHz

P j
0 , P k

0 Fixed to 5W

P i,n
j Fixed to 0.1W

Pm
j Randomly uniform distributed in the range of [0.001, 0.01]W

N0 10−13W

η 4 (path loss exponent)

γ0 5 dB

1 2 3 4 5

J

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

C
 (

M
bp

s)

DRS-MCS
AVE
MIN
Non-DRS
OMBS

Fig. 2. System performance versus the number of clusters J .

downlink resource sharing (Non-DRS), and only MBS (OMBS). In AVE and
MIN, we compute the average capacity and the minimum capacity of all the
permutations in J search spaces that satisfy the constraints (9b), (9c), and (9d),
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Fig. 3. System performance versus the number of SUs K.

instead of computing the maximum capacity as given in Algorithm 1. In Non-
DRS, we do not consider sharing the downlink resources of the SUs. And in
OMBS, the RUs are traditionally served by the MBS.

We evaluate the system performance of DRS-MCS, AVE, MIN, Non-DRS,
and OMBS versus the number of clusters (J) as shown in Fig. 2. If J = 1, the
performance of all schemes are the same since the best caching placement selected
to serve the RUs is the MBS. Increasing J yields the higher number of RUs
served by MBS, FBSs, and D2D multicast communications, and thus providing
the RUs with higher system capacity. In comparison, the DRS-MCS outperforms
the others thanks to more caching placement selection opportunities. The AVE,
MIN and Non-DRS gain higher performance than the OMBS since they can
further exploit the FBSs to serve the RUs. It is noted that the MIN and Non-
DRS provide the RUs with the same performance since the minimum capacity
of DRS-MCS is equivalent to the context of Non-DRS. The OMBS serves the
RUs the worst system capacity due to no FBSs nor DRS assisted.

The system performance of DRS-MCS, AVE, MIN, Non-DRS, and OMBS
versus the number of SUs (K) is illustrated in Fig. 3. We can observe that if
there is no SU (K = 0) to share the downlink resources, the performance of
DRS-MCS, AVE, MIN, Non-DRS are the same, but it is higher than that of
the OMBS thanks to the assistance of FBSs. Increasing K provides more down-
link resource sharing opportunities to increase the performance of DRS-MCS
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Fig. 4. System performance versus the number of FBSs I.

and AVE. Meanwhile, the performance of MIN and Non-DRS is the same and
keeps unchanged with respect to K. Interestingly, the system performance gets
saturated when K is high enough, i.e., K = 3. This finding helps the system
designers consider selecting a proper number of SUs for high system capacity at
reasonable computation cost of EBSA.

Figure 4 plots the system performance versus the number of FBSs (I). The
results show that if there is no FBS (I = 0), the MIN and Non-DRS obviously
become the OMBS due to no FBSs nor DRS assisted. The performance of DRS-
MCS, AVE, MIN, and Non-DRS increases in accordance with the increase of
I, but getting saturated if I is high enough (I = 4) or the new FBSs added
are not better in terms of providing higher system capacity than the existing
ones. In comparison, the DRS-MCS always outperforms the other AVE, MIN,
Non-DRS, and OMBS schemes. In addition, similar to selecting the number of
SUs, implementing DRS-MCS strategy must carefully consider selecting a proper
number of FBSs to gain high system capacity at reasonable cost of computational
resource and system architecture modification.

In Fig. 5, we further investigate the effect of the target SINR (γ0) of SUs on
the performance of DRS-MCS, AVE, MIN, Non-DRS, and OMBS. It is certain
that increasing γ0 to guarantee the QoS of SUs reduces the downlink resource
sharing opportunities. As a result, the performance of DRS-MCS and AVE is
reduced to that of MIN and Non-DRS when γ0 = 25 dB. It is important to
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Fig. 5. System performance versus the number of FBSs γ0.

observe that the proper value of γ0 should be carefully selected so that the system
capacity is high enough while guaranteeing the SUs a high QoS, γ0 = 5 dB for
example. Depending on the QoS demands of SUs, different values of γ0 can
be selected to make the DRS-MCS gain different system performances that are
always higher than the system performances of other schemes.

6 Conclusion

In this paper, we have proposed the DRS-MCS solution for video streaming
applications and services in 5G UDNs. The proposed DRS-MCS not only allows
the RUs to receive the videos flexibly multicasted from the three-tier caching
placements, i.e., MBS, FBSs, and CHs, but also enables to pair the SUs that
have available downlink resources with the CHs that cache the videos, for D2D
multicast communications by reusing the shared downlink resources. The objec-
tive of the DRS-MCS solution is to serve the RUs the highest system capacity
while guaranteeing the QoS of the SUs by limiting the interference transmitted
by the CHs that reuse the downlink resources of the SUs. Simulation results
are insightfully analyzed to demonstrate the benefits of the proposed DRS-MCS
solution compared to the other schemes. In addition, useful suggestions for sys-
tem design and modification are provided to achieve the most effective DRS-MCS
solution.
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Abstract. Wireless power transmission in the next-generation wireless
networks is the subject that attracts a lot of attention from academia
and industry. In this work, we study and analyze the performance of
relay selection on uplink non-orthogonal multiple access (NOMA) net-
works with wireless power transmission. Specifically, the considered sys-
tem consists of one base station, multiple power-constrained relays and
a pair of NOMA users. The best relay (with highest energy harvested
from the base station) is chosen to cooperate with two users which use
NOMA scheme to send messages to the base station. To analyze the
performance, based on the statistical characteristics of signal-to-noise
ratio (SNR) and signal-to-interference-plus-noise ratio (SINR), using the
Gaussian-Chebyshev quadrature method, the closed-form expressions of
outage probability and throughput for two users are derived. In order to
understand more details about the behavior of this considered system,
the numerical results on outage probability and throughput of a given
system are provided following the system key parameters, such as the
transmit power, the number of relays, time switching ratio and energy
conversion efficiency. In the end, the theoretical result is also verified by
using the Monte-Carlo simulation. The simulation results demonstrate
that the performance of the system is improved by increasing the number
of relays.
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1 Introduction

In recent years, we have witnessed an explosion in the number of wireless devices:
smartphones, wireless sensors, wireless devices, etc. These devices are increasingly
integrated with many functions, leading to the urgent need for the power supply.
One of the methods that attracted the attention of both academics and the indus-
try is radio frequency (RF) energy harvesting (EH), which enables the converting
of the received RF signals into electricity energy [1–5]. We also realize that the
growingtrend of wireless networks is to serve a greater number of users while still
have faster data transmission speed and higher reliability. In recent years, there
has been many researches on 5G networks to reach that goal, in which, NOMA
has emerged as the strongest candidate with the ability to serve multiple users
using the same amount of time and frequency resources [6–8]. Most of articles cur-
rently focus on NOMA downlink networks [9,10], while uplink networks [11–14]
are equally important in many systems, such as wireless sensors networks. The
paper [11] proposed uplink NOMA network for two users, in which, users with
better channel condition communicated directly with Base Station (BS), while the
remaining user with bad channel condition was supported by half-duplex decode-
and-forward (DF) relay. The uplink NOMA model in which the cell-center user
directly connected to the BS and DF relay, while the cell-edge user communicated
with the BS with the help of DF relay, is proposed in [12]. The outage probability
and average sum rate were analyzed to study the performance of this considered
system. The [13] studied NOMA uplink system with massive connectivity require-
ments, including Internet of Things (IoT) nodes, mobile devices, or unmanned
aerial vehicles (UAVs). In particular, users can select buffer-aided (BA) relay in
the cluster of relays, which is called flex-NOMA, to minimize packet delay. Outage
probability of system is presented for comparing with OMA model. Another study
of two-user uplink NOMA is presented in [14], in which, user near the BS acts as
a transducer which can be switched in half-duplex or full-duplex to aid commu-
nication between remote users with BS. Two scenarios are given by the author to
evaluate the system: (1) a direct channel between the BS and remote users and (2)
no direct channel between BS and remote users.

As such, the combination between NOMA and relay techniques and RF EH
will be considered for the new generation network.

Different from the works above, our work focus on the performance analysis
of relay selection on cooperative uplink NOMA network with wireless power
transfer. Our article contributes to the ideas below:

1. Proposing the relay selection on cooperative uplink NOMA network with
wireless power transfer scheme.

2. Deriving exact closed-form expressions of outage probability and throughput
for each user.

3. Evaluating the performance using tools of outage probability and throughput
expressions.

4. The behavior of the considered system is assessed concerning different key
parameters, such as transmit power, number of the relay, time switching ratio
and energy conversion efficiency.
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The rest of this paper is organized as follows. The system model is presented
in Sect. 2. The performance of the considered system is analyzed in Sect. 3. The
numerical results are shown in Sect. 4. Finally, Sect. 5 draws the conclusion of
our paper.

2 Network and Channel Models

Fig. 1. System model for uplink NOMA AF relaying network

Figure 1 is a model of an uplink cooperative NOMA system in which the
signals are transmitted from the two NOMA users (near user U1 and far user
U2) to the base station (S) with the cooperation of energy-constrained amplify-
and-forward relay nodes (R). Assuming that all users and relay nodes are single
antenna devices and operate in half-duplex mode. The relay nodes are located
closer to the base station than the users. With two users, the one that has shorter
distance to the base station is named as U1, the farther one is U2.

At the beginning of each transmission, the channel information from S to the
relays is collected by the base station using pilot signals. Thereby, S identifies
the relay with the best ability to receive energy to specify it the relay node from
the user to the base station. The protocol for this system is proposed as follows:

1. In the first phase (Power transfer phase): Based on Rayleigh fading channel
coefficient from link S to relay nodes R (hr), S chose the relay node (R∗),
which had the best Rayleigh fading channel coefficient (hr∗) to transmit RF
energy with power P0 in the time αT where α(0 < α < 1) denotes the time
switching ratio and T is the block time.

2. In the second phase (Information transmission phase): Users U1 and U2 simul-
taneously broadcast their signals (s1, s2) to S and R on the same frequency
blocks, following the NOMA scheme within the duration of (1 − α)T/2.
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3. In the third phase (Relay phase): R∗ amplifies the received signal and forwards
to S in the remaining time of (1 − α)T/2 with the energy harvested from S
by using the best Rayleigh fading channel coefficient (hr∗).

Finally, S uses the selection combining (SC) scheme and successive interference
cancellation (SIC) to combines two received signals, i.e., the direct signal from
users and the relaying signal from R∗ [15].

2.1 Power Transfer Phase

In this phase, S transmits energy to the relay nodes with a power of P0, the
energy gained at the relay during αT can be described as follow:

ER∗ =
ηP0|hr∗ |2αT

dθ
r∗

, (1)

where η indicates the energy conversion efficiency (0 < η < 1), |h∗
r |2 denotes the

Rayleigh fading channel coefficient of S − R∗, dr∗ is the Euclidean distance of
link S − R∗ and θ is denoted as the path-loss exponent.

2.2 Information Transmission Phase

In the second phase, both users U1 and U2 simultaneously broadcast their own
information to base station and relays in the duration of (1−α)T/2. It is assumed
S applying SIC to decode s1 and s2 from the direct signal. The instantaneous
SINR for detecting the signal from U1 is:

γs1
d =

P1|h1|2/dθ
1

P2|h2|2/dθ
2 + σ2

=
γ1|h1|2

γ2|h2|2 + 1
(2)

The SNR for detecting the signal from U2 is:

γs2
d = γ2|h2|2 (3)

where γ1 = P1
σ2dθ

1
, γ2 = P2

σ2dθ
2

are denoted as SNR at U1 and U2, Pi (i = {1, 2})
denote the transmit powers of users U1 and U2, respectively. hi denotes Rayleigh
fading channel coefficients between users and S. Note that in this paper, the
received signal at S and R∗ are y1 and y2, respectively, similar to the formulas
(2) and (5) in the paper [15]

2.3 Relay Phase

In this phase, R∗ amplifies and forwards the received signal to S by using the
harvested energy ER∗ in the duration of (1 − α)T/2. We ignore the processing
power required by the transmit/receive the circuitry of R. The transmit power
of R∗ is given by

PR∗ =
2ηαP0|h∗

r |2
(1 − α)dθ

r∗
=

aP0|hr∗ |2
dθ

r∗
, (4)
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where a = 2ηα
1−α

Using the AF scheme, the transmit signal at R∗ with transmit power PR∗ is
given by

yR∗ = Gy2, (5)

where G is the relaying gain in the AF scheme applied at R. G is expressed as

G �
√

PR∗

P1|h3|2/dθ
3 + P2|h4|2/dθ

4 + σ2
. (6)

The received signal at S in this phase is written as

y3 =
Ghr∗√

dθ
r∗

(√
P1

dθ
3

h3s1 +

√
P2

dθ
4

h4s2 + n2

)
+ n3, (7)

where n3 ∼ CN (0, σ2)
Assuming that S only uses the relaying signal to detect s1 and s2 by applying

SIC, the instantaneous SINR to detect s1 at S in this phase is expressed as

γs1
r =

P1G
2|h3|2|hr∗ |2/dθ

3dr∗θ

G2(P2|h4|2/dθ
4 + σ2)|hr∗ |2/dθ

r∗ + σ2

=
aγ3γr∗ |h3|2|hr∗ |4

γ3|h3|2 + (γ4|h4|2 + 1)(aγr∗ |hr∗ |4 + 1)
. (8)

The instantaneous SNR to detect s2 at S in this phase is obtained by

γs2
r =

aγ4γr∗ |h3|2|hr∗ |4
γ3|h3|2 + γ4|h4|2 + aγr∗ |hr∗ |4 + 1

(9)

where γr∗ = P0
σ2dθ

r∗
, γ3 = P1

σ2dθ
3
, γ4 = P2

σ2dθ
4

are denoted as transmit SNR at S, U1

and U2, respectively.
By applying the SC scheme at S, the instantaneous SINR and SNR to detect

s1 and s2 at S in this phase are respectively given by

γs1 = max {γs1
r , γs1

d } , (10)

γs2 = max {γs2
r , γs2

d } . (11)

Notice that |hi|2 (i ∈ {1, 2, 3, 4}) are assumed as the i.i.d. Rayleigh channel gains
following exponential distributions with parameters λi Thus, the probability
density function (PDF) and the cumulative distribution function (CDF) of these
random variables |hi|2 are written as

f|hi|2(x) =
1
λi

e
− x

λi , (12)
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F|hi|2(x) = 1 − e
− x

λi . (13)

R∗ is the best capable of receiving power, selected from N relays. Therefore,
PDF and CDF of the random variables |hr∗ |2 are written as

f|hr∗ |2(x) =
N

λr∗
e

− x
λr∗

(
1 − e

− x
λr∗

)(N−1)

, (14)

F|hr∗ |2(x) =
(
1 − e

− x
λr∗

)N

=
N∑

k=0

CN
k (−1)N−k

e
− (N−k)x

λr∗ . (15)

For further calculation, first we derive the expressions of CDF and PDF of X =
γj |hj |2

γk|hk|2+1 as follows

FX(x) = Pr
(

γj |hj |2
γk|hk|2 + 1

< x

)
= 1 − λjγje

− x
λjγj

λjγj + λkγkx
. (16)

fX(x) =
λjγjλkγke

− x
λjγj

(λjγj + λkγkx)2
+

e
− x

λjγj

λjγj + λkγkx
. (17)

where j ∈ {1, 3}, k ∈ {2, 4}

3 Performance Analysis

In this section, we analyze the performance of this considered system in terms
of outage probability (Pout) and throughput (τ). The outage probability Pout is
defined as the probability that the instantaneous capacity,

C =
1 − α

2
log2(1 + SINR). (18)

falls below a predetermined rate threshold. We assume that Rth > 0(bps/Hz) is
the minimum required data rate for both users. Therefore, Pout is expressed as
follows

Pout = Pr

(
1 − α

2
log2(1 + SINR) < Rth

)

= Pr
(
SINR < 2

2Rth
1−α − 1 � γth

)
. (19)

For our considered system, the outage probability P s1
out for detecting s1 and

P s2
out for detecting s2 are expressed as

P s1
out = Pr(γs1 < γth) = Pr(γs1

d < γth) · Pr(γs1
r < γth), (20)

P s2
out = Pr(γs2 < γth) = Pr(γs2

d < γth) · Pr(γs2
r < γth), (21)

respectively.
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Proposition 1. Under Rayleigh fading, the outage probability P s1
out for detecting

s1 for detecting is given by (22) and (23), respectively.

Pr(γs1
d < γth) = 1 − γ1λ1

γthγ2λ2 + γ1λ1
e− γt

γ1λ1 (22)

Pr(γs1
r < γth) = 1 − (−1)Nπμe− γth

λ3γ3

M

N∑
k=1

CN
k (−1)(N−k)

M∑
i=1

u
k

√(
μ

ln2ui
+γth+1

)
−1

i

× λ3γ3λ4γ4 + λ3γ3 + λ4γ4( μ
ln2ui

+ γth)[
λ3γ3 + λ4γ4( μ

ln2ui
+ γth)

]2
ln3ui

e
−μ

λ3γ3ln2ui

√
1 − β2

i (23)

where ui = βi+1
2 with βi = cos

(
2i−1
2M π

)
, and M is the complexity-vs-accuracy

trade-off coefficient.

Proof. See Appendix B.

Proposition 2. Under Rayleigh fading, the outage probability P s2
out for detecting

s2 is given by (24), respectively.

P s2
out =

(
1 − e− γth

λ2γ2

) ⎡
⎣1 +

π2μe− γth
λ4γ4

2MHλ4γ4

N∑
k=0

CN
k (−1)N−k

M∑
i=1

H∑
j=1

e
− μ

λ4γ4ln2ui

× u
N−k

√(
μ

ln2ui
−λ3γ3lnvj+γth+1

)
i

uiln3ui

√
(1 − φ2

i )(1 − ϕ2
j )

⎤
⎥⎥⎦ (24)

where ui = φi+1
2 , φi = cos( 2i−1

2M π), vj = ϕj+1
2 , ϕj = cos( 2j−1

2H π),M and H are
the complexity-vs-accuracy trade-off coefficients.

Proof. See Appendix A.

Proposition 3. The throughput expressions for U1 and U2 are respectively given
by

τ1 =
Rth(1 − α)(1 − P s1

out)
2

, (25)

τ2 =
Rth(1 − α)(1 − P s2

out)
2

. (26)

4 Nummerical Results and Disscussion

In this section, the performance of the system is analyzed based on the results
of the outage probability and throughput of the system by using Monte-Carlo
simulation.
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No Description Notation Value Unit

1 The distances from S to U1 d1 3

2 The distances from S to U2 d2 6

3 The distances from R∗ to U1 d3 2

4 The distances from R∗ to U2 d4 5

5 The distances from S to R∗ dr∗ 1

6 The rate threshold Rth 1 bps/Hz

7 The variance of additive noises σ2 1

8 The path loss exponent θ 2

9 The complexity-vs-accuracy trade-off coefficients M, H 100
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Fig. 2. Outage probability of the U1 and
U2 versus P0 with different values of
(P1, P2) where α = 0.4, η = 0.8
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Fig. 3. Throughput of the U1 and
U2 versus P0 with different values of
(P1, P2) where α = 0.4, η = 0.8

The predefined simulation parameters are set in the table below:
Figure 2 and Fig. 3 show the system performance results, which are, par-

ticularly, the outage probability and the throughput at users U1 and U2, in
comparison with transmit power at the base station (P0) with different values of
the transmit powers at users U1 (P1) and U2 (P2). Specifically, from Fig. 2, we
can see that the outage probability at U1 and U2 decreases when increasing P0.
At the same time, when P2 increases, the user’s performance reduces as a result
because of the increase in interference. This is explained in formulas (2) and (8).
Similar conclusions are also obtained in case of considering the out probability
for user U2 in Fig. 2. Specifically, the system performance at user U2 improves
if we increase P2 and decrease P1, as shown in formulas (3) and (9). In Fig. 3,
the throughputs of both users U1 and U2 improve when increasing P0. In this
result, we also see that, when increasing P1 and decreasing P2, the throughput
of U1 increases, in contrast, the throughput of U2 increases when increasing P2

and decreasing P1.
The number of relay nodes is also an important parameter of the system.

Figure 4 and Fig. 5 show the effect of the number of relays on the performance



40 V.-L. Nguyen et al.

0 2 4 6 8 10 12 14 16 18 20

The number of relay N

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

P
ou

t

Analysis for U1

Simulation for U1

Analysis for U2

Simulation for U2
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U2 versus the number of relays N ; P0 = 15
dB, P1 = 30 dB, P2 = 30 dB, α = 0.4, η =
0.8
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Fig. 5. Throughput of the U1 and U2

versus the number of relays N ; P0 = 15
dB, P1 = 30 dB, P2 = 30 dB, α =
0.4, η = 0.8

of the system in terms of outage probability and throughput. In Fig. 4, the
outage probability of both users decreases when increasing the number of relays.
On the contrary, the throughput of both users increases in Fig. 5 when the
number of relays increases. Through the above two results, we conclude that the
performance of the system is improved when increasing the number of relays.

Figure 6 is the simulation result of the outage probability of both users U1 and
U2 following the energy conversion efficiency. We see that the outage probability
decreases with the increasing of the energy conversion efficiency. It means that
the performance of the system in terms of the outage probability is improved
by increasing this parameter. Figure 7 shows that the throughputs of both users
U1 and U2 increases with an increase in energy conversion efficiency. The reason
for the two results in Fig. 6 and Fig. 7 is that as the energy conversion efficiency
increases, the energy for amplifying and forwarding at R∗ increases, thus the
signal transfer efficiency at the uplink of the system is increased.

The impact of time switching ratio on system performance in terms of outage
probability is illustrated in Fig. 8. This result shows that, with the simulation
parameters described on the table and the values: P0 = 15 dB, P1 = 30 dB, P2 =
30 dB, η = 0.8, when increasing α (α > 0) until 0.1, the outage probability of
both users U1 and U2 decreases. Then, with the value of α (α > 0.1) progressing
to 1, the outage probability of both users U1 and U2 increases. Thereby, we find
that there are a value of the time switching ratio at which the average outage
probability is minimum. The algorithm for finding values of the time switching
ratio to minimize the outage probability of this system will continue to be studied
in the future.

The System performance simulation results in terms of throughput versus
α were performed in Fig. 9, which performed a throughput simulation of both
users U1 and U2. It can be observed that the throughput is reduced when we
increase the value of the tim switching ratio.
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Fig. 6. Outage probability of the U1 and
U2 versus the energy conversion efficiency;
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α = 0.4
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α = 0.4
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5 Conclusion

In this work, we studied an uplink cooperative NOMA network with wireless
power transfer, in which, the best relay (i.e., the relay with the highest power
received from the base station) helps the users forward information to the base
station. The closed-form expressions of the outage probability and throughput
for two users are given to describe the performance of the system. The simulation
results showed that the performance of the U1 can be improved when increasing
P0, P1, N , and η. On the contrary, the performance of the U1 decreases when
increasing P2. Similarly, the performance of the U2 improves when increasing
P0, P2, N , η and decreasing P1. Especially, iteratively using numerical methods,
we discovered that the system exists a value of time switching ratio that makes
the average outage probability to be minimized. Therefore, we need to carefully
consider the time switching ratio for the best system performance.
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Appendix A

P
s2
out = Pr

(
γ2|h2|2 < γth

)
. Pr

(
aγrγ4|h4|2|hr∗ |4

aγr∗ |hr∗ |4 + γ3|h3|2 + γ4|h4|2 + 1
< γth

)

= F|h2|2
(

γth

γ2

) ⎡
⎣F|h4|2

(
γth

γ4

)
+

∫ ∞

0

∫ ∞
γth
γ4

F|hr∗ |2

(√
γth(γ3x + γ4y + 1)

aγr∗ (γ4y − γth)

)
f|h4|2 (y)dyf|h3|2 (x)dx

]

(a)
=

(
1 − e

− γth
λ2γ2

) ⎡
⎢⎣1 +

2μe
− γth

λ4γ4

λ3λ4γ4

N∑
k=0

C
N
k (−1)

N−k

∫ ∞

0

∫ 1

0

z

N−k

√(
γ3x+ μ

ln2z
+γth+1

)
.e

− μ

λ4γ4ln2z
− x

λ3

zln3z
dzdx

⎤
⎥⎥⎥⎥⎦

(b)
=

(
1 − e

− γth
λ2γ2

) ⎡
⎢⎣1 +

2μe
− γth

λ4γ4

λ3λ4γ4

N∑
k=0

C
N
k (−1)

N−k

×
∫ ∞

0

π

2M

M∑
i=1

u

N−k

√√√√
(

γ3x+ μ

ln2ui
+γth+1

)

i .e
− μ

λ4γ4ln2ui
− x

λ3
√

1 − φ2
i

uiln3ui

dx

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

(
1 − e

− γth
λ2γ2

) ⎡
⎢⎢⎣1 +

πμe
− γth

λ4γ4

Mλ3λ4γ4

N∑
k=0

C
N
k (−1)

N−k
M∑

i=1

e
− μ

λ4γ4ln2ui
√

1 − φ2
i

uiln3ui

×
∫ ∞

0
u

N−k

√√√√
(

γ3x+ μ

ln2ui
+γth+1

)

i .e
− x

λ3 dx

⎤
⎥⎥⎥⎥⎦

(c)
=

(
1 − e

− γth
λ2γ2

) ⎡
⎢⎣1 +

π2μe
− γth

λ4γ4

2MHλ4γ4

N∑
k=0

C
N
k (−1)

N−k

×
M∑

i=1

H∑
j=1

e
− μ

λ4γ4ln2ui u

N−k

√√√√
(

μ

ln2ui
−λ3γ3lnvj+γth+1

)

i

uiln3ui

√
(1 − φ2

i )(1 − ϕ2
j )

⎤
⎥⎥⎥⎥⎥⎥⎦

where step (a) is obtained by letting z = e
−

√
μ

(γ4y−γth) in which μ = γth

aλr∗ γr∗ ,
step (b) and (c) are obtained by applying the Gaussian-Chebyshev quadrature
method in which ui = φi+1

2 , φi = cos( 2i−1
2M π), vj = ϕj+1

2 , ϕj = cos( 2j−1
2H π),M

and H are the complexity-vs-accuracy trade-off coefficients.
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Appendix B

Pr(γ
s1
d

< γth) = Pr

(
γ1|h1|2

γ2|h2|2 + 1
< γth

)
= Pr

(
|h1|2 <

γth(γ2|h2|2 + 1)

γ1

)

=

∫ ∞

0
F|h1|2

(
γth(γ2x + 1)

γ1

)
f|h2|2 (x)dx

= 1 − 1

λ2
e

− γth
λ1γ1

∫ ∞

0
e

−x
γthγ2λ2+γ1λ1

γ1λ1λ2 dx = 1 − γ1λ1

γthγ2λ2 + γ1λ1
e

− γt
γ1λ1

Pr(γ
s1
r < γth) = Pr

(
aγ3γr|h3|2|hr∗ |4

(γ4|h4|2 + 1)aγr∗ |hr∗ |4 + γ3|h3|2 + γ4|h4|2 + 1
< γth

)
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(
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[
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(
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γth(γ3|h3|2 + γ4|h4|2 + 1)

aγr∗
[
γ3|h3|2 − γth(γ4|h4|2 + 1)
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where step (a) is obtained by using Eqs. (13) and (17), step (b) is obtained
by letting z = e

− μ√
y in which μ = γth

aλ2
r∗ γr∗ , step (c) is obtained by applying

the Gaussian-Chebyshev quadrature method in which ui = βi+1
2 with βi =

cos
(
2i−1
2M π

)
, and M is the complexity-vs-accuracy trade-off coefficient.
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Abstract. In this paper, a novel convolutional neural network (CNN)
was designed for DOA estimation, which could deploy in radio-electronics
systems for improving the accuracy and operation efficiency. The pro-
posed model was evaluated with different hyper-parameter configurations
for optimization, and then a suitable model was compared with other
existing models to demonstrate its preeminence. Regarding dataset gen-
eration, our work considered the influence of both Gaussian noise and
multipath channels to DOA estimation accuracy. According to the anal-
ysis, in frame of this study, the model with 5 conv-blocks, 48 filters, and
a filter size of 1 × 7 achieved the best performance in terms of accuracy
(75.27% at +5 dB SNR) and prediction time (10.1 ms) that notably out-
performed two other state-of-the-art CNN model-based DOA estimation
techniques.

Keywords: Convolution neural network · DOA estimation ·
Multipath channels · Antenna array

1 Introduction

Many years, direction of arrival (DOA) estimation has been an active research
topic for application in various areas, including radar, sonar, and communication.
In military radar and sonar systems, DOA estimation facilitates determining the
location of targets to help for surveillance, tracking and control in the ground,
air, and water areas of nations. In communications, the quality of wireless con-
nections is greatly improved if DOA estimation is employed to target the user.
In many contexts, the DOA estimation plays a role as a spatial filter. In addi-
tion, the arrival angle information of a signal source in the electronic warfare
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operation is very useful to explore further data about the enemy situation that
enable us to build a plan or decide a proper activity.

In almost applications, an antenna array with multiple elements is often
used for steering a beam pattern toward the defined direction. As well-known
methods, multiple signal classification (MUSIC) [1] and estimation of signal
parameters via rotation invariance (ESPRIT) exploit the Eigen-decomposition
of the covariance matrix of received signals to determine the arrival angles [2]. In
decades, researchers attempt to solve the DOA estimation for coherent signals.
Therefore, plenty of array pre-processing techniques are proposed, such as for-
ward spatial smoothing (FSS) [3], forward/backward spatial smoothing (FBSS)
[4], joint spatial-temporal method [5], and Toeplitz approximation [6]. They all
were deeply analyzed and evaluated.

Recently, the machine learning technique is introduced as an effective app-
roach to solving the DOA estimation problem, for example, support vector
machine (SVM) is used to estimate DOA of multiple plane waves in [7–9]. As
part of machine learning, deep learning is a well-known universal approximation
theorem that can learn features deeply by designing neural networks with mul-
tiple hidden layers [10]. Accordingly, a deep neural network (DNN) proposed in
[11] was designed for multitask autoencoder and a sequence of parallel multiple-
layer classifiers. As a result, the DNN achieved a DOA estimation performance
with higher accuracy than SVM and MUSIC techniques. Despite enhancing DOA
estimation accuracy, the multilayer perception consumes a high computational
complexity, expensive architecture, and time delay. Besides, convolutional neural
network (CNN) allow learning feature automatically without expert knowledge
in a specific domain. In 2017, Adavanne et al. demon-strated a stacked convolu-
tional recurrent neural network, namely DOAnet, for esti-mating DOA in both
azimuth and elevation angles [12]. In that work, the input data of DOAnet was
signal frames in time domain. The study evaluated the DOA estimation possibil-
ity of DOAnet on anechoic, matched and unmatched reverberation dataset, and
indicated that the approach performed better than MUSIC in most scenarios.
In 2019, Chakrabarty et al. proposed a CNN-based method for DOA estima-tion
of multiple speakers, here, the short-time Fourier transform (STFT) of received
signals was used as a pre-processing to generate the input feature map, which is
di-rectly fed into the CNN [13]. In another approach, the input feature map was
columns of a covariance matrix, which played a role as a spatial spectrum [14].
However, the method did not consider multipath propagation conditions.

Despite achieving the remarkable performance of DOA estimation based on
deep learning techniques, the above-mentioned researches have concerned the
assessment of uniform linear array (ULA) but not non-uniform linear array
(NLA); therefore, it still remains room for exploration. In addition, no signal
dataset with the multipath effect is synthesized in those publications for learn-
ing CNN models, and this, therefore, motivates us to generate a new dataset for
performance evaluation, in which diverse factors affecting the incoming signals
are considered exhaustively. Accordingly, this paper presented a CNN model,
namely DOA-ConvNet, which was designed according to a combination of dense
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Fig. 1. Direction finding system with 5-element NLA for DOA estimation using DOA-
ConvNet model.

and residual network architecture. The proposed model was evaluated to achieve
the optimal performance in terms of accuracy and time-consuming.

2 Signal Model and Dataset Generation

2.1 Signal Model of Antenna Array

As shown in Fig. 1, a signal model of a linear antenna array is illustrated. In prin-
ciple, an incoming signal is captured by the antenna array. Then, the received
signals of elements are pre-processed at pre-processing block and converted to
digital form at ADC conversion and datastore block. In the digital signal process-
ing block, the signals are re-constructed and prepared for DOA-ConvNet. The
output of DOA-ConvNet is a DOA value of the received signal. Along with other
signal parameters, the estimated DOA is indicated in a display for surveillance
and tracking.
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Accordingly, assume that a signal travels from one transmitter to a non-
uniform linear array (NLA) with M elements in K paths of the multipath prop-
agation. The light-of-sight (LOS) path is in the directions of θ1, and other non-
light-of-sight (NLOS) ones are in the direction of θ2, θ3, ..., θK . Then, the output
signals of NLA expressed as a matrix x in time domain are written as:

x = A · s + n (1)

where x = [x1(t), x2(t), ..., xM (t)]T is output signal vector of the array, xm(t)
is signal value at time t of mth antenna element; s = [s1(t), s2(t), ..., sK(t)]T

presents incoming signal vector, sk(t) is signal value at time t of kth signal
from direction of θk; n = [n1(t), n2(t), ..., nM (t)]T stands for white noise vector,
whose elements are independent; A = [a1(θ1),a2(θ2), ...,aK(θK)] is defined as a
steering matrix of the array, ak(θk) is a steering vector for angle θk as following:

ak(θk) =
[
1, e

−j
2πd1 sin θk

λk , ..., e
−j

2πdM−1 sin θk
λk

]T

(2)

The multipath propagation is a phenomenon that strongly affects the DOA
estimation performance of a direction finding system. The angle bias occurs by
the non-useful correlation of non-line-of-sight (NLOS) signals. The bias problem
sometimes is solved by calibration for stationary propagation environment, but
not for mobile devices that are deployed on the battlefield. As a result, the
antenna array output will contain LOS signal, their NLOS components, and
white noise. By acquisition of the array output signals with multiple samples,
the direction-finding system can estimate the arrival angle of strong incoming
signals. After converting output signals to digital, the matrix x has a size of
M × N , with M is number of antenna elements, and N is number of signal
samples. In the case of I/Q (In-phase/Quadratic-phase) receiver, the matrix x
is assigned with the size of M × N × 2. The matrix x now becomes input data
for the proposed DOA-ConvNet.

2.2 Dataset Generation

In this study, an NLA with configuration of d = {0, d1, d2, d3, d4} =
{0, 3, 5, 7, 10}λ/2 is considered for evaluating the performance of DOA-ConvNet
for DOA estimation task. The NLA configuration has a symmetric property
that provides a high accuracy of DOA estimation of multiple coherent signals,
as demonstrated in [18]. Regard to the data structure, the signal frame for each
acquisition is of size 256 samples. By using the array signal model as presented
in the previous subsection, a dataset with consideration of multiple noise levels
and randomized multipath propagation is generated for training and validating
the proposed network. Accordingly, the dataset is produced according to param-
eters summarized in Table 1. Herein, the input feature map is defined by the
size of matrix x, concretely is of size 5 × 256 × 2. All signal feature maps in the
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Table 1. Summary of signal dataset generation parameters.

Parameter Value

Array NLA, d = [0, 3, 5, 7, 10]λ/2

Carrier Frequency (LOS) 35MHz

Sampling frequency 350MHz

Signal strength 1V

Number of NLOS signals 6

Multipath delay (NLOS) U{[1, 1000]} ns

Maximum Doppler shift 10Hz

Multipath attenuation (NLOS) U{[−100,−10]} dB

SNR −20 dB to +25 dB, step 5 dB

Angle of arrival −89◦ to +89◦, step 1◦

Number of angle classes 179 class names

Data size of one signal window 5 × 256 × 2

dataset are labeled corresponding to angles from −89◦ to +89◦ with the step of
1◦, so there is a total of 179 label names that correspond to 179 output classes
of the proposed network. In detail, 10, 000 signal feature maps are generated for
each angle with various SNRs from −15 dB to +15 dB with the step of 5 dB.
Each SNR has 179, 000 signal feature maps. Overall, the dataset has 1, 790, 000
observation maps, in which 80% is used for training and 20% is for validation.

3 CNN-Based DOA Estimation Model

An ELINT receiver always operates with two channels I and Q, which provide
full amplitude and phase information of received signals. Therefore, the input
data size should be of M ×N ×2, where M is number of antenna elements, N is
number of samples per signal window, and number 2 presents two signal channels,
I and Q. According to the problem in this work, the input data size is assigned
by 5×256×2. Inspired by the ResNet architecture [15], our deep neural network
model (namely DOA-ConvNet) is designed with a primary flow (main path)
and skip-connections (residual paths), as shown in Fig. 2a and listed in Table 2.
Accordingly, the primary flow is constructed by a series of conv-blocks connected
consecutively from input to output layers. Each conv-block, as shown in Fig. 2b,
consists of two branches, whose outputs are synthesized by an addition layer.
Each branch contains two consecutive one-dimensional (1D) convolution layers,
one max-pool layer, and one ELU activation function layer. In 1D-convolution
layer, the convolution operation is executed between an input data and a kernel
so that its formula can express as follows:

y(i) =
∑
m

c(m) · x(i − m) (3)
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Fig. 2. DOA-ConvNet model structure: (a) overall ; (b) conv-block.

where y is an output matrix, x is an input matrix, c is a kernel matrix, and m,
i, are element indices.

It can be observed that two 1D-convolution layers with filter sizes of 1×k and
k×1 are employed instead of one convolution layer with a filter size of k×k. This
way helps to reduce the number of learnable parameters that produce the model
with a light-weight structure [16,17]. In the second branch, two convolution
layers with two mentioned kernel sizes are exchanged their positions. The second
convolution layer is followed by a maxpool layer whose hyper-parameters are
designed by a pool-size of 1 × 3 and stride of (1, 2). The role of maxpool layer
is to perform down-sampling to reduce the size of feature maps and extract the
robust features before going to the activation layer. The activation function plays
a crucial role in CNNs as a brain neuron, which activates the useful features
and impairs the redundant ones. In our model, we use an exponential linear
unit (ELU) function, a smooth activation function, which provides better signal
propagation through the network than ReLU one. The ELU function is expressed
as follows:

y =
{

x if x ≥ 0
α(ex − 1) if x < 0 (4)

where y denotes the output, x stands for input value and α is a scalar number
between 0.1 and 0.3. In this work, it is chosen by 0.2.
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4 Experiment Result and Discussion

Our model is intended with changeable hyper-parameters, including number of
conv-blocks, number of filters in a convolution layer, and size of filters. Dif-
ferent configurations of the model will be evaluated, and then a suitable one
will be chosen for competing with other existing models in terms of accuracy
and time-consuming. For each configuration, the model must be trained with
the synthesized dataset, which is described in Sect. 2 before the experiment and
assessment.

Table 2. Summary of signal dataset generation parameters.

Block Layer Output Description

Input Input 5 × 256 × 2 256 Sample/frame

5 antenna element

2 signal channels I/Q

pth conv-blocks

(p = 1, 2, . . . , P ), P is

number of conv-blocks

Branch 1:

- Conv 5 × 256/2p−1 × K K filters, 1 × k, stride (1, 1)

- Conv 5 × 256/2p−1 × K K filters, k × 1, stride (1, 1)

- Maxpool 5 × 256/2p × K Poolsize 1 × 3, stride (1, 2)

- Activation 5 × 256/2p × K ELU: exponential linear unit

Branch 2:

- Conv 5 × 256/2p−1 × K K filters, k × 1, stride (1, 1)

- Conv 5 × 256/2p−1 × K K filters, 1 × k, stride (1, 1)

- Maxpool 5 × 256/2p × K Poolsize 1 × 3, stride (1, 2)

- Activation 5 × 256/2p × K ELU: exponential linear unit

- Addition 5 × 256/2p × K Branch 1 + branch 2 +

skip-connection (except n = 1)

pth Skipconnection

(p = 1, 2, . . ., P − 1)

- Conv 5 × 256/2p+1 × K K filters, 1 × 1, stride (1, 1)

- Maxpool 5 × 256/2p−1 × K Poolsize 1 × 6, stride (1, 4)

Output block Norm 5 × 256/2P × K Batch normalization

Activation 5 × 256/2P × K ELU

FC 1 × 1 × 179 179 classes

Softmax 1 × 1 × 179 Softmax function

Classification Prediction execution

4.1 DOA-ConvNet with Different Filter Size

As mentioned in the previous section, the pair of consecutive convolution layers
in each conv-block branch of DOA-ConvNet are assigned with K filters, and filter
sizes of 1×k and k×1, respectively. For evaluating the impact of filter size on the
performance, the network is configured with following hyper-parameters: 5 conv-
blocks, 64 filters per convolution layer, and various filter sizes with k = [3, 5, 7, 9].

The experimental result presented in Fig. 3 shows the comparison of angle
classification accuracy depending on various SNR levels and different convolution
filter sizes. It shows that in spite of giving the best accuracy at low SNR levels
(from −20 dB to 0 dB), the model with the filter size of 1 × 9 has the worst
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Fig. 3. Angle classification performance of DOA-ConvNet with different filter sizes
depending on various SNRs.

performance at high SNRs (> 0 dB). Whereas, the model with the filter size
of 1 × 3 seem lowest correct angle classification rate for SNR < 0 dB but it
outperforms other ones at higher SNRs excepting 1 × 7. By observation, the
model with the filter size of 1 × 7 obtains very good performance at all SNR
values, especially it achieves the best accuracy with SNR > 0 dB.

4.2 DOA-ConvNet with Different Number of Filters

In Subsect. 4.1, the filter size with k = 7 is selected as a suitable configuration
of the convolution dimension; thus, the second experiment is performed with
different numbers of filters in a convolution layer while 5 conv-blocks are still
used in this evaluation.

As a result, Fig. 4 shows the different performances of the model due to
various filter numbers. Logically, more filters result in more neurons in the model;
thus, more representative information should be extracted for better prediction
performance. However, we observe that the model with a greater number of
filters does not gain higher angle classification accuracy that the number of
filters should be satisfied with dataset properties, that only be discovered by
experiments. In particular, in this framework the model with 48 filters estimates
DOA with the highest accuracy, whereas the models with 64 and 96 filters obtain
lower performance.

4.3 DOA-ConvNet with Different Conv-Blocks

“How many convolution layers are optimal for a neural network model-based
DOA estimation” is always a difficult question for answering. Indeed, how big
is the network, it depends on the dataset properties and the number of output
classes. Therefore, a classifier must be fitted with a particular dataset. For the
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Fig. 4. Angle classification performance of DOA-ConvNet with different numbers of
filters depending on various SNRs.

Fig. 5. Angle classification performance of DOA-ConvNet with different numbers of
conv-blocks depending on various SNRs.

DOA estimation problem, DOA-ConvNet al.so has to be optimized with a suit-
able number of convolution layers, which must obtain good accuracy and fast
execution. Herein, the number of convolution layers is represented by the number
of conv-blocks.

By experiment, the accuracy performance depending on SNRs and different
numbers of conv-blocks is plotted in Fig. 5, which shows that DOA-ConvNet
with 5, 6, and 7 conv-blocks achieves the almost same classification efficiency and
significantly better than that with 3 and 4 conv-blocks. Moreover, the execution
time performance also is taken into account for assessment. This result is listed
in Table 3, where the numerical results enable us to suggest that the model
with 5 conv-blocks is chosen to satisfy the accuracy, structural, and time cost
requirements.



54 V.-S. Doan et al.

Table 3. Performance of DOA-CovNet with different numbers of conv-blocks at SNR
= +5 dB.

Number of Conv-blocks Learnable parameters Classification accuracy Time-consuming

3 1.9M 73.88% 7.3ms

4 1.1M 75.07% 8.8ms

5 0.7M 75.27% 10.1ms

6 0.5M 75.19% 11.8ms

7 0.4M 75.48% 13.6ms

4.4 Comparison of DOA-ConvNet with Other Existing CNN
Models

As a result of the aforementioned analysis, DOA-ConvNet with 5 conv-blocks,48
filters, and a filter size of k = 7 is our designated CNN model to compete
with two other existing ones (namely DOA-CNN-1 and DOA-CNN-2) for DOA
estimation task. DOA-CNN-1 consists of 4 consecutive pairs of Conv+ReLU
layers, following by three fully connected layers with output sizes of 512 for
two first ones and 179 classes for the last one, and finalized by softmax layer
and output decision layer [13]. DOA-CNN-2 is constructed by four consecutive
pairs of Conv+ReLU layers also, but its input data is a spatial spectrum, which is
pre-processed by beamforming technique [14]. Both mentioned CNN models were

Fig. 6. Comparison of DOA-ConvNet with DOA-CNN-1 and DOA-CNN-2.
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demonstrated remarkable outcomes in their own case studies. In this comparison,
we applied those two CNN models for our signal dataset design, based on 5-
element NLA along with Gaussian noise and multipath channels, to compare
with DOA-ConvNet, while other setting up parameters remain as original. The
comparison result is plotted in Fig. 6.

Regarding the structural volume, DOA-CNN-1, and DOA-CNN-2 have
respectively 8, 662, 451 and 960, 488 learnable parameters, whereas DOA-
ConvNet has the number of parameters of 646,619 only. However, in the accuracy
comparison, DOA-ConvNet gains the highest performance at all SNR values, the
second place for DOA-CNN-2, and the worst for DOA-CNN-1. As we mentioned
above, DOA-ConvNet is designed for re-usage of former feature maps, which can
improve the robust features, therefore, it achieves higher accuracy.

5 Conclusion

This paper has demonstrated a novel CNN model-based DOA estimation method
(namely DOA-ConvNet). The proposed model was evaluated based on differ-
ent structural hyper-parameters by experiments to gain an optimal one with
the good trade-off in terms of accuracy, structural, and time cost. In addi-
tion, a signal dataset was synthesized with consideration of both Gaussian noise
and multipath channels. A non-uniform linear array with the configuration of
d = [0, 3, 5, 7, 10]λ/2, along with the optimal DOA-ConvNet, is proposed to out-
perform other existing models for the same DOA estimation task. In the future
work, we intend to develop the network for different array geometries such as
circular, rectangle planar or spherical arrays, which can estimate signal DOA in
both azimuth and elevation planes.
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Abstract. This paper proposes a transmission method using unmanned
aerial vehicle (UAV) with distributed Space-Time Block Code (STBC)
for multi-hop wireless relay networks in search and rescue operations.
First, an UAV is considered to add to the hop with the minimum out-
put signal-noise-ratio (SNR) and operates as a relay node to maintain
the links between adjacency nodes in network, expand the transmission
coverage area and improve the transmission performance. In addition, in
order to overcome the difficulty in assigning the STBC patterns to the
distributed relays and also alleviate the complexity of system design and
implementation, the original STBC pattern is modified while keeping the
same cooperative diversity gain. Finally, an algorithm is proposed to find
out the optimal location of the added UAV in the hop, where the UAV has
the best contribution to the data transmission performance between the
transmitter and the receiver. It can be seen from the simulation results,
the optimal location of the added UAV depends on not only the envi-
ronment of real scenarios but also the distributed cooperative diversity
gain. We can confirm that the proposed method achieves the significant
performance improvement while keeping the simple operation of system
for UAV communications in search and rescue operations.

Keywords: STBC · UAV communications · MANET · Wireless relay
networks · Optimal location

1 Introduction

The use of unmanned aerial vehicles (UAVs) is rapidly growing in the past few
decades due to their broad range of application domains that include telecommu-
nications, delivery of medical supplies, and search and rescue (SAR) operations
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Fig. 1. Multi-hop wireless relay network with the added UAV.

[1]. Wireless networks with UAVs, commonly known as UAV communications,
is also a subject that has attracted researchers’ attention in recent years. This
is because UAV communications can provide reliable and cost-effective wireless
connectivity for nodes without infrastructure coverage [2]. Multi-hop Wireless
networks with UAVs are seen as a sub form of the well-known concept of Multi-
hop Mobile ad-hoc network (MANET). Therefore, wireless networks with UAVs
also share common features with MANET. Thanks to the distinctive charac-
teristics such as independent, dynamic and self-adaptive natures, MANET is
generally used in emergency communications. MANET is generally applicable
to ensure connectivity in disaster relief situations that are usually hampered by
the absence of a network or communication infrastructures [3]. The integration of
communication systems with wireless medium and the growth of Internet tech-
nology has made MANET capable to operate and function during rapid emer-
gency deployment without relying upon infrastructure communication systems.
These characteristics make MANET suitable for the efficient communication
during natural disaster and search and rescue operations [4,5].

Besides sharing the common features with MANET above, there are several
unique characteristics that make UAV communications more suitable with search
and rescue operations, namely, mobility, topology changes, and radio propaga-
tion. UAVs are expected to be an important component of UAV communications
for achieving high-speed wireless communications [6]. UAVs can adjust their alti-
tude to avoid obstacles and enhance the likelihood of establishing line-of-sight
(LoS) communication links to ground users. UAVs can also operate as wireless
relays to provide wireless connectivity between two distant users or user groups
without reliable direct links for improving transmission performance and cover-
age of ground wireless devices [2]. In addition, using UAVs as relay nodes for
search and rescue operations in wireless communications can bring the many
benefits as surveying the environment and collecting evidence about position of
a mission person [7]. However, UAV communications are also faced with several
new challenges such as highly dynamic network topologies, sparse and intermit-
tent network connectivity, intelligent energy usage and replenishment, effective
interference management, and so on. Therefore, new communication protocols,
basic networking architecture, main channel characteristics, and performance
enhancing techniques for UAV communications should be investigated [8].
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In UAV communications, orthogonal frequency division multiplexing
(OFDM) scheme has proposed as a good candidate to obtain reliable and high
performance wireless communication links [9,10]. The guard interval of OFDM
has tolerance to not only the influence of the delay spread but also the transmit-
ting timing offset among distributed nodes. In wireless networks, a cooperative
diversity is known as a technique allowing single-antenna nodes to reap some of
the benefits of Multiple-Input Multiple-Output (MIMO) systems [11,12]. Space-
Time Block Code (STBC) encoding scheme is also often used to obtain the
higher cooperative diversity gain without channel state information (CSI) which
is referred as channel properties of a communication link at the transmitting
node [13]. In addition, the STBC encoding scheme can achieve both full diver-
sity order and full data transmission rate with simple decoding algorithm at
the receiver. The diversity can also be obtained by using distributed relays in
cooperative systems, where each pattern of STBC encoding is transmitted by
the different relays [14]. Therefore, in this paper, the distributed cooperative
diversity using STBC scheme is considered to use in UAV communications.

As mentioned above, once network infrastructure is destroyed by natural
disaster, the connections between end users and communication system are dis-
rupted. With the dynamic and self-configuring nature, UAV communications are
a suitable solution for emergency communications in search and rescue opera-
tions. However, due to the communication distance or obstacles such as trees,
hills and mountains and so on, the several links between adjacency nodes in
multi-hop wireless networks can be disconnected. In multi-hop wireless net-
works, the transmission channel can be modeled as an equivalent single hop
with the minimum output signal-noise-ratio (SNR). Therefore, the end-to-end
performance of multi-hop communication systems can be derived based on the
performance of the equivalent single hop [15]. As a result, when the performance
of the single hop with the minimum output SNR is improved, the end-to-end
performance of the system can also be improved.

Therefore, in this paper, an UAV is first considered to add to the hop with
the minimum output SNR and operates as a relay to maintain the links between
adjacency nodes in network, expand the transmission coverage area and improve
the transmission performance as shown in Fig. 1. In addition, the distributed
STBC cooperative systems have difficulty in assigning the STBC patterns to
the distributed relays. In order to overcome this problem and also alleviate the
complexity of system design and implementation, the original STBC pattern is
modified. For the modified STBC pattern, the transmission signal is changed and
encoded only at the UAV while keeping the same cooperative diversity gain in
comparison with the original STBC pattern. The transmission signal from relay
nodes is same to that from source node. Finally, an algorithm is proposed to find
out the optimal location of the added UAV at the hop with the minimum output
SNR. The proposed algorithm is based on the Received-Signal-Strength Indicator
(RSSI) of the beacon packets to find out the optimal location of the UAV, where
the UAV has the best contribution to the data transmission performance between
the transmitter and the receiver. From the simulation results, we can confirm
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Fig. 2. Distributed STBC cooperative diversity.

that the proposed method can achieve the significant performance improvement
while keeping the simple operation of system for UAV communications in search
and rescue operations.

The remainder of the paper is organized as follows. A system model and
the proposed method are described in Sect. 2 and Sect. 3, respectively. Next,
the performance is evaluated through simulation and results are presented and
analyzed in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Distributed STBC Cooperative Diversity System

The system under consideration consists of one transmitter, two distributed
relays and one receiver, which are all single-antenna nodes, operating over slow,
flat, fading channels as shown in Fig. 2. It is assumed that perfect channel state
information (CSI) is available at receivers but not at transmitters. A time-
division channel allocation is used for medium access, inter-relay interference
therefore is not considered in the signal model. It is also assumed that the decode-
and-forward (DF) protocol and the distributed STBC model with two transmit
nodes (Tx) and one receive node (Rx) is considered to use in this paper. At
the relays, the received signal from the transmitter is first decoded, and then
re-encoded and forwarded to the receiver [16]. By using the different STBC pat-
terns at the relays, the cooperative diversity gain of the maximum ratio combing
(MRC) can be obtained in the receiver.

We assume that the input signal for the j-th symbol is sj , and the next sym-
bol is sj+1, where j = 2a and a is the even number. The sj and sj+1 symbols

Table 1. The original STBC patterns.

Symbol j Symbol j + 1

(t) (t + T )

Branch 1 sj −s∗
j+1

Branch 2 sj+1 s∗
j
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are encoded and simultaneously transmitted from the transmitter and the UAV.
The transmitted STBC patterns are shown in Table 1, where ∗ is the complex
conjugate operation. At the receiver, the signals are received and combined with
the different path losses and fading fluctuations. In order to simplify the expla-
nation, we focus on an OFDM sub-carrier signal for explanation. At the first
transmission or phase 1, the received signal of the sj symbol at the i-th relay is
given by,

yji =
√

Ptβtihtisj + nji, (1)

where Pt is transmission power. hti and βti are fading channel coefficient and
path loss gain between the transmitter and the i-th relay, respectively. The
path loss gain is calculated with α the path loss exponential, a constant whose
measured value range from 1.6 to 6 [17]. nji is noise component of the sj symbol.
At the next transmission or phase 2, both relays simultaneously transmit the
data packet with the different STBC patterns as shown in Table 1. The received
signals of the sj and sj+1 symbols at the i-th receiver are expressed as follows,

yji = Hr1isj + Hr2isj+1 + nji,
y(j+1)i = −Hr1is

∗
j+1 + Hr2is

∗
j + n(j+1)i,

(2)

where Hri =
√

Ptβrihri is channel response between the r-th relay in the current
hop and the i-th relay in the next hop. nji and n(j+1)i are noise components.
The received signals can be represented in term of vector y as follows,

y =
[

yji
y(j+1)i

]
=

[
sj sj+1

−s∗
j+1 s∗

j

] [
Hr1i

Hr2i

]
+

[
nji

n(j+1)i

]
. (3)

The Eq. (3) can also be written in term of matrix as follows,

y = sH + n, (4)

where y, H, and n are 2 × 1 matrices, s is a 2 × 2 matrix. Without loss of
generality, after some elementary manipulations and conjugating the second row
of (3), the received signals can be equivalently expressed as follows,

[
yji

y∗
(j+1)i

]
=

[
Hr1i Hr2i

H∗
r2i

−H∗
r1i

] [
sj

sj+1

]
+

[
nji

n∗
(j+1)i

]
(5)

It can also be represented in term of matrix form,

ỹ = Hs + ñ. (6)

where ỹ, s, and ñ are 2 × 1 matrices, H is a 2 × 2 matrix. At the receiver, it is
assumed that the channel response is known exactly, the combined signals can
be obtained by multiplying both sides of Eq. (6) by HH as follows,

s̃ = HH ỹ. (7)
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Substituting (6) into (7), these combined signals can be written as follows,

s̃j = H∗
r1i

yji + Hr2iy
∗
(j+1)i = (|Hr1i|2 + |Hr2i|2)sj + wj ,

s̃j+1 = H∗
r2i

yji − Hr1iy
∗
(j+1)i = (|Hr1i|2 + |Hr2i|2)sj+1 + wj+1,

(8)

where wj = H∗
r1i

nji+Hr2in
∗
(j+1)i and wj+1 = H∗

r2i
nji−Hr1in

∗
(j+1)i are the noise

components. These combined signals are then sent to the maximum likelihood
detector to choose which symbol was actually transmitted from the transmitter
by applying least squares (LS) detection,

ŝk = arg min
sk∈SM

|s̃k − αsk|2, (9)

where k ∈ {j, j + 1}, α = |Hr11i|2 + |Hr2i|2, SM is the set of M transmitted sym-
bols which is known at both the transmitter and receiver, and |.| denotes a mag-
nitude operator. As a result, the diversity gain of the maximum ratio combing
(MRC) can be obtained if the channel response is known exactly at the receiver.
By using the cooperative diversity with distributed STBC encoding, the network
diversity gain can be obtained in this system. Then the decoded signals s̃j and
s̃j+1 can be detected.

3 Proposed Method

In this method, it is assumed that the location of relays and wireless transmis-
sion environment are known by the added UAV. The Received-Signal-Strength
Indicator (RSSI) between nodes can be determined by the beacon packets in
network. In the multi-hop wireless networks, the transmission channel can be
modeled as an equivalent single hop with the minimum output signal-noise-ratio
(SNR). Therefore, the end-to-end performance of multi-hop communication sys-
tems can be derived based on the performance of the equivalent single hop [15].
As a result, when the performance of the single hop with the minimum out-
put SNR is improved, the end-to-end performance of the system can also be
improved. In this method, it is also assumed that the hop with the minimum
output SNR of the multi-hop wireless network is determined based on the infor-
mation of RSSI between relays at each hop in network. The RSSIs from the
added UAV to the transmitter and the receiver at the hop are also known as
shown in Fig. 3.

Table 2. The modified STBC patterns.

Symbol j Symbol j + 1

(t) (t + T )

Transmitter sj sj+1

UAV −s∗
j+1 s∗

j
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Fig. 3. STBC cooperative diversity.

An UAV is first jointed at the hop and operates as a distributed relay in
order to improve the transmission performance of the hop, which in turn leads
to improving the end-to-end performance of system. Next, in order to overcome
the difficulty in assigning the STBC patterns to the distributed relays and also
alleviate the complexity of system design and implementation, the original STBC
pattern is modified as shown in Table 2.

It can be seen from the table that the transmission signal is changed only
at the added UAV and the same at the transmitter. An algorithm is then also
proposed to find out the optimal location of the added UAV at the hop with the
minimum output SNR of the multi-hop wireless relay networks. This algorithm
is based on the RSSI of the beacon packets, where the UAV has the best contri-
bution to the data transmission performance of Bit Error Rate (BER) between
the transmitter and the receiver.

In this method, only the hop with the minimum output SNR in the multi-hop
wireless network is considered. At the hop, the distance from transmitter to the
receiver is larger than transmission range and there are no any existing relays
between the transmitter and receiver as shown in Fig. 4. However, the signal
from the transmitter can still be sensed or received weakly at the receiver. This
is because the signal is much attenuated by the obstacles such as tree, building,
hill or mountain and the distance between the transmitter and the receiver. As
a result, this hop is identified as broken and has the minimum output SNR in
multi-hop wireless networks. Therefore, an UAV is added in order to maintain
the connection and improve the transmission performance of the hop. The signal
description for this case as follow. Similarly to Eq. (1), at the first time slot or
phase 1, the received signal of the sj symbol at the UAV and the receiver are
given by Eqs. (10) and (11), respectively,

yju = htusj + nju, (10)

yjr = htrsj + njr, (11)

where htu and htr are channel response between the transmitter and UAV, and
between the transmitter and the receiver, respectively. At the UAV, the received
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signal is first decoded, and then re-encoded according to the modified STBC
pattern in Table 2 and forwarded to the receiver in phase 2. The signal is also
transmitted from the transmitter to the receiver in phase 2. At the receiver, the
received signals of the sj and sj+1 symbols from the transmitter and the UAV
in phase 2 are combined and expressed as follows,

yjr = htrsj − hurs
∗
j+1 + njr,

y(j+1)r = htrsj+1 + hurs
∗
j + n(j+1)r.

(12)

The received signals can be represented in term of vector y as follows,

y =
[

yjr
y(j+1)r

]
=

[
sj −s∗

j+1

sj+1 s∗
j

] [
htr

hur

]
+

[
njr

n(j+1)r

]
. (13)

The Eq. (13) can also be written in term of matrix as the Eq. (3). The orthogo-
nality of the modified STBC encoding pattern can be verified by,

sH1 s2 =
[
s∗
j s∗

j+1

]
[−s∗

j+1

s∗
j

]
= s∗

js
∗
j+1 − s∗

js
∗
j+1 = 0, (14)

where (.)H denotes Hermitian conjugate, s1 and s2 are the first and second
column vector of matrix s, respectively. As a result, in comparison with the
original STBC encoding patterns, the cooperative diversity gain of the modified
STBC encoding patterns can be obtained is the same. For the modified STBC
patterns, the transmitter or source node transmits the sj and sj+1 original sym-
bols, which is similar to the symbols transmitted in multi-hop Single-Input and
Single-Output (SISO) transmissions. The symbols are encoded by the only UAV
in order to alleviate complexity of system. At the receiver, if the channel response
is known exactly, the decoded signals of the sj and sj+1 symbols are derived as
follows,

s̃j = h∗
tryj + hury

∗
j+1 = (|htr|2 + |hur|2)sj ,

s̃j+1 = −hury
∗
j + (h∗

tr)yj+1 = (|htr|2 + |hur|2)sj+1.
(15)

In these equations, the noise components are omitted to keep the presentation
simple.

In the case that, the received signal from the transmitter in phase 1 is stored
at the receiver. In phase 2, the signal retransmitted from the transmitter is
combined with the signal from the UAV and the signal stored in phase 1, the
received signal at the receiver can be expressed as follows,

yjr =
∑

m=1,2
h
(m)
tr sj − hurs

∗
j+1 +

∑

m=1,2
n
(m)
jr ,

y(j+1)r =
∑

m=1,2
h
(m)
tr sj+1 + hurs

∗
j +

∑

m=1,2
n
(m)
(j+1)r,

(16)

where m = 1, 2 means that the signal from transmitter in phase 1 and phase
2, respectively. Similarly to Eq. (15), the decoded signals of the sj and sj+1

symbols are derived as follows,

s̃j = (

∣∣
∣∣∣

∑

m=1,2

h(m)
tr

∣∣
∣∣∣

2

+ |hur|2)sj , (17)
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s̃j+1 = (

∣
∣∣∣∣

∑

m=1,2

h
(m)
tr

∣
∣∣∣∣

2

+ |hur|2)sj+1. (18)

The SNR of the received signal at the receiver (γ) for both sj and sj+1 symbols
from the transmitter can be derived by using Eqs. (17) and (18),

γtr =
Er

N0
=

Et(

∣∣∣
∣∣

∑

m=1,2
h
(m)
tr

∣∣∣
∣∣

2

)

N0
, (19)

where Et and Er is the average signal energy at the transmitter and the receiver,
respectively. N0 is the noise power. The SNR values for the channels from the
transmitter to the UAV (γtu) and from the UAV to the receiver (γur) without
using STBC encoding can be expressed as follows,

γtu =
γtr

(x2 + l2)
α/2

, (20)

γur =
γtr

((1 − x)2 + l2)
α/2

, (21)

where α is the path loss exponential. When the distance between the transmitter
and the receiver is denoted dtr and normalized to 1, 0 ≤ x ≤ 1 indicates the
relative location of the UAV with respect to the receiver [18]. x = 0 means that
the UAV is located at the transmitter according to horizontal axis. The height
of the UAV is denoted by l. The value of l is determined based on real scenarios
so that l minimizes and ensures the links from the UAV to the transmitter and
the receiver are Light of Sight (LoS). As shown in Fig. 4, the distance from
the transmitter to the UAV and from the UAV to the receiver are denoted by
dtu = (x2 + l2)1/2 and dur = ((1 − x)2 + l2)1/2, respectively. The SNR of the
received signal at the receiver when UAV transmitting the symbols with using
STBC can be derived as follows,

γ
(STBC)
tur = Gγtr, (22)

where G is the cooperative diversity gain of using STBC encoding. The maximum
diversity gain (G) can be expressed as the number of independent channels in
the multiple antennas systems as follows, G = Nt×Nr, where Nt and Nr are the
number of transmit and receive antennas, respectively [19]. In order to determine
the optimal location of the UAV, it is assumed that the transmit power of all
nodes and the location of the transmitter and the receiver are fixed. We also
assume that the channels from the transmitter to the UAV and from the UAV
to the receiver are symmetric fading channels. Since the RSSI decreases when
the distance between the transmitter and the receiver increases, which leads to
the increasing of packet error rate (PER), the optimal location of the UAV must
be on the vertical plane that passes through the transmitter and the receiver as
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Fig. 4. The hop with the added UAV in network.

shown in Fig. 4. However, in real scenarios, there can be obstacles between the
transmitter and the receiver. The packet transmission error probability of the
flat fading channel from the transmitter and the receiver can be expressed by,

Petr =
∫

PRr
(E)P0(E)dE (23)

where E is the amplitude of received signal at the receiver, PRr
is the probability

density function (pdf) of received signal envelope of fading distribution. P0 is
PER of a receiver with input signal power of E2

2 . The packet transmission error
probability with the UAV operating as an intermediary node and using STBC
encoding can be expressed by,

Petur
= Petr (1 − PstuP (STBC)

stur
) (24)

Pstu = 1 −
∫

PRu
(E)P0(E)dE (25)

PRu
(E) =

E

δu
2 exp(− E2

2δu
2 ) (26)

where Pstu is the packet transmission success probability from the transmitter to
the UAV in phase 1. P

(STBC)
stur is the packet transmission success probability by

combining the received signals from the transmitter and the UAV to the receiver
in phase 2 and the stored signal from the transmitter in phase 1. Petur

is the
packet transmission error probability for both phase 1 and 2. Since the location
of the transmitter, the receiver and the transmit power are fixed, the value of
Petr does not change in this case.

min
x,l

{Petur
} = Petr (1 − max

x,l
{PstuP (STBC)

stur
) (27)

Next, an optimization algorithm is proposed in order to find the optimal loca-
tion of the added UAV which maximizes the final data transmission performance
at the receiver. From the Eq. (24), the packet transmission error probability Petur

reaches the minimum value when {PstuP
(STBC)
stur } is maximum. Both Pstu and
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P
(STBC)
stur depend on the UAV location. More specifically, when the distance from

the UAV to the transmitter is small, the distance from the UAV to the receiver
is large and vice versa. As a result, Pstu is large but P

(STBC)
stur is small, and vice

versa. In other words, the value of Petur
depends on the height of UAV l and

the location of UAV x. With the assumptions as the above mentioned and a
fixed transmission power level for nodes, Petur

can be expressed by the empirical
function as follow,

Petur
= f(γ{x,l}). (28)

The value of γ{x,l} is determined by the Eq. (29),

γ{x,l} = max
x,l

{γtu, γ
(STBC)
tur }, (29)

where γtu and γ
(STBC)
tur are calculated according to Eqs. (19) and (22), respec-

tively. Due to function f of the Eq. (28) is a decreasing function, Petur
value

reaches the minimum when γ{x,l} is maximum.
The algorithm is proposed in order to find out the optimal location of the

UAV so that γ{x,l} is maximum. The proposed algorithm is described in detail in
Algorithm 1. In this algorithm, the first condition is that the added UAV is within
the transmission range of both transmitter and receiver. In other words, the
received SNR values γtu and γur are greater than the received SNR threshold γth.
The height of UAV l is then determined so that the links from both transmitter
and receiver to the UAV are Light of Sight (LoS) or least affected by the obstacles
and nearest to the straight line connected directly between the transmitter and
the receiver. Next, the search boundaries and the number of steps are set. The

Algorithm 1. For the optimal location of UAV
1: Input:the locations of the transmitter and receiver
2: Output: {x, l}
3: Set search boundaries: {xstart, xend}, {lstart, lend}
4: Set the number of steps: Nx, Nl

5: Calculate the step size of x: (xstart − xend)/Nx

6: Calculate the step size of l: (lstart − lend)/Nl

7: Calculate γ{x,l}= min
x,l

{γtu, γ
(STBC)
tur }

8: for j = lstart : Nl : to lend do
9: for i = xstart : Nx : to xend do

10: Calculate γ{i,j}= max
i,j

{γtu, γ
(STBC)
tur }

11: if γ{i,j} greater than γ{x,l} then
12: γ{x,l}=γ{i,j}
13: x = i; l = j
14: else
15: γ{x,l}=γ{x,l}
16: end if
17: end for
18: end for
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Table 3. Simulation conditions

Modulation method OFDM QPSK

Number of sub-carriers 52

FFT size 64

Length of guard interval 16 samples

Number of pilot symbols 4 symbols

Number of data symbols 16 symbols

Reference distance 100 [m]

Rice channel model KR = 10

Noise level at the receiver −85 [dBm]

Channel estimation Perfect

Antenna gain of each nodes 0 [dBi]

Direction of antenna Omnidirectional

Transmit power 15 [dBm]

Number of generated packets 10000 packets

values x and l are divided into small steps within the search boundaries. Finally,
γ{x,l} is calculated based on the beacon packets and compared in order to find
the maximum value.

4 Performance Evaluation

4.1 Simulation Conditions

In order to evaluate the performance of the proposed method, three nodes are
configured as shown in Fig. 4. In this scenario, the distance from the transmitter
to the receiver is 300 [m]. As mentioned above, this distance is normalized to 1,
x indicates the relative location of the UAV in comparison with the transmitter
and the receiver, 0 ≤ x ≤ 1. x = 0 and 1 mean that the UAV is located at
the transmitter and the receiver according to horizontal axis, respectively. The
transmission range is set to 250 [m]. Therefore, the horizontal search boundary
is set from xstart = 0.15 to xend = 0.85. The vertical search boundary is set from
1.5 [m] to 100 [m], corresponding to lstart = 0 and lend = 1 for vertical axis. The
signal is transmitted at the frequency band of 2.4 GHz [20]. The free space path
loss exponent is set to 2 in this simulation [21]. The other simulation conditions
are listed in Table 3. In this simulation, it is also assumed that the UAV is static
and the delay of all paths from nodes is received within the guard interval of
OFDM, therefore, the inter symbol interference (ISI) is not considered. In this
method, the modified STBC patterns shown in Table 2 are assigned for the UAV
in each sub-carrier.
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Fig. 5. The transmission performance with the different location of UAV (x) on hori-
zontal axis.

4.2 Simulation Results

First, the bit error rate (BER) of the proposed method with the different loca-
tions of the UAV (x) on horizontal axis is shown in Fig. 5. In this simulation, the
horizontal location of the UAV is varied from x = 0.15 to x = 0.85. The vertical
location of the UAV is fixed l = 0.5. Transmit power is set to be 15 [dBm]. From
the figure, direct transmission means that the signal is received directly from the
transmitter. Since the receiver is out of the transmission range of the transmit-
ter, direct transmission does not achieve a good performance, only approximately
10−2. This is because that the radio signal is attenuated by radiation in space
and affected by fading. When an UAV operates as a relay and STBC encoding
is not used, which is named UAV transmission without STBC, the performance
is improved significantly in comparison with that of direct transmission. It can
be seen that the best performance can be obtained when the location of the
UAV is in the approximately middle, x = 0.45. This is because that the signal
from the transmitter is received and decoded by the UAV then forwarded to the
receiver. The signal transmitted in phase 1 from the transmitter to the UAV and
phase 2 from the UAV to the receiver is the same. As mentioned in Sect. 3, the
channels from the transmitter to the UAV and from the UAV to the receiver
are symmetric fading channels. In this simulation, the signal in phase 2 is also
retransmitted to the receiver to get better performance. Therefore, when the
UAV is in the approximately middle, the performance of system can reach to
the best value. In order to get cooperative diversity gain, STBC encoding is used
at the UAV. Due to the STBC cooperative diversity gain, UAV transmission with
STBC encoding has much better performance than UAV transmission without
STBC encoding. From the figure, the best performance can be obtained in this
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Fig. 6. The transmission performance with combining signal.

case when the location of UAV is about 60 [m] from the transmitter or x = 0.2.
This is because that the signal is encoded according to Table 2 and transmitted
from both the UAV and the transmitter to the receiver in phase 2. Therefore,
STBC cooperative diversity gain can be obtained, which in turn leads to the
significant improvement of performance in phase 2. As a result, the optimal
location of the UAV on horizontal axis will move to the transmitter depending
on the cooperative diversity gain. Next, in order to improve the performance of
system, the signal transmitted from the transmitter to the receiver in phase 1 is
stored at the receiver and then combined with the signal transmitted from both
the transmitter and the UAV in phase 2. From the figure, the performance of
the UAV transmission with STBC and combining signal is better performance
than that of UAV transmission with STBC. However, the optimal location of the
UAV on horizontal axis is the same. This is because the combining signal leads
to higher SNR at the receiver in phase 2 but the STBC cooperative diversity
gain does not increase. Therefore, the optimal location of UAV does not change
in this case as shown in Fig. 6.

Next, the effect of the different location of the UAV (l) according to vertical
axis on the performance of system is shown in Fig. 7. In this simulation, the
vertical location of the UAV is varied from l = 0.1 to l = 0.9. The horizontal
location of the UAV is fixed x = 0.2. Transmit power is also set to be 15 [dBm].
It can be seen from the figure that the performance decreases slightly when l
value increases. The reason is that when l value increases, the distance from
the transmitter to the UAV and also from the UAV to the receiver is greater.
However, the different distance is quite small. Therefore, the SNR at the receiver
only decreases slightly. This leads to a slight decrease in the performance of
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Fig. 7. The transmission performance with the different location of UAV (l) on vertical
axis.

Fig. 8. The transmission performance with different transmit power.

system. As a result, the effect of the different location of the UAV (l) on vertical
axis on the performance of system is quite small.

Finally, Fig. 8 shows the performance of system with the different transmit
powers. From the figure, since the added UAV operates as a relay, the perfor-
mance of the UAV transmission is improved significantly in comparison with the
direct transmission, about 5 [dB]. It can be seen that the UAV transmission with
STBC encoding also achieves much better performance than both direct trans-
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mission and UAV transmission. This is because that STBC cooperative diversity
gain can be obtained in this case. In order to get higher performance, the sig-
nals in both phase 1 and phase 2 are combined at the receiver. As a result, the
performance is also slightly improved for the UAV transmission with STBC and
combining signal, about 1.5 [dB] in this scenario.

5 Conclusion

In this paper, a transmission method using UAV and distributed STBC encod-
ing for multi-hop wireless relay networks is proposed to use in search and rescue
operations. First, an UAV is considered to add to the hop with the minimum out-
put signal-noise-ratio (SNR) and operates as a relay node to maintain the links
between adjacency nodes in network, expand the transmission coverage area and
improve the transmission performance. Next, in order to overcome the difficulty
in assigning the STBC patterns to the distributed relays and also alleviate the
complexity of system design and implementation, the original STBC pattern is
modified while keeping the same cooperative diversity gain. Finally, an algo-
rithm is proposed to find out the optimal location of the added UAV in the hop,
where the UAV has the best contribution to the data transmission performance
between the transmitter and the receiver. It can be observed from the simulation
results that the optimal location of the UAV depends on not only the environ-
ment of real scenarios but also the cooperative diversity gain. In order to achieve
the best performance of system in this scenario, the UAV should be located at
(0.2 ≤ x ≤ 0.3) according to horizontal axis and (0.5 ≤ l ≤ 0.9) according to
vertical axis. We can also confirm that the proposed method achieves the sig-
nificant performance improvement while keeping the simple operation of system
for UAV communications in search and rescue operations.
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Abstract. In this paper, we propose a new method to obtain the improvement of
lateral axial resolution of confocal fluorescence microscopy. In this method, we
employ two different beams to illuminate the sample: (1) the Gaussian beam; (2)
the donut beam. Two different images are produced from these two illumination
beams. A higher resolution image is generated by a multi-relationship between
these two image. A set of simulation and experimental results are employed to
compare the effectiveness of proposed method with the traditional confocal fluo-
rescencemicroscopy. These results demonstrated that ourmethod can be employed
to achieve the resolution-enhancement of confocal fluorescence microscopy.

Keywords: High-resolution · Confocal fluorescence microscopy · Image
processing

1 Introduction

Because of the diffraction limit, the maximum spatial resolution of tradition optical
microscopy in the far field is about 0.61 λ/NA, in which λ is the illumination wavelength
and NA is the numerical aperture [1–3]. Confocal fluorescence microscopy (CFM) pro-
vides the relatively high-resolution image that has low out-of-focus background-noise.
Additionally, the CFM system can be used to achieve the resolution improvement by a
factor of

√
2 [4, 5]. Therefore, the CFM is extensively employed to analyze of three-

dimensional sample and becomes a powerful tool for investigating specimen in the life
science. However, the resolution of the CFM only reaches to 200 nm under the recent
experimental condition [6, 7].

Note that STED nanoscopy is based on the nonlinear excitation process as for break-
ing Abbe’s diffraction limit and yet is limited by the high intensity radiation that may
cause side effects like photo-bleaching or photo-toxicity due to non-linear saturated
rationale [8, 9]. In addition, another non-negligible limitation is the problem of strong
background signals mostly left by secondly-excited depletion beam. Requirement for
special dyes of STED is another drawback. These disadvantages give rise to the boom-
ing development of other STED-like techniques with biological compatibility, such as
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reversible saturable optical fluorescence transitions (RESOLFT) [10], charge state deple-
tion (CSD) [11], ground state depletion (GSD) [12], fluorescence quenchingmicroscopy
(FQM) [13], excited state saturation (ESSat) [14] and fluorescence emission difference
microscopy (FED) [15] and so on. Another super-resolution strategy, applyingmolecular
energy state difference and multiply-beam illumination, as well as thousands of times
of photon acquisitions, is concerning single-molecular localization imaging (SML), like
stochastic optical reconstruction microscopy (STORM) [16, 17] and photo-activated
localization microscopy (PALM) [18, 19]. Tens of thousands of wide-field illumina-
tion register fluorescent dyes while each illumination only excites sparsely-distributed
molecules beyond diffraction limit. Digital reconstruction of these images will result
in super-resolved structures. These SML techniques are limited by the long acquisition
time and the special dyes. Structured illumination microscopy (SIM) is an alternative
approach to break the diffraction barrier by a factor of 2, based on multiply-beam illu-
mination [20, 21]. By virtue of periodically patterning the illumination light with dif-
ferent illumination angles and light polarizations, high frequency information could be
extracted through post-processing. This technique, however, is costly due to expensive
architecture in order to achieve video-rate acquisition speed. In addition, the resolution
improvement is also limited although saturated SIM (SSIM) could further improve the
spatial resolution at the price of high risk of photo-bleaching.

In this paper, we suggest a novel approach for the improvement of resolution of con-
focal fluorescence microscopy. In this method, we introduce two illumination beams.
The first beam is the Gaussian beam. The second beam is the donut beam which are
modulated by the 0–2 vortex phase mask. For obtaining the image with the higher reso-
lution, we introduce a multiplying relationship between the two images. The proposed
method is simple and performs easily.

2 Methodology

By using vector diffraction theory, the intensity distribution of incident light propagating
through an objective lens can be calculated. The electric field near the focus imaging
plane can be acquired explicitly by the formulae derived from the Debye integral as:

�E(r2, ξ2, z2) = iC
¨

Ω
sin(ς)E0A(ς, ξ)P × ei�a(ς,ξ)eikn(z2 cos ς+r2 sin ςcons(ξ−ξ2))dςdξ (1)

where �E(r2, ξ2, z2) represents the electric field vector at the point (r2, ξ2, z2) which is
generated by cylindrical coordinates, C shows the normalized constant, E0 represents
the amplitude distribution of the input light beam, A(ζ , ξ ) represents a 3 × 3 matrix
related to the structure of the imaging lens and P presents Jones vector of the incident
light beam. �a(ζ , ξ ) represents the parameter of phase delay using the phase mask.

When the sine condition is used with the object lens, A(ζ , ξ ) can be represented by,

A(ς, ξ) = √
cos ς

⎡
⎣
1 + (cos ς − 1) cos2 ς (cos ς − 1) cos ξ sin ξ − sin ς cos ξ

(cos ς − 1) cos ξ sin ξ 1 + (cos ς − 1) sin2 ξ − sin ς sin ξ

sin ς cos ξ sin ς sin ξ cos ς

⎤
⎦

(2)
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The point spread function (PSF), h, can be calculated through the intensity
distribution as,

h =
∣∣∣�E

∣∣∣2 (3)

The image can be illuminated by the following equation

I = x ∗ h (4)

in which x denotes the observation-sample.
In this paper, we introduce one method based on the use of two kinds of PSFs

to achieve the improvement of the resolution of the CFM. The two images can be
captured by using the two PSFs. One image is acquired by employing the dot beam
which is modulated by Gaussian beam. This image is called the dot image. Other image
is achieved by using the donut beam that is modulated by the 0–2 vortex phase mask as
depicted in Fig. 1. This image is called the donut image. The third image is generated by
using the multiplying relationship between the dot image and the donut image as shown
in Fig. 2. This image is called the multi-image. The proposed image can be presented
by,

Fig. 1. The 0–2 vortex phase mask.

I = IDot exp(α./(IDonut + β)) (5)

We show the two feasible imaging schemes which can be used to perform the pro-
posed method. The first model is shown in Fig. 3(a). It can be seen that two illumination
paths are shown: the first path is Gaussian beam, the second path is donut one. The donut
beam is modulated by 0–2π vortex phase mask that is generated by a spatial light mod-
ulator (SLM). Because two illumination paths are separated before the BS, we should
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Fig. 2. The multi-theory. (a) the PSF is generated by the dot beam; (b) the PSF is generated by
the donut beam; (c) the PSF is generated by using the multiplying relationship.

carefully adjust the two illumination beams, to protect that the two PSFs of these two
beams have the same position on the sample. Other model is depicted in Fig. 3(b). In this
model, a SLM is inserted to the illumination path of the optical system, which is used
to switch different kinds of phase masks. When we want to use the dot beam, the SLM
will generate the 0 phase mask. When we want to employ the donut beam, the SLM
will produce 0–2π vortex phase mask. It can be seen that the setup of optical system in
Fig. 3(b) is simpler in comparison with that in Fig. 3(a). Therefore, we use the setup of
the optical system in Fig. 3(b).

Fig. 3. Optical layouts via two illumination beams in CFM.
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3 Simulation and Experimental Results

In order to highlight the proposed ability for the improvement of the resolution, we per-
form some simulation results. We use some initial parameters for simulation condition:
NA = 1.49; the illumination laser, λ = 640 nm, is used to illuminate sample; the sample
is placed in the medium for index refraction of 1.518. The first, we consider with the
spokes image. The original image is illuminated in Fig. 4(a), its size is set to 6λ × 6λ
. By using Eq. (4), Fig. 4(b) shows the confocal image, while the proposed image is
illuminated in Fig. 4(c) with α = 5 and β = 1. We draw additionally one blue circle
one the confocal image and the proposed image. It can be seen that the outside of the
blue circle, we can discern for the confocal image and the proposed image. However,
the inside of the blue circle, the confocal image is not discerned, while some parts of the
proposed image still discerns. This means that the effectiveness of our method for the
improvement of the resolution can be achieved.

Fig. 4. (a) the original image; (b) the confocal image; (c) the proposed image (Color figure online)

Next, we simulate the imaging process with cell microtubules. The original image
is illuminated in Fig. 5(a). The size of the original image is equal to 6λ × 6λ. The
confocal image of the CFM is depicted in Fig. 5(b). Figure 5(c) indicates the proposed
image. There are the two lines which nearly parallel at the positions (1) and (2) on the
original image. It can be seen that the two lines of the confocal image which is shown
at the positions (1) and (2) do not separate. While the two lines of the proposed image
can be discerned.

Fig. 5. (a) the original image; (b) the confocal image; (c) the proposed image.

The finally, in order to highlight the ability of the resolution-improvement of our
method, 200 nm spherical fluorescence particles are used to perform experiment. The
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experimental result of CFM is represented in Fig. 6(a). Figure 6(b) depicts the experi-
mental result of the proposedmethod. It can be seen that the size of spherical fluorescence
particles of two images is the near same. However, the resolution-ability of the proposed
image is better than that of the confocal image. This can be clearly shown by drawing
a line though the center of the particle as depicted on the Fig. 6(a) and (b). This line
is illuminated in the Fig. 6(c). Form Fig. 6(c), it can be clearly seen that the resolution
by using the proposed method was remarkably improved. We use full-width at half-
maximum (FWHM) to measure the ability of resolution. The FWHM of the particle on
the proposed image is smaller 1.43 time that that of the particle on the confocal image.
This result demonstrated that our method can be used to improve the resolution of the
CFM.

Fig. 6. The experimental result of (a) the confocal image; (b) the proposed image; (c) the image
of one line through the center of the particle.

4 Conclusion

We have suggested one effective method using two PSFs to achieve the enhancement
of the resolution of CFM. Two images are generated by two kinds of the PSFs. A
novel relationship between these two images is built. The effectiveness of our method is
demonstrated by some simulation results. The experiment with spherical fluorescence
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particleswas shown.The experimental result illuminated that the proposedmethodcanbe
employed to acquire the improvement of the resolution about 1.43 times. The proposed
method can be used in many different fluorescence microscopies such as light-sheet
fluorescence microscopy, wide-field fluorescence microscopy, etc.
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Abstract. The dielectric lens antenna is a prime candidate for the mm-wave 5G
communications system. The size and the radiation efficiency can be improved by
using a high-density dielectric lens antenna. However, the dense dielectricmaterial
lenses can make some antenna properties deteriorate due to the reflections at the
surface between the air and the dielectric. These unexpected effects can be solved
by using a quarter-wavelength matching layer (ML). In this paper, the authors
perform the study to estimate the influence of the ML on the antenna properties
on specific dielectric materials. The results illustrate a marked improvement in
gain, a significant reduction in the side-lobe level, and considerable changes in the
electric field distribution on the plane with and without using the ML. Besides,
the article also shows the abilities to minimize the antenna size when different
types of dielectric materials are chosen while maintaining the antenna radiation
characteristics.

Keywords: Lens antenna · Matching layer · Quarter-wavelength matching

1 Introduction

At the millimeter-wave frequency, the antenna element size becomes smaller ten times
compared to the sub-6 GHz 5G base station antenna element. This frequency range
allows selecting various antennas elements such as lens, array, and reflector antennas
[1–4]. Reflector antennas withmultiple feeds have high direction and the ability to create
multi-beams. However, high cross-polarization and the side-lobe level if these antennas
are affected by feeds [5].

In recent years, there has been an increased interest in using dielectric lens anten-
nas among researchers and manufacturers [6–10]. This type of antenna is capable of
producing multi-beams and broadband. With a unique structure, the lens antenna is not
affected by the blockage of the reflectors and the feeds. Besides, the lens antenna allows
electric waves from the front to penetrate backwards. Lens antennas have been studied
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and applied to many kinds of broadband communication systems such as Ka-band [11],
Q band [12], and V band [13], automotive cruise control radars and obstacle detection
radars in W band [14, 15], in which lenses made of the dielectric materials, uniform size
and shape are designed according to the system specifications.

In dielectric lens antenna applications, choosing the relative permittivity of the lens
material is very important since its value has a major influence on the antenna radiation
characteristics. Dielectric lens antennas made of dense dielectric materials like Mica,
Alumina, and Silicon enhance the efficiency of transmitting energy through the lens and
improve the front to back radiation ratio of the antenna. However, the dense dielectric
material in the lens antenna causes reflection from the lens surface between the air
and the dielectric layer of the lens. The reflection can significantly affect not only the
input impedance of the power [16–18] but also the characteristics of lens antennas such
as reduced gain, beam distortion, and increased side-lobe level. Therefore, the ML is
applied to lessen these unwanted effects, thereby improving the efficiency of using the
lens antenna in information systems [19, 20]. There are two fundamental methods to
create a ML: using a quarter-wavelength matching layer and the reaction wall which are
studied by Morita, S.B. Cohn in [21, 22].

However, up to now, the studies of effects of high-density dielectric materials used
to make typical lenses such as Teflon, Mica, Alumina, and Silicon have not been con-
ducted yet. In this paper, the authors perform a theoretical calculation of the power
reflection coefficient and the simulation in the electromagnetic environment, thereby
making accurate evaluations of the specific impact of each dielectric material type. The
results serve as a basis for the selection of specific materials in the manufacture of lens
antennas. The paper includes 4 parts: part 2 presents the theoretical calculations of the
quarter-wavelength matching layer, constructing antenna models and simulation param-
eters. The results and the discussion are shown in part 3. The conclusion is presented in
part 4.

2 Theoretical Matching Layers and Antenna Modeling

2.1 Theoretical Matching Layers

The relative effectiveness of the ML technique can be easily assessed by the power
reflection coefficient at the surface between the air and the dielectric. In Fig. 1c, the ML
is assigned between the air and the dielectric region: region 1 denotes the air, region 2
is the ML and region 3 denotes the dielectric. The power reflection coefficient at the
surface between region i and region j is denoted as rij. Accordingly, r12 and r23 are the
power reflection coefficients at the surface between Regions 1 and 2 and Regions 2 and
3, respectively. The power reflection coefficient is determined by the following equation
[23, 24].

rij =
∣
∣
∣
∣
∣

√
εi − √

εj√
εi + √

εj

∣
∣
∣
∣
∣

(1)

R = (r12 + r23)2 − 4r12r23sin2α2d

(1 + r12r23)2 − 4r12r23sin2α2d
(2)
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F

D

T

Fig. 1. Antenna modeling of a dielectric lens antenna

where α2 = 2π/λML, λML is the wavelength in the ML environment. If εML is between
the value of ε1 and εr , then r12r23 is positive, thereby R changes and serves as a function
of ML layer thickness d. Therefore, R reaches the minimum value when d = λML/4 and
equals zerowhen r12 = r23, then εML is the geometricmean of ε1 and εr or εML = √

ε1εr .
The thickness of the ML layer is defined as follows:

d = λML

4
= λ

4 nML
(3)

where λ is the wavelength in free space and nML is the refraction index of ML. Under
these conditions, all power is transferred from the medium (1) into the environment (2),
no power is reflected at the surface. Besides, assigning ML to a quarter wavelength with
an appropriate dielectric constant also aims to coordinate the impedance at the surface
of the two power lines.

2.2 Antenna Modeling

As can be seen in Fig. 1, the lens antenna structure consists of a conical horn antenna as
a wide-angle power and a lens which has a simple structure of a curved surface and a flat
surface and rotates around the oz axis. The conical horn antenna is designed to perform
at 28 GHz and reaches a maximum gain of 15.15 dBi. The lenses are dense dielectric
materials with a relative permittivity of εr = 2.1 (Teflon), εr = 5.7 (Mica), εr = 9.2
(Alumina) and εr = 11.9 (Silicon), respectively. These materials are commonly used in
the design and manufacture of lens antennas. The lens surface curves towards the feed
horn. The focal point of the lens is located at the center of the horn antenna, which is the
interface between the waveguide and the flare of the conical horn. The curved surface
of the lens is hyperbolic, and it is determined by Eq. (4) [25–27]. The diameter of the
lens is D. F is a distance from the focal point to the lens vertex. The lens is located at
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the angles of θ1Max = ±25.5450, where the electromagnetic field of the conical horn
antenna is −10 dB compared to the maximum values.

r = (n − 1)F

ncosθ1 − 1
(4)

The lens thickness at the center is calculated as:

T = 1

n + 1

⎡

⎣

√

F2 + (n + 1)D2

4(n − 1)
− F

⎤

⎦ (5)

where r is the distance from the focal point to the curved surface of the lens. θ1 is the
angle created by the ray from the focal point to the curved surface of the lens and the
optical axis in region 1, and n is the refractive index of the lens. θi and θr represent the
incident angle and the refractive angle at the lens surface. These angles satisfy Snell’s
law.

n = sinθi
sinθr

(6)

The lens is covered with a quarter-wavelength matching layer whose structure is
shown in Fig. 1b. In Fig. 1c, TheML has the relative permittivity (εML) and the thickness
(d = λML/4), in which λML is the wavelength inside the ML. The ML is set in region 2
(between region 1 and region 3). The rays are radiated from the conical horn antenna in
region 1, passing through the quarter-wavelength matching layer to region 3, and then
going through the other side of the lens forming the rays parallel to the oz axis.

2.3 Simulation Parameters

The simulation parameters, computer configurations, and software are shown in Table 1.
The survey is conducted using the ANSYS HFSS electromagnetic field simulation soft-
ware. A simultaneous setting of two adaptive cross approximation (ACA) andmulti-pole
multi-level fast method (MLFMM) are employed to analyze results to improve accuracy
as well as save memory and calculation time.

Table 1. Simulation parameters

Computer specifications CPU Intel (R) 3.20 GHz

RAM 32 GB

Software ANSYS HFSS

Simulation method MLFMM and ACA

(continued)
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Table 1. (continued)

Dielectric lens material
parameters

Lens diameter [mm] D 100

Distance from the origin to the
lens vertex [mm]

F 100

Teflon relative permittivity εr 2.1

Mica relative permittivity 5.7

Alumina relative permittivity 9.2

Silicon relative permittivity 11.9

Air relative permittivity ε1 1

ML relative permittivity εML
√

ε1εr

Matching layer thickness
[mm]

d λML/4

Survey frequency 28 GHz

3 Simulation Results

3.1 Power Reflection Coefficients

Figure 2 shows the effects of the thickness and relative permittivity of the ML on the
power reflection coefficients of the lens antennas. Obviously, when the thickness of ML
is equal to a quarter of the wavelength in ML medium, the power reflection coefficient
is lowest. When the relative permittivity of the ML is equal to the geometric mean of the
air and the dielectric substance of the lens and the thickness of ML is equal to a quarter
of the wavelength in ML medium, the power reflection coefficient is zero, as illustrated
in Fig. 2a. When the thickness of the ML layer changes, the power reflection coefficient
at the interface of the air layer and the dielectric of the Silicon lens is always higher than
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that of other dielectric materials. The power reflection coefficient is even 30% higher
when the thickness of the ML is zero or half the wavelength in the ML medium. In
Fig. 2b, a relative permittivity value of the ML (εML = 10) is randomly surveyed. The
results show that the power reflection coefficient is minimized when d = λML/4 and
cannot eliminate the reflected energy at εML �= √

ε1εr . The results show the accuracy of
the theoretical calculation.

3.2 Radiation Patterns

The radiation pattern of the lens antenna with and without the ML using the different
materials are presented in Fig. 3. It is easily observed that the antenna lens radiations
with the ML is better than those of the ML-free antenna. Specifically, in the absence
of the ML, the lens antenna has the highest gain of 27.07 dBi when Teflon is used as a
dielectric, and it reaches the highest gain of 25.39 dBi when the lens dielectric is Mica.
In the presence of the ML, the lens antenna has the highest gain of 27.82 dBi with the
dielectric of Silicon, and 27.14 dBi with the dielectric of Mica. In Silicon dielectric, the
maximum gain with the ML is 2.2 dB higher than the maximum gain without the ML,
while in Teflon dielectric this figure is only 0.32 dB.

c) Alumina lens antenna d) Silicon lens antenna

a) Teflon lens antenna b) Mica lens antenna
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Fig. 3. Radiation patterns of different materials with and without matching layers.
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3.3 Side-Lobe Levels

The changes in the gains and the side-lobe levels when using and not using the ML
in the different dielectrics are shown in Fig. 4. As shown in the graph, when the ML
is attached to the lens, the side-lobe levels of all four cases decrease. Mica reduces by
7.52 dB, from −16.69 dB to −24.21 dB, followed by Silicon dielectric and Alumina at
5 dB and 1.99 dB, respectively; whereas in the case of Teflon dielectric, there is a minor
change in the side-lobe level (only 0.68 dB, from −25.21 dB to 25.89 dB).

Teflon (ε =2.1) Mica (ε =5.7) Alumina (ε =9.2) Silicon (ε =11.9)
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Fig. 4. The comparison of the gains and the side-lobe levels.

3.4 The Lens Thickness

The specific simulation results and calculations are presented in Table 2. Applying
formula (5) and established simulation parameters, we can calculate the thickness of the
lens. Accordingly, the lens with the Teflon dielectric is the thickest with 25.17mm, while
the lens with the Silicon dielectric is the thinnest with only 7.07 mm. The thicknesses
of Alumina and Mica are 8.07 mm and 10.67 mm, respectively.

Table 2. Comparison results.

Types of
material

lens without ML Lens with ML

Gain [dBi] SLL [dB] HPBW
[deg.]

Lens
thickness
[mm]

Gain [dBi] SLL [dB] HPBW
[deg.]

Lens
thickness
[mm]

Teflon (εr =
2.1)

27.07 −25.21 7.42 22.94 27.39 −25.89 7.29 25.17

Mica (εr =
5.7)

25.39 −16.69 7.39 8.94 27.14 −24.21 7.16 10.67

Alumina (εr
= 9.2)

25.86 −22.04 6.77 6.53 27.44 −24.03 6.84 8.07

Silicon (εr =
11.9)

25.62 −20.61 6.54 5.63 27.82 −25.61 6.84 7.07
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3.5 Electric Field Distributions

Figure 5 shows the electric field distributions of the lens antennas with the dielectric
Teflon and Silicon on the xz plane. From Fig. 5c and d, it is easily to see the differences
in the electric field distributions between theSilicon antenna lenswithout theML (5c) and
with the ML (5d). As for the Silicon lens without the ML, the electric field distribution
between the lens and the conical horn antenna is rough, even cancels out just before the
lenses, and the spherical waveform of the feed horn is no longer clear. As for ML-coated
Silicon lens, the field distribution is quite smooth and more uniform, and the planar
waves behind the lens are shown more clearly. The first reason for this field distribution
is that silicon has a dense dielectric structure; hence, the rays from the feed horn to the
lens surface are reflected more. Another possible explanation is that the curvature of
the inner surface of the lens is less than that of Teflon; therefore, the rays bounce back
toward the feed horn more. Accordingly, the field distribution on the xz plane of the
Teflon lens antenna undergoes a minor change on account of Teflon having a less dense
dielectric structure and a higher curvature of the inner surface of the lens, thus the rays
are reflected from the surface less and are deflected into the edge of the lens instead of
being reflected toward the feed horn, as shown in Fig. 5a and b. This result shows the
efficiency of using the ML for dense dielectric structure materials.

d) Silicon lens antenna with MLc) Silicon lens antenna without ML

b) Teflon lens antenna with MLa) Teflon lens antenna without ML

Diffraction, rough 

cancel out

Fig. 5. Electric field distributions on the xz plane.

The above-mentioned results show the effectiveness ofML in improving the radiation
ability of lens antennas, a significant reduction in the side-lobe level, and amore uniform
distribution of the electric field. Besides, the results also show the corresponding sizes
of the lenses. This will be helpful for researchers, designers, and manufacturers to select
an appropriate lens antenna structure with a smaller size and better properties.
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4 Conclusion

Through the simulation, analysis, and evaluation results, this paper has demonstrated the
role ofML in improving the characteristics of a specific dense dielectric lens. The results
show that covered with a ML, the Silicon dielectric can improve the maximum gain of
2.2 dB while the Mica dielectric can reduce the maximum side-lobe level of 7.52 dB. In
addition, the Silicon dielectric lens is 18.1 mm thinner than the Teflon dielectric lens and
achieves a higher gain. These results show the efficiency of using a ML for high-density
dielectric lens antennas.

Acknowledgments. This research is funded by Vietnam National Foundation for Science and
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Abstract. A design of 3-stacked GaN high-electron-mobility transistor
radio-frequency power amplifier using independently biased technique is
presented. The power amplifier operates at 1.6 GHz for wireless commu-
nications applications. By independently setting proper bias conditions,
DC power consumption of the power amplifier can be reduced leading
to efficiency enhancement without output power degradation. A perfor-
mance comparison of the proposed power amplifier with a conventional
3-stacked power amplifier has been performed. The simulated results
indicate that the proposed power amplifier offers superior efficiency over
the conventional one.

Keywords: Power amplifier · GaN HEMT · Independently biased

1 Introduction

Traditional circuit configurations have been proposed to improve performance of
power amplifier including Darlington [1,2], cascode [3,4] and hybrid [5] config-
urations. The Darlington configuration can handle very high current capability
that is highly suitable for power amplifier design. The cascode configuration,
however, can offer various advantages such as wide bandwidth and high gain.
The hybrid configuration which combines a bipolar junction transistor (BJT) and
a field effect transistor (FET) can offer low output impedance and low DC power
consumption. Although these configurations have been proved to deliver various
promising advantages, they still exhibit inherent drawbacks for high-frequency
power amplifier design. One of the most critical drawbacks of these configura-
tions is that they are not able to independently adjust bias condition of each
transistor in the configuration. This reduces degrees of freedom in performance
improvement. Recently, independently biased InGaP/GaAs HBT cascode [6] and
independently biased 3-stacked InGaP/GaAs Heterojunction bipolar transistor
(HBT) [7] configurations have been reported for RF power amplifier (PA) design.
Theses proposed configurations can offer the possibility of independent control
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of bias condition. Nevertheless, they still exhibit low output power due to low
power capability of a HBT device.

In addition to these configurations, an independently biased 3-stacked GaN
high-electron-mobility transistor (HEMT) has been introduced in [8]. However,
this structure was just in the form of a bare chip and the investigated results
were performed for this type of chip but not for a power amplifier design. In this
paper we practically implement a design of a PA based on the independently
biased technique for a 3-stack GaN HEMT structure as presented in [8]. An
investigation on how an independently biased approach in the 3-stacked GaN
HEMT configuration can improve efficiency and output power is carried out.
The rest of the paper is organized as follow: Sect. 2 will describe in details the
proposed amplifier. Investigation of performance of the proposed amplifier will be
conducted in Sect. 3. Then Sect. 4 will present experiment including experimental
setup for large-signal measurement and measured results. Finally, Sect. 5 will
conclude the paper.

2 Descriptions of the Proposed Amplifier

2.1 3-Stacked GaN HEMT MMIC Chip

Schematic of the 3-stacked GaN HEMT configuration is illustrated in Fig. 1a.
Three GaN HEMT devices are connected to each other in a cascode-type topol-
ogy. In addition to the conventional bias terminals including gate bias and drain
bias terminals, two additional bias terminals are inserted to two floating points
between the first and the second transistors and between the second and the
third transistors. Owing to this approach, bias condition of each transistor in
the proposed configuration can be independently controlled. In practice, the 3-
stacked GaN HEMT structure is realized using a MMIC (Monolithic Microwave
Integrated Circuit) technology from WIN Semiconductor Corp. foundry service
[9]. The service includes following information: metal thickness = 4 µm, sub-
strate thickness = 100 µm. The schematic and MMIC layout of this structure
are described in Fig. 1. As can be seen in the figure, in the MMIC layout, two RF-
bypass capacitors are realized using a metal-insulator-metal (MIM) technology
while input and output terminals are ground-signal-ground (GSG) connections
for chip evaluation using GSG probes in practice. Interconnects inside the MMIC
chip are made using metal transmission lines. Three GaN HEMTs have the same
size of 0.25µm × 0.75 µm × 4 fingers. The total size of the MMIC chip is 674µm
× 1025µm

2.2 Power Amplifier

Figure 2 shows descriptions of the proposed amplifier which is realized using
the 3-stacked GaN HEMT topology as an active device. The MMIC chip is
connected to the external components including input/output matching net-
works and biasing lines through gold bonding wires (BW) with a diameter of
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Fig. 1. Proposed 3-stacked GaN HEMT topology: a) Schematic and b) MMIC layout.

30µm. Input matching network (IMN) and output matching network (OMN)
are implemented using off-chip lumped components from Murata libraries [10].
Values of the IMN components are: L1 : LQW18AN4N3C00 (4.3 nH), C1 :
GRM1555C1HR90WA01 (0.9 pF) and values of the OMN components are: L2 :
LQW18AN12NG00 (12 nH), C2 : GRM1555C1HR30WA01 (0.3 pF). Gate bias
of the first transistor and drain bias of the third transistor are implemented using
Bias-Tees including a RF choke inductor and a block capacitor Cb. In addition,
drain bias of the first and the second transistors are implemented using two quar-
ter wavelength transmission lines. Here, it is noted that the IMN and OMN are
designed to match source and load impedances of the MMIC chip to 50 Ω at only
the fundamental frequency without using any harmonic termination techniques.
This is a reason why the IMN and OMN just include a combination of a induc-
tor and a capacitor as indicated in the figure. Optimum fundamental source and
load impedances are found by using a simulated load/source pull method based
on non-linear models of GaN HEMT provided by WIN Semiconductor Corp.
Their values are found as follow: ZS = 79.3 + j138.6Ω, ZL = 134.7 + j174.1Ω
where ZS and ZL are the optimum source and load impedances, respectively.

3 Performance Evaluation

3.1 Vd1 Variation

The most important feature of the proposed amplifier is the high degree of
freedom in bias adjustment of each transistor leading to the PA performance
improvement. In the proposed circuit topology as indicated in Fig. 1, two added
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Fig. 3. DC power of the conventional and proposed 3-stacked PA vs. input power with
variation of Vd1. The black curve represents DC power of the conventional configura-
tion.

bias terminals have been included in order to bias the drain terminals of the first
(Vd1) and the second (Vd2) transistors. This means, by appropriately controlling
these bias values (Vd1 and Vd2), PA performance such as power added efficiency
(PAE) and output power can be significantly improved. Firstly, the variation of
Vd1 will be investigated. The main contribution of this independent bias control
is to re-contribute the DC power consumption of the PA. This helps to increase
efficiency while ensure sufficient output power. This re-contribution of the DC
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Fig. 4. Maximum PAE and Pout as a function of varied Vd1. Performance comparison
with a conventional structure is also shown.

power can be seen in Fig. 3. Decreasing Vd1 while keeping Vd2 and Vd results
in lower DC power at high input power region. This means that maximum effi-
ciency (PAE) can be enhanced since the maximum PAE occurs at the high input
power region. This can be further understood because there is a re-contribution
of quiescent drain currents among transistors leading to a re-contribution of DC
power consumption when changing the bias values. On the other hand, a conven-
tional 3-stacked configuration which has a similar topology with the proposed
3-stacked one as indicated in Fig. 1a but without using two added bias termi-
nals is not able to make this re-contribution of the DC power. Here, it is noted
that all three transistors of the proposed configuration are biased in a class-AB.
All three gate bias voltages are set to −2.7 V and the third drain bias voltage
(Vd3) is kept at a constant value of 27.5 V. Similar bias conditions are made for
both the conventional and proposed configurations in order to make a logical
comparison between them. The effect of DC power reduction with respect to the
change of Vd1 on PA performance can be clearly seen in Fig. 4. As can be seen
in the figure, when Vd1 changes from 3.0 V to 7.0 V, both PAE and Pout can
be significantly varied. When Vd1 increases, PAEmax can be higher than that
of the conventional one while Poutmax can still remain the same level as the
conventional one. To make a superior trade-off between efficiency and output
power compared with that of the conventional one, Vd1 should be set to 5.5 V.
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Fig. 5. DC power of the conventional and proposed 3-stacked PA vs. input power with
variation of Vd2. The black curve represents DC power of the conventional configura-
tion.

3.2 Vd2 variation

After setting Vd1, Vd2 then will be considered for performance improvement.
Figure 5 illustrates the effect of Vd2 variation on the DC power re-contribution
inside the PA. It once gain can be seen that decreasing Vd1 while keeping Vd1 and
Vd results in lower DC power at high input power region. This re-contribution
of DC power also helps to increase PAE with an expense of low output power.

The dependence of maximum PAE and maximum Pout of the conventional
and proposed 3-stacked GaN HEMT configurations with variation of Vd2 is
shown in Fig. 6. In this figure Vd1 is kept at 5.5 V. The figure shows that when
Vd2 changes from 1 to 5 V, maximum PAE first increases and reaches maxi-
mum values at the middle region and drop at high values while maximum Pout
increases with the increasing Vd2. According to this figure, to remain sufficient
output power without degradation of efficiency over the conventional one, Vd2

is chosen to be 4.0 V.

4 Experiment

4.1 PA Prototype

After considering optimum bias conditions for the proposed PA, a prototype of
the PA has been fabricated as indicated in Fig. 7. The external Bias-Tees for
biasing the gate of the first transistor and the drain of the third transistor are
not shown in the figure. Female and male SMA connectors function as the input
and output ports, respectively. The prototype was fabricated on a Megtron6
substrate from Panasonic with following parameters: dielectric constant = 3.7,
substrate thickness = 0.75 mm, dissipation factor = 0.002 and copper thickness =
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Fig. 6. Maximum PAE and Pout as a function of varied Vd2. Performance comparison
with a conventional structure is also shown.

RFin + Vg1

Vd1
Vd1 + Vd2

RFout + 
(Vd1+Vd2+Vd3)

Vg2 + Vd1 Vg3+Vd1+Vd2

MMIC
IMN OMN

Fig. 7. Fabricated PA prototype.

35 µm. In the measurement of the PA prototype, bias condition of each transistor
which are found from the previous section are used. The bias conditions for the
proposed configuration are as follow: Vg = −2.7 V, Vd1 = 5.5 V, Vd2 = 4.0 V,
Vd = 17.5 V while the bias conditions for the conventional one are as follow:
Vg = −2.7 V, Vd = 27 V which is equivalent to Vd1 + Vd2 + Vd3.



102 L. D. Manh et al.

SG 10 dB Coupler

50 Ω

DUT

50 Ω

Vd1 Vd1+Vd2

Power meter

Power sensor Power sensor

3 dB
Attenuator

10 dB Coupler
3 dB

Attenuator
20 dB

Attenuator

Spectrum 
analyzer

Bias-T Bias-T

20 dB
Attenuator

Vg1

Vg2+Vd1 Vg3+Vd1+Vd2

Vd=Vd1+Vd2+Vd3

10 dB
Attenuator

20 dB
Attenuator

Fig. 8. Experimental setup.

4.2 Experimental Setup

The experimental setup for large-signal measurement of the PA prototype is
described in Fig. 8. A microwave signal generator (SG) is employed to input RF
signal to the PA at an operation frequency 1.6 GHz. Two Bias-Tee symbols are
clearly visible in the figure. Two RF directional couplers are used to slit the
input and output RF signals to make input and output power measurement.
Power measurement is made by using power sensors combined with a power
meter. All components for power measurement are carefully calibrated prior to
make actual measurements. A spectrum analyzer (SA) is employed to check the
output spectrum as well as to verify if the PA is unintentionally oscillated during
the large-signal measurement.

4.3 Measured Results

The measured large-signal performance including PAE, output power and gain
are shown in Fig. 9 which shows the measured and simulated PAE, Pout and gain
of the designed PA. The PA is biased at the optimum bias condition which is
found from the previous sections. The practival bias condition is given as follow:
Vg = −2.7 V, Vd1 = 5.5 V, Vd2 = 4.0 V, Vd = 17.5 V. As can be seen in the
figure, measured results agree well with the simulated one. This implies that the
simulations predict well performance of the proposed 3-stacked Gan HEMT PA.
There are some discrepancies between simulation and measurements caused by
losses in the PA assembly process and losses in realistic lumped components.
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Fig. 9. Large-signal performance measurement vs. simulation.

5 Conclusion

This paper presents the design of the independently biased 3-stacked GaN
HEMT power amplifier operating at 1.6 GHz for wireless communications. It
has been shown that by independently adjusting the added bias terminals Vd1

and Vd2, efficiency of the proposed PA can be significantly improved due to the
re-contribution mechanism of DC power consumption. When comparing with a
conventional 3-stacked GaN HEMT amplifier, the proposed amplifier exhibits
higher efficiency with similar output power level if Vd1 and Vd2 are properly
controlled. The measured results agree well with the simulated ones validating
the design method.
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Abstract. In recent years, neural networks based algorithms have been widely
applied in computer vision applications. FPGA technology emerges as a promis-
ing choice for hardware acceleration owing to high-performance and flexibility;
energy-efficiency compared to CPU and GPU; fast development round. FPGA
recently has gradually become a viable alternative to the GPU/CPU platform.

This work conducts a study on the practical implementation of neural net-
work accelerators based-on reconfigurable hardware (FPGA). This systematically
analyzes utilization-accuracy-performance trade-offs in the hardware implemen-
tations of neural networks using FPGAs and discusses the feasibility of applying
those designs in reality.

We have developed a highly generic architecture for implementing a single
neural network layer, which eventually permits further construct arbitrary net-
works. As a case study, we implemented a neural network accelerator on FPGA
for MNIST and CIFAR-10 dataset. The major results indicate that the hardware
design outperforms by at least 1500 times when the parallel coefficient p is 1 and
maybe faster up to 20,000 times when that is 16 compared to the implementation
on the software while the accuracy degradations in all cases are negligible, i.e.,
about 0.1% lower. Regarding resource utilization, modern FPGA undoubtedly can
accommodate those designs, e.g., 2-layer design with p equals 4 for MNIST and
CIFAR occupied 26% and 32% of LUT on Kintex-7 XC7K325T respectively.

Keywords: Neural network · FPGA accelerator · Data recognition

1 Introduction

The Development of the Neural Network is the Motivation to Improve Computing
Capability on Different Platforms
In recent years, researches on the neural network have shown a significant advantage
in machine learning over traditional algorithms based on handcrafted models. There
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has been a growing interest in the study of neural networks, inspired by the nervous
system in the human brain. Owing to the high accuracy and good performance, neural
networks have been widely adopted in many applications such as image classification
[1], face recognition [2], smart digital video surveillance [3], and speech recognition [4],
etc. In general, neural network features a high fitting ability to a wide range of pattern
recognition problems, which makes the neural network a promising candidate for many
artificial intelligence applications.

Recent research on the neural network is showing great improvement over traditional
algorithms, various neural network models, like Convolutional Neural Network (CNN),
Recurrent Neural Network (RNN), have been proposed. CNN [5] improves the Top-5
image classification accuracy on ImageNet [6] dataset from 73.8% to 84.7% in 2012
and further helps improve object detection [7] with its outstanding ability in feature
extraction. RNN [8] achieves state-of-the-art word error rate on speech recognition.

As neural network models become larger and deeper, numerous operations and data
accesses are demanded in neural network-based implementations while higher accuracy
typically demands more complex models. For example, Krizhevsky et al. [9] achieved
84.7% Top-5 accuracy in Take ImageNet Large-Scale Vision Recognition Challenge
(ILSVRC)with amodel including 5 convolution layers and 3 fully-connected layers, they
get a recognition accuracy [10] of 95.1% surpassing human-level classification (94.9%
[11]) with a 22-layer model and won the ILSVRC-2015 competition for achieving an
accuracy of 96.4% with a model depth of 152 [12]. Such a model can take over 11.3
billion floating-point operations (GFLOPs) for the inference procedure, and even more
for training.

The operations in CNNs are computationally intensive with over billion operations
per input image [13], thus requiring high-performance hardware platforms. The rapidly
changing field of deep learning makes it even more difficult for a generic accelerator
to match for a wide range of neural network algorithms. In this context, there is a
timely need to reform the mapping strategy of neural networks to the hardware platform
and to support modular and scalable hardware customization for specific applications
without losing design flexibility. Choosing an appropriate computing platform for neural
network-based applications is extremely essential.

FPGA, GPU, and ASIC are the widely-applied selections in addition to using the tra-
ditional CPU usage for accelerators available in the market today. For FPGAs, recently
there have been major efforts from technology leaders to better integrate FPGA accel-
erators. There is also a growing number of GPU and ASIC accelerator solutions offered
commercially, such as NVIDIA GPU and IBM PowerEN processor with edge network
accelerators.

Application-SpecificStandardProcessor (ASSP)BasedApproaches forNeuralNet-
work Accelerators. Neural networks are implemented on CPU and GPU platforms,
i.e., currently widely adopted ASSPs; however, they are not efficient either in terms
of implementation speed (CPU) or energy consumption (GPU) [14]. Indeed, a typical
CNN architecture has multiple convolutional layers that extract features from the input
data, followed by classification layers. This essentially requires massive parallel cal-
culations. General-purpose processors (CPUs) rely on a few processing elements and
operate sequentially, hence they are not efficient for CNN implementation and can hardly
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meet the performance requirement. In contrast to CPU, GPUs can offer Giga to Tetra
FLOPs [15] per second’s computing speed due to their single-instruction-multiple-data
(SIMD) architecture and high clock frequency, therefore they are good choices for high-
performance neural network applications. However, the power consumption of typical
GPUs is exceedingly high - for an NVIDIA Tesla K40 GPU, the thermal design power
(TDP) is 235 W [16], thus GPUs are not suitable for embedded systems such as mobile
devices, robots, etc., which are mostly powered by batteries and low power consumption
becomes essential to them. Besides, both CPU and GPU have the disadvantage of poor
integration capability, neither the CPU nor the GPU is specifically designed for neural
network calculations so they are not optimized for neural networks, resulting in poor
energy efficiency, especially in the real-time applications that require large bandwidth.

Application-Specific IC (ASIC), which is rigorously optimized for neural networks,
could solve both poor performance and high energy consumption of CPU and GPU [17].
This hardware solution undoubtedly is superior to any other platform when performing
calculations on the same neural network.Nonetheless, theASICdesign cycle is relatively
long due to high complexity and very costly for low volume production. More impor-
tant, ASIC is non-hardware-reconfigurable technology, thus, no single ASIC platform
could meet the rapid improvements and the diversity of problems on the neural network
application. Therefore, the implementation of ASIC for neural network accelerators, in
reality, needs to be carefully considered.

Reconfigurable Hardware-Based Approaches for Neural Network Accelerators
As a balancing approach among the mentioned ASSP platforms and ASIC, along with
distinct features, FPGAs present as promising platforms for the hardware acceleration of
CNNs [18]. FPGA-based neural network accelerators have become increasingly popular
thanks to their high reconfigurability, fast turn-around time (compared to ASICs), high-
performance, and better energy efficiency (compared to GPUs) [19].

In a particular study, Marco Bettoni et al. [20] implemented a CNN design on
FPGA and obtained results showing that the proposed implementation is as efficient
as a general-purpose 16-core CPU, and almost 15 times faster than an SoC GPU for
mobile application. Research by Eriko Nurvitadhi et al. [21, 22] implemented on BNN
and RNN networks showed that in comparison to 14-nm ASIC, GPU, and multi-core
CPU, FPGA provides superior performance/watt over CPU and GPU because FPGA’s
on-chip BRAMs, hard DSPs, and reconfigurable fabric allow for efficiently extracting
fine-grained parallelisms. Moreover, newer FPGAs with more DSPs, on-chip BRAMs,
integrated hard accelerators IP cores, and higher frequency have the potential to narrow
the FPGA-ASIC efficiency gap.

Nonetheless, those prior works are targeted at either high accuracy or high perfor-
mance for specific architecture [20–22] and ignore the intrinsical trade-offs between
resource utilization, performance, accuracy, and network architecture. Therefore, the
scalability and the integrability of the neural network design has not fully explored and
studied.

In this work, we developed fundamental and highly generic building blocks that
allow constructing virtually any neural networks. These base components allow us to
systematically study the feasibility of using FPGAs as an accelerator for neural network
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applications. The design trade-offs on aspects including network architecture, resource
utilization, accuracy, and performance for a wide range of devices to understand the real
power and limitation of the FPGAs as the reconfigurable platform for neural network
implementation. These assessments will be the basis for the application of FPGAs as
hardware accelerators for practical neural network applications.

The main contributions of this work are summarized as follows

• Ahigh-performance generic design of neural network accelerator combining software
(for parameters training) with the powerful capability of hardware computation (on
matrix additions and multiplications). In particular, we analyze the design by the-
oretically deriving performance metrics including the memory size and processing
latency of the FPGA-based neural network accelerator. To support the design analy-
sis, a numerical format selection method based on trained parameter values domain
on two considered datasets.

• A methodology is proposed on how to optimize parallelism strategy with different
parallel coefficients for each layer to achieve high throughput.

• An in-depth discussion on the design tradeoffs between resource utilization, model
accuracy, and performance of the image classification models with different param-
eters including numerical formats, parallel coefficients, and network architectures
through the practical accelerators (for the most representative datasets (MNIST and
CIFAR-10).

• On-board demonstrations of FPGA implementation using single or multilayer neu-
ral networks and CNN that achieve mostly the same accuracy as the software
implementation.

The remaining of this paper is organized as follows: Sect. 2 introduces the basic
background of neural networks. Section 3 presents the results of data recognition per-
formed on the software. Section 4 proposes a generic design for the data recognition
problem on the hardware and describes our FPGA-based implementation details upon
this proposed design. Section 5 concludes the paper.

2 Background

2.1 Neural Network

Generally, a fully-connected neural network consists of three consecutive layers: input,
hidden, and output layers as shown in Fig. 1. First, input features (e.g., image data)
are collected and fed into the input layer. Then, input features are fully connected to
hidden layers that learn the underlying patterns of input data. Finally, hidden features
are progressively propagated to the output layer which provides predicted discrete labels
(for classification models) or continuous values (for regression models).

This work considers the case study of image recognition tasks on MNIST [23] and
CIFAR-10 datasets [24]. In the case of the MNIST set, we aim to construct a neural
network-based classifier that can understand the handwritten digits. Specifically, the
classification model should output the most likely digit among 10 possible single digits
with a given input image of 28 × 28 pixels.
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Fig. 1. The basic structure of the neural networks.

Fully-connected neural networks have shown promising performance on image clas-
sification. However, with large and high-resolution image inputs, the fully-connected
neural networks suffer froma complex network architecture,which requires a largemem-
ory size to store training parameters and high-performance computing units. Therefore,
a more effective network architecture should be designed to overcome the drawback
of fully-connected neural networks, and convolutional neural networks (CNN) were
invented for achieving superhuman performance on complex visual tasks.

2.2 Convolutional Neural Network

Emerged from the study of the brain’s visual cortex, CNNs have been widely applied in
image recognition. Typically, CNNs are composed of three types of layers: convolutional
layers, pooling layers, and fully-connected layers. Multiple convolutional and pooling
layers are stacked one after another followed by a series of fully-connected layers. Each
neuron in the convolutional layer corresponds to learn a specific pattern of a limited
area by only connecting to features related to that area. The pooling layer then simply
performsdownsampling on activation units of the previous convolutional layer for further
reducing the number of training parameters. Finally, the fully-connected layers conduct
the same duties found in traditional neural networks and produce class scores from the
extracted features provided by the convolutional and pooling layers.

A CNNmodel consists of two components: the feature extraction part and the classi-
fication part. The convolution layers and pooling layers perform feature extraction. For
example, given an image, the convolution layer detects features such as two eyes, long
ears, four legs, a short tail, and so on. The fully connected layers then act as a classifier
on top of these features and assign a probability for the input image being a dog.

In our study, the popular CIFAR-10 dataset was selected as the case study to evaluate
the implementation of the image classification task on the hardware, using the CNNs.
The 32× 32 pixel RGB images in the CIFAR-10 dataset are sent to the feature extraction
layer to filter out the most basic characteristics of the object.

As shown in Fig. 2, the featured extraction layer consists of 7 component layers and
the output of the feature extraction layer will be transformed into a one-dimensional
vector, which will be the input of the fully connected layer. This input through a multi-
layer perceptual algorithm is used to calculate the probability and draw conclusions: the
input data belongs to which of the 10 labels of the CIFAR-10 dataset.
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Fig. 2. Block diagram of the image recognition model on the CIFAR-10 dataset.

3 Performance Evaluation of Neural Network-Based Classifier
on a Software Tool

Although this work will eventually focus on hardware implementation, implementing
the neural network-based classification model on a software platform is needed for the
parameter learning process and architectural optimization. Parameter training should be
conducted using a software tool since this phase is generally performed only once using
the offline training data, we can perform parameter training on any powerful computing
units. Also, this process runs highly sophisticated learning algorithms and complex
activation functions that are not efficient for implementation on the FPGA. Then, the
inference phase, which requiresmuch less computational resources, can be conducted on
the FPGA board for the real-time data. Therefore, to compare the neural network-based
classifier performance between the software platform and an FPGA board, this section
constructs an optimal neural network-based image classification model and evaluates
the neural network-based classifier performance on a software platform using a variety
of network hyper-parameters.

3.1 Software Platform

There are many software-based approaches for modeling the neural network. Among
those, Python is themost popular andwidely-used programming language for evaluating
neural network-based models. Most data scientists and machine learning developers
(57% [25]) are currently using a variety of Python-based libraries such as TensorFlow,
Keras, Theano, Scikit-learn, PyTorch [26]. In this work, we conduct modeling neural
networks using the programming language Python and TensorFlow library running on
the Ubuntu 16.04 64 bit operating system (Intel Core i5 5200U, RAM 12 GB, SSD
256 GB) as a software platform to conduct model training and evaluation of the entire
image recognition result.

3.2 Analysis of the Recognition Accuracy

Using the above-mentioned software platform, we first conduct the study on the impacts
of design parameters on the accuracy of the model. We consider the following four cases
to calculate the accuracy: 1 layer, 2 layers, 3 layers, and 4 layers. In these cases, the
parameters to be adjusted include the learning rate, epoch, and batch size. The learning
rate shows the degree of adjustment of the weight matrix value W after each learning
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to reduce the value of the loss function. The greater the learning rate, the faster the
loss function decreases. Epoch is the number of times a model is learned in the training
session. Batch size is the amount of data to be included in a training session. The image
recognition results on the two sets ofMNIST andCIFAR-10 databaseswith the presented
software settings are shown in the following figure (Fig. 3).
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Fig. 3. Software-based recognition accuracy for the (a) MNIST dataset and the (b) CIFAR-10
dataset corresponding to different numbers of layers.

Based on the results obtained on the graph, it can be seen that image recognition
accuracy in the MNIST dataset is relatively high (at least 92.1%) compared to object
classification accuracy in the CIFAR-10 dataset (maximum up to 75.4%). The higher
prediction accuracy on the MNIST dataset than CIFAR-10 is expected since CIFAR-10
images are undoubtedly more complex than MNIST ones. Also, the average time to
recognize MNIST images is relatively lower (9.75 ms) compared to CIFAR-10 images
(10.45 ms). This can be explained by the neural network structure for CIFAR-10 image
recognition much larger than that of MNIST, therefore the average inference time for
CIFAR-10 should be longer than that for MNIST pictures.

3.3 Analysis of the Number Format

Most software tools for machine learning techniques by default support floating-point
arithmetic operations and floating-point training parameters, which achieves mostly
absolute calculation accuracy. However, implementing floating-point arithmetic oper-
ations on hardware is inherently complicated and area-inefficient. Therefore, we need to
look for an alternative way to implement a neural network-based classification model on
hardware. First, we analyze the range domain of input data and weight matrix elements
values extracted from the software implementation. Then, an appropriate number for-
mat for parameters and unit values of the neural network is selected. For both MNIST
and CIFAR-10 datasets, as shown in Fig. 4, the weight matrix elements values are
fundamentally concentrated in the range (−0.25 ÷ 0.25).

Based on the statistical analysis, an 8-bit fixed-point for numerical representation,
accuracy can be up to 2−6 (i.e., using 6 bits for representing the fraction) could be enough
for representing the value domain of the parameters we have calculated. Compared to the
floating-point number (single precision), an 8-bit fixed-point number would drastically
reduce the design complexity and resource usage. Nonetheless, to evaluate the proposed
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Fig. 4. Theweightmatrix value domain of the (a)MNISTand the (b)CIFAR-10 image recognition
model.

numerical domain selection and the impacts of the number format on recognition accu-
racy, we still need to conduct the performance assessment of the neural network on the
actual hardware design. This will be presented and discussed in Sect. 5.2.

4 Design of Neural Network Accelerator on FPGA

In this section, we first introduce a standard and fully-parameterized hardware architec-
ture design for a single neural network layer as shown in Fig. 5. Then, this fundamental
design can be used to construct the whole complex neural network with an arbitrary
number of hidden layers. The generic hyperparameters of a single layer are ni and ni+1,
where ni is the number of input units and ni+1 is the number of output units at layer i
(or the number of input units at the layer i + 1), respectively. For each layer, there are
multiple processing units including multiplier-accumulator (MAC), adder, and activa-
tion and memory buffer for input, output, and training parameters. Note that the higher
number of hidden layers results in more resource utilization on the hardware. To reduce
the computational complexity of hardware architecture, the training parameters includ-
ing weights and biases matrices are learned using the neural network software tool and
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Fig. 5. Block diagram of neural network accelerator implemented on reconfigurable hardware.
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are restored in the memory of the hardware. The detailed design of these processing
elements and memory buffer is presented in the following subsections.

4.1 Design of Processing Units

Multiplier-Accumulators (MACs)
Assume that eachMAC unit corresponds to multiplication between two binary numbers:
an input feature and a weight value. During a clock cycle, an input feature and a column
of weight matrix are multiplied in parallel using ni+1 MACs. To complete multiplication
between the input vector and the weight matrix, ni clock cycles corresponding to ni input
features are required.

Taking inputs from the input data buffer and the weight matrix, MACs are the main
processing element used to perform multiplication between input features X of 1 × ni
and theweightedmatrixW of ni × ni+1. TheMACoutput, called vector ck , is calculated
as below.

ck =
ni∑

j=1

xjwjk , 1 ≤ k ≤ ni+1 (1)

Where ck is the kth element of the output vector, xj is the jth element of the input
vector, and wjk is the weight element at column j and row k. Thus, the number of
cumulative adders used is ni+1 and the number of multiplier-accumulators used is ni+1
(Fig. 6).
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Fig. 6. Hardware design of the multiplier-accumulator.

Parallel Coefficient
To reduce the number of clock cycles needed for matrix multiplication, it is possible to
read j input units and j columns of the weight matrix at the same time. Then the required
number of clock periods for the matrix multiplication can be reduced by a factor of j;
however, the number of MACs in a clock cycle will increase accordingly by p = ni

/
j

times. Herein, the value of parameter p is called a parallel coefficient. The number of
multipliers, accumulators, and clock cycles are estimated as follows:

NMAC = pni+1; Nadd = pni+1 + 1; Nclocks
i = ni

p
(2)
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where NMAC is the number of multipliers, Nadd is the number of adders, and Nclocks
i is

the number of clocks.

Activation Function
Among themost commonly used activation functions for neural networks, there are some
options, including Sigmod, Tanh, ReLU, or leak ReLU as shown in Fig. 7. From the
hardware design point of view, we essentially selected the Rectified Linear Unit (ReLU)
function because of its simplicity and feasibility for hardware implementation. As we
can see in Fig. 7, the ReLU activation function is a piecewise linear function that outputs
the input directly in case of the positive input value and returns zero otherwise. Using the
ReLU function can accelerate the training process thanks to the fast calculation of the loss
function’s gradient concerning parameters. ReLU is also proven to be good enough for
achieving an adequate level of accuracy for different neural network problems [27–29].

Fig. 7. Common activation functions: (a) Sigmoid, (b) Tanh, (c) ReLU, and (d) LeakyReLU.

4.2 Design of Data Buffer

Input Data Buffer
The input data buffer has memory cells arranged in rows and operates under the FIFO
mechanism. The FIFO width is equal to the number of bits for input representation
multiplied by the parallel coefficient p. This permits p elements that can be read or
written at the same time by issuing a FIFO read and write, respectively. Regardless of
the value of the parallel coefficient, the total memory required for the ith layer with ni
elements, each represented by k bits, is equal to

MemInput
i = kni(bits) (3)

Weight Matrix Memory.
Recall that the weight matrix is optimized during the training process implemented by
the software tool since parameter learning consumes a lot of hardware resources. The
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values of the weight matrix can be represented by the k bits binary number. Similar to the
organization of the input buffer memory, the data width of the weight memory has to be
matched the designed parallel coefficient. The size of the weight matrixW is ni × ni+1.
To represent the address for the ni registers we need to take up to the following hardware
resources:

MemWeight
i = knini+1(bits) (4)

Considering the analysis of number format in Subsect. 3.3, which shows that trained
weight values are real numberswith a limited value range,we design the format ofweight
values as follows. Those values in the actual hardware design if remapped to convenient
fixed-point representation values, in turn, can be treated as the equally scaled-down of
the integer values. This can be done first by multiplied by a scale-up factor m (m is a
non-negative number) and then is rounded to a signed integer number. Therefore, the
actual hardware multiplier eventually is the just an integer multiplier, which is much
simpler than the real-number multiplier as can be shown in Fig. 8.
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Fig. 8. Hardware design of the weight matrix.

Bias Vector Memory
The bias matrix extracted from the training phase of the classification model is a vec-
tor with ni+1 elements. Similarly to weight values, each bias-element needs k bits to
represent. The resource occupied by the hardware for the bias vector is estimated as
below:

MemBias
i = kni+1(bits) (5)

Output Data Buffer
The output data buffer with the FIFO mechanism is designed to store the results of the
multiplier-accumulator (vector of ni+1). To overcome the overflow phenomenon when
performing the scalar product between ni-element vectors (each element occupies k
bits), the output result should be represented by

(
log2 ni + 2k

)
(bits). Theoretically, the

number of bits for an output unit is at least 2 times higher than that for an input unit,
which can cause the memory shortage especially in case of a large number of hidden
layers. Therefore, we can reduce the number of bits occupied by each output value by
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m bits. More specifically, before storing in the buffer, the output value is divided by 2m.
Dividing the real-number output value by 2m can be simply implemented in the case
of binary numbers by removing the m lowest bits of the binary data. The output data
buffer consists of ni+1 registers for ni+1 output features and each register is represented
by

(
log2 ni + 2k − m

)
(bits) and requires addb_out = log2 ni(bits) to specify a register

address. Finally, the amount of memory resources on the hardware for the output data
buffer at layer i + 1 equals:

MemOutput
i = ni+1

(
log2 ni + 2k − m

)
(bits) (6)

4.3 Hardware Utilization and Processing Latency

Wehave derived the resource utilization on hardware for the hidden layer i + 1 including
input data buffer, weight matrix, bias vector, output data buffer. If there are L consecutive
hidden layers, the number of matrix multiplication blocks are L + 1. Then, the total
amount of memory occupied is estimated as below:

Memtotal =
L+1∑

i=1

(
MemInput

i + MemWeight
i + MemBias

i

)
+ MemOutput

l+1 (bits) (7)

Given the parallel coefficient p, the total number of MACs is equal to NMAC =∑L+1
i=1 NMAC

i = p
∑L+1

i=1 ni+1 and similarly, the total number of adders is NAdd =∑L+1
i=1 NAdd

i = p
∑L+1

i=1 ni+1.
The processing latency (or the number of clock cycles)Nclocks for the neural network

with parallel coefficient, p is calculated as:

Nclocks =
L+1∑

i=1

Nclocks
i =

L+1∑

i=1

ni
p

(8)

We can infer from hardware consumption and processing delay that the neural
network-based hardware architecture requires hardware resource that is linearly pro-
portional to the parallel coefficient. Meanwhile, the processing delay is linearly reduced
by a factor of p. The selection of parallel coefficients should be considered based on
the FPGA memory, the number of given processing units, and the required delay of
a specific application. The actual performance metrics and resource utilization will be
presented and discussed in the subsequent section.

5 Performance Evaluation of Neural Network Accelerator
on FPGA

5.1 Experimental Setup

In this subsection, we introduce two considered datasets and describe the neural network
architecture for each data. Then, the performance metrics and network parameters are
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also presented. Based on the generic model described in the previous section, we have
implemented the hardware models targeted for MNIST and CIFAR-10 datasets. Those
models are fully described using synthesizable VHDL optimized for FPGA. Those case
studies will be further used for evaluating the performance and other design aspects.

For theMNISTdataset, each input imagewill be converted to a 1× 784binarymatrix.
Input matrix and the network parameters (i.e., weights and biases values) obtained from
the training phase are fed into the Xilinx Vivado Simulator [30] to collect performance
metrics including computational speed and recognition accuracy (Fig. 9).
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Fig. 9. Design model of image recognition on hardware for the (a) MNIST dataset and the (b)
CIFAR-10 dataset.

In cases of the CIFAR-10 dataset, images are larger and more complex than those in
the MNIST database. To temporarily simplify the hardware design, we only implement
fully-connected layers on the hardwarewhile feature extraction layers are pre-processed.
Note that the implementation of those layers follows the classical image classifier and
does not cost much in cases of the small filter kernel [31]. In the first fully-connected
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layer, the number of input units is 1024, the number of output features is 256; in the
second fully-connected layer, the number of output neurons is 10. Therefore, the size of
the weight matrix for the first layer is 1024 × 256, for the second layer is 256 × 10; the
size of the bias vectors for the first layer is 256 × 1, for the second layer is 10 × 1.

To examine the performance of the hardware design of the neural network accelerator,
we have collected the performance of the image classification model on a real FPGA
board as can be seen in Fig. 10.

Fig. 10. Experiments on the FPGA board.

5.2 Experimental Results of Neural Network Accelerator on FPGA

Our entire generic design presented in Sect. 4 has been described by a hardware descrip-
tion language (HDL), where the number format and parallel coefficient are considered
as design parameters and can be set to desired values. The hardware architecture of NN
is evaluated on the Vivado Simulator. The parameters are converted into a fixed-point
number format (with 2, 4, 8, or 16 bits) by an in-house software on C ++. The featured
parameters of the built neural networks are trained and extracted using TensorFlow. The
performance evaluation is conducted on 1,000 samples in the MNIST dataset.

After designing the image recognition model on the hardware, experiments are con-
ducted to evaluate the hardware architecture. First, the extracted image data from the
text files are put into the designed block and processed by the hardware simulator Xilinx
Vivado. The classified label which is the output of the image classification model is then
compared with the true label and the number of correctly recognized images will be
recorded in the counter. When the last image in the test set is classified, the classification
accuracy is obtained.

The Impacts of the Number Formats and Network Architectures
In this subsection, we focus on analyzing the dependence of recognition accuracy on
two main parameters: the number of hidden layers and number format to represent the
values of the weight matrix. The results of MNIST image recognition accuracy with
different parameters are shown in Table 1. It can be seen that the classification accuracy
depends more on the number format than the number of hidden layers.When the number
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of bits used to represent the weight matrix is too small, the recognition accuracy is very
low (e.g., 16% accuracy for 2-bit number format). Meanwhile, the accuracy sharply
improves if the number of bits changes from 2 to 4 or more. However, there is no
significant improvement in cases of using more than 4 bits for each training parameter.
E.g., the accuracy converges to 89% and 96.9% with 1 and 2 hidden layers, respectively.
From Table 1, we observe that the 8-bit format can be used to save hardware resources
while ensuring accurate performance on image classification.

Table 1. Accuracy of MNIST image recognition implemented on the hardware with different
hidden layers and number formats for 1,000 samples.

Number of hidden layers 2-bit 4-bit 8-bit 16-bit

1 16.8% 88.6% 89% 89%

2 16% 96.8% 96.9% 96.9%

Hardware Utilization on Different Chips and with Different Parallel Coefficients
Recall thatwe have derived the hardware resources required forMACs, adders, andmem-
ory in Eq. (2). The number of MACs, the number of adders, and memory size increase
proportionally to the parallel coefficient and the number of hidden layers. Indeed, using
a higher parallel coefficient p results in short prediction time but a significant increase in
the system resources demand. At the same time, multilayer neural networks can produce
higher accuracy while demanding more computing resources. Therefore, it is neces-
sary to study the relationship between these two factors (recognition time and resource
demand) for a better selection of neural network architectures in reality.

To understand the feasibility of FPGA for the neural network application, we first
implemented and compared the designs on some representative FPGA devices from
Xilinx. Then, with the HDL designed and fully logical verified, we have implemented
on the actual FPGAs. The main results are presented in Fig. 11.

In this work, we have chosen some representative and active FPGA families from
Xilin [32], including the low-cost (Artix-7), the best price/performance (Kintex-7), the
performance-optimized (Virtex-7) solutionswith different resource capabilities. In terms
of resources, except for the Artix XC7A100T FPGA, where all DSP is fully utilized, the
remaining FPGA devices are considered large enough for accommodating 2-layer neural
networks in either CIFAR or MNIST. The actual resource utilization of slice registers,
LUT, RAM only accounts for a small proportion of the total availability (e.g., less than
15% LUT for Kintex 7 XC7K325T, or less than 5% LUT for Virtex 7 XC7V980). This is
the strong validation for the feasibility of the implementation of the more sophisticated
recognition and classification engines (e.g., up to 5 hidden layers with more complex
activation functions) on the next generation FPGA. The other high-end devices such as
Ultra-scale [33] and Ultra-scale plus [34] with their extremely large logic and computing
resource are essentially capable not only for neural networks but complete AI system
implementations. In terms of performance, the achievable clock frequencies are techni-
cally dependent mainly on the latency of MAC (i.e., FPGA DSP macro). Therefore, the
reported clock frequencies range from 153 MHz (Artix 7) to ~ 200 MHz (Virtex 7).
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Fig. 11. Hardware utilization and corresponding maximum clock frequency (a) 1-layer MNIST,
(b) 2-layer MNIST, (c) 1-layer CIFAR, and (d) 2-layer CIFAR implementations using an 8-bit
fix-point number format targeted for different Xilinx FPGA devices.

Furthermore, we evaluated the impacts of the parallel coefficient on the resource
utilization and bandwidth of the hardware architecture. Figure 12 presents the resource
utilization for the case of MNIST implementation on the Xilinx Kintex-7 FPGA series
XC7K325T.

Based on the results obtained, we found that the image recognition speed also
increases almost proportionally to the parallel coefficient p. Specifically, when the paral-
lel computing is not applied (i.e., p = 1), the implemented network can process 250,000
images image recognition per second, and when this coefficient increases to 8, the image
recognition speed reaches 1,762,000 images per second for the MNIST dataset. Simi-
larly, for the CIFAR-10 dataset, the recognition speed is 153,000 and 1,084,000 images
per second, respectively. The practical performance hence increases by more than 7X
in either implementation when changing p from 1 to 8. This is explained by a slight
degradation in maximum clock frequencies when the design becomes larger. There is
an inevitable trade-off between increasing image recognition speed and the cost in log-
ical resource, and this is explicitly shown by the dependency of the growth rate of the
resource utilization and the parallelism level.

Performance Comparison Between FPGA-Based Neural Network Accelerator
and Neural Network Using the Software Tool
From the simulation results of the software design and the implementation results of the
design on the hardware, we can see that the achievable accuracy of the image recogni-
tion on the hardware as good as achievable accuracy by software. Meanwhile, hardware
implementation is more beneficial in terms of detection speed than that on software.
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Fig. 12. Resource utilization and recognition speed on Xilinx Kintex-7 FPGA series XC7K325T
of 2-layer neural network for (a) MNIST, (b) CIFAR implementations with different parallel
coefficients and images depicting physical layout on the FPGA chip for (c) MNIST, (d) CIFAR
implementations when parallel coefficient equals 4.

Full comparative figures between image recognition on hardware and software are
given in Tables 2. From this table, we observe that the time to recognize images when
performing on hardware is faster than image recognition on software at least 1500 times
when the parallel coefficient equals 1 (6000 µs vs 4 µs, using one hidden layer for
recognition), and maybe faster up to 20,000 times when the parallel coefficient is 16
(8000 µs vs 0.4 µs with two hidden layers).

Table 2. Comparison of software and hardware performance in MNIST image recognition.

Platform Software Hardware

Number of layers 1 2 1 1 1 1 1 2 2 2 2 2

p(*) N/A N/A 1 2 4 8 16 1 2 4 8 16

T (**)(µs) 6000 8000 4 2 1.1 0.6 0.3 5.3 2.7 1.4 0.8 0.4

(*) Parallel coefficient, (**) Recognition time

6 Conclusion

In this work, we have proposed a generic design for neuromorphic computing upon one
layer, that allows us to construct any other sophisticated neural networks. Along with
the generic design, a systematic study has been conducted on the resource utilization,
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performance, and accuracy of the neural network models and their dependencies on the
design hyper-parameters. From the statistical study,we have practically proven that using
a fixed-point number for hardware implementation could greatly reduce the complexity
and resource for the hardware implementation while still maintaining mostly the same
level of accuracy compared to the software implementation.

As a case study, we implemented the hardware models for MNIST and CIFAR-10
datasets on a reconfigurable hardware platform. Regarding the resource utilization, a
Xilin Virtex 7 device (XC7VX980) can handle the 2-layer CIFAR-10 implementation
with spending less than 5% of LUT and 15% in DSP. Furthermore, at iso-accuracy, the
FPGA-based neural network implementations are notably faster in recognition speed. If
no parallel computing is considered, the proposed hardware accelerator is 1,500 times
quicker than the baseline software implementation and could reach 20,000 with a higher
degree of parallelism. Though our initial design in this work is limited for the neural
networks, the impressive results proved the potential of reconfigurable devices andFPGA
as the flexible and powerful platform for neuromorphic computing and AI applications
in general.
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Abstract. Visual Odometry is widely used for recovering the trajec-
tory of a vehicle in an autonomous navigation system. In this paper, we
present an adaptive stereo visual odometry that separately estimates the
rotation and translation. The basic framework of VISO2 is used here for
feature extraction and matching due to its feature repeatability and real-
time speed on standard CPU. The rotation is accurately obtained from
the essential matrix of every two consecutive frames in order to avoid the
affection of the stereo calibration uncertainty. With the estimated rota-
tion, translation is rapidly calculated and refined by our proposed linear
system with non-iterative refinement without the requirement of any
ground truth data. The further improvement of the translation by joint
backward and forward estimation is also presented in the same frame-
work of the proposed linear system. The experimental results evaluated
on the KITTI dataset demonstrate around 30% accuracy enhancement
of the proposed scheme over the traditional visual odometry pipeline
without much increase in the system overload.

Keywords: Visual odometry · Essential matrix · Non-iterative
translation estimation · Forward-backward translation estimation

1 Introduction

Visual Odometry(VO) [1] is one of the important parts in robotics research, espe-
cially for autonomous navigation. With the unavailability of GPS signals such
as indoor extra-terrestrial and in space, image-based localization becomes neces-
sary. Specifically, a single movement between previous and current images is esti-
mated by resolving geometric constraints. Subsequently, the full camera trajec-
tory is finally recovered via the accumulation of these movements. Recently, the
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survey [2] classified VO in different approaches such as monocular/stereo camera-
based, geometric/learning-based and feature/appearance-based. The feature-
based VO pipeline has a long history and has been detailed in Nister’s [1] work.
Scaramuzza and Fraundorfer conducted a comprehensive review of feature-based
VO [3,4]. Accordingly, relative ego-motion between the two frames was obtained
by three following major approaches

– 2D-to-2D: Motion is estimated only from 2D feature correspondences.
– 3D-to-3D: Motion is estimated only from 3D feature correspondences.
– 3D-to-2D: Motion is estimated from 3D features in one frame and their

corresponding 2D features in other.

The first approach, 2D-to-2D,is a methodology that recovers the rotation
and translation direction from the essential matrix computed from 2D feature
correspondences using the epipolar constraint. Nister proposed an efficient imple-
mentation [5] for the minimal case solution with five 2D correspondences and
that has become the standard for 2D-to-2D motion estimation due to the effi-
ciency in the presence of outliers. The second approach, 3D-to-3D, computes the
camera motion by determining the aligning transformation of the two 3D feature
sets that minimizes the Euclidean distance between the two sets of 3D features.
As shown in [6], the minimal case solution involves three 3D-to-3D non-collinear
correspondences, which can be used for robust estimation in the presence of
outliers. 3D-to-2D method is well-known as perspective from n points (PnP ).
The pose is obtained via iteratively minimizing the summation of projection
error between the projected points of 3D features and corresponding 2D obser-
vations. The minimal case involving 3D-to-2D correspondences in [7] is called
perspective from three points (P3P ). With n � 6, there is a simple and straight-
forward solution for PnP by solving the direct linear transformation (DLT ) [8].
The conventional framework VISO2 [9] applied PnP approach with a robust
against outliers. They adopted PnP using 3 randomly drawn correspondences
into a RANSAC scheme, by first estimating (R, t) for 50 times independently.
All inliers of the winning iteration were then used for refining the parameters,
yielding the final transformation (R, t).

Since VO works by estimating the camera path incrementally (pose after
pose), then over time, the errors introduced by each frame-to-frame motion accu-
mulate. This generates a drift of the estimated trajectory from the real path.
For some applications, it is utmost important to keep drift as small as possible,
which can be done through local optimization over the last m camera poses. This
approach called sliding window bundle adjustment or windowed bundle adjust-
ment has been used in several works. However, it takes additional computational
time because of being an iterative method. So it only is used as the final step for
refining or executed at some special location. For real-time applications, reduc-
ing computational cost is important so proposing the fast and accurate frame to
frame VO is still an active research area.

Note that, 3D-to-3D and 3D-to-2D approaches require triangulation of 3D
points from 2-D image correspondences which are determined by intersecting
back-projected rays from 2D image correspondences of at least two image frames.
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In perfect conditions, these rays would intersect in a single 3D point. However,
they never intersect because of image noise, camera model and calibration errors
as well as feature matching uncertainty. Therefore, the point at a minimal dis-
tance in the least-squares sense from all intersecting rays can be taken as an
estimate of the 3D point position. As pointed out by Nister [1], the 2D-to-2D
method and 3D-to-2D method are evaluated to be more accurate than 3D-to-
3D methods because 3D-to-3D minimizes feature position error whereas 3D-to-
2D approach minimizes re-projection error or 2D-to-2D approach minimizes the
Sampson error. In the case of using the 2D-to-2D approach, we do not need tri-
angulation to calculate the rotation and scalable translation. However, we need
to use triangulation for computing absolute translation. There is an easy way to
obtain scale from relative distances between any combination of two 3D points
or exploiting the trifocal constraint between 3 view matches of 2D features or
iteratively minimizing re-projection error with known rotation for features on
pairs of stereo images.

Fig. 1. Our proposed algorithm. Utilizing the feature extraction and matching com-
ponent of VISO2 library and replacing the pose estimation part based on PnP by our
proposed adaptive stereo VO with essential matrix based rotation estimation and join
forward-backward translation estimation

In this paper, we propose adaptive stereo camera which estimates the trans-
formation of two consecutive frames separately. The proposed algorithm is
depicted in Fig. 1. Here, rotation is extracted from essential matrix estimated
by using five point algorithm with preemptive RANSAC and translation is com-
puted by solving a novel linear equation system modified from the re-projection
equation. The proposed approach has following benefits:
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– Accurate rotation from essential matrix estimation that avoids uncertainty of
stereo calibration.

– Translation is estimated directly without iterative optimization for both ini-
tiation and final refinement joint forward and backward approaches.

The paper is organized as follows. Section 2 briefly provides a description of fea-
ture extraction and matching. Section 3 describes the proposed visual odometry
approach based on the essential matrix estimation and non-iterative translation
calculation. Section 4 presents the results of KITTI dataset in comparison to
VISO2. Section 5 provides the concluding marks.

2 Feature Extraction

The input of our visual odometry is feature correspondences between four images
in the previous and current stereo camera frames. We took advantage of feature
detector and matching (active matching) proposed by Chli [9] because of its fea-
ture repeatability and speed. It was employed as open-source by Geiger in the
VISO2 library [10]. In particular, firstly, 5× 5 blob and corner masks were used
to filter the input image to extract four feature classes: blob min/max, corner
min /max. Additionally, feature matching was done by comparing the 11 × 11
block windows of horizontal and vertical Sobel filter responses to give two fea-
tures using the sum of absolute differences (SAD) error metric. To speed-up,
the matching process, sum over a sparse set of 16 locations was used instead of
being summed over the whole block window. Note that, the matching process
was done on the same class (blob max/min, corner max/min) to reduce the com-
putational cost without reducing feature matching quality. Some of the outliers
were rejected by circular matching [11], suggesting that each feature needs to
be matched between left and right images of two consecutive frames, requiring
four matches per feature. Finally, the bucketing technique is used to divide the
corresponding features into 50× 50 grids and selecting only a limited number of
features in each bucket. This step guarantees the uniform distribution of selected
features along the z-axis, the roll axis of the vehicle. It means that both close
and far features are used for pose estimation resulting in high accuracy of vehicle
trajectory. This feature detector and matching have been used for several visual
odometry approaches such as [12] and [13] that achieved good performance on
the KITTI dataset.

3 Proposed Pose Estimation

Single movement between previous and current frames is separated into two
parts. Firstly, the five-point algorithm is performed to obtain the essential matrix
and then rotation is extracted. Secondly, the translation initially is estimated by
one point RANSAC by close features and finally is obtained by forward-backward
refinement. Different from conventional approaches using iterative optimization
such as [13], we proposed a closed-form linear equation for both initial and final
estimation.
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3.1 Rotation Estimation

The geometric relation between two consecutive frames of a calibrated camera is
described by the so-called essential matrix E which contains the camera motion
parameters up to a unknown scale factor for translation. It is represented as
following form:

E = T×R (1)

where skew matrix T× is rewritten in detail as follow

T× =

⎡
⎣

0 −tz ty
tz 0 −tx
−ty tx 0

⎤
⎦ (2)

Each correspondence of two image frames satisfies the epipolar constraint

pTEq = 0 (3)

Where a 2D feature, p in previous frame corresponds to another 2D feature, q,
in current frame. Essential matrix E has two additional properties

det(E) = 0 (4)

And
2EETE − tr(EET )E = 0 (5)

Note that, essential matrix E is 3× 3 matrix with 8 unknown variables with an
un-observable scale can be solved by five point equations by search solution of
root of tenth degree polynomial proposed by Nister [5]. Each of the five point
correspondences gives rise to a constraint (3). It can be also rewritten in a linear
equation formular as follows

âÊ = 0 (6)

where
â = [p1q1, q1q2, p1, p2q1, p2q2, p2, q1, q2, 1] (7)

and
Ê = [E11, E12, E13, E21, E22, E23, E31, E32, E33]T (8)

Stacking the constraints of five-point correspondences gives the linear equation
(6) and by solving the system the parameters of E can be computed. Equations
(6), (4), and (5) are extended to 10 cubic constraints, and then to a ten-degree
polynomial. As a result, a maximum of 10 essential matrix solutions was obtained
for any five-point set. The solution yielding the highest number of inliers was
selected as a set representative. This five-point algorithm is applied in conjunc-
tion with preemptive RANSAC. A number of five-point sets are randomly taken
from the total set of features. The five-point algorithm is applied to taken subsets
and generate a number of hypotheses. The hypothesis with the best preemptive
scoring which has the largest set of inliers is chosen as the final solution. This
five-point algorithm may not always converge to a global minimum but can offer
superior performance in the rotation because of some reasons:
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– Essential matrix is estimated from a closed-form tenth degree polynomial.
– Five-point is a minimal set for essential estimation so the affection of outlier

is small.
– Monocular method is not affected by imperfect calibration between left and

right image of stereo camera.

Therefore, only left or right camera is used for rotation estimation.

3.2 Translation Estimation

The relative orientation between the previous and current frames was obtained
by the algorithm described above. Here, we propose a joint forward-backward
translation estimation. Firstly, an initial translation was estimated by one point
RANSAC. Secondly, it is further improved by joint forward-backward non-
iterative translation estimation with the rotation estimated previously.

Consider the projection equation from a 3D point feature from current frame
to previous frame.

⎛
⎝
up

vp
1

⎞
⎠ =

⎛
⎝
f 0 uc

0 f vc
0 0 1

⎞
⎠

⎡
⎢⎢⎣

(
R3×3 t3×1

)
⎛
⎜⎜⎝
x
y
z
1

⎞
⎟⎟⎠ −

⎛
⎝
s
0
0

⎞
⎠

⎤
⎥⎥⎦ (9)

with:

– Homogenous image coordiate (up, vp, 1)T in left or right frame of preivious
frame.

– Focal length f .
– Rotation R and translation t from current frame to previous frame.
– 3D point (x, y, z) in current left frame.
– Value s is equal to 0 for left frame or baseline for right frame.

This projection equation is re-written detail as follows
⎧
⎪⎨
⎪⎩
up = f

(xRot + tx + s)
zRot + tz

+ uc

vp = f
(yRot + ty)
zRot + tz

+ uc

(10)

where ⎛
⎝
xRot

yRot

zRot

⎞
⎠ = R3×3

⎛
⎝
x
y
z

⎞
⎠ (11)

⎛
⎜⎝
−1 0

u− uc

f

0 −1
v − vc

f

⎞
⎟⎠

⎛
⎝
tx
ty
tz

⎞
⎠ =

⎛
⎜⎝
xRot + s− zRot

(u− uc)
f

yRot − zRot
(v − vc)

f

⎞
⎟⎠ (12)
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A 3D feature of current frame is projected to both left and right of previous
frame with s = 0 and s = baseline, respectively. So from Eq. (12), we can form
a linear system of 4 equations of 3 unknown variables tx, ty, tz as follows

A

⎛
⎝
tx
ty
tz

⎞
⎠ = B (13)

They are known to be solution of Pseudo Inverse method
⎛
⎝
tx
ty
tz

⎞
⎠ = (ATA)−1ATB (14)

In idea case without feature noise, translation is successfully obtained by Eq. (14)
using only one feature correspondence. However, in the real situation, feature
noise is unavoidable, using one feature does not guarantee the success of estima-
tion. To obtain higher accuracy of translation estimation, we wrap this algorithm
into the RANSAC scheme, 100 samples of closest 3D features are used to esti-
mate candidate translations. The best one producing the largest of number inliers
is considered as the final solution. These inliers are further used for the refine-
ment step. Different from conventional methods that minimize the re-projection
error iteratively, our proposed refinement quickly estimates absolute translation
by solving a linear system. In particular, all n inliers are plug into Eq. (13) to
create ⎡

⎢⎢⎢⎢⎢⎢⎣

A1

A2

.

.

.
An

⎤
⎥⎥⎥⎥⎥⎥⎦

⎛
⎝
tx
ty
tz

⎞
⎠ =

⎡
⎢⎢⎢⎢⎢⎢⎣

B1

B2

.

.

.
Bn

⎤
⎥⎥⎥⎥⎥⎥⎦

(15)

Similar to above, Pseudo Inverse method is re-used to refine the initial estima-
tion.

The above paragraph describes for backward estimation. To improve trans-
lation accuracy, both forward tf and backward tb translations are estimated by
using same Eq. (15). The final solution is obtained by

tfinal = 0.5(tb −R−1tf ) (16)

where R is rotation estimated from previous section using the essential matrix.

4 Experimental Results

The proposed approach is evaluated on the KITTI dataset in comparison to
its performance against the traditional VO pipeline, VISO2, proposed in [10].
The KITTI dataset consists of different traffic scenarios that are widely used
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Table 1. Performance evaluation on KITTI Dataset

Sec Num VISO2 Backward Join For-Backward

te (%) re
(deg/

100m)

tabs

(m)

te (%) re
(deg/

100m)

tabs

(m)

te (%) re
(deg/

100m)

tabs

(m)

1 2.46 1.18 86.0 1.28 0.41 25.5 1.22 0.46 18.7

2 4.41 1.01 188.3 4.40 0.56 121.1 3.30 0.38 85.7

3 2.19 0.81 140.7 1.19 0.36 59.0 1.11 0.36 20.9

4 2.54 1.20 32.6 2.57 0.32 14.9 2.43 0.36 13.1

5 1.02 0.87 4.2 2.45 0.32 10.2 2.29 0.33 9.0

6 2.07 1.12 46.5 1.42 0.40 18.9 1.41 0.40 15.4

7 1.31 0.92 8.9 2.31 0.42 17.8 1.98 0.33 9.4

8 2.30 1.77 21.2 1.76 1.00 14.8 1.66 0.99 13.1

9 2.74 1.33 35.1 1.68 0.41 16.9 1.51 0.41 13.9

10 2.76 1.15 79.3 1.80 0.29 17.8 2.04 0.34 15.2

11 1.63 1.12 25.8 1.23 0.53 18.8 1.44 0.65 20.6

Avg 2.43 1.11 - 1.60 0.41 - 1.49 0.42 -

for evaluating autonomous driving algorithms. The dataset also accommodates
challenging aspects such as different lighting, shadow conditions, and dynamic
moving objects. In order to evaluate the performance of the VO approaches,
RMSEs of measuring rotation/translation errors are computed from all possible
sub-sequences of lengths (100, 200...800 m) as described in [14]. There is an
evalution tool on their web page.

The detail error of 11 sections of dataset are shown in Table 1. For each app-
roach, the Table displays the average rotation error re in degree/100 m, average
translation in percentage (%) te and absolute error ta in (m) of final frame com-
pared to the ground-truth. The results of VISO2 library is named VISO2 and
our proposed VO are named ‘Backward’ as well as ‘Joint For-Backward’, respec-
tively, for two cases. This table indicates that the proposed approach achieves
lower error for both translation and rotation, in general. Specifically, the rota-
tion error of our approach using essential matrix is 0.46 deg/100 m while that
of VISO2 is 1.1 deg/100 m; our translation error is 1.6% while that of VISO2 is
2.4%. That indicates around 30% translation error enhancement. The error of
translation is further reduced to 1.49% by joint forward and backward transla-
tion estimation.That mean, the joint forward-backward estimation improve the
translation accuracy 7%.
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Fig. 2. Average rotation error along travel distance (Color figure online)
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Fig. 3. Average translation error along travel distance

We also measure the transformation error along with the distance of travel
from 100, 200,..., 800 m. The change of translation and rotation errors are shown
in Fig. 2 and Fig. 3, respectively. For all travel distances, both rotation and trans-
lation errors of proposed approaches are smaller than those of VISO2. Specifi-
cally, Our translation error of backward estimation gradually reduces from 1.8%
at 100 m to 1.5% at 800 m while the translation error of VISO2 increases mono-
tonically from 1.0% at 100 m to 2.5% at 800 m. The change of joint forward-
backward translation estimation in black is a little bit lower than that of back-
ward estimation in blue. Consider the change of rotation error along the path
length, our rotation errors are similar because we only focus on translation opti-
mization. They gradually reduce from around 0.78 ◦/100 m at 100 m to around
0.23 ◦/100 m at 800 m. Similarly, The error of VISO2 reduces from 1.4 ◦/m at
100 m and 0.8 ◦/100 m at 800 m. However, at every travel distance 100, 200,...,
800 m. The error of the proposed approaches slower than that of VISO2.

-300 -200 -100 0 100 200 300

X(m)

-100

0

100

200

300

400

500

Z
(m

)

GT
VISO2
Backward
Joint Forward-Backward

Fig. 4. Trajectory of Sect. 1 for three approaches compare to the ground-truth.
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Fig. 5. Trajectory of Sect. 3 for three approaches compare to the ground-truth.

The accuracy improvement of our method compared to conventional app-
roach VISO2 is confirmed by visualizing several camera trajectories in Sect. 1
and Sect. 3 in Fig. 4 and Fig. 5, respectively. It is clear that camera tracks of our
approaches closer to the ground-truth than those of VISO2.

This evaluation has been done on an Intel Core i5-2400S CPU running at
2.5 Hz. The average single thread run-time per image for joint forward-backward
translation estimation is 80 ms in total with 70 ms for rotation estimation and
10 ms for both forward and backward translation estimation. That means only
forward or backward translation estimation spends on 5 ms.

5 Conclusion and Furture Work

An adaptive stereo visual odometry based on the essential matrix is presented
by introducing the non-iterative translation estimation. The joint forward and
backward translation estimation is proved to enhance performance. Compared
to conventional methods that used PnP such as VISO2 library, the proposed
method relies on the essential matrix estimation and the direct translation esti-
mation by solving a linear system. The effectiveness of the proposed approach
is verified by evaluating the errors in terms of translation and rotation on the
KITTI dataset. The experimental result indicates that our approach achieves
1.6% and 1.49% with-out and with joint forward-backward translation estima-
tion, respectively. In the future, we plan to widen the scope of applications
utilizing the non-iterative translation estimation and refinement rotation esti-
mation.
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Abstract. This paper proposes a method for localizing a gunshot event using four
acoustic sensor nodes mounted at the four corners of a rectangular working area.
Each of these nodes involves three sensors to acquire acoustic signals of any gun-
shot inside the working area. The approach analyzes individual signals received
by the nodes to identify sound events using false alarm probability and determine
their emission directions exploiting a minimum mean square error estimator and
the time difference of arrival of the events. The gunshot location is the quadrilat-
eral center of four crossing points resulting from pairs of adjacent event emission
directions. For evaluating the proposed method, a signal including ten real gun-
shots recorded by a nearby acoustic sensor is delayed and attenuated according to
a theoretical wave propagation model to create various signal patterns, which sim-
ulates signals received by the installed sensor nodes. Furthermore, the Gaussian
noise is added to the simulated signals to emulate the influence of wave propaga-
tion environment. This article also implements some mechanisms to compute the
time difference of arrival for comparison. They are comprised of the first cross-
ing of threshold and signal, maximum amplitude, Akaike’s Information Criterion,
and the cross-correlation function. Hence, one of them can be selected for a real
application. Experimental results show that the proposed method achieves high
accuracy of gunshot localization.

Keywords: Gunshot detection · Gunshot localization · Event detection · Signal
detection · Signal processing

1 Introduction

Nowadays firearmviolent crime frequently happens.However, relevant peoplewould not
be arrested easily if shooting incidents were not located quickly. Therefore, an automatic
method of gunshot localization is really helpful in supporting the police to chase and
catch criminals immediately.

A firing gun usually emits acoustic muzzle blast waves propagating spherically
outwards with a speed of sound in the air [1]. Many papers utilized these signals to
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localize gunshot using sound source localization techniques [2–6]. There are two com-
mon localization approaches, which use energy and time difference of arrival (TDOA)
[7]. Although the energy-based localization technique can bring about high location
accuracy, it is challenging to have a real wave energy propagation model as used in Ref.
[7–9]. In contrast, the TDOA-based method is extremely simple because it can localize
a sound source without a complex propagation model whose parameters depend on the
environment as the energy-based one requires in Ref. [4, 7, 10–13]. Thus, this paper
exploits the TDOA-based technique and acoustic signals to localize a gunshot event.

The novel point of the proposed method is that a sound source location is returned
by minimizing mean square errors of a known TDOAmap and a set of measured TDOA
instead of using a direct solution [7, 11–16]. The direct solution is challenging due to
complexity of mathematical equations and unavoidable TDOA errors could lead to no
solution of those equations. For example, hyperbolic curves [13, 16] do not cross each
other at the same point, thus resulting in no gunshot location. As a result, a minimum
mean square error (MMSE) estimator is exploited to address the problem in this paper.
First, the working area where the firearm situation is monitored is divided into small
cells. Depending on acoustic sensor distribution and a specific sound speed in the air,
a TDOA map is calculated for all the vertexes of the cells. Next, a MMSE estimator
searches all over the cell vertexes for the most appropriate location whose TDOA least
differs from measured TDOA resulting from acoustic signals.

Aside from implementing a MMSE estimator, this paper employs a signal detection
technique based on false alarm probability [17] for detecting sound events in an acoustic
signal. This procedure involves several signal processing stages. The first step estimates
the noise level of signal. Next, detection thresholds are computed using the estimated
noise level and a given false alarm probability; thus, they can adaptively vary with
noise fluctuation. Afterwards, all the adjacent samples that exceed the thresholds are
grouped into sound events. The last step eliminates false sound eventswith the predefined
minimum values of amplitude and duration of true events. Hence, TDOA can be directly
extracted from true sound events.

Additionally, to choose a suitable approach to the TDOAcomputation in real applica-
tions, the paper compares the effectiveness of various TDOA techniqueswhile evaluating
the proposed method.

For evaluating the proposed method, gunshot signals must be available. The next
section therefore offers a way to simulate acoustic signals emitted by a gunshot.

2 Signal Simulation

Figure 1 (a) shows a rectangular working area M1M2M3M4 with the size of d x h (d
= h = 500 m) and a coordinate system Oxy that is established by the rectangle’s edges
and vertexes. We arrange sensor nodes at the corners of the rectangle to receive signals
propagating from any sound source S (xS , yS) in the area. A node is comprised of three
acoustic sensors Mij (i = 1, 2, 3, 4 and j = 1, 2, 3) and they are equivalently arranged
around a circle with center Mi and a radius of r = 5 cm as illustrated in Fig. 1 (b). Hence,
the coordinate of sensor Mij is given by:
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Fig. 1. Sensor arrangement: (a) working area, (b) a sensor node

xij = xMi − r sin

(
2π(j − 1)

3

)
, yij = yMi + r cos

(
2π(j − 1)

3

)
(1)

where (xMi, yMi) is coordinate of Mi and (xij, yij) is coordinate of Mij (i = 1, 2, 3, 4 and
j = 1, 2, 3).

To simulate acoustic signals received by sensors, we exploit a wave propagation
model [7, 8] to delay and attenuate a signal loaded from a record of gunshot signals
emitted by an AK-47 rifle. As a result, a simulated signal of sensor Mij is given by:

zij(t) = G
z0

(
t − tij + εij

)
SM α

ij
+ nij, tij = SMij

C
(2)

where t is time, zij (t) and z0 (t – tij + εij) are simulated and recorded signals respectively,
G andα (1≤α ≤ 2) are ratios related to a gain of acquisition device andwave attenuation,
tij is flight time of wave from source S to sensor Mij, C is sound speed, εij and nij are
added Gaussian noise with means με = 0, μn = 0 and standard deviations σε ≥ 0,
σ n ≥ 0, SMij is the wave propagation distance from source S to sensors Mij, which is
calculated as follows:

SMij =
√(

xS − xij
)2 + (

yS − yij
)2 (3)

The two noises εij and nij represent the influence of wave propagation environment
such as reflection, diffraction and attenuation on both the arrival time and amplitude of
signal, thus making simulated signals become roughly similar to real signals. Figure 2
depicts a gunshot signal source and a simulated signal, in which they are digitized by a
sampling frequency of 8 kHz. It can be seen that the simulated signal is lagged behind
the signal source, its amplitude and signal-to-noise ratio as well are smaller than the
signal source’s.
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Fig. 2. a) Signal source, (b) simulated signal

3 Methodology

The proposed gunshot localization method comprises two main stages: event detection
and source localization as illustrated in Fig. 3.

Fig. 3. The overall diagram of gunshot localization

3.1 Event Detection

A gunshot event is defined as a burst in an acoustic signal. To detect it, we exploit a
Neyman-Pearson theorem of signal detection probability [17] to calculate a threshold
using the following expression:

L(z) = p(z|Hp1 )

p(z|Hp0 )
> γ, pFA =

∫
{z:L(z)>γ }

p(z|Hp0 ) (4)

where L(z) is the likelihood ratio,Hp0 is the signal absence hypothesis,Hp1 is the signal
presence hypothesis, z is an observed set, p(z) is the probability density function, PFA

is the false alarm probability, and γ is a threshold. In our application, Hp0 and Hp1
are hypotheses of noise and gunshot event respectively and the likelihood ratio L(z) is
computed according to the signal amplitude.

Figure 4 illustrates a typical gunshot event with primary characteristic parameters:
amplitude, duration, flight time. This event is separated from background noise by a
positive threshold (the upper red dash line) or a negative threshold (the lower red dash
line). The algorithm of event detection based on Eq. (4) is shown in Fig. 5. The entire
process is composed of five phases. The first step estimates the noise background of an
input acoustic signal to provide for the second step calculating the positive and negative
thresholds. These detection thresholds are adaptive, which vary with the noise level.
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The third step compares signal samples with the thresholds. Samples above the positive
threshold or below the negative threshold are considered as candidate samples of a
gunshot event. Gunshot events are found in the forth step by grouping adjacent candidate
samples. Because the detection thresholds are resulting from a false alarm probability,
there exist false events. Therefore, the last step (event filtering) is necessary to eliminate
false sound events. A true gunshot event must satisfy the following condition:

Fig. 4. A typical gunshot event

Fig. 5. Gunshot event detection in a sound signal

A ≥ Am ∧ N ≥ Nm (5)

where A and N are the average amplitude and duration of event, respectively, Am and
Nm are their minimum values.

3.2 Source Localization

The working area M1M2M3M4 is divided into cells with the size of Δd × Δh as
illustrated in Fig. 6. For every vertex Hk (xk, yk) of cells, we compute TDOA as follows:

�tki =

[
HkMi2 − HkMi1

HkMi3 − HkMi1

]

C
, HkMij =

√(
xk − xMij

)2 + (
yk − yMij

)2 (6)

where �tki is an array of TDOA accounted for a vertex Hk and measuring points of a
sensor node Mi, HkMij is the distance between Hk and Mij (i = 1, 2, 3, 4; j = 1, 2, 3),
C is sound speed.
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Fig. 6. Determination of gunshot emission direction using a sensor node Mi

It can be seen that TDOA depends on synchronization of signal acquisition between
sensor channels. In other words, we hardly synchronize signals of faraway nodes due to
complex hardware and software (we need external synchronous devices such as wireless
transceivers, Ethernet cables, etc.) while we can simply do this for near sensors without
external elements. Accordingly, we consider TDOAbetween sensors of individual nodes
to improve TDOA accuracy as presented by Eq. (6).

Figure 7 shows determining the sound emission direction of a sensor node Mi (i =
1, 2, 3, 4). Sound events resulting from sensors Mij (j = 1, 2, 3) are conducted to the
event grouping. This block picks and groups neighboring events, relying on their arrival
time via the following expression:

Fig. 7. Determination of sound emission direction

|t2 − t1| ≤ �m ∧ |t3 − t1| ≤ �m, �m = M3M12 − M3M11

C
(7)
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where tj (j = 1, 2, 3) is flight time of an event detected in a signal of the jth sensor,
�m is a possible maximum TDOA between neighboring events, which is obtained if the
gunshot source is assumed to be at the node M3 and �m is TDOA accounted for sensors
of the node M1. Five event groups from the three sensors M1j (j = 1, 2, 3) are indexed
as in Fig. 8.

Fig. 8. Grouped events resulting from sensors M1j (j = 1, 2, 3)

Based on the TDOAmap in terms of cell division and the TDOA of events, we search
for a satisfactory vertex Hi (xi, yi) against a sensor node Mi (i = 1, 2, 3,4) via a MMSE
estimator. The MMSE estimator is constructed as follows:

Hi ≡ argmin
Hk

MSE, MSE = (� − �tki)(� − �tki)
T , � =

[
t2 − t1
t3 − t1

]
(8)

Afterwards, a sound emission direction for a sensor node is given by:

vi = (
xi − xMi , yi − yMi

)
(9)

where vi is a direction vector, i = 1, 2, 3, 4.
With pairs of vectors (v1, v2), (v2, v3), (v3, v4), and (v4, v1), we determine crosses

S1, S2, S3, and S4, respectively. Finally, we achieve a source location Se which is a
quadrilateral center of S1S2S3S4, as illustrated in Fig. 9.

xSe = 1

4

4∑
i=1

xSi , ySe = 1

4

4∑
i=1

ySi (10)
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Fig. 9. Gunshot location estimation

4 Experimental Results

To evaluate the proposed method, we initially recorded signals emitted by ten real gun-
shots using only one nearby sensor as illustrated in Fig. 10. We subsequently simulated
signals at sensors Mij (i = 1, 2, 3, 4; j = 1, 2, 3) for the four gunshot source locations P1
(200, 350), P2 (400, 390), P3 (340, 150), and P4 (142, 266) based on Eq. (2) in which G
= 100, α = 1, C = 340 m/s (a specific sound speed in the air at 20 °C). We examined
two cases: no noise when σε = 0, σ n = 0 and added noise when σε = 5 ms (this results
in a statistical location error σ d = C × σε = 1.7 m), σ n = 0.3σ (σ is standard deviation
of background noise of the recorded signal). Because the added noises randomly vary
with the normal probability density function, we can create diverse signal patterns to
trial the proposed method. Besides, we practically chose parameters Am = 1.5σ , Nm

= 200 samples to remove unwanted events using Eq. (5). Finally, the selected cell size
is �d = �h = 2 m for dividing the working area into cells. Both the simulation and
evaluation were implemented in Matlab software.

For a simulation (a gunshot at a location), our approach turned out an estimated
location corresponding to a gunshot location as shown in Fig. 11. Additionally, we also
implemented four commonmechanisms determiningTDOA in a trial. The first technique
determines the arrival time of signal through the first crossing of threshold and signal
(CRS); the second one defines the arrival time of a signal as the position of maximum
amplitude (PAK); the third one estimates the arrival time using Akaike’s Information
Criterion (AIC) [18–21]; the last one directly exploits the cross-correlation function
to compute TDOA between two signals (CCR) [4, 22]. Relying on the comparison
between their location error averages of the ten gunshots, thus specifying which TDOA
determination technique is appropriate for localizing gunshots.
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Fig. 10. An acoustic signal containing ten real gunshot events (1, 2, …, 10)

Fig. 11. Gunshots and estimated locations

Tables 1 and2 showerrors of gunshot locations returnedbyvariousTDOAtechniques
in two cases (no noise and added noise). Those are averages of distance difference of
the ten gunshots and estimated locations as follows:

δ = 1

10

10∑
m=1

√
(xP − xem)2 + (yP − yem)2 , δr = 100x

δ

max(d , h)
(11)

where (xP, yP) is a coordinate of locations P1, P2, P3, and P4, (xem, yem) is the estimated
location coordinate of the mth gunshot (m = 1, 2, …, 10), and δ is the average location
error, δr is a proportion of δ to distance between two sensor nodes.
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Table 1. The average location error δ (m) and relative error δr (%) using variousTDOA techniques
without noise

Location CRS PAK AIC CCR

P1 1.9 (0.4) 1.0 (0.2) 1.0 (0.2) 1.0 (0.2)

P2 10.0 (2.0) 9.3 (1.9) 9.3 (1.9) 9.3 (1.9)

P3 4.9 (1.0) 4.6 (0.9) 4.6 (0.9) 4.6 (0.9)

P4 13.2 (2.7) 13.6 (2.7) 13.7 (2.7) 13.6 (2.7)

Mean 7.5 (1.5) 7.1 (1.4) 7.2 (1.4) 7.1 (1.4)

Table 2. The average location error δ (m) and relative error δr (%) using variousTDOA techniques
with noise adding

Location CRS PAK AIC CCR

P1 68.1 (13.6) 1.0 (0.2) 2.7 (0.5) 1.0 (0.2)

P2 11.3 (2.3) 9.3 (1.9) 9.1 (1.8) 9.3 (1.9)

P3 23.3 (4.7) 5.5 (1.1) 6.8 (1.4) 4.6 (0.9)

P4 31.3 (6.3) 13.6 (2.7) 13.0 (2.6) 13.6 (2.7)

Mean 33.5 (6.7) 7.4 (1.5) 7.9 (1.6) 7.1 (1.4)

It can be seen that if we do not add noise to acoustic signals, all the TDOA techniques
turn out similar location accuracy (location error is roughly 7.5 m, corresponding to a
relative error of 1.5%). Conversely, their effectiveness is different in the case of noise
adding. The CRS method demonstrates the biggest error with an average location error
of 33.5 m (relative error 6.7%). This is resulting from the noise presence in acoustic
signals. Because the noise fluctuation distorts these signals, the first crossing points
of the signals and their detection thresholds are not true arrival times. Although the
AIC method (the average location error δ = 7.9 m, relative error δr = 1.6%) improves
the location accuracy compared with the CRS method, its error is still bigger than the
PAK and CCR methods. The PAK and CCR methods bring about the highest location
accuracies in which the CCR method (location error δ = 7.1 m, δr = 1.4%) is slightly
better than the PAK one (location error δ = 7.4 m, δr = 1.5%). Obviously, the noise
adding does not much influence on the performance of PAK, AIC and CCR methods.
In other words, the AIC and CCR methods necessitate more computation than the CRS
and PAK ones because they are comprised of extensive computing regarding Akaike’s
Information Criterion and the cross-correlation function. Hence, we claim that the PAK
method is appropriate for localizing gunshots in our evaluation.
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5 Conclusions

The paper introduces a modified method localizing a gunshot event based on the time
difference of arrival of acoustic signals. Twelve acoustic sensors are arranged in four
nodes (each of them comprises three sensors). Sound events are detected in individual
signals of nodes through a false alarm probability. Then, the direction of a gunshot event
is found with the assistance of a minimum mean square error estimator using the time
difference of arrival between acoustic signals acquired by sensors of a node. The sound
source location is the center of tetrahedron which is created by four crossing points
of four pairs of adjacent emission directions from sensor nodes to the sound event. To
evaluate the proposed method, the paper manipulates a signal record of real gunshots
to simulate acoustic signals received by sensors relying on a wave propagation model.
Furthermore, the article determines the time difference of arrival in various mechanisms
to select the best one. The result evaluation for four gunshot locations inside a rectangular
working area with size 500 m × 500 m reveals that the proposed gunshot localization
method can turn out high location accuracy and its performance is not much affected
by noise (the location errors are 7.1 m (1.4%) and 7.4 m (1.5%) for noise absence and
noise adding respectively.)
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Abstract. Optical Character Recognition (OCR) for scanned paper
invoices is very challenging due to the variability of 19 invoice lay-
outs, different information fields, large data tables, and low scanning
quality. In this case, table structure recognition is a critical task in
which all rows, columns, and cells must be accurately positioned and
extracted. Existing methods such as DeepDeSRT, TableNet only dealt
with high-quality born-digital images (e.g., PDF) with low noise and
apparent table structure. This paper proposes an efficient method called
CluSTi (Clustering method for recognition of the Structure of Tables
in invoice scanned Images). The contributions of CluSTi are three-fold.
Firstly, it removes heavy noises in the table images using a clustering
algorithm. Secondly, it extracts all text boxes using state-of-the-art text
recognition. Thirdly, based on the horizontal and vertical clustering algo-
rithm with optimized parameters, CluSTi groups the text boxes into
their correct rows and columns, respectively. The method was evalu-
ated on three datasets: i) 397 public scanned images; ii) 193 PDF doc-
ument images from ICDAR 2013 competition dataset; and iii) 281 PDF
document images from ICDAR 2019’s numeric tables. The evaluation
results showed that CluSTi achieved an F1-score of 87.5%, 98.5%, and
94.5%, respectively. Our method also outperformed DeepDeSRT with an
F1-score of 91.44% on only 34 images from the ICDAR 2013 competition
dataset. To the best of our knowledge, CluSTi is the first method to
tackle the table structure recognition problem on scanned images.

Keywords: Table structure recognition · Object recognition ·
Clustering method

1 Introduction

Our paper aimed to recognize the table’s structure from scanned images of
invoices. Data tables are the main content of the documents, especially invoices.
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Direct application of OCR techniques to the whole data table has been impossi-
ble since the recognized texts do not follow precisely the original table structure,
which led to the recognition results on large images for most OCR techniques
were not highly accurate, especially for tables with many data items [11]. There-
fore, the table structure in scanned images has to be recognized so that each table
cell can be correctly located and individually processed using OCR techniques.
However, this has never been a trivial task because of the different shapes, sizes,
and colors of the cell separators. In addition, canned invoice images are typically
noisy, which can make these separations become blurred or even lost. Besides,
cells must be aligned to rows and columns, this alignment nevertheless can eas-
ily be biased in specific images due to the noise. Most existing table structure
recognition methods dealt with relatively clean table images, such as PDF doc-
ument images [3,10,15–17,22], the recognition results however were not highly
accurate due to the table complexity. Hence, those methods would not efficient
to apply to noisy scanned invoice images.

In this paper, we proposed CluSTi, an efficient approach for table structure
recognition in scanned invoice images, which is mainly based on clustering algo-
rithms. CluSTi considers an invoice table as a set of text boxes, which are sorted
by certain vertical and horizontal orders. CluSTi firstly uses Character Region
Awareness for Text Detection (CRAFT), a semantic segmentation method, for
text boxes detection in an image [2]. Given the coordinates of the text boxes,
CluSTi then recognizes the correct cell row and column using Density-Based Spa-
tial Clustering of Applications with Noise (DBSCAN) clustering algorithm [5].
Our method was evaluated with 397 public scanned table images, 193 document
images from ICDAR 2013 competition, and 281 document images from ICDAR
2019 competition. The achieved F1-score were 87.5%, 98.5%, and 94.5%, respec-
tively, which outperformed the accuracy of existing methods.

The rest of the paper is organized as follows. Section 2 presents in detail about
our CluSTi method. In Sect. 3, we evaluated the results of our method using three
public datasets. Finally, Sect. 4 concludes on our work and the perspectives for
the future.

2 Methods

Existing table structure recognition methods can be divided into two groups:
top-down and bottom-up methods. Herein, we proposed an efficient bottom-up
approach for table structure recognition named CluSTi.

Fig. 1. Block diagram of CluSTi recognition process.
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Basically, we applied and optimized a clustering technique at every steps of
our recognition process. As shown in Fig. 1, CluSTi includes the following steps:
i) Firstly, in the Noise Removal, we applied the DBSCAN clustering technique
to clean the table images; ii) In the Text Detection, textual table elements are
extracted from the images based on an object recognition deep learning model;
iii) In the Row Detection, textual elements are horizontally regrouped using the
above clustering technique of which the parameters was optimized; iv) Similarly,
in the Column Detection, textual elements are vertically clustered with optimized
parameters; v) Finally, in the Cell Reconstruction, the whole table structure are
reconstructed cell by cell. The whole CluSTi process is demonstrated in Fig. 2.
After Row detection step, all of the text boxes in the same rows are marked
with the number on the top of the boxes, denoting the sequence number (i.e.,
0, 1, 2, etc.) of their correct rows. Next, after Column detection step, all of the
text boxes are labelled with the number on the top of the boxes, denoting the
correct sequence number of their corresponding columns. The empty cells are
also filled with blank text boxes. Then, after Cell reconstruction step, all of text
boxes with the same sequence number of row and column are merged together
to form the entire cells.

Fig. 2. Overall description of CluSTi recognition process. (a) Row detection. (b) Col-
umn detection. (c) Cell reconstruction.
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2.1 Noise Removal

In scanned images, noise is defined as the image’s elements which can bias the
text recognition [6]. From our available scanned images, we observed that the
characters are the clusters containing a high number of neighboring pixels. In
contrast, noise is the disjointed clusters of several pixels. Therefore, to remove
noise from a scanned image, we relied on DBSCAN, which can segment the low
and high density clusters. DBSCAN, which was introduced by Ester et al. (1996),
groups the data points and their closest neighbors into clusters, and marks the
lonely points into low-density region as the outliers [5]. The input parameters of
DBSCAN include ε and min samples. ε (eps) corresponds to the upper limit of
the distance between two neighbors in a cluster, and min samples corresponds
the minimum number of points in a cluster. DBSCAN starts by choosing a
random point, then it checks a nearest point (i.e., neighbor) in a circle of radius
ε. The neighbors found are added into the group and the process continues
with these new members of the group. If there is no more neighbors are found,
and the number of group’s members is greater or equal to the min samples,
then the group becomes a cluster. Otherwise, the group’s points are marked
as the outliers. DBSCAN is therefore suitable for clustering the texts since the
characters are written one after the other. Moreover, this method can also be
used to remove noise (or outliers) in the text images [5,24].

After applying DBSCAN with ε equals to 1 (i.e., pixel) and min samples
equals to the number of pixels of the smallest character in that specific language
(e.g., Japanese), most of the noise is marked as the outliers and removed, as
presented in Fig. 3.

Fig. 3. An example image after applying DBSCAN for noise removal.
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2.2 Text Detection

Recently, many deep learning scene text detectors have been proposed, and devel-
oped their applications in various fields [2,4,7–9,13,25]. Efficient methods have
usually been inherited from object detection and semantic segmentation mod-
els such as Faster Region-based Convolutional Neural Network (Faster R-CNN)
[18], Single Shot Multibox Detector (SSD) [12] and FCN [14].

CRAFT has been the best among current text detection methods thanks to
its convolutional neural networks yielding the region score and affinity score [2].
Specifically, CRAFT detects character regions and links them to a text instance.
This method is thus efficient for detecting any character including tiny, extremely
long, curved, rotated and arbitrarily shaped characters. By applying CRAFT on
the noiseless table images, we aimed to detect the texts as much as possible.
Hence, CRAFT is configured to detect only character regions without linkage
between them. We also fine-tuned the CRAFT’s magnifier and bounding box
parameters so that the small characters can be recognized, and there is limited
white space in the character bounding regions.

2.3 Row Detection

In the previous step, we bounded every textual elements in the image with
distinct rectangle boxes. Based on the coordinates of these character bounding
regions, we then grouped them into their corresponding rows, and determined
the number of rows in the table images using the following horizontal clustering
algorithm.

Horizontal Clustering. The horizontal clustering technique is described in
Algorithm 1. Firstly, the coordinates of the centroids (i.e., (xc, yc)) of every
detected text boxes are calculated. Then, they are normalized according to
the x -axis. Finally, the normalized centroids (i.e., (xn, yn)) are clustered using
DBSCAN with optimized parameters. The output of the horizontal clustering is
the correct number of rows, as well as the text boxes belonging to each row of
the table images.

Fine-Tuning Horizontal Clustering. Given the min samples parameter, the
accuracy of horizontal clustering heavily depends on its ε parameter, which is the
maximum distance between two neighboring centroids processed by the Algo-
rithm 1. We assumed that the height (i.e., H) of table rows are equivalent. Thus,
the ε parameter can be approximated to any value around the median height of
the character bounding boxes, which is calculated as in the Algorithm 2.

However, there are cases where rows may include multiple lines. We therefore
proposed a probing algorithm to find an appropriate ε parameter around the
median height, which is calculated in Algorithm 2. We represented fr(ε) as
the function of the number of rows, r, found by the horizontal clustering where
ε parameter ranging from (0.1 ∗ median height) to (1 ∗ median height). fr(ε) is
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Algorithm 1. Horizontal Clustering Algorithm
Data: N ← the total number of character bounding boxes
{(xi

min, yi
min), (xi

max, yi
max)} ← the coordinates of the upper-left and the lower-right

corners of the ith, ∀i ∈ [1; N ] character bounding boxes
min samples ← the number of pixels of the smallest character in a specific language
ε ← to be fine-tuned
Result: Number of rows
i ← 1
while i ≤ N do

xi
c = (xi

min + xi
max)/2

yi
c = (yi

min + yi
max)/2

xi
n = 0

yi
n = yi

c

i ← i + 1
end

num clusters = DBSCAN((xi
n, yi

n), ε, min samples)

Algorithm 2. Median Height Calculation Algorithm
Data: N ← the total number of character bounding boxes
(yi

min, yi
max) ← the upper-left and lower-right y-coordinate of the ith, ∀i ∈ [1; N ]

bounding box
Results: ε as the median height
Hi = |yi

max − yi
min|;

Sort(Hi, ∀i ∈ [1; N ]);

ε =

⎧
⎪⎨

⎪⎩

H(N
2 ) if N is odd

(
H(N

2 ) + H(N
2 +1)

)
/2 if N is even

(1)

then calculated as in the Algorithm 3. Next, the density distribution of fr(ε)
for each table image was plotted. Then, we applied a peak detection algorithm
[21] on the density distribution to find the best ε parameter for the horizontal
clustering.

2.4 Column Detection

In the column detection process, we based on the following vertical clustering
algorithm to calculate the number of columns, as well as to group the detected
text boxes into their corresponding columns.

Vertical Clustering. Algorithm 4 describes our vertical clustering algorithm.
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Algorithm 3. Probing Algorithm for Horizontal Clustering
Data: median height from Algorithm 2
Result: fr(ε)
ε ← median height
k ← 1
while k ≥ 0.1 do

ε = k ∗ ε
num clusters = HorizontalClustering(min samples, ε) k ← k − 0.01

end

Algorithm 4. Vertical Clustering Algorithm
Data: N ← the total number of character bounding boxes
{(xi

min, yi
min), (xi

max, yi
max)} ← the coordinates of the upper-left and the lower-right

corners of the ith, ∀i ∈ [1; N ] character bounding boxes
min samples ← the number of rows found in the previous step
ε ← to be fine-tuned
Result:Number of columns i ← 1
while i ≤ N do

xi
c = (xi

min + xi
max)/2

yi
c = (yi

min + yi
max)/2

xi
n = xi

c

yi
n = 0

i ← i + 1
end

num clusters = DBSCAN((xi
n, yi

n), ε, min samples)

Fine-Tuning Vertical Clustering. Since the min samples parameter is
fixed to the number of rows found from the previous step, we tried to find the
best ε parameter for our vertical clustering algorithm. We noticed that the width
of columns in the table images are not equivalent as in the case of row’s height.
We therefore proposed another technique to probe for the converged value of ε
parameter. We represented fc(ε) as the function of the number of clusters, c,
found by the above vertical clustering with regard to ε. fc(ε) is then calculated
as in the Algorithm 5. The curvature of a continuous fc(ε) can be defined as
follows [20]:

Kfc(ε) =
f ′′
c (ε)

(1 + f ′
c(ε)2)

3
2

(2)

Furthermore, there exist a critical point in this curve called knee, where the
curvature is a local maximum [20]. We observed that this point gives the best
accuracy for column detection in scanned images. An example of knee point is
shown in Fig. 4, where the point (40,10) is the knee point of the curve.

In this case, since fc(ε) is a discrete function, the knee point can be detected
using Kneedle algorithm [20]. Kneedle alculates the distance from all discrete
points to the straight segment formed by the first and the last point of the
curve. Local maxima (or knees) are considered as the points of the curve which
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Algorithm 5. Probing Algorithm for Vertical Clustering
Data: εmin, εmax

Result: fc(ε)
ε ← εmin

while ε ≤ εmax do
num clusters = VerticalClustering(min samples, ε) ε ← ε + 1

end

Fig. 4. The curve representing the dependence of the number of columns on ε parameter
for DBSCAN and its corresponding knee point.

are the most distant to this straight segment. Knees can be detected faster or
slower depending on a predefined sensitivity parameter S [20]. This is a measure
of how the required number of knee points, for the best result, is was set to 10.

Column Detection in Low Resolution Table Image. Knee detection is
applicable in most cases to determine the best ε parameter for the vertical
clustering. However, in low resolution table images where the distance between
columns in terms of pixel count is relatively small, this algorithm is not efficient.
Supposing that there exist vertical lines separating table columns in such table
image, we proposed another technique to recognize these lines, and then the
columns can be detected.

Particularly, after row detection, we extracted text boxes for every rows,
then after applying a binary filter, we determined the pixel count of each row
as the summation of pixel counts of its text boxes. We then chose the row with
the lowest pixel count since it is the least noisy. The morphological closing and
Gaussian blur filtering [23] are then applied to this row so that the vertical lines
are exposed. Next, the pixels in the resulting row are vertically clustered with
ε set to one pixel. Finally, the vertical lines separate the columns correspond to
the clusters with the smallest width, and with the same height to the table row.
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2.5 Cell Reconstruction

Cells can be reconstructed by determining their actual width, height and coor-
dinates. Specifically, after row detection, the height of a row and the y-axis
coordinate of the row’s center are approximated as the median height and the
median y-axis coordinate of all the text boxes and their centroids, respectively.
Similarly, after column detection, the width of the columns and their center’s
x -axis coordinate are also computed.

However, in the table images, there may be empty cells which can not be
detected by the text recognition technique. Therefore, we rebuilt an anchor row
which are fully filled. The anchor row is built by normalizing coordinates of
all detected text boxes so that the y-axis coordinate of their centroids is the
same (say zero), and then merging together to the normalized text boxes of the
same column. In the merging process, the width of the cells is updated as the
difference between the maximal and minimal x -axis coordinate of the text boxes
in the same column. The empty cells of all rows are then filled by moving the
anchor row along the y-axis to every rows in the table image. The final result of
text boxes detection can be seen as in Fig. 5.

3 Evaluation Results

In this section, we evaluated the accuracy of table structure recognition using
our proposed CluSTi method on three different datasets. We also compared the
performance of CluSTi to DeepDeSRT [22], which is known as the best recent
method for table structure recognition on the ICDAR 2013 and ICDAR 2019
competition’s datasets.

3.1 Performance Evaluation of CluSTi

CluSTi is firstly evaluated on 397 table images, which were selected from a
public dataset of 403 scanned images [1]. Six images were removed because of
their lack of table. An example of table scanned image is presented in Fig. 5.
The table is composed of 6 columns and 37 rows. However, the first two columns
are typically sparse while the other columns are fully filled. Moreover, since the
column’s names consist of multiple lines in this table, the height of the first
row is greater than the remaining rows. In this case, the table structure can not
be recognized using DeepDeSRT due to the fact that there exist many empty
cells. In contrast, CluSTi can detect the structure with an accuracy of 100%.
Corresponding table cells are represented by color rectangle bounding boxes in
Fig. 5.

CluSTi’s performance on the 397 scanned table dataset is shown in Table 1.
The overall F1-score [19], which is the harmonic mean of precision and recall of
CluSTi on this dataset, is 87.5%. The accuracy of the row detection (i.e., 92.9%)
is higher compared to the column detection (i.e., 82.0%) since the height of rows
is mostly uniform while the width of columns is different.
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Fig. 5. Cell reconstruction result. (Color figure online)

CluSTi is also evaluated on the ICDAR 2013 competition’s dataset, which
contains 193 document images. Note that these are PDF born-digital images,
noiseless, and not scanned documents. Unsurprisingly, the overall F1-score of
CluSTi achieved on ICDAR 2013 dataset is significantly higher compared to
the scanned images dataset (i.e., 98.5% and 87.5%, respectively; Table 1). In
fact, these document images have considerably high resolution, and the column’s
width is relatively equivalent. Thus, the CluSTi’s F1-score corresponding to
column detection in this case is 96.9%, which is much higher than 82.0% on
scanned images. Similary, on the 281 ICDAR 2019 document images, CluSTi
also achieved a very high F1-score accuracy of 94.5%.
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Table 1. Detection accuracy (%) of CluSTi on 397 scanned images, ICDAR 2013 and
ICDAR 2019 document images.

Dataset Accuracy Row Column Overall

397 Scanned Images Precision 93.2% 83.2% 88.3%

Recall 92.8% 82.4% 87.6%

F1-score 92.9% 82.0% 87.5%

ICDAR 2013 Precision 99.9% 97.0% 98.5%

Recall 99.9% 97.2% 98.6%

F1-score 99.9% 96.9% 98.5%

ICDAR 2019 Precision 99.8% 92.9% 96.4%

Recall 99.7% 87.6% 93.7%

F1-score 99.8% 89.3% 94.5%

Table 2. Comparison of detection accuracy (%) among CluSTi, DeepDeSRT [22], and
TableNet [15] on ICDAR 2013 dataset

Method Number of images Recall Precision F1-score

DeepDeSRT [22] 34 87.36% 95.93% 91.44%

TableNet [15] 34 90.01% 93.07% 91.51%

CluSTi 193 98.60% 98.51% 98.48%

3.2 Comparison of CluSTi and Other Methods

CluSTi outperforms DeepDeSRT and TableNet with an overall F1-score of
98.48% on 193 document images compared to 91.44% on 34 images (Table 2). In
fact, CluSTi concentrates on the detection of characters since these are the most
essential elements in table cells. Then, the table structure can be deduced and
filled thanks to its horizontal and vertical clustering. In contrast, DeepDeSRT is
based on Faster R-CNN, a semantic segmentation model which focuses on cell
object detection [18]. That’s why when cells are empty or not large enough, they
are still recognized by CluSTi but not by DeepDeSRT. This approach also over-
come the limitations of DeepDeSRT method, which segments table cells relying
on their boundaries [22]. TableNet showed comparable results to DeepDeSRT
method [22], and their model is end-to-end which means further improvements
can be made with richer semantic knowledge, and additional branches for learn-
ing row-based segmentation.

4 Conclusion

This paper introduced CluSTi, an efficient approach for table structure recog-
nition problem in scanned images, which have not been addressed in the litera-
ture. This is a bottom-up method, which emphasizes that the table structure is
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formed by relative positions of text cells, and not by inherent boundaries. There-
fore, CluSTi firstly detects the character regions with an accurate scene text
detector called CRAFT. Then, the detected text boxes are spatially clustered
into their corresponding rows and columns using the Horizontal and Vertical
clustering methods, respectively. Finally, every table cells are correctly aligned
and extracted according to their detected rows and columns. CluSTi is evalu-
ated on both scanned images and document images, and the achieved F1-score
are 87.5%, 98.5%, and 94.5% on three datasets including 397 scanned images,
ICDAR 2013 and ICDAR 2019, respectively. This is the highest accuracy for
table structure recognition problem executed on scanned image datasets.

However, CluSTi bears certain inconveniences, especially for complicated
table structures where exist spreading rows or columns. In such cases, the
columns’ (or rows) names may not be aligned to the texts of the other rows
(or columns) in the same column (or row). These columns (or rows) need to be
recognized and processed separately.
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Abstract. This paper proposes a new method of distributed watermark-
ing for large image database that is used for deep learning. We detect
the semantic meaning of set of images from the database and embed
the a part of watermark into such images set. A part of watermark is
one shadow generated from the original watermark by using (n, n) secret
sharing scheme. Each shadow is embedded into DCT-SVD domain of
one image from the dataset. Since the image sets have multiple image
and are distributed in the whole of multiple database, we expect that
the proposed method is robust against several attacks.

Keywords: Distributed watermarking · Multiple image database ·
Image sets

1 Introduction

1.1 Overview

With the rapidly increasing use of Internet, various form of digital data is pro-
posed to share digital multimedia for everyone over the wold. Normal users can
access to digital contents like electronic advertising, video, audio, digital repos-
itories, electronic libraries, web designing, and so on. Also, users can copy the
digital contents and distribute it easily via network. Digital copyright violations
happen frequently because of the increased importance of digital contents. That
makes the content providers need to focus on the protection that of copyright.
The techniques for copyright protection are developed and researched more and
more nowadays.

Digital watermarking technique is the promising technique for protecting
the copyright of the valuable digital contents. This technique embeds the copy-
right information (e.g digital logo, author’s name, identifier number, ...) into
the digital contents without quality degradation. The embedded contents, also
called cover contents, can be used to distribute to the users who bought the con-
tents. When copyright disputes happened, the embedded information is needed
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to extract from the embedded contents to verify the copyright of the related par-
ties. Therefore, the watermarking techniques are required to be robust against
the common attacks on the embedded contents such as digital content pro-
cessing, compression, RST (rotation, scaling, translation) attack, noise attacks,
and so on. The copyright information should be successfully extracted even the
embedded contents are adjusted by illegal users.

There are two big classifications of watermarking techniques such as spatial
domain based techniques [1] and frequency domain based techniques [2] tech-
niques. In general, the spatial domain techniques embed directly the copyright
information into the pixels of the original digital contents. These techniques
achieve high performance and do not degrade the quality of contents much.
However, such techniques are not robust against even simple image processing
attacks [3]. On the other hand, the frequency domain based watermarking tech-
niques are employed to embed copyright information on the coefficients’ values
of the image after applying some frequency transforms (i.e. DCT, DFT, DWT,
SVD). Frequency domain based watermarking techniques are mostly focused on
real applications since it is robust and secure. The application of both techniques
is data integrity, authentication, copyright protection, broadcast monitoring [4].

In the frequency domain, several digital watermarking methods are available
in literature including Discrete Cosine Transform (DCT) [5], Discrete Wavelet
Transform (DWT) [6], Singular Value Decomposition (SVD) [7], and so on. Such
frequency domains are normally employed on the digital format that is employed
in the real applications such as audio, image, text, and video. In this paper, we
focus on the DCT-SVD based watermarking for a proposal of digital watermark-
ing technique. DCT divides carrier signal into low, middle, and high frequency
bands. DCT watermarking is classified into two types: Global DCT watermark-
ing and Block-based DCT watermarking. That makes us possible to control
the regions for watermark embedding and extraction. On the other hand, SVD
transform decompose a information matrix into orthogonal matrices of singular
values(eigen values). It is used to approximate the matrix decomposing the data
into an optimal estimate of the signal and the noise components. That property
is important for watermarking technique to be robust against noise filtering,
compression, and forensic attacks. Based on this analytic, we choose DCT-SVD
watermarking method to propose a new framework of distributed watermarking.

As mentioned above, general watermarking techniques are always applied on
the normal digital format of multimedia contents. Recently, incorporating deep
neural networks with image watermarking [8,9] has attracted increasing atten-
tion by many researchers. In this framework, researchers mostly focus on how
to embed the watermarks into the trained or pre-trained model of deep neural
networks (DNN) [10]. They almost do not focus on how to protect the copyright
of image dataset provided for training and testing of DNN methods. That means
there are not a watermarking method for deep learning image dataset such as
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CIFAR-101, MNIST2, MS-COCO3, and so on. In our understanding, in order
to make the dataset for deep learning method, the providers take much more
time and effort to gather and to annotate the data. It also is updated to increase
amount of dataset year by year. Therefore, the large datasets for deep learning
are very valuable datasets to apply on real applications. In our knowledge, there
is not a proposal of copyright protection applied on multimedia dataset. That
means the copyright protection for large dataset is required as soon as possible.

1.2 Our Contributions

In this paper, we propose a new method of distributed watermarking for cross-
domain of semantic large image database. We make a first version of watermark-
ing method for dataset of deep learning algorithms. In order to keep the accuracy
of deep learning model, we distribute the copyright information (watermark) on
whole of dataset. The original watermark is separated into many scramble shad-
ows to keep the secure of copyright information. Each shadow will be embedded
into one image of dataset. The embeddable set of images are selected from the
dataset by checking the semantic relationship of images. In summary, we briefly
introduce our contributions as follows:

1. We propose a new distributed watermarking method for semantic image sets
extracted from dataset published for deep learning applications. The semantic
image set is defined as a set of images belonging one class from deep learning
dataset. In case of video format, the semantic image can be defined as a
set of frames from on shot video. This is the first consideration of copyright
protection for deep learning publish dataset.

2. We have an idea to distribute the separated shadows over all image sets to
keep the security of original watermark. Only the owners have the secret keys,
can extract the original watermark to prove the ownership of dataset.

3. We try to apply the proposed method on the shots of video file in order to
verify the efficiency of solution. Shot detection process can be simply per-
formed by using some conventional method4. All frames from one shot are
used to embed all scrambled shadows in order to improve the security.

We hope that our proposed method can be used for copyright protection of
large deep learning dataset. Datasets providers can embed their information into
whole of datasets and then publish it for everyone.

1.3 Roadmap

The rest of this paper is organized as follow: in Sect. 2, a brief overview of related
techniques using in the paper. In additional, we define the concept of semantic
1 http://www.cs.toronto.edu/∼kriz/cifar.html.
2 https://datahack.analyticsvidhya.com/contest/practice-problem-identify-the-

digits/.
3 http://cocodataset.org/.
4 https://github.com/albanie/shot-detection-benchmarks.

http://www.cs.toronto.edu/~kriz/cifar.html
https://datahack.analyticsvidhya.com/contest/practice-problem-identify-the-digits/
https://datahack.analyticsvidhya.com/contest/practice-problem-identify-the-digits/
http://cocodataset.org/
https://github.com/albanie/shot-detection-benchmarks
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large image dataset. In Sect. 3, the detailed steps of embedding and extraction
watermark are explained. In Sect. 4, the simulation experimental results and
discussion are shown. Section 5 gives conclusions of this paper.

2 Preliminary

In this study, we employ the combination of DCT and SVD transformation and
generate the frequency domain, called DCT-SVD domain. After that, the scram-
bled shadows are embedded into DCT-SVD domain. Such kind of transformation
is briefly explained as follows:

2.1 Discrete Cosine Transform

Discrete cosine transform (DCT) is a most popular linear transform domain that
is used in processing of multimedia contents [11]. DCT is always applied on com-
pression format of digital contents to remove statistical correlation. In addition,
the frequency bands of DCT including high-frequency, middle-frequency, and
low-frequency can be selected appropriately for data embedding. The DCT is
defined as:

Î(u, v) =
1√

M × N
C(u)C(v)

M−1∑

i=0

N−1∑

j=0

I(i, j) cos(
(2i + 1)uπ

2M
) cos(

(2j + 1)vπ

2N
)

(1)

C(u) =

{
1√
2
, u = 0;

1, u > 0,
(2)

where i, u = 0, 1, 2, . . . ,M − 1 and j, v = 0, 1, 2, . . . , N − 1. The inverse discrete
cosine transform (iDCT) is defined as follows:

I(i, j) =
1√

M × N
C(u)C(v)

M−1∑

i=0

N−1∑

j=0

Î(u, v) cos(
(2i + 1)uπ

2M
) cos(

(2j + 1)vπ

2N
)

(3)
where I(i, j) is the intensity of image and Î(u, v) is the DCT coefficients. The
DCT low-frequency information contains the main information of image. There-
fore, the visual quality of an image will be degraded significantly if the watermark
is embedded into DCT low-frequency. In the other hand, the DCT high-frequency
information contains the details edges of image, then, it is easily removed in lossy
data compression. Based on analysis above, the DCT middle-frequency is more
suitable for watermark embedding to maintain the visual quality of image and
to keep the robustness of watermark [12].
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2.2 Singular Value Decomposition

The singular value decomposition (SVD) is an important factorizing technique
to decompose one matrix into three matrices. The SVD is defined as:

A = USV T , (4)

where A is an M × N matrix, U and V are two orthonormal matrices, S is a
diagonal matrix consisting of the singular values (SVs) of A. The singular values
(SVs) satisfy s1 ≥ s2 ≥ s3 . . . ≥ sN ≥ 0 and the superscript T denotes matrix
transposition.

If matrix A is a pixel of image, the SVs can keep stable with a slight per-
turbation. SVs are almost keep stable even the image is adjusted the pixel value
under some attacks. Therefore, in order to improve the robustness of watermark
after embedding, we choose to SVs for guaranteeing the copyright information.

2.3 Semantic Large Image Dataset

The concept of semantic large image dataset is not defined beforehand. In this
paper, we define the semantic large image dataset as a set of images belonging
one class of one object. In case of video file, the semantic large image dataset
can be defined as a set of frames from one shot.

For instance, as the explanation of Kaggle5, “CIFAR-10 is an established
computer-vision dataset used for object recognition. It is a subset of the 80
million tiny images dataset and consists of 60,000 32×32 color images containing
one of 10 object classes, with 6000 images per class.”. That means that CIFAR-
10 contains 10 object classes, with 6000 images per class. Therefore, we can
extract ten semantic large image datasets from CIFAR-10, then we can embed
the copyright information into 6000 images for each class.

2.4 Distributed Watermark

In order to keep the secret of watermark information, we choose the (n, n) secret
sharing scheme [13] to distribute the original watermark. That implies that, n-
shadows S are generated from the original watermark W XOR-ing with n-secret
key K. In order to reveal the original watermark, we need to collect all n-shadows
S with XOR-ing it.

The (n, n) secret sharing scheme is described in a pseudo-code style below in
terms of its input, output, the construction procedure, and revealing procedure.
In the construction procedure, our algorithm shows the way to compute the
shadow watermark. In the revealing procedure, the algorithm that reveals the
original watermark, is explained how to reconstruct the original watermark from
the shadows.

According to the Algorithm 1, we can distribute the original watermark W
into n shadows Si. That can keep the secret of the original watermark (copyright
information). Only the owners, who has the secret key Ki, can reveal the original
W after collecting all shadows Si.
5 https://www.kaggle.com/c/cifar-10.

https://www.kaggle.com/c/cifar-10
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Algorithm 1: Distributed watermark - (n, n) secret sharing scheme
1 INPUT: Number of shadows n, the original watermark W
2 OUTPUT: n distinct matrices {S1, ..., Sn}, called shadows watermark.
3 CONSTRUCTION: Generate n + 1 random secret keys

K = {K1, ...,Kn,Kn+1}. Compute n shadow watermark {S1, ..., Sn} with

last.shadow = W
for all random secret keys in Ki in K do

Si = last.shadow ⊕ Ki

last.shadow = Si, for i = 1, 2, ..., n
end for

REVEALING: Reveal original watermark W from shadows
S = {S1, ..., Sn−1}.

last.watermark = Sn

for all random secret keys in Ki in K do
last.watermark = last.watermark ⊕ Ki, for i = 1, 2, ..., n − 1

end for

3 Our Proposed Method

Our proposed watermarking method can be applied on the large image dataset
for deep learning applications. However, the semantic large images meaning of
one class from dataset can be considered as a shot in the video format. Therefore,
in order to verify our idea simply, we apply our method on video format. Our
method consists of three processes: shadows construction from watermark, video
embedding, video extraction, and watermark revealing.

3.1 Shadows Construction Process

To keep the secret of watermark information, we scramble the original watermark
by using the (n, n) secret sharing scheme described in Sect. 2.4. We use the
process CONSTRUCTION in Algorithm 1 to generate n shadows Si from the
original watermark W with the secret keys Ki, where i = 1, 2, ..., n.

The shadows Si can be seen as Fig. 1. All shadows are randomized based
on the secret keys, therefore, only the owner, who keeps the key, can reveal the
watermark information.

3.2 Video Embedding Method

Our proposed watermarking method is shown in Fig. 2. The process to embed
the shadows into the frames of one shot can be described as follows:

Step 1: The shadows watermark image Si of size p×p is converted to a 1×p2

binary watermark sequence So
i . In our paper, p = 32.
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Fig. 1. (n, n) secret sharing scheme.

Step 2: Original video V is separated into multiple shots by using prepared
algorithm [14] beforehand.
Step 3: DCT is performed on each frame from one shot to create the DCT
frequency domain for all R, G, B plane. To improve the robustness and high
quality of the proposed watermarking scheme, the low-frequency region is
selected for watermark insertion.
Step 4: The low-frequency region is segmented into non-overlapping blocks
Ci of size 4 × 4, i = 1, 2, ..., N .
Step 5: For each block:
(1) DCT is performed on each block Ci. The coefficient Ci(0, 0) of each block

is collected into the matrix A.
(2) The matrix A is segmented into non-overlapping blocks Ai of size 4×4, i =

1, 2, ...,M .
(3) SVD is applied on the matrix Ai and the largest singular value is extracted

as follows:
[Uk, Sk, Vk] = SV D(Ak), k = 1, 2, ...M/4 (5)

where Uk, Vk and Sk are the results of SVD operation, respectively. Let
x = Sk(0, 0) represents the largest SV of matric Ak.

(4) The shadows watermark sequence So
i is embedded by modifying the values

of x. If So
i = 1, then x = (�(x ∗ Q)/2� ∗ 2)/Q. If So

i = 0, then x =
(�(x ∗ Q + 1)/2� ∗ 2 − 1)/Q. In this term, Q is the embedding strength
factor.

(5) The modified matrix S′
k is generated by altering their largest singular

values with x.
S′
k(0, 0) = x (6)
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Fig. 2. Video embedding method

(6) Modified matrices A′
k are constructed by the inverse SVD operation.

A′
k = UkS

′
kVk, k = 1, 2, ...M/4 (7)

All elements of matrices A′
k are mapped back to their original positions

in coefficient matrix A. Then a watermarked block C ′
i is produced by the

inverse DCT.
Step 6: After Step 5, the embedded frame are generated. Collect all frames
and re-create all shots to generate a watermarked video V ′.

3.3 Video Extraction Method

To extract the watermark information from a watermarked video V ′, we do not
need the original video V . The secret key Ki, and the number of shadows n are
required. The process of video extraction is shown in Fig. 3.

Step 1: The watermarked video V ∗ is separated into multiple shots by using
prepared algorithm [14] beforehand.
Step 2: By applying the DCT operation on each frame from one shot, the
DCT frequency domain for all R, G, B plane is obtained.
Step 3: The low-frequency region is segmented into non-overlapping blocks
C∗

i of size 4 × 4, i = 1, 2, ..., N .
Step 4: For each block:
(1) By applying DCT operation on each block C∗

i , the matrix A∗ is generated
by collecting all the coefficient C∗

i (0, 0) of each block.
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Fig. 3. Video extraction method

(2) The matrix A∗ is segmented into non-overlapping blocks A∗
i of size 4 ×

4, i = 1, 2, ...,M .
(3) SVD operation is applied on the matrix A∗

i and the largest singular value
is extracted as follows:

[U∗
k , S∗

k , V ∗
k ] = SV D(A∗

k), k = 1, 2, ...M/4 (8)

where U∗
k , V ∗

k and S∗
k are the results of SVD operation, respectively. The

values x∗ = S∗
k(0, 0) represents the largest SV of matrix A∗

k.
(4) The embedded watermark bits can be extracted as follows:

votes =

{
votes + 1, if �x∗ ∗ Q�%2 = 0;
0, other,

(9)

where votes is the number of even value of x∗. This method called “vot-
ing method”. Therefore, the shadows watermark sequence So′

i can be
extracted from votes as follows:

So′
i =

{
1, if votes > T ;
0, other,

(10)

where T is threshold value that is predefined beforehand.
Step 5: The watermark bits from all watermarked blocks of all frames are
extracted by repeating Step 4.
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Fig. 4. Test video and watermark

Step 6: From all extracted So′
i , we can construct all shadows watermark S′

i. By
using REVEALING process in the Algorithm 1, we can reveal the watermark
W ′.

3.4 Watermark Revealing Process

To obtain the watermark from the extracted shadows So′
i , we employ the

REVEALING process in Algorithm 1. We also use the information n of (n, n)
secret sharing scheme and the secret keys Ki that is used in CONSTRUCTION
process. If we apply on all extracted shadows So′

i , we can obtain the watermark
W ′ which is shown in Fig. 1.

4 Experimental Results and Analysis

4.1 Experimental Environment

Our proposed method is implemented in Python version 3.7.6. All experimental
results are obtained in MacBook Pro, macOS version 10.13.

To evaluate the performance of the proposed watermarking method, some
video “Akiyo”, “Container”, and “Foreman” 6 with 300 frames are chosen as the
test videos. It is shown in Fig. 4 (a)∼(c). A binary watermark W of size 32 × 32
shown in Fig. 4 (d) is selected as the watermark image. In order to make all
frames are similar to deep learning dataset, we scale the size of all frames with
the same size as 1024 × 1024.

In order to generate the shadows watermark So
i , we employ the (4, 4) secret

sharing scheme. That means n = 4. To generate the secret key Ki, we use the
function randint(0, 255)7 with secret seed = 101. The embedding strength factor
Q is set at 15. The threshold T is set at 2.

4.2 Imperceptibility Measure

To evaluate the imperceptibility of watermaked video, the peak signal-to-noise
ratio (PSNR) is adopted. The PSNR can measure the quality of all watermarked
frames [15], then average PSNR value for the embedded video can be calculated.
6 http://trace.eas.asu.edu/yuv/.
7 https://docs.python.org/3/library/random.html.

http://trace.eas.asu.edu/yuv/
https://docs.python.org/3/library/random.html
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Fig. 5. All PSNR values of all frames

PSNR = 10 log10
MAX2

MSE
, (11)

where MAX is the maximized value of pixel, e.g. MAX = 255. And MSE is
mean squared error.

MSE =
1

H ∗ W

H−1∑

i=0

W−1∑

j=0

[I(i, j) − Î(i, j)]2, (12)

where H and W are the height and width of frame. I and Î are the original
frame and the watermarked frame, respectively.

In order to compare the efficiency of our proposed method, we also implement
the similar embedding process and extraction process on the DWT-DCT domain,
which is usually employed for image or video watermarking field [18–20], called
DWT-DCT based method.

We calculated all PSNR values of all frames from test videos and obtained the
average PSNR values. All PSNR values of all frames from three test videos are
shown in Fig. 5. The average PSNR values from those of all frames are shown in
Fig. 6. Based on our experimental results, our proposed method achieved better
results than that of DWT-DCT based method.
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To show the visualized quality of one frame from test videos, we extracted
1st frame and calculate the PSNR value from those. Such results are given in
Fig. 7. It is clear that our results (Fig. 7(a1) (b1), (c1)) is better than the results
(Fig. 7(a3), (b3), (c3)) of DWT-DCT based method.

4.3 Robustness Measure

To evaluate the robustness of extraction method, we calculate the NC (Normal-
ized Correlation) [16] value of each frame.

NC =

∑31
i=0

∑31
j=0[W (i, j)W ′(i, j)]

∑31
i=0

∑31
j=0[W (i, j)]2

, (13)

where W and W ′ are the original watermark and the revealed watermark that
is reconstructed in Sect. 3.4. If the value of NC is close to 1, it means that the
robustness is better. Normally, the NC value is acceptable if it is 0.75 or higher.

To verify the robustness of our proposed method, various attacks including
median blur, Gaussian noise, Salt and Pepper noise, JPEG compression, overlay
attack, color attack, scaling, and rotation, are implemented. The details about
these common attacks are described as follows:

Filtering Attack. In this attack, the watermarked frames are corrupted with
Gaussian filtering and median filtering, respectively. Gaussian filtering removes
the high frequency information of watermarked frames by using blurring based
on Gaussian function. Median filtering replaces the original pixel value of water-
marked frames with the median value in the 3 × 3 window. The results of
extracted watermark are given in Fig. 8. As can be seen, the performance of
the proposed algorithm under filtering attacks is better than DWT-DCT based
method.

Fig. 6. Average PSNR value of three test videos
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Fig. 7. The PSNR value and NC value of 1st frame from three test videos

Noise Attack. In the noise attack experiment, the watermarked frames are
degraded by two kinds of noises attack such as Gaussian noise with variance
0.005, Salt and Pepper with variance 0.01. The results of extracted watermarks
are shown in Fig. 9. As can be seen, both methods are not robust against Salt
and Pepper attack. However, those are robust against Gaussian noise attack.

Geometric Attacks. Two geometric attacks are employed in this paper. For
scaling operation, the watermarked frames are scaled down to 50%, then are
scaled up to 100%. In the rotation experiment, the watermarked frames are
rotated by 5 in the counterclockwise direction, then are re-rotated by 5 in the
opposite direction. The results of our experiment are shown in Fig. 10. As can
be seen from Fig. 10, our proposed method can extract exactly the watermark
information. On the other hand, DWT-DCT based method is not robust against
strong scaling attacks.

JPEG Attack. In general, the JPEG (Joint Photographic Experts Group) com-
pression8 is a most popular image compression technique in digital watermark-
ing. In this experiment, the watermarked frames are compressed with quality
factor set 75 that is set for normal JPEG.

8 https://jpeg.org/.

https://jpeg.org/
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Fig. 8. Filtering attacks: Median and Gaussian filtering
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Fig. 9. Noise attacks: Salt & Pepper and Gaussian noise



178 L. D. Tai et al.

Fig. 10. Geometric attacks: Scaling and Rotation attacks
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Fig. 11. JPEG attacks

Figure 11 shows that both methods robust against the JPEG compression.
Based on these results, we can conclude that our proposed method and DWT-
DCT based method are acceptable for JPEG compression.

5 Conclusions

In this paper, we have proposed a method to distribute original watermark to
generate scrambled shadows, then embed such shadows into the set of frames
from shots. We embed the watermark information into DCT-SVD domain, there-
fore, it is robust against some attacks such as median blur, Gaussian noise, Salt
and Pepper noise attacks, JPEG compression, and geometric attacks. Compared
with other related works, our proposed watermarking method performs better
in terms of invisibility and robustness. Our proposed watermarking algorithm
can be extended for audio signal processing, distributed database.
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Abstract. Rapid advancement and active research in computer vision
applications and 3D imaging have made a high demand for efficient depth
image estimation techniques. The depth image acquisition, however, is
typically challenged due to poor hardware performance and high com-
putation cost. To tackle such limitations, this paper proposes an effi-
cient approach for depth image reconstruction using low rank (LR) and
total variation (TV) regularizations. The key idea is LR incorporates
non-local depth information and TV takes into account the local spatial
consistency. The proposed model reformulates the task of depth image
estimate as a joint LR-TV regularized minimization problem, in which
LR is used to approximate the low-dimensional structure of the depth
image, and TV is employed to promote the depth sparsity in the gra-
dient domain. Furthermore, this paper introduces an algorithm based
on alternating direction method of multipliers (ADMM) for solving the
minimization problem, whose solution provides an estimate of the depth
map from incomplete pixels. Experimental results are conducted and the
results show that the proposed approach is very effective at estimating
high-quality depth images and is robust to different types of data missing
models.

Keywords: Depth imaging · Depth image reconstruction · Low-rank
matrix factorization · Sparse representation

1 Introduction

Recent development of numerous computer vision (CV) applications and 3D
modeling have increased the research and development of depth sensing tech-
nologies. The capabilities of generating depth information together with the
conventional 2D image of the desired scene, and thereby yielding the 3D model
of the desired scene is very useful in a wide range in CV applications, from
autonomous driving, robot navigation, to augmented reality and action recogni-
tion [6,7,18,19]. However, depth imaging acquisition faces with several technical
difficulties, including poor hardware performance, prolonged data collection, and
high computational cost, though much effort has been made to the development
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of 3D cameras, such as Google Tango, Intel RealSense, and Microsoft Kinect
[20,21]. Thus, new efficient techniques for fast data acquisition and efficient
depth reconstruction are very vital for numerous depth technology applications.

Much interest in depth image estimation has been reported in several studies.
Techniques exploiting the shapes of objects in the depth image were reported
in [19] and [18]. In [19], the depth image quality has been improved by incor-
porating shading shapes. In [18] the defocusing shape of objects was considered
to restore the missing values on the depth map. The other approaches that
combine hand-tuned models and surface orientations were proposed in [14,17].
Image inpainting-based methods have also applied to depth estimate. In [5],
missing depth values were restored by region growing and bilateral filtering. In
[3], a Kalman filter was employed for enhancing smoothness of the depth image,
whereas morphological operators were used in [8]. However, it is worth noting
that the majority of such methods rely on color information of the scene. In
other words, they require collecting the color image, which prolongs the time for
data acquisition and makes a burden to data storage.

Recent approaches based on modern sensing and representations were pro-
posed for depth estimate [11,12]. In [11], a sparse representation (SR) was used to
estimate a depth map from the incomplete observed pixels. This approach relies
on the theory of the powerful compressive sensing (CS) framework, which states
that with high probability, a sparse signal/image can be reconstructed precisely
from incomplete measurements/pixels provided that it is compressible or has a
SR in proper bases [4,9]. In addition, CS enables the reconstruction and com-
pression to be performed simultaneously, resulting in simple and cost-effective
hardware sensing systems. Note that in the sparsity-based technique, the task of
depth reconstruction is posed as a sparsity-regularized least squares (LS) min-
imization problem. A further extension of the sparsity-regularized model was
presented in [12], where the color information was incorporated for enhancing
the quality of image restoration.

Inspired by the SR-based models, this paper introduces a joint LR and
TV regularizations for depth image estimation from incomplete observed pix-
els. Together with SR, the LR representation is incorporated into the imaging
model to capture the low-dimensional structure of the depth images. Moreover,
the TV regularizer is used to promote the local spatial consistency for the depth
map. To this end, the task of depth image estimate is reformulated as a joint
LR-TV regularized minimization problem, whose solution provides an estimate
of the depth map. We present an algorithm based on ADMM technique for
solving the minimization problem. The proposed model is validated by several
experimental evaluations. Analysis and comparisons with other imaging models
are also provided in this study.

The remainder of the paper is organized as follows. Section 2 introduces the
depth image acquisition and the SR-based depth estimation. Section 3 describes
the proposed LR-TV model for depth image reconstruction from incomplete
measurements. Section 4 presents the experimental results. Section 5 gives con-
cluding remarks.
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2 Depth Sparse Imaging Model

This section first presents a brief mathematical model for depth image acquisi-
tion. It then describes a sparse representation approach for depth image recon-
struction.

2.1 Depth Image Acquisition

Let Z ∈ R
h×w denote a depth map of a scene imaged by an active sensor. In the

case of full sensing operations or ideal imaging, the sensor receives m = h × w
depth pixels that represent the distances from the sensor to the surrounding
obstacles. In fact, due to fast sensing or poor hardware performance, only n (n �
m) measurements are acquired. Let z ∈ R

m be a vector obtained by applying
a vectorization operator to the unknown image Z, z = vec(Z), where vec(· ) is
the vectorization operator forming a composite column vector by stacking the
columns of a matrix in lexicographic order. Note also that the image Z can be
obtained from its corresponding vector z through Z = mat(z), where mat(· ) is
the operator converting a column vector having h×w entries into a h×w matrix.
Since the conversion between the image vector and matrix is simple, hereafter
we use z to represent for both the vector and matrix depth image.

Let y ∈ R
n be the vector containing the observed measurements. The incom-

plete image y can be related to the full unknown image z as

y = Φ z, (1)

where Φ ∈ R
n×m is the sampling matrix, mathematically representing the depth

acquisition protocol. In this representation, Φ is a diagonal binary matrix used to
indicate which pixels are selected. Now, given the incomplete and thus corrupted
image y and matrix Φ, our goal is to reconstruct a full and high-quality depth
map z.

2.2 Depth Estimation with Sparse Representation

The full depth image z can be reconstructed by exploring its structures. The
most common structure that has been exploited is its sparsity in a transform
domain. This is because the depth image z typically contains large homogenous
objects with only a few discontinuity at their transitions. This characteristic
leads to a SR for the depth image in proper domains, such as wavelets [12,13].
The sparsity and the wavelet representation can be justified in the aspect that
large homogeneous regions can be compressively represented by only a small
number of significant coefficients. Mathematically, the sparse representation of
image z can be expressed as

z = Ψ x, (2)

where Ψ ∈ R
m×q is the dictionary matrix with its columns q (q ≥ m) being

the wavelet bases, and x ∈ R
q is a vector of coefficients having only s nonzero



184 V. H. Tang and M. U. Nguyen

components, i.e., s = ‖x‖0. Due to the sparseness of x, s is much smaller than
q (s � q). Here the �0-norm is used to measure the number of nonzero entries
in vector x. In practice, its counterpart, the �1-norm, is used to regularize the
sparsity as it is a convex relaxation for the �0-norm [16].

It follows from (1) and (2) that y = Φ Ψ x. Given the observation vector y,
an estimate of the coefficient vector x can be obtained by solving the following
�1-regularized LS minimization problem:

minimize
x

1
2
‖y − Φ Ψ x‖22 + λ ‖x‖1, (3)

where λ is a regularization parameter used to balance between the LS and the
�1 penalty terms. Since the dictionary matrix Ψ is typically orthogonal, i.e.,
Ψ ΨT = I. Thus, z = Ψ x and x = ΨT z. This means that Problem (3) can be
written equivalently as

minimize
z

1
2
‖y − Φ z‖22 + λ ‖ΨT z‖1. (4)

The solution to Problem (4) gives an estimate for a full depth image. This
sparse regularization approach, however, is effective only if the observed image y
is corrupted with random missing values. In other words, the obtained estimate is
good if the image does not contain large continuous missing regions. For example,
if pixels are missing along entire rows or columns, then the sparse-regularized
model cannot cope well with this issue. This limitation can be overcome by
introducing more effective regularizations into the imaging model. In this study,
we investigate two more regularizations of LR and TV. The new LR-TV model
is described in the next section.

3 LR-TV Depth Reconstruction

This section first presents the proposed LR-TV model for depth estimate prob-
lem in Subsect. 3.1, followed by an algorithm based on ADMM to solve the
LR-TV regularized minimization problem in Subsect. 3.2.

3.1 LR-TV Problem Formulation

LR and TV regularizers are introduced to further strengthen the depth imaging
model. The motivation of using LR is due to the fact that natural images can
be well approximated by their LR components. Furthermore, principal image
structures typically reside in a low-dimensional subspace, thereby having a LR
representation. Therefore, incorporating LR depth structure can improve the
reconstruction quality. To this end, we extend the minimization problem (4) as

minimize
z

1
2
‖y − Φ z‖22 + λ ‖ΨT z‖1 + β ‖z‖∗. (5)
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Here, ‖z‖∗ is the nuclear-norm of the matrix z, which the sum of its singular
values, ‖z‖∗ =

∑p
i=1 λi(z) with λi(z) being the ith largest singular value of

matrix z of rank at most p. It is worth noting that the nuclear-norm is the
convex relaxation for the LR constraint imposed on a matrix [2].

The LR is regarded as a non-local (global) regularizer since it considers the
information throughout the image. As a result, LR may neglect the useful local
information that often relates to the detail map. To fill this gap, a TV regularizer
is added to guarantee the local spatial consistency. The proposed LR-TV model
becomes

minimize
z

1
2
‖y − Φ z‖22 + λ ‖ΨT z‖1 + β ‖z‖∗ + γ ‖z‖TV. (6)

Here, ‖z‖TV is the anisotropic TV defined as

‖z‖TV = ‖D z‖1 = ‖Dx z‖1 + ‖Dy z‖1, (7)

where D = [Dx;Dy] is the first-order forward finite difference operator in the
x-horizontal and y-vertical directions. In (6), the penalty parameters β and γ are
used to control the importance of LR and TV terms, respectively. The remaining
task is to solve Problem (6), which yields an estimate of the depth image.

3.2 ADMM-Based Algorithm

This subsection presents an algorithm to solve Problem (6) using ADMM tech-
nique [1,10]. The ADMM is a powerful framework for solving regularized opti-
mization problems as it allows the entire problem to be decomposed into sub-
problems that can be handled more effectively. For efficiently handling the sub-
problems, it is vital to choose suitable auxiliary variables. Here, we introduce
four auxiliary variables s = z, r = ΨT z, t = z, and u = D z. This way, the
minimization problem in (6) is rewritten as

minimize
z,s,r,t,u

1
2
‖y − Φ s‖22 + λ ‖r‖1 + β ‖t‖∗ + γ ‖u‖1,

subject to s = z, r = ΨT z, t = z, u = D z.
(8)

Problem (8) has its augmented Lagrangian function given by

L(z, s, r, t,u,w,b,h,v) =
1
2
‖y − Φ s‖22 + λ ‖r‖1 + β ‖t‖∗ + γ ‖u‖1

− wT (s − z) − bT (r − ΨT z) − hT (t − z) − vT (u − D z)

+
μ

2
‖s − z‖22 +

ρ

2
‖r − ΨT z‖22 +

ξ

2
‖t − z‖22 +

κ

2
‖u − D z‖22.

(9)

In (9), w, b, h, and v are the Lagrange multipliers associated with their con-
straints, and μ, ρ, ξ, and κ are regularization parameters associated with the
corresponding quadratic penalty terms.
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The idea of ADMM is to find a saddle point of the Lagrangian function L(· ),
that is also the solution to Problem (6). The stationary point can be found by
solving the following sequence of subproblems, in which the next estimate of each
variable at the (k + 1)th iteration is obtained by fixing the current estimates of
the other counterparts,

zk+1 = arg min L(z, sk, rk, tk,uk,wk,bk,hk,vk),
sk+1 = arg min L(zk, s, rk, tk,uk,wk,bk,hk,vk),
rk+1 = arg min L(zk, sk, r, tk,uk,wk,bk,hk,vk),
tk+1 = arg min L(zk, sk, rk, t,uk,wk,bk,hk,vk),
uk+1 = arg min L(zk, sk, rk, tk,u,wk,bk,hk,vk).

(10)

The Lagrange multipliers are updated as

wk+1 = wk − μ(sk+1 − zk+1), (11)

bk+1 = bk+1 − ρ(rk+1 − ΨT zk+1), (12)
hk+1 = hk − ξ(tk+1 − zk+1), (13)
vk+1 = vk − κ(uk+1 − D zk+1). (14)

Now, our task is to solve Subproblems in (10). For notation simplicity, we drop
the loop index k in the following description.

z-Subproblem: The z-subproblem is obtained by keeping only terms involving
z in (9) yielding

zk+1 = arg min{−wT (s − z) − bT (r − ΨT z) − hT (t − z) − vT (u − D z)

+
μ

2
‖s − z‖22 +

ρ

2
‖r − ΨT z‖22 + +

ξ

2
‖t − z‖22 +

κ

2
‖u − D z‖22}.

(15)

Applying the first-order optimal condition to Problem (15), we have

[(μ + ρ + ξ)I + κDTD]zk+1 = ΨT (ρr − b) + (μs − w)

+ (ξt − h) + DT (κu − v).
(16)

Note that DTD is a circulant matrix, and thus the matrix (μ+ρ+ξ)I+κDTD is
diagonalizable. Therefore, the solution to Problem (16) can be found efficiently
using fast Fourier transforms. In particular, a closed form solution is obtained
by

zk+1 = F−1

[
F(g)

(μ + ρ + ξ)I + κ|F(D)|2
]

. (17)

In (17), g is the right hand side of (16), i.e., g = ΨT (ρr−b) + (μs−w) + (ξt−
h)+DT (κu−v). The notation F(· ) is the 2D Fourier transform, whereas F−1(· )
is the 2D inverse Fourier transform. The term |F(D)|2 is the square magnitude
of the eigenvalues of the differential operator matrix D.
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s-Subproblem: the s-subproblem is obtained by holding only s-related terms
in (9):

1
2
‖y − Φ s‖22 − wT (s − z) +

μ

2
‖s − z‖22. (18)

Performing the first-order optimal condition produces

(ΦT Φ + μI) s = ΦT y + w + μz. (19)

As Φ is a diagonal binary matrix, the solution for sk+1 is computed efficiently
through an element-wise manner.

r-Subproblem: The r-subproblem is obtained by keeping only r-related terms
in (9) yielding

λ ‖r‖1 − bT (r − ΨT z) +
ρ

2
‖r − ΨT z‖22. (20)

Define an element-wise soft-thresholding operator,

T (x, τ) = sign(x)max(|x| − τ, 0) =
x

|x| max(|x| − τ, 0). (21)

This way, Problem (20) has a closed-form solution,

rk+1 = T (ΨT z +
b
ρ

,
λ

ρ
) = sign(ΨT z +

b
ρ

) max(
∣
∣
∣
∣Ψ

T z +
b
ρ

∣
∣
∣
∣ − λ

ρ
, 0). (22)

Hereafter, the soft-thresholding operator T (· ) is used in element-wise manner.

t-Subproblem: likewise, the t-subproblem is obtained by holding only t-terms
in (9) having

β ‖t‖∗ − hT (t − z) +
ξ

2
‖t − z‖22. (23)

This problem can be solved efficiently through a singular value soft-thresholding
(SVT) operator S(· ),

tk+1 = S(z +
h
ξ

,
β

ξ
). (24)

Here, the SVT operator in the form S(x, τ) is computed by applying the soft-
thresholding operator with τ to the singular values of the input matrix x,

S(x, τ) = u T (λ, τ) vT , (25)

where x = u λ vT is the singular value decomposition of the input matrix x.

u-Subproblem: the u-subproblem is obtained by keeping only u-related terms
in (9) yielding

γ ‖u‖1 − vT (u − D z) +
κ

2
‖u − D z‖22. (26)

The solution to Problem (26) is obtained by,

uk+1 = T (D z +
v
κ

,
γ

κ
) = sign(D z +

v
κ

) max(
∣
∣
∣D z +

v
κ

∣
∣
∣ − γ

κ
, 0). (27)
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In summary, the ADMM-based algorithm is presented in Algorithm 1. This
algorithm starts by the initialization of the variables and iteratively updates
them until convergence. Here, the stopping condition is satisfied if the relative
change of the image z is negligible, i.e., ‖zk+1−zk‖2/‖zk‖2 < tol. The algorithm
is computational efficient because the variable updates have closed-form solutions
with element-wise computation.

Algorithm 1. LR-TV regularized depth estimation.
1: Input: y, Φ
2: Initialize z0 = ΦTy, s0 = z0, r0 = ΨT z0, t0 = z0, u0 = D z0.
3: repeat
4: Update z using (17).
5: Update s by solving (19).
6: Update r, t, and u using (22), (24), and (27), respectively.
7: Update the multipliers w, b, h, and v using (11)–(14), respectively.
8: until ‖zk+1 − zk‖2/‖zk‖2 < tol.

4 Experimental Results

This section gives experimental evaluations on depth image benchmark datasets.
Subsection 4.1 presents the setup for experiments, followed by imaging results,
performance analysis and comparisons in Subsects. 4.2 and 4.3.

4.1 Experimental Setup

The proposed approach is evaluated using the Middlebury Stereo Dataset1 [15],
where the ground truth depth maps are available. To measure the performance
accuracy, the peak signal-to-noise ratio (PSNR) is used (in dB):

PSNR = 10 log10

(
I2peak
MSE

)

, (28)

where Ipeak is the peak intensity of reconstructed image I, and MSE is the mean-
square-error between the reconstructed image I and the ground-truth image Ig
defined as

MSE =
1

h × w

h∑

i=1

w∑

j=1

|I(i, j) − Ig(i, j)|2 . (29)

The algorithm requires a set of parameters that need to be set appropri-
ately. The basis matrix Ψ is constructed from wavelets with Daubechies 2 and
3 decomposition levels. Although the algorithm gives satisfactory results for a
range of parameters, the typical settings for the regularization parameters are
given in Table 1. The algorithm converges if the relative change of the recon-
structed image is smaller than tol = 10−4 (see Step 8 in Algorithm 1).
1 http://vision.middlebury.edu/stereo/data/.

http://vision.middlebury.edu/stereo/data/
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Fig. 1. Depth image reconstructed by the proposed LR-TV algorithm: (a) ground-
truth depth image of art, (b) the random missing mask keeping only 50% pixels, (c)
corrupted depth image with only 50% data measurements (PSNR = 7.08 dB), and (d)
reconstructed image by the proposed LR-TV model (PSNR = 31.28 dB).

Fig. 2. PSNRs of the depth image reconstructed by the proposed LR-TV algorithm
(solid line) and the relative change of the image z, ‖zk+1 − zk‖2/‖zk‖2 (dashed line)
recorded during the minimization using 50% of total measurements.
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Table 1. Parameter settings.

Parameters Related terms Values

λ Sparsity penalty 4 × 10−5

β LR penalty 1 × 10−2

γ TV penalty 1 × 10−3

μ s-quadratic penalty 1 × 10−2

ρ r-quadratic penalty 1 × 10−3

ξ t-quadratic penalty 1 × 10−3

κ u-quadratic penalty 1 × 10−1

4.2 Evaluation and Analysis of LR-TV Model

In the first experiment, we aim to evaluate the performance of the LR-TV model
for depth image reconstruction. In doing so, Fig. 1(a) shows the ground-truth
depth image of art with a size of h × w = 277 × 347 used to evaluate the
performance. Now, only 50% measurements of the total pixels are randomly
selected using the mask shown in Fig. 1(b). Because only 50% measurements
are kept, the depth image is corrupted as shown in Fig. 1(c) with a PSNR =
7.08 dB. Using the 50% data measurements, the depth image reconstructed by
the LR-TV model is presented in Fig. 1(d). It can be observed that the LR-TV
model estimates the depth image well and yields a high quality image with a
PSNR = 31.28 dB.

For further insights into the proposed algorithm, we report here the PSNR
values of the estimated image and the relative change of the depth image, ‖zk+1−
zk‖2/‖zk‖2, during the minimization. Figure 2 shows the PSNRs of the images
estimated during minimization as a function of iterations. It can be observed
from the figure that the image quality is enhanced during the update, and the
quality in terms of PSNR is not changed much after 60 iterations. Furthermore,
it can be seen that the algorithm is deemed to converge after 116 iterations when
the relative change reaches 9.5 × 10−5.

4.3 Comparison with Other Imaging Approaches

In the second experiment, we aim to compare the performance of the proposed
LR-TV model with those by other imaging models. Two other imaging mod-
els are considered here. The first approach is the sparsity-based method for
depth estimate that exploits only the sparseness of depth representation [11].
The second method considers both the sparsity and TV regularization for depth
reconstruction [12]. We evaluate these models using two missing scenarios: ran-
dom missing and entire (large) column missing. The random missing is generally
related to compressive sensing data acquisition, whereas the large column missing
is typically due to poor hardware performance. The ground-truth depth image
and the corrupted images due to the masks for the two missing cases are shown
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Fig. 3. Depth image reconstructed by the different imaging models with two miss-
ing data patterns: (a) the ground-truth depth image, (b) the corrupted image by the
missing mask representing missing values (black pixels), (c) the corrupted image by
the columns-missing mask representing missing values (black pixels); for the random
missing case, the depth images reconstructed by (d) the sparsity-based model, (e) the
sparsity-TV model, and (f) the LR-TV model; for the large column missing case, the
depth images reconstructed by (g) the sparsity-based model, and (g) the proposed
LR-TV model.
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in Figs. 3(a)–(c), respectively. Here, the random missing mask is generated by
keeping 50% pixels, and the missing column width is 5 pixels. The same input
corrupted data and the same input parameters are used for all the evaluated
models.

For the random missing case, Figs. 3(d)–(f) show the images recovered by the
sparsity-based, the sparsity-TV, and the proposed LR-TV method, respectively.
It can be observed that all the three models can reconstruct the depth images
well, but the sparsity-TV and the proposed LR-TV produce better reconstruc-
tions compared with the sparsity method. For the large column missing case,
the imaging result of the sparsity-based method is very poor, as demonstrated
in Fig. 3(g). The sparsity-based model is unable to recover the missing column
pixels. The proposed LR-TV, on the other hand, reconstructs the image well, as
shown in Fig. 3(h).

To quantify the performances of the different imaging approaches, the PSNRs
of the reconstructed images are computed and listed in Table 2. The most notice-
able feature from the table is the considerable improvement of the sparsity + TV
and the LR+TV over the sparsity model, especially for the large missing data
case. Furthermore, for both missing data patterns, the proposed LR+TV model
has the highest PSNR values among the tested methods; it archives 38.22 dB for
the random missing data case, and 40.39 dB for large missing data case.

Table 2. PSNRs in dB of the depth images reconstructed by the different imaging
models for two missing data patterns.

Imaging methods Random missing pattern Large missing pattern

Sparsity 22.07 17.65

Sparsity + Total variation 37.81 39.01

Low rank + Total variation 38.22 40.39

5 Conclusion

This paper presented a new LR-TV imaging model for depth image reconstruc-
tion from incomplete data measurements. The proposed approach formulates
the task of depth image estimate as a joint LR and TV regularized minimiza-
tion problem and proposes an algorithm based on ADMM to solve it, yielding
a reconstructed depth image. By incorporating the LR and TV regularizers, the
proposed model yields high quality image reconstruction for different missing
data cases. Experimental evaluations are provided and the results show the pro-
posed model is very promising that it enhances the quality of image estimation
and outperforms the other evaluated state-of-the-art imaging models in terms
of PSNR metric.
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Abstract. In this paper, a deep learning based hyperspectral image
analysis for detecting contaminated shrimp is proposed. The ability of
distinguishing shrimps into two classes: clean and contaminated shrimps
is visualized by t-distributed Stochastic Neighbor Embedding (t-SNE)
using spectral feature data. Using only some small data set of hyper-
spectral images of shrimps, a simple processing technique is applied to
generate enough data for training a deep neural network (DNN) with
high reliability. Our results attain the accuracy of 98% and F1-score
over 94%. This works confirms that with only few data samples, Hyper-
spectral Imaging processing technique together with DNN can be used
to classify abnormality in agricultural productions like shrimp.

Keywords: Hyperspectral Imaging · Abnormality classification ·
t-SNE · Deep neural network

1 Introduction

Recently, Hyperspectral Imaging/Image (HSI) shows its potential in many sec-
tors such as medical applications, remote sensing imagery or food processing
[2–6]. Employing capability of taking images of multiple wavelength bands,
including the visible and near-infrared region (VNIR), the HSI system can pro-
vide much higher details and extra information compare to conventional RGB
(Red Green Blue) images [2]. In HSI, each pixel of the image contains spectral
information representing the electromagnetic strength of a narrow wavelength
range reflected from the object beamed under a full spectrum light. The wave-
length is added as a third dimension to the two-dimensional spatial image, pro-
ducing a three-dimensional data cube [3]. Thanks to the expanded wavelength
range in HSI data cube, HSI captures richer information invisible to the human
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eyes, enabling possibilities of data computation and analysis [7]. The rich infor-
mation in HSI data cube also opens plethora of new applications.

In a report of the U.S. Food and Drug Administration (FDA)1 in year 2019,
three out of the 85 (3.5%) total seafood entry line refusals were of shrimp for
reasons related to banned antibiotics. Contaminated shrimp is a big trouble
to Vietnamese export seafood sector at the moment. There are several impuri-
ties such as agar (jelly-like) or chemical materials like veterinary drug residues.
Therefore, the detection of impurities in shrimps is a necessary task to pro-
tect health of consumers, to prevent contaminated shrimps from the sources, to
ensure the quality and the reputation of Vietnamese seafood production. This
work investigates the shrimps suffering from being injected contaminated sub-
stance for the purpose of increasing shrimps’ weight. To our best knowledge, the
problem of classifying clean and contaminated shrimps have not been addressed
before in Vietnam.

In this research, HSI of is utilized for shrimps contaminated by unexpected
substance detection. The used HSI photography provides detailed spectral data
of the shrimps in visible and near-infrared region (VNIR) [7]. The SPECIM FX
camera provides 224 spectra spreading from 400 nm to 1000 nm for each pixel of a
shrimp image. With pushbroom line scanning mode, the target shrimp is scanned
one spatial line at a time and all spectral data from that line is acquired simulta-
neously. By collecting the unique and detailed spectral information of shrimps,
HSI could reveal different materials and physical characteristics. Therefore, the
clean shrimps and contaminated shrimps can be classified. Data augmentation
by t-Distributed Stochastic Neighbor Embedding (t-SNE) technique has shown
that it is possible to classify the two types of shrimps. Training based DNN
technique is applied to the collected HSI data and shows the capability of dis-
tinguishing clean shrimps and contaminated shrimps with high accuracy.

In the next section, we will summary some works related to the issue. The
system model will be presented in Sect. 3. Section 4 is a description about the
data preprocessing techniques used in this research. Section 5 presents the exper-
iments set up and the results while Sect. 6 is devoted for some conclusion about
the research.

2 Related Works

In agriculture and food industry, HSI can be used for detecting the unique
spectral information of meat, fruits [4–6]. It can be used to identify, measure,
and locate different materials as well as their chemical and physical properties.
Machine learning, especially deep learning algorithms, which are popular for
image processing, can be applied to these applications. Recently, deep learning
algorithms have gained many attentions as they can solve many difficult prob-
lems [8–10]. For HSI, DNN are applied to classify food, the model achieves the
best performance with a 94.4% overall classification accuracy independent of the
1 https://www.shrimpalliance.com/fda-refuses-antibiotic-contaminated-shrimp-

from-china-and-vietnam-in-july/.

https://www.shrimpalliance.com/fda-refuses-antibiotic-contaminated-shrimp-from-china-and-vietnam-in-july/
https://www.shrimpalliance.com/fda-refuses-antibiotic-contaminated-shrimp-from-china-and-vietnam-in-july/
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state of the products, with high accuracy [5]. A research [5] presents an inclusive
analysis of the performance of Hyperspectral Imaging for detecting adulteration
in red-meat products. In [6], the developments and applications of HSI in the
nondestructive assessment of fruits and vegetables are presented. Partial least
squares regression is used as a multivariate method in calibration of spectroscopy
data. In [4], deep learning algorithm is applied to visible and near-infrared HSI
of shrimps for distinguishing the cleanness of shrimp during cold storage.

In food industry, shrimp is one of the rich in protein production, high quality
food and the tasks of guaranteeing the quality and safety of s are crucial. In
[4], the cleanness of shrimp during cold storage is investigated using visible light
and near-infrared (VIS/NIR) hyperspectral images. Deep learning algorithm is
applied to analyze the HSI for calculating the cleanness of shrimps. The stacked
Autoencoders - Linear Regression algorithm achieves satisfactory total classifica-
tion accuracy of 96.55% and 93.97% for freshness grade of shrimp in calibration
(116 samples) and prediction (116 samples) sets, respectively. In [11], the authors
aimed to develop an image-based method for detection of improperly deveined
shrimps. A sequence of image processing techniques in this work is subjected
before extracting significant parameters from gray scale images. Some param-
eters including shape measurements and pixel value measurements are drawn
from the image histogram. Then, deveined shrimps were identified by two clas-
sification techniques: linear discriminant analysis and support vector machine
(SVM). Despite the excellent capability of the HSI in food industries, there are
still not many works applying HSI to shrimp productions.

In this paper, the classification of shrimps under limited number of HSI
data cubes is presented. Our system includes the following steps: collecting, pre-
processing and extracting data, then building a DNN model to classify these
data into two classes (contaminated shrimps and clean shrimps). Due to lim-
ited a number of samples, the data augmentation approach in [4] is applied to
enrich our training data. By extracting spectral information of HSI, the differ-
ence between clean shrimps and contaminated ones can be explored. These data
will be used for detecting contaminated shrimps using a DNN model. The results
shows that DNN can classify shrimps using small number of HSI data cube with
high accuracy.

3 System Model

The system for detecting contaminated shrimps from their HSIs using deep neu-
ral network was shown in Fig. 1. Let the HSI data cube be s = [sijk] which is
three dimensional data matrix of size H ×W × F , where H, W are the height
and the width of the shrimp image in pixel, and F is the number of wave length
bins representing the recordable bandwidth of the HSI machine. Here, i,j are
the width and height indices of the shrimp image, and k is the wave length
index starting 1 to 224 to represent the wavelength of the HSI from 400 nm to
1000 nm. Going together with each HSI is a RGB image of the same size. The
meat parts of the shrimps are extracted. Segmentation is applied to the input
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Fig. 1. System model for classifying using hyperspectral image, RGB image and deep
neural network.

HSI data cubes to separate the shrimp image part and the background. Noise
filtering techniques are applied to remove unwanted noise caused by the shooting
environment. The denoised data is extracted and fed into the neural network.
The training HSI data cubes labeled as “clean” and “contaminated” are used
to finding the optimum weights of the DNN. After training, our system can be
used to classify clean and contaminated shrimps.

Fig. 2. Visualize noise data. (a) white noise (yellow and red), shadow of shrimp (blue),
normal point (pink). (b) spectral data of fours points in (a) (Color figure online)

First, the useful part of data cube, i.e., the meat parts of the shrimps, is
extracted in the data pre-processing phase. Figure 2(a) shows a shrimp image and
Fig. 2(b) shows the hyper spectrum at four locations: good data area (marked
as pink), white area (marked as yellow and red), shadow of the shrimp (marked
as blue). It can be seen that the spectrum of the good data area has different
properties compared to that of white area and shadows, especially in infrared
regime. Due to the strong light condition in HSI machine, some parts of the
shrimp image appear as white marks as the reflection from the light. As the
marks are pure white, a simple threshold-based method can be applied to the
data cube to exclude the white marks from the good data [12]. The background
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of the images is also white, therefore, this method also can separate the shrimp
and the background. Figure 3(a) shows the results of white area removal. The
white marked and the background is removed from the image.

Fig. 3. Preprocessing and extracting data of shrimp from hyperspectral image. (a) our
first mask which removes white noise and white background. (b) boundary of shrimp
body after using Labelme. (c) the last mask achieved by combining our first mask (a)
and boundary (b)

However, the data cube still mix the meat part of shrimp, the shrimp legs,
and the shadow. The shrimp legs and the shadow part can be removed by the
segmentation process. For focusing to the problem of shrimp classification, in this
work, the data segmentation is performed manually with the associated RGB
images to have good segmentation results. The shrimp images are segmented to
extract only the body parts. As can be seen in Fig. 3(a), the boundary of shrimps
should be created to avoid shrimp shadow generated by the light from the spec-
troscopy machine. Because impurities or chemical changes usually happens on
shrimp bodies, only the bodies of shrimps where shrimps’ flesh is concentrated
is taken into account. Using the Labelme tool [13], a new boundary for shrimp
is achieved as in Fig. 3(b). Combining the first mask and the boundary, a better
mask as in Fig. 3(c) is produced.

Figure 4(a) shows the resulting hyperspectrum of several data cubes after
extraction for clean shrimps (marked as blue) and contaminated shrimps
(marked as red). The hyper spectrum curves of each HSI data cube are averaged
from the hyperspectrum curves of every pixels belonging to the data cube. The
average hyperspectrum can be calculated as

sk =
1

HW

∑

i

∑

j

sijk (1)

The HSI data cube now becomes the vector x = [s1, s2, ..., sF ] of size F .
This new data can be used to train the DNN to classify the clean shrimps and
contaminated shrimps.

4 Data Preprocessing

4.1 Hyperspectral Data Visualization

In general, DNN can be applied to classify the two type of shrimps using pro-
cessed HSI data. Usually, the required number of inputs for training a DNN can
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be up to thousands. If the number of training data is not large enough, DNN
can not learn correctly most of object features and this may lead to incorrect
prediction.

Our data set includes 20 HSIs of clean shrimps and 15 HSIs of contaminated
shrimps with size of HSIs 512 × 1024 and number of wavelength F = 224. Due to
the limited number of shrimp HSI data cubes, data augmentation for HSI must
be applied. In this work, the shrimp bodies’ images are divided into smaller
square areas. Let the size of the square be S, we can divide a shrimp HSI of size
H ×W × F into many shrimp HSI images of size S × S × F depending on the
result of the segmentation process. Using (1) to the square images, we obtained
a quite large data set of hyperspectrum vectors of size F used for classification
process using neural network.

Fig. 4. t-SNE anlysis on shrimp’s hyperspectrum. (a) mean spectra of each of two
classes: contaminated shrimp (red) and clean shrimp (blue). (b) scatter plot 3D for
contaminated shrimp class and clean shrimp class. (Color figure online)

As can be seen in Fig. 4(a), the spectrum curves of clean shrimps and con-
taminated shrimps are quite similar, making it difficult for classification. The
spectrum of each pixel of data cubes for two types of shrimps are even more
intermingled. Therefore, we apply a non-linear visualization technique to deter-
mine the possibility of classification. Recently, t-SNE has been popular for data
visualization as it can reduces the high dimensional data set into 3-dimensional
data set where the dissimilarity properties of two data set is preserved statisti-
cally [1]. Let the hyperspectral data set of some shrimp be X = {x1, x2, ..., xN},
where N is the total number of hyperspectral data vectors calculated from (1) for
all augmented data cubes. The t-SNE output is the data set Y = {y1, y2, ..., yN}
of 3-dimensional data vectors. As such, the hyperspectral data of F dimensions
can be visualized.

The perplexity parameter is set at 40 according to the recommendation of
skLearn framework. To ensure the convergence of the Kullback-Leibler diver-
gence loss function, the number of iterations is set at 400. Other parameters are
set as default in sklearn.manifold.TSNE function of skLearn framework.

Figure 4(b) shows the best output of t-SNE in 3D coordinators. It can be
seen that the data points corresponding to the contaminated shrimp (marked
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as red) is in the outer sphere while the clean shrimp data points gathered in
the inner sphere. Hence, it is possible to differentiate the contaminated shrimps
from the clean ones. Due to the t-SNE property that the visualization results are
non-deterministics, it can not be used for classification. In the following section,
contaminated/clean shrimps classification using Deep Neural Network (DNN) is
presented.

4.2 DNN for Classification

In this sub-section, we describe the deep learning model for classifying contam-
inated shrimps and clean shrimps. To the best of our knowledge, this is the
first time that DNN has been applied to HSI imaging for contaminated shrimp
detection.

Different dataset created by different sizes of window would affect the results
of the model.

Fig. 5. Applying deep neural network in hyperspectral image with many size of window
data.

A fully connected layers DNN with two hidden layers is used. Table 1 sum-
marizes the specifications of the DNN model and Fig. 5 describes the DNN with
shrimps’ hyperspectral vectors as inputs. The input layer has 224 units corre-
sponding to 224 spectral bin of the HSI and takes the HSI vector x as input.
The output layer has 1 unit as the results is binary classification. The output is
1 if contaminated shrimp is detected and 0 if clean shrimp is detected. At each
hidden layer, Rectified Linear Unit function (ReLU) [14] to non-linearity trans-
formation are applied for accelerating the training processes. In the classification
layer, i.e., output layer, the Sigmoid activation [15] is used.

For training the DNN, we use Adam algorithm [16] with the back-propagation
algorithm for minimizing the loss function and updating the weight matrix and
the bias vector of each layer. The binary cross entropy algorithm [17] is chosen
as loss function:

J = − 1
M

N∑

i=1

(zi × log(ẑi) + (1 − zi) × log(1 − ẑi)), (2)
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Table 1. Specifications of DNN model

Layer No. unit Activation function Parameters

Input layer 224 - -

Hidden layer 1 256 ReLU 57600

Hidden layer 2 256 ReLU 65792

Output layer 1 Sigmoid 257

where M is the batch size for each DNN’s weight update, zi is label of ith data
in the batch and ẑi is the model prediction of ith data.

5 Experiments and Results

5.1 DNN Setup and Metrics

These input data set X with their labels is divided into three sets: Training set
(60%), Validating set (20%) and Testing set (20%). Training set is the input of
DNN for learning, for estimating the parameters. Validating set is used to give
an estimate of model skill while tuning DNN model’s hyper-parameters. The
testing set is used to evaluate model.

The learning rate of Adam algorithm is set at 0.001. The batch size M = 128
to have a good balance between accuracy and running time.

The metrics based on confusion matrix including accuracy, precision, recall,
F1-score is used to evaluate the experimental results. The definition of the con-
fusion matrix is shown in Table 2, where true positive (TP), true negative (TN),
false positive (FP), and false negative (FN) are the number of correctly recog-
nized contaminated shrimp, the number of correctly recognized clean shrimp, the
number of incorrectly recognized clean shrimp, and the number of incorrectly
recognized contaminated shrimp, respectively.

Accuracy, precision, recall, F1-score for evaluating the effectiveness of the
DNN model can be calculated as follows

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Precision =
TP

TP + FP
(4)

Table 2. Confusion matrix

Predicted

Contaminated shrimp Clean shrimp

Real Contaminated shrimp TP FN

Clean shrimp FP TN
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Recall =
TP

TP + FN
(5)

F1 =
2 × Precision×Recall

Precision + Recall
(6)

5.2 Results and Discussion

In the first experiments, we examine the effect of window size S on the training
process of DNN. The window size under test are 1, 3, 5 and 8. In these training
processes, early stopping is set as 20. Early stopping results are used for evaluate
results on validating set. If the accuracy of validating set does not improve after
20 epochs, the training processes are interrupted. The accuracy and the loss of
the training processes are shown in Fig. 6(a) and Fig. 6(b), respectively. All of
the training processes converge and achieve reasonable training accuracy and
loss after about 50 epochs. The training accuracy and loss of window size of 5
gains the highest results while that of window size 1 exhibits the worst values.

Fig. 6. The training process. (a) loss. (b) accuracy

Table 3 show the loss, accuracy, recall, precision and F1-score of experiments
with different window size and number of data points. Note that, the number
of data points does not reduce with square rate as the window size S increases.
For having enough data points to train the DNN, for window size larger than
1, a sliding window technique is applied to sample the data. The influence of
the window size on the accuracy and F1-score is also shown in Fig. 7. The
losses are small enough to decide that the DNN model has converged. The other
metrics shows that the DNN works well for all cases and the classification of
contaminated shrimps and clean shrimps can be accomplished using DNN. The
results also show that the data point of size 5 × 5 provides the best result. The
accuracy is 98.11% and the F1-score is 94.29%. It is reasonable because the
averaging of spectra in each window helps to reject several types of noise, such
as salt-and-pepper noise. Furthermore, averaging over large size of windows may
leads to feature loss.
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Fig. 7. The effect of window size on the accuracy and F1-score of DNN.

Table 3. Result for the window size of data task

Window size No. data Loss Accuracy Recall Precision F1-score

1 × 1 514639 0.0874 96.57 87.50 92.77 90.06

3 × 3 470472 0.0572 97.73 89.99 96.75 93.25

5 × 5 429665 0.0496 98.11 90.27 98.70 94.29

8 × 8 371163 0.0578 97.78 90.83 95.72 93.21

6 Conclusion

In this paper, we examine the possibility of contaminated/clean shrimps classi-
fication using Deep Learning with HSI data. Data visualization using t-SNE has
shown that the classification is feasible. With only few HSI data samples, DNN
successfully differentiate the contaminated shrimps and the clean ones with good
F1 score. In the future, the better result might be achieved by the detection only
contaminated part of shrimps.
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Abstract. IoTs are rapidly growing with the addition of new sensors and devices
to existing IoTs. The demand of IoT nodes keeps increasing to adapt to changing
environment conditions and application requirements, the need for reconfiguring
these already existing IoTs is rapidly increasing. It is also important to manage the
intelligent context to execute when it will trigger the appropriate behavior. Yet,
many algorithms based on different models for time-series sensor data prediction
can be used for this purpose. However, each algorithm has its own advantages
and disadvantages, resulting in different reconfiguration behavior predictions for
each specific IoTs application. Developing an IoTs reconfiguration application
has difficulty implementingmany different data prediction algorithms for different
sensor measurements to find themost suitable algorithm. In this paper, we propose
IoTsReconfiguration Prediction System (IRPS), a tool that helps IoT developers to
choose the most suitable time-series sensor data prediction algorithms for trigger
IoTs reconfiguration actions.

Keywords: IoTs · Reconfiguration · Intelligent context management · IoTs
prediction system

1 Introduction

In the broad overview of the Internet of Things, reconfiguring and reprogramming
applications deployed on IoTs devices is one of the most important and urgent con-
tent. Because IoT devices can be deployed in places where people cannot access to
work such as rugged terrain (such as deep forests, volcanoes …) or operating in con-
texts where information is unpredictable. A reconfiguration of an IoTs network includes
alterations to the devices connected, changing the behavioral patterns of the devices and
modifying the software modules that control the IoTs network and devices. Reconfig-
uring an already existing IoTs network is a challenge due to the amount of data loss
when carrying out a reconfiguration procedure in a limited power supply environment
and reconfiguration time is often slow to respond to real-time IoTs applications. Many
technical solutions using artificial intelligence have been proposed to solve the problem
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of unreliable sensor data collection and how to shorten the time to reconfigure IoTs
applications.

Intelligent context management is influential in the process of triggering the recon-
figuration of IoTs applications. This will help the system know when to reconfigure the
IoTs application and how that behavior will be. For the problem of reconfiguring IoTs
applications when sensor data is unreliable and improving reconfiguration time, many
artificial intelligence techniques have been proposed to build this component, bring the
problem back to solve the classification and prediction problems.

To address the challenges posed, we have proposed R-IoT, RFL-IoT and RoB-IoT
frameworks [1, 5, 6], for the reconfiguration of IoTs applications based on the changes of
the context and the intelligent context management. The results show that our proposal
framework is suitable for remote reconfiguration of IoTs applications with intelligent
context management components for triggering reconfiguration. However, the preceding
works did neither apply for complex contexts andunreliable data. For example, during the
working time, if someone is in the room and the room temperature is higher than 30 °C,
the air conditioner will be turned on and the cool mode will be changed. Actually the
time-series sensor data are collected in IoTs environment often do not accurately reflect
the context information, which is unstable and unreliable. Therefore, when we meet a
situation like this, not surewhether context data is true or not, we cannot rely on it tomake
a decision. This is one of the reasons why the decision to reconfigure is incorrect. To
address this issue,many suggestions on the use ofmachine learning algorithms approach.
Mehdi Mohammadi [8] reviewed the characteristics of IoTs data and its challenges for
machine learning (ML) and deep learning (DL)methods.We recognize that the nextwork
needs to apply more machine learning algorithms to the intelligent context management
component in the reconfiguration framework. It can be seen that the implementation of
many IoTs projects with different data collection and characteristics requires a different
technique and algorithm to help the smart context management component make the best
predictions.Many research groups have developed algorithms for time-series sensor data
prediction, and evaluated them on different dataset. However, there is no golden standard
for choosing the best algorithm, since it is an application specific task. Finding techniques
and algorithms that fit the criteria {accuracy of decision making, reconfiguration time}
also takes a lot of time for developers of IoTs applications to test and build algorithm
models, individual elements of that project and experiment. It is necessary to propose a
tool to select the appropriate AI technique for any problem to reduce development costs
of reconfiguration projects.

This research aims to help developers of IoTs solution to choose the best algorithm
for time-series sensor data prediction regarding their application data. For this proposal,
we developed IoTs Reconfiguration Prediction System (IRPS), which is also a com-
ponent of Framework R-IoT, a web-based online tool that implements four different
algorithms for time-series sensor data prediction. Users can upload historic sensor mea-
surement from their application, and IRPS can analyze which time-series sensor data
prediction algorithm fits best regarding two evaluation metrics: prediction accuracy and
time reconfiguration. This system uses Google open-source TensorFlow framework to
build the model of gesture recognition, introduces the platform characteristics of Tensor-
Flow, and puts one deep learning algorithms (FFNN), two algorithms are unsupervised
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learning (RF, NB) algorithms based on TensorFlow framework. Teachable Machine1

is a browser application that you can train with your webcam to recognize objects or
expressions. All training is done in the browser using the deeplearn.js library. Tensor-
Flow Serving2 is another tool was proposed by many developers. This is an open source
toolkit, used to deploy models TensorFlow which trained on production environment.
With TensorFlow Serving, the process of deploying the model to the systemwill become
much faster and easier with normal model deployment and loading. TensorFlow Serv-
ing deploys the model independently, separates from the backend code, supports two
protocols: gRPC and RESTful API, easily add and update new models according to
each version without causing images to affect other parts of the system or other services.
When the problem is to help the developers of the IoTs reconfiguration solutionmake the
choice of algorithms to train the model, those tools is not appropriate for IoTs reconfigu-
ration. Teachable machine tool mainly focuses on training and testing support for image
processing problems and it does not support for IoTs reconfiguration. The TensorFlow
Serving tool is great, but it focuses on deploying primarily after the model is available,
which is a disadvantage. To the best of our knowledge, IRPS is the first tool designed for
the IoTs reconfiguration developers to help them create efficient IoTs reconfiguration
applications. This is also a module in the intelligent context management component
of the reconfigured R-IoT framework. This paper is organized as follows. Time-series
sensor data algorithms are presented in Sect. 2. Section 3 describes the development of
the IRPS. Two case studies are presented in Sect. 4. Finally, the conclusion is given in
Sect. 5.

2 Related Work

2.1 IoTs Reconfiguration Framework

In reconfiguration mechanisms, the reprogramming is handled at the physical device
directly used as much as the researches results [9, 10]. IoTs applications will be able to
change their behavior by sending parameters or uploading newbinary firmware to change
application behavior. However, this approach is thought to be a manual method, and this
incurs costs for deployment and maintenance. According to [3], Nikolov, N. proposed a
reconfigurationapproachbyFirmwareUpdateOverTheAir (FOTA) forESP8266device.
Its procedure will be executed after new firmware bin files are uploaded to cloud. When
a reconfiguration is triggered by the user, the ESP8266 device requires the FOTA control
system on Cloud to return the corresponding firmware. However, this solution has some
shortcomings in terms of security protocols, reconfiguration time, especially intelligent
context management that does not meet the needs of current reconfiguration. The recon-
figurationmiddleware is a new approach to reconfigurationwith recent researches [9, 11–
15]. However, the proposals are limited in terms of solving fully automatic reconfigu-
ration, big data stores sensor information, intelligent context management and these do
not support real-time applications. In the previous study [1, 7], we proposed the RFL-IoT
framework to change the behavior of IoTs applications based onFuzzyLogic (FL). Smart

1 https://teachablemachine.withgoogle.com/.
2 https://www.tensorflow.org/tfx/guide/serving.

https://teachablemachine.withgoogle.com/
https://www.tensorflow.org/tfx/guide/serving
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ContextManagementwith FL approach analyzes the contextual information collected by
IoTs applications. Based on user-defined FL rules, it determines the time that will trigger
behavior change and transmits the decision to reconfigure and control the corresponding
end-devices. One of our other proposed approaches to intelligent context management is
based on Ontology for context modeling and the Bayesian network for context reasoning
[6]. A Bayesian network that uses statistical methods can receive uncertain information
to make predictions. Our empirical studies have limitations when assessing the environ-
ment with more complex contextual scenarios. To overcome this limitation, we continue
to improve the framework by building prediction system using a machine learning app-
roach. It uses some well-known machine learning algorithms to handle the vast amount
of contextual information collected by IoTs applications.

2.2 Time-Series Sensor Data Prediction Algorithms

In this section we are going to explain the basics of time-series sensor data prediction.
Then, we briefly introduce the algorithms used in IRPS. Time-series sensor data predic-
tion is important in IoTs reconfiguration as it helps to make better decisions for trigger
reconfiguration action. Different models are used in the literature for time-series data
prediction. Today, there is increased interest in using Artificial Intelligence (AI) tech-
niques to analyze complex data sets to extract useful information that can be used in the
prediction of time-series sensor data trends and the effect of intervention actions on data
trend predictions. Such information then can be used to change behavior. ML [2] and
DL [4] techniques are the specific sub-sets of AI that are of particular current interest
to academia and industry. ML and DL are applied to different situations where large
and complex data sets are available and metadata, as well as more detailed information,
could be extracted from the provided data if suitable means to extract and link the data
were available.

For deep learning, the Feedforward Neural Network (FFNN) algorithm, also known
as the multi-layer neural network, is a fundamental algorithm so that we can advance to
more advanced algorithms such as convolutional neural network or recurrent neural net-
work when the algorithms improve. This height is also a combination of many different
layers in the entire neuron network. The two unsupervised learning algorithms are RF
and NB that are also two famous algorithms in automatic control of IoTs applications.
Random Forest is another machine-learning method that is successfully implemented
in a wide variety of fields, including animal science. This regression or classification
method makes use of decision trees: a sequence of rules that split the data in a way that
most optimally reduces variation. Each tree receives a random subset of training samples,
and then the algorithm randomly selects a subset of variables at each split in the tree.
These trees, which are relatively poor classifiers individually combined into an ensemble
of trees called a random forest, which is used for prediction. The prediction results of
a random forest are a summation of the prediction outcomes of many individual trees.
Naive Bayes is a family of classifiers that implements Bayesian techniques to form
a simple network based on previous probabilities. Its method relies on independence
between the input variables, but it performs surprisingly well even under conditions that
might be considered suboptimal for the algorithm. Despite the relative simplicity of its
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algorithm, naive Bayes is still widely used. To implement re-configuring IoTs applica-
tions using Fuzzy Logic, system reads data from sensor as crisp input for fuzzyfication
then fuzzy input from fuzzyfication processed with inference system (fuzzy rule bases),
then fuzzy output processed with defuzzyfication and produces crisp output to change
the behaviors. By discovering the advantages and disadvantages of each technique in
reconfiguration action case study, it is hoped to gain a better understanding of the wide
variety of available tools for predicting complex contexts to trigger changing behavior
actions.

3 Development of IRPS

The platformwe use to build algorithms onmodels is to use the TensorFlow library. Ten-
sorFlow is an open source software developed by Google to perform machine learning,
which is widely used by many researchers and large companies. TensorFlow provides
many libraries for programmers to demonstrate machine learning algorithms and an
application to implement these algorithms. A calculation expressed by TensorFlow can
be performed with little or no modification in a range of heterogeneous systems mobile
devices such as phones and tablets or distributed systems large scale spread of hun-
dreds of machines or various computing devices like GPU cards. One of the important
reasons we chose the TensorFlow platform is the ability to integrate the framework.
The algorithms implemented in Tensorflow can be easily transplanted on many hetero-
geneous systems. In this section, we will explain the process of developing IRPS, the
implementation of the algorithms.

3.1 Methodology

Figure 1 represents the methodology of research process can be learned for training data
which are analyzed by a classification algorithm. The test data are used to calculate the
accuracy of classification algorithms. There are many algorithms that can be used for
classification for IoTs application such as RF, BN, rule based, neural network algorithms.
In our system, we implement four algorithms: one algorithm is deep learning (FFNN),
two algorithms are unsupervised learning (RF, NB) and the logical algorithm (FL). The
classification of data has two step processes are learning and prediction.

Fig. 1. Methodology of classification algorithms used in IRPS
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3.2 Design and Implementation of IRPS

IRPS Training Model
In order to predict the importance of IoTs data prediction as well as show the results
of its algorithms, we create a web-based system that shows the calculations in a more
comprehensible way for the IoTs application developer. On that basis, IoTs application
developers can refine input features, output features, algorithms to get the most suit-
able results for their specific context. Since it is a system on the web, the client-server
architecture is the most common and appropriate. It is designed in a way that the user
sends all the necessary data to the server. The server analyses and processes the request,
and later builds to available model and predicts the results. Different parts of the system
are implemented with different technologies. Express.JS, is used for making this API
Restful API system and library TensorFlowJS (Tf.js). Tf.js is faster for small models,
but when model becomes large training becomes 10–15x slower3. In the problem of
reconfiguring IoTs applications which often involves a lot of sensor time-series data.
The value of these features is usually not complicated, so we use the platform mainly
as TensorFlow.JS instead of the python platform. We implemented IRPS on the server
with the following hardware: Intel Xeon E3-1225 v5 @3.30 GHz (4 CPUs) ~ 3.3 GHZ,
32 GB RAM.

In this section, the system has three steps: Step 1: upload the Dataset; Step 2: select
the input features and output features that recognized from the dataset; Step 3: select
the algorithm among the 04 mentioned algorithms in Sect. 3.1 to train. Once the model
has been trained, the user can download the model to use for prediction and see results
like accuracy and loss function. The system is based on TensorFlow framework with
associated libraries to access online data. The operation of the system is shown in Fig. 2.

IRPS Predicting Data
For predictive systems onmodels created from training,we useReactJS4 andTensorFlow
to build web applications that run on the Node.JS server. We experiment on the Edge
layer instead of the Cloud layer with the Raspberry Pi 4. The device is configured as a
quad-core ARM Cortex-A72 CPU clocked at 1.5 GHz, 2 GB RAM. Data is transferred
between Express.JS Restful API and ReactJS (Fig. 3).

The result of the training process according to the data, characteristics, algorithms
of the user selected are two files {model.json; weights.bin}. The predictive system is
deployed at the edge and the gateway which do not need powerful hardware. The predic-
tion only needs to select the model corresponding to the previously selected algorithm,
the data series to test according to the given syntax. Figure 4 shows the prediction of
controlling room fan opening based on the parameter {room temperature, outside tem-
perature, whether or not people in the room exist}, input data 24.11, 26.66 1. IRPS
will immediately predict the output: Fan on/off mode respectively ~1%/~99%. Based on
the predicted results, the system will trigger application behavior changes to the R-IoT
Framework to perform the next steps of the reconfiguration process.

3 https://www.tensorflow.org/js/tutorials.
4 https://reactjs.org/.

https://www.tensorflow.org/js/tutorials
https://reactjs.org/
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Fig. 2. Steps to training model on user dataset

Fig. 3. Steps to perform prediction behavior based on model
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Fig. 4. Overall each smart room: temperature, fan and light control service

4 Case Study

In this section, we will show the actual output of the system and see how it performs
on two case studies. We consider two different datasets in order to compare the results.
The first one is a dataset for the smart room and the second one has data that shows
the smart hydroponic cultivation. The details of how to setup the data, how many input,
output features and how to choose the parameters for each experiment are described in
the contextual information of each case study.

4.1 Smart Room

In the first case, IRPS is used to predict to change the state of fan and light in each
room of the smart room. The framework is also designed in order to collect data from

Table 1. Services and smart scenarios in the smart room

Service Scenario information

Temperature control service The temperature control service performs switching on/off of
fans and opening/closing windows based on information such as
working time, indoor temperature/outdoor temperature, noise
level, and the presence of people in the room. For example, if it
is during working hours, the outdoor temperature is higher than
30 °C and someone is in the room, temperature control service
will be performed. By comparing the indoor and outdoor
temperatures, if the indoor temperature is higher, the windows
open, other wires, turn on the fan. If the indoor temperature is
lower than the outdoor temperature and there are no people in the
room, turn off the fan

Light control service Service control on/off lights in the room is affected by
information such as working time, occupants and lighting levels.
By comparing the light levels inside the room, we can make a
decision to turn on/off the light. For example if no one is in the
room during working time, the light will turn off, if there is a
person in the room and the lighting level is low, the room lights
will be turned on
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sensors to monitor and store in the database {noise level, lighting level, exist person,
outdoor/indoor temperature, window state} and it reconfigures the fan/light state. Table 1
shows the scenario and service information for the experiment (Fig. 6).

Table 2. Example of some smart room scenario

Noise
level

Lighting
level

Exist
person

Indoor
temp over
30

Temp
control

Higher
temp in
than out

Window Fan Light

high high true true on true open on off

low low false true off false close off off

high low true false off false close off on

low high false false off false close off off

low low false true off false close off off

low high false false off false close off off

Fig. 5. Average accuracy (percent) Fig. 6. Average training time (s)

We prepare the dataset for experiments from Kaggle dataset5. This is a time series
data set measured at a smart room from 2016-11-27 17:22:45 until 2017-07-30 12:05:30,
with a total of 14573 records. The above data set has a total of 10 features (date-time,
Volume [mV], Light_Level [Ohms], Temperature-DHT [Celsius], Pressure [Hectopas-
cal], Temperature-BMP [Celsius], Relative_Humidity [%], Air_Quality [Ohms], Car-
bon_Monoxide [Ohms], Nitrogen_Dioxide [Ohms]). Data pre-processing was applied
to prepare the raw data. Pre-processing data is an important step to convert the raw data
as shown in Fig. 5 into a format that can replace missing values to improve data quality.
Next, we conducted divided into two sets of data with 80% for training and 20% for
testing (Fig. 7).

5 https://www.kaggle.com/saikatchoudhury/starter-smart-home-dataset-with-a8895cb2-c.

https://www.kaggle.com/saikatchoudhury/starter-smart-home-dataset-with-a8895cb2-c
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Fig. 7. Average reconfiguration time result

4.2 Smart Hydroponic Cultivation

In the second case, IRPS is used to predict which algorithm is suitable for the problem of
hydroponic cultivation of 04 plants: tomatoes, lettuce, amaranth, vegetables. We prepare
the dataset for experiments from process of ornamental dragon in Da Nang (vegetable
garden). This is a time series data set measured from 2019-06-27 until 2019-12-30, with
a total of 4574 records. The above data set has a total of 5 features (date time, type of
plant, staging temperature, ambient temperature, humidity, PPM). The scenario of the
hydroponic vegetable system is described as Table 2.

Table 3. Some scenarios in the context of a smart hydroponic cultivation

Service Scenario content

Pump control service The system collects real time indicators such as crop type, ppm,
temperature, humidity of the planting system. Artificial intelligence
techniques based on that will make a decision whether to change the
reconfiguration behavior such as performing regression pump and
regression pump time, or adding nutrients to the tank

Fan, light control service Artificial intelligence techniques will use temperature and humidity
data for 30 min continuously to predict the likelihood of heavy rain
or sunshine. For example, with a possibility of rain above 80%, the
system will make a decision that the roof will be pulled out. If the
temperature is too high, the fan will be turned on, otherwise the
lighting will turn on

The system will change behavior of pump, Fan, Light, outhouse control when meet-
ing relevant sensor context information. The behaviors are shown as follows (Tables 3
and 4):

The devices and sensors used in the system are: Arduino WEMOS D1, Ds18b20,
PH, relay - SLI, Module DHT22, Water pump motor, Engine sensor 775, mist kit, fan
5v. The output of the system is shown in Fig. 8.

Most of the analyzed datasets, as the two previous cases, show the following Table 5.
For FFNN, with extremely high accuracy, the main reason is that our problem data is
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Table 4. Some actions of smart hydroponic cultivation

Service Scenario content

Circulating pump Normal pump; pump with double time, no pumps

Nutrient pumps Pumps A and B; pumps adding water, no pumps

Temperature-based behavior Turn on/off {fans; misting; light}; no action

Rain-based behavior Pull the blinds; retract the curtain; no action

Fig. 8. Prototype of hydroponic cultivation system

Fig. 9. Average accuracy (percent) Fig. 10. Average training time (s)

not complicated, so the classification algorithm of neural network can work optimally in
the distribution problem. However, training time and computing resources are limited to
this algorithm. In order to overcome the above limitations, it is possible to use the server
to optimize performance and use the save and reload feature that tensorflow.js provides
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to limit the training many times. However, for our problem, the need to train many
times is unavoidable because as stated in the idea, we cannot impose a single rule. For
random forest, the algorithm returned amazing predictions when we had never touched
normalize data but the results were really acceptable. With over 90% of the correct
answers, it also partly reflects the applicability of this algorithm. Building algorithmic
models by voting in different decision trees has helped RF become a highly appreciated
algorithm in complex classification problems from linear-data to non-linear data. For our
reconfiguration prediction, RF has worked perfectly in both training time and in terms
of accuracy, in addition to using it when programming is simple and easy to use with
different test-bed.NB, asmentioned in the theory, is an algorithmwith very fast execution
time because the algorithm only calculates the probability of being input from the input
data. For example, logistic regression uses weight and bias to optimize the calculation
process and uses decent gradients to find the optimal solution. While Naïve Bayes does
not have the optimal solution to occur that is the reason make the reconfiguration time
is slower for the time series data set that we give. The prediction with not high accuracy
was anticipated, but we can completely improve this algorithm by adding one several
other factors to improve its accuracy include normalizing data, reducing noise, missing
data or errors. Finally, we can use fuzzy logic algorithm when the rules can only be set
once while reprogramming, but the results are predictive and fast. The processing of
this algorithm is extremely good. However, it is really difficult to implement a specific
test-case IoTs because the setting rules in R-IoT framework takes a lot of time. In fact,
there are exceptions in this rule, confirmed in fewer processed datasets, which means
that finally the results depend on the dataset itself (Figs. 9 and 10).

Table 5. Comparison of the performance experiments

Algorithms Accuracy (%) Training
time (s)

Reconfiguration
time (ms)

First case Second case First case Second case First case Second case

Feedforward
neural
network

98 99 120.2 98.4 143.75 133.5

Random
forest

90 89 5.5 6.1 68.4 108.4

Naive Bayes 10 40 3.4 3.9 135.4 125.7

Fuzzy logic 80 95 6.5 4.3 235.2 115.4

5 Conclusion

In this paper,we present IoTsReconfiguration Prediction System (IRPS) that helps future
developers IoTs application solutions to choose the most suitable data prediction algo-
rithms for trigger their reconfiguration actions. IRPS performs data prediction for sensor
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readings, using four different algorithms, and compares their performances regarding
two different evaluation metrics (accuracy to decision making, reconfiguration time).
Additionally, the monitoring screen from IRPS visualizes the results obtained from the
data prediction process. This proposed system helps IoTs developers to choose the most
suitable time-series sensor data prediction algorithms for trigger IoTs reconfiguration
actions. In future, we continue to our work on improving IRPS such as: implementation
many AI algorithms into the system to support the intelligent context management of
IoTs reconfiguration framework.
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Abstract. This paper aims to provide a new method for retrieving forest param-
eters in forest mountain areas by using L-band polarimetric interferometry syn-
thetic aperture radar (PolInSAR) data.Applying themodel-based (ground, double-
bounce, and volume scattering) decomposition techniques to PolInSAR data has
opened a newway for vegetation parameters estimation. However, themodeling of
the vegetation backscattering mechanisms is complicated due to the influences of
the topographic slope variation and assumptions about the volume scattering com-
ponent. In order to overcome these limitations, an eigenvalue-based decomposition
technique is proposed. In which, a simple volume scattering model introduced by
Neumann is used. The proposed method has improved 1.2664 m height of forest
trees compared to the three-state inverse approach. In addition, evaluation results
with simulated data generated from PolSARProSim software and PolInSAR data
over the Kalimantan areas, Indonesia from ALOS/PALSAR L-band spaceborne
radar system show that the proposed method produces reasonable and outstanding
physical results in comparison with traditional decomposition methods.

Keywords: Polarimetric interferometry synthetic aperture radar · Forest height
estimation · Coherence matrix · Three-stage

1 Introduction

Applying the model-based decomposition to polarimetric interferometry synthetic aper-
ture radar (PolInSAR) data is an effective approach to separate scattering mechanisms in
the natural environment. In recent years, this method has been widely applied to target
detection and estimation of vegetation parameters. In general, model-based decomposi-
tion techniques are to accommodate a number of simple physical scattering models. The
commonly applied decomposition techniques are mainly divided into two categories: (1)
coherence decomposition based on the measured Sinclair matrix; (2) incoherent decom-
position based on the measured coherency and covariance matrix [1–4]. In which, the
three component decomposition of Freeman –Durden [5] is one of themost popular ones.
Accordingly, the cross-correlation PolInSAR matrix obtained from observations can be
described as the sum of three scattering sub-matrices, each representing the contribu-
tions of volume, ground, and double bounce scattering component. However, somemajor
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shortcoming have been pointed out when applying this method, such as negative powers
of ground scattering or double bounce scattering components and assumption of scatter-
ing reflection symmetry for volume scattering components. To effectively employed the
Freeman–Durden decomposition algorithm, several assumptions are required for solving
a nonlinear equation system. Recently, many modified methods have been proposed to
overcome the mentioned shortcoming but mostly for modeling on relatively flat terrain
and little research has been carried out on slope areas. On slope forest topography, local
direction (OA) and local incidence angle are significantly changed by effect of slope
terrain. This leads to a strong influence on the scattered signals. Therefore, scattering
models in the Freeman – Durden decomposition are difficult to appropriately describe
physical scattering mechanisms in sloping forest areas.

For these reasons, we proposed an eigenvalue-based decomposition approach for
estimating forest parameters over forest mountain areas using single-baseline L-band
PolInSAR data. In this approach, we shall suggest a simplified Neumann volume scatter-
ing model [6], which is characterized by a randomness parameter. This model is useful
to overcome the limits of the scattering reflection symmetry assumption. This volume
model includes both random and non-random volume situations, so it is suitable for
volume scattering mechanisms on slope terrain. After that, the unknown parameters of
the volume scatteringmatrix are determined as well as the parameters of the remain scat-
tering mechanisms are estimated by using the optimal eigenvalue-based decomposition
technique.

This paper is organized according to the following structure. In Sect. 2, basic scatter-
ing mechanisms and the simplified Neumann volume scattering model are introduced.
Section 3 describes the optimal eigenvalue-based decomposition approach to estimate
forest parameters. The estimated results by the proposed approach with simulated data
and spaceborne data are given and discussed in Sect. 4. Finally, the conclusion and future
work are presented in Sect. 5.

2 Basic Scattering Mechanisms in Forest Mountain Areas
for PolInSAR and Simplified Neumann Volume Scattering Model

2.1 The PolInSAR Covariance Matrix

For PolInSAR, the obtained full polarimetric interferometry information data can be
expressed in the form of two scattering matrices [S1] and [S2]. The target vectors �kL1
and �kL2 in the lexicographic basis are measured at two ends of the baseline, as [7]

�kL1 = [S1HH , S1HV , S1VV ]
T , �kL2 = [S2HH , S2HV , S2VV ]

T (1)

Accordingly, we can form the PolInSAR covariance matrix by multiplying the target
vectors by their conjugate transpose

[T ] =
〈�k�kT

〉
=

[
T1 �

�T T2

]
with �k =

[ �kL1�kL2

]
(2)
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where 〈.〉 indicates the ensemble average in the data processing, the superscript (.)T

denotes the complex conjugation. [T1] and [T2] are the normal Hermitian polarimetric
covariancematrices for the two apertures, while [�] is a non-Hermitian cross-covariance
matrix between the apertures and it contains both polarimetric information and interfer-
ometric information. As proposed in [8] and [9], the matrix [�] can be decomposed into
three sub-matrices [Tv], [Td ] and

[
Tg

]
which correspond to the volume, double bounce,

and ground scattering mechanisms, respectively.

[�] = ejφg fv[Tv] + ejφd fd [Td ] + ejφv fg
[
Tg

]
(3)

where fv, fd , fg correspond to the contribution of the volume, double-bounce, ground
scattering and φv, φd , φg are the phases of the three scattering components.

2.2 Volume Scattering Mechanism and Simplified Neumann Scattering Model

As suggested in [9, 10], the scattering from a tree canopy can be logically described
by a multitude of randomly oriented particles. For each single particle, the normalized
coherency matrix can be expressed as

Tδ =
⎡
⎣

1 δ 0
δ∗ |δ|2 0
0 0 0

⎤
⎦ (4)

with δ is the scattering anisotropy. When |δ| changes from 0 to 1, that mean the shape
of particle varies from an isotropic sphere to a dipole, respectively. Neumann et al. [11]
proposed the von Misses distribution for the orientation of particles. Accordingly, the
coherency matrix is transformed as follows

Tv(δ, τ ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1

1 + |δ|2

⎡
⎣

1 (1 − τ)δ 0
(1 − τ)δ∗ (1 − τ)|δ|2 0

0 0 τ |δ|2

⎤
⎦ τ ≤ 1

2

1

1 + |δ|2

⎡
⎣

1 (1 − τ)δ 0
(1 − τ)δ∗ |δ|2/2 0

0 0 |δ|2/2

⎤
⎦ τ >

1

2

(5)

with τ ∈ [0, 1] denotes the normalized degree of orientation randomness.
Assume that forest areas consist mainly of dipoles (δ = ±1) [12], the two coherency

matrix are obtained as follows

TH
v =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

2

⎡
⎢⎣

1 1 − τ 0
1 − τ 1 − τ 0
0 0 τ

⎤
⎥⎦ τ ≤ 1

2

1

2

⎡
⎢⎣

1 1 − τ 0
1 − τ 1/2 0
0 0 1/2

⎤
⎥⎦ τ >

1

2

; TV
v =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

2

⎡
⎢⎣

1 τ − 1 0
τ − 1 1 − τ 0
0 0 τ

⎤
⎥⎦ τ ≤ 1

2

1

2

⎡
⎢⎣

1 τ − 1 0
τ − 1 1/2 0
0 0 1/2

⎤
⎥⎦ τ >

1

2

(6)
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where TH
v and TV

v are the horizontal and vertical simplified Neumann volume scattering
models. In case τ = 1 then TH

v = TV
v .

According to the analysis presented in [6], the copolarization power ratio γ (�) =〈|Shh|2
〉
/
〈|Svv|2

〉
is capable of distinguishing the two types of the volume scatteringmodel

that shown in Eq. (6) and this ratio is highly correlated with the orientation randomness
degree τ . We can derive γ (�) from cross-covariance matrix � and for each value of τ

in the range [0, 1], the ratio γ (Tv(τ )) can be obtained from the volume scattering matrix
Tv(τ ). Therefore, the optimum τ can be determined when the difference between these
two ratios is minimal, i.e.,

min|γ (�) − γ (Tv(τ ))| (7)

When τ is computed for each pixel, the corresponding volume scatterring matrix
TV is determined. Figure 1 shows an algorithm flowchart for determining the volume
scattering matrix.

Fig. 1. Flowchart for determining volume scatter matrix

2.3 Ground and Double-Bounce Scattering Model for Sloped Terrain

For sloped terrain such as forest mountain areas, variations of topography and the local
orientation angle due to the local terrain will lead to a change in the scattered signal.
A local coordinate system is formed to accommodate the inclined ground surface. In
order to represent the scattering components in the forest mountain areas, the flat double-
bounce andground scattering components are replacedby the scattering from the inclined
groundplane [13]. In this case, the coherence scatteringmatrix for the ground anddouble-
bounce contribution is created from the rotation of a local orientation angleχ represented
as [14]
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[Td (χ)] =
⎡
⎣

|α|2 αη 0
α∗η κ 0
0 0 (1 − κ)

⎤
⎦ [

Tg(χ)
] =

⎡
⎣

1 βη 0
β∗η |β|2κ 0
0 0 |β|2(1 − κ)

⎤
⎦ (8)

With κ = cos2 2χp(χ)dχ and η = ∫
cos 2χp(χ)dχ denote the influence of ter-

rain slope on the double-bounce and ground scattering mechanisms, respectively. The
parameter κ is between 0.5 and 1 and η varies from 0 to 1 [11]. Two parameters α

and β are the parameter of the double-bounce and ground scatterings as proposed by
Freeman-Durden [5].

3 The Optimal Eigenvalue-Based Decomposition of PolInSAR Data

In this section, we propose an optimal eigenvalue-based decomposition approach for
PolInSAR data to estimate vegetation parameters in mountain terrains. The approach
is conducted in three steps. First, the terms of the volume scattering mechanism are
identified. Next, an algorithm for analyzing the eigenvalue of the residual matrix is
applied to determine the parameters of the ground and scattering mechanism. Finally,
plant height is estimated by the canopy and ground phase difference.

From Eq. (3) and (8), we can transform as follows

[�] − ejφv fv[Tv] = ejφg fg
[
Tg

] + ejφd fd [Td ]

= ejφg fg

⎡
⎣

1 βη 0
β∗η |β|2κ 0
0 0 |β|2(1 − κ)

⎤
⎦ + ejφd fd

⎡
⎣

|α|2 αη 0
α∗η κ 0
0 0 (1 − κ)

⎤
⎦

= [�r]

(9)

It is not difficult to recognize the unknown number identified as Eq. (10). To find
the best fit forest parameters,

{
fv, φv, fg, φg, fd , φd , α, β, κ, η

}
, the eigenvalues of two

matrices [�r] are determined by Eigen-decomposition techniques. Then, the eigenval-
ues are confined to zero, we can obtain canopy phase φi

v{i = 1, 2, 3} and the volume
coefficients f iv {i = 1, 2, 3}

Weassume thatφv, fv, κ, η are input loop parameterswith κ ∈ [0.5, 1] and η ∈ [0, 1].
For each value set {φv, fv, κ, η} the residual matrix that contains the remaining two
unknowns α, β can be obtained. We perform eigenvalue analysis for this residual matrix

[�r] = λ1�k1�k∗
1 + λ2�k2�k∗

2 (10)

where λi and �ki = [ui1, ui2, ui3]T , (i = 1, 2) are eigenvalues and eigenvectors of residual
matrix [�r], respectively
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We see that the minimum eigenvalue of the residual matrix is zero when the volume
scattering component is completely removed from the PolInSAR data. As suggested by
Cloude and Pottier [15], the parameter α is one of the main parameters for determining
the dominant scattering component of independent targets. In this paper, we use an
equivalent parameter μi to identify the dominant scattering mechanism. This parameter
is determined as follows

μi = |ui1|√
|ui2|2 + |ui3|2

(i = 1, 2) (11)

In case μi ≥ 1 for all i, the ground scattering component will be dominant and the
parameters of the two scattering components are determined as follows

Ps = λ1 + λ2; Pd = 0; |α| =
√
Ps − �r,11

�r,11
(12)

In caseμi ≤ 1 for all i, the double-bounce scattering is the most dominant scattering
and the parameters are determined in (13)

Pd = λ1 + λ2; Ps = 0; |β| =
√
Pd − �r,11

�r,11
(13)

On the contrary, ifμi ≥ 1 andμj ≤ 1 (i 	= j), both scattering components exist in the
residual matrix [�r], the parameters of the two scattering components are determined
as follows

α = ui1 + √
λrψ

−1ui3e
−jζ

uj1 + √
λrψ−1uj3e−jζ

; β = ui1 − √
λrψui3e

−jζ

uj1 − √
λrψ−1uj3e−jζ

; Ps = λi; Pd = λj; λr = λi/λj (14)

The coefficients ψ and ζ are components of the identity matrix introduced by Yam-
aguchi [16]. Finally, the residualmatrices are compared and theminimum residualmatrix
corresponds to the optimal parameter set. Based on the obtained parameters, the forest
height can be estimated by the difference between canopy phase and surface phase, as
in Eq. (15)

hv = φv − φ0

kz
(15)

with φv, kz are tree canopy phase, vertical wavenumber and φ0 is surface phase obtained
by using coherence set method [17].

The implementation steps of the proposed approach are summarized in Fig. 2.
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Fig. 2. Flowchart of the proposed approach

4 Applied Data Set and Experimental Results

To assess the effectiveness of the proposed method, a data set that is acquired from
PolSARProSim software [18] is applied. The software performs data processing and
it can generate simulated forest scenarios with similar parameters in actual scenarios.
Accordingly, we created a forest scenario called HEDGE with an average tree height of
18 m. Forest area is 0.82745 Ha and tree density is 1000 stem/Ha. This is a sloped forest
area with a slope in the azimuth of 16.7◦ (30%) and the slope in the direction of the range
is 11.3◦ (20%). The interferometry polarimetric radar system is operated at frequency
of 1.3 GHz and incidence angle of 45° when considering different soil conditions. The
horizontal baseline is 15 m and the vertical baseline is 1.5 m. Azimuth resolution is
1.5 m whereas slant range resolution is 1 m.
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The image of Pauli coded forest scenario is shown in Fig. 3 with an image size of
133 × 169 pixels in the range and azimuth direction, respectively. In this paper, we
extract the results for analysis along the transect marked by the red line.

Fig. 3. Pauli coded forest image (Color figure online)

Figure 4 shows the tree forest height estimated by the optimal eigenvalue-based
decomposition approach. The tree height obtained is completely consistent with it in a
simulated scenario. In this picture, most peaks of the tree height are located at 18 m. At
some pixels, tree height is estimated to be higher but still less than 22 m. Therefore, we
can conclude that the estimated results from the proposed method are relatively accurate
with small error rates.

Fig. 4. The tree forest height estimated by the proposed approach

In order to further demonstrate the effectiveness of the optimal eigenvalue-based
decomposition method, we implement comparing the results of the optimal eigenvalue-
based decomposition approach with those obtained from the 3-stage inversion method
[19]. This comparison is conducted in the 86th row of the transect line. The results are
detailed in Fig. 5 and Table 1.
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Fig. 5. The comparison of the results obtained from two methods

Table 1. The parameters are estimated by two methods

Parameter Forest height hv
[m]

φv
[rad]

Average errors
[m]

RMSE (hv)
[m]

True 18 −0.157 0 0

Three - stage inversion 19.7325 −0.1218 1.5237 2.7052

Optimal eigenvalue-based
decomposition method

17.5339 −0.1425 0.5788 2.5641

As mentioned in [19] by Cloude and Papathanassiou, the 3-stage algorithm performs
forest height estimation by using a look-up table (LUT) to compare with the volume
coherence. The accuracy of this algorithm depends onmodel predictions [19]. Therefore,
the estimated results using thismethod aremore inaccurate. Based onmathematical prin-
ciples of eigenvalue analysis, the proposed method determined the optimal parameters
for forest vegetation on sloped terrain. Therefore, the estimation results are significantly
improved. This improvement is clearly shown by the parameters obtained in Fig. 6 and
Table 1.

Fig. 6. The survey area: (a) HH polarized image and (b) the result of the proposed method
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Next, we apply the proposed method to the satellite data set obtained from the ALOS
system/PALSAR on March 12, 2007 for the first time and the second time on April 27,
2007. These include a pair of images of the jungle area at Kalimantan (1150 13′ 19′′N,
1° 0′ 57′′E), Indonesia. PolInSAR satellite system is operated at 1.3 Ghz frequency with
baseline is 330 m and incidence angle is 21.5°. Figure 6a shows the HH polarized image
of the survey area which is 375 × 384 pixels in size and the result of the proposed
method is shown in Fig. 6b. This figure proves that most tree height on forest areas is
approximately 20m. Table 2 shows the detailed results in the forest parameter estimation
using the proposed method for the survey area.

Table 2. Forest parameter estimation for survey area

Average height [m] Fraction fill canopy rh RMSE (hv) [m] Volume phase [rad]

19.6942 0.4310 4.3976 0.0079

The amplitude of the ground, double-bounce and volume scattering mechanisms are
shown in Fig. 7(a) and 7(b). For VV polarization channel, the volume scattering is the
dominant component. For HH cross-correlation polarization channel, the contribution
of the double-bound scattering component increased significantly. However, due to the
slope of the terrain, this scatteringmechanism is still not dominant in the vegetation areas
and the contribution of volume scattering is still the largest. These results are completely
consistent with the definition of Fresnel coefficients, in which the HH contribution
exceeds the VV contribution.

Fig. 7. Amplitude contributions of the three scatteringmechanisms to the (a)HH, (b)VVpolarized
channel

5 Conclusion

A method for estimating vegetation parameters over forest mountain areas based on
optimal eigenvalue-based decomposition technique has been proposed in this paper.
The proposed decomposition method is implemented by introducing a simplified Neu-
mann scattering model to fit the observed data on sloped terrain. Forest parameters were
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obtained by the optimal eigenvalue analysis technique. In addition, scattering power
and the contribution of scattering components are also estimated. Simulated data and
experimental data from satellite system have been used to test this optimal eigenvalue
algorithm.Obtained results indicated that vegetation parameters can be extracted directly
and accurately. In the future, experiments will continue to be carried out on different
terrains to more fully assess the effectiveness of the proposed method.

Acknowledgments. The research was funded by the Vietnam National Foundation for Science
and Technology Development (NAFOSTED) under Grant No. 102.01-2017.04.
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Abstract. The Extended 3-stage method has somewhat improved the precision
of estimating forest parameters of the traditional 3-stage inversion method. How-
ever, the topography phase and optimal volume coherence coefficient determined
by this method are not really optimal, that lead to the forest parameters estima-
tion of this method is unstable and inaccuracy. Therefore, this paper proposes an
improved forest height inversion method by dual-polarization channel PolInSAR
data to enhance the precision of forest parameters extraction. In the suggested
approach, the surface phase is calculated based on the mean coherence set theory.
A comprehensive search method is then proposed to determine the polarization
channels corresponding to the optimal polarization channel coherence coefficients
for the volume scattering component. The effectiveness of the suggested approach
was assessed with simulation data from PolSARprosim 5.2 software. The empiri-
cal results show that the suggested approach not only improves the effectiveness of
the forest parameters estimation of the extended 3-stage method but also reduces
the complexity in the calculation.

Keywords: Dual-polarization PolInSAR · Extended 3-stage inversion method ·
Forest height · Mean coherence set · Ground phase estimation

1 Introduction

Forest height is one vital parameters to serve forest management, monitoring and protec-
tion activities. Along with the strong development of science-technique and technology,
many methods have been applied to improve the effectiveness of the mentioned activi-
ties related to forest. Currently, the polarimetric interferometry synthetic aperture radar
(PolInSAR) system still shows superior advantages in extracting forest parameters [1–3].
The fully polarimetric PolInSAR system provides full information and a more complete
description of the vertical structure of the forest. However, it does not have high res-
olution and its viewing area is not large compared to the dual-polarization PolInSAR
system. Hence, the dual-polarization PolInSAR system can meet the requirements of
large-scale surveys and global survey. In recent years, there has been a great deal of
researches on estimating forest height using dual-polarization PolInSAR images [4–6],
which shows a great potential of this technique. Nonetheless, the previously introduced
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method mainly performed calibration based on the combination of HH and HV polar-
ization channels without any process of optimal region coherence. Therefore, the region
coherence with few polarization channels can results in instability and inaccuracy for
the extraction of forest parameters. In 2016, Fu Wenxue suggested the extended 3-
stage inversion manner [5] by dual-polarization PolInSAR data. This method somewhat
improved on two disadvantages of the previously suggested approaches: (1) an opti-
mization coherence process with the line fit method to estimate the surface phase; (2)
optimal search technique is introduced to estimate polarimetric coherence coefficient
for the volume scattering component. The extended 3-stage inversion method has sig-
nificantly improved the effectiveness of estimating forest parameters compared to the
3-stage inversion approach. However, this method still has some drawbacks. Firstly, this
method used four polarization channels γ̃opt1, γ̃opt2, γ̃HH and γ̃HV for ground phase
estimation but the accuracy was not high. In addition, the process of determining this
parameter is time-consuming and increases the complexity of the algorithm. Secondly,
one of the two optimumpolarization channels

(
γ̃opt1, γ̃opt2

)
will be selected as the polar-

ization channel for the volume alone scattering component, which causes large errors
when calculating forest height.

From the mentioned reasons, this article suggests an advanced forest height conver-
sion method using dual-polarization channels PolInSAR data for accuracy improvement
in extracting forest parameters. In the suggested approach, the topography phase is esti-
mated based on the mean coherence set theory. This method not only improves the
accuracy of the topography phase estimation, but also minimizes the computation com-
plexity of the suggested approach. After that, a comprehensive search method to identify
the polarimetric channels corresponds to the volume scattering component. Finally, the
forest height is extracted by comparing the forecastmodelwith the optimal volumecoher-
ence factors for the scattering component directly from the canopy. Thus, the suggested
approach not only improves the efficiency of the extended 3-stage inversion method, but
also lessens the complexity in the calculation.

2 Methodology

2.1 The Complex Interferometry Coherence Coefficient of the Dual-Polarization
PolInSAR System

In comparison with the full polarization PolInSAR system, scattering vector of the
2-polarization channels PolInSAR system will not have the VH and VV polarization
components. So, its scattering vector is expressed as follow:

�k1 = √
2
[
S1HH S1HV

]T

�k2 = √
2
[
S2HH S2HV

]T (1)

Then, the coherence matrix and cross decorrelation matrix of dual Pol - PolInSAR
system become level 2 square matrices as follows:

[T4] =
〈�k.�kH

〉
=

[
T11 �

�H T22

]
with �k =

[ �k1
�k2

]

(2)
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The complex interferometry coherence coefficient of the dual-polarizationPolInSAR
system is presented as Eq. 3.

γ̃ ( �ω) = �ωH
1 � �ω2√〈 �ωH

1 T11 �ω1
〉 〈 �ωH

2 T22 �ω2
〉 = �ωH � �ω

�ωH T �ω (3)

Where �ω1 = �ω2 = �ω are 2-dimension complex unitary vectors, the superscript
“H” denotes complex conjugation and transposition and T = (T11 + T22)/2.

2.2 Estimating Ground Phase Based on the Mean Coherence Set Theory

Tabb and Flynn are pioneers in applying the numerical range theory of square matrix in
analyzing and processing PolInSAR data [8, 9]. The shape of coherence region in the
complex plane will then be extracted by using phase density function of the complex
interferometry coherence coefficients. Thus, the complex coherence coefficient of dual-
polarization PolInSAR data was defined as Eq. 4.

γ̃ ( �ω) = �ωH � �ω
�ωH T �ω = �νHi .H .�ν (4)

In which H = T
1
2 � T

1
2 , �ν =

√
T . �ω

�ωHT
1
2 �ω

and �νHi .�ν = 1.

According to the numerical range theory of square matrix, coherence set of all
complex interferometry coherence coefficients is defined as below:

� =
{
�νH .H .ν : �νH .�ν = 1, �ν ∈ C

2
}

(5)

The Eq. (5) has the similar form with the numerical range theory of a square matrix
[A]

(
A ∈ C

2×2
)
. Then, we have the numerical range of A matrix as follow:

[A] =
{
xnA.x : xH .x = 1, x ∈ C

2
}

(6)

Therefore, according to the theorem of numerical range of the matrix, the theo-
rem of numerical distance of matrix H is a convex contour of its eigenvalues. Without
the loss of generality, we assume that matrix H have two eigenvalues λ1 , λ2 with
(arg(λ1 ) < arg(λ2)). In fact, λ2 is very close to the value of γ̃HV [7]. Therefore, when
connecting two points λ1 , λ2 we get a straightforward line intersecting the complex
unit circle (CuC) at two positions and one of these two positions will be the topography
phase. Then the terrain phase will be determined as formula (7).

φ0 = arg{λ1 − λ2(1 − B)} (7)

Wherein, B is defined as follow:

a0B
2 + a1B + a2 = 0 ⇒ B =

−a1 −
√
a21 − 4a0a2

2a0
(8)

With a0 = |λ2|2 − 1, a1 = 2Re{(λ1 − λ2)λ2} and a2 = |λ1 − λ2|2 (9)
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2.3 Estimating Forest Parameters by the Polarimetric Channel Comprehensive
Search Method

To overcome the drawbacks of the extended 3-stage inversion method, we propose a
comprehensive search method to find an optimum polarimetric channel of which there
is at least the contribution of surface scattering component.

Fig. 1. Schematic representation of the optimization procedure of the mentioned method.

Equation (6) shows that the complexvolumecoherence factor of the dual-polarization
PolInSAR system is a factor, which depends on polarization vectors. In this case, the
polarization vector is a 2-dimension complex unitary vector and is represented as follow:

�ω = [
cosα sin α ejψ

]T
(10)

Where α and ψ are real coefficients that satisfy the conditions in Eq. (11).
{
0 ≤ α ≤ π/2

0 ≤ ψ ≤ 2π
(11)

In this paper, we suggest a comprehensive search method to find a complex inter-
ferometry coherence coefficient representing for volume alone scattering component.
This mean that, we search for the complex unitary vectors �ω to determine all phases of
the coherence coefficient on the ambiguity area (the green domain in Fig. 2). For this
purpose, we allow values (α, ψ) to vary within their value range. After that, a set of
complex interferometry coherence coefficients γ̃c( �ω) will be determined according to
the following condition.

φ1 > arg(γ̃c( �ω)) > φHV (12)

In which φ1 is the phase respective to the second position between the coherency
straight line and CuC, as is depicted in Fig. 1.
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With the set of complex coherence coefficients γ̃c( �ω) satisfying the condition (12),
we can completely estimate the HV and HH polarization channels from the Eq. 13.

{
γ̃HH_est = ejφ0

[
γ̃c( �ω) + LHH ( �ω)(1 − γ̃c( �ω))

]

γ̃HV_est = ejφ0
[
γ̃c( �ω) + LHV ( �ω)(1 − γ̃c( �ω))

] (13)

In which, the distance between the estimated channels and the two polarization
interferometry channels is as follow:

{
d1 = ∣∣γ̃HH − γ̃HH_est

∣∣

d2 = ∣∣γ̃HV − γ̃HV_est
∣∣ (14)

The coherence coefficient of the optimum polarization channel γ̃c_opt
( �ωopt

)
will then

be determined according to condition (15).

min
α,ψ

∥∥∥∥∥

2∑

i=1

di

∥∥∥∥∥
(15)

After that, a look-up table (LUT) for volume only coherence is developed based on
formula (3). Finally, forest height and the mean extinction coefficient will be extracted
by comparing the coherence coefficient of the optimal polarization channel γ̃c_opt

( �ωopt
)

with values in LUT.

3 Experimental Result

The effectiveness of the suggested approachwas assessedwith simulation data generated
from PolSARProSim 5.2 software [10]. Simulation data is received from the PolInSAR

Fig. 2. Pauli image of the surveyed forest area (Color figure online)
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band L system at the central frequency of 1.3 GHzwith baseline of the 20 m horizontally
and the 1.5 m vertically. The surveyed forest area has an average wood height of 20 m
over place on a relatively flat terrain. The surveyed forest covers an area of 2,8274 Ha
with a distribution of 900 trees per hectare. Figure 2 illustrates a Pauli color image of
the observed forest area of 221× 259 pixels. The effectiveness of the proposed model is
assessed by comparing the results of the suggested approach with the extended 3-stage
inversion manner [5].

Figure 3 is a chart comparing the topology phase that is detected by the proposed
manner (the black line) and the extended 3-stage inversion algorithm. It can be seen
that the estimated ground phase of the mean coherence set method has an average of
0.0982 rad and fluctuates quite close to the true topology phase. Meanwhile, what is
estimated by the line fit method has an average of 0.1585 rad and usually oscillates over
a relatively wide range and it has a large error compared to the true topology phase.
Thus, the ground phase estimated by the suggested approach gives higher precision and
reduces the computation time compared to the extended 3-stage inversion method.

Fig. 3. The chart of estimated ground phases of the two methods.

Figure 4 is a line chart comparing the detected forest heights from the suggested
approach (red line)with the extended three-stage inversionprocedure (blue line). Figure 4
indicates that the average estimated forest height of the suggested approach fluctuates
steadily around the height of 20m (except for some pixels that exceed 21m).Meanwhile,
the volume height estimated by the extended 3-stage inversion procedure often oscillates
strongly in the range of 16 m to 19.5 m (Especially, there are some pixels lower than
12 m). Although this method has significantly improved the accuracy better than the
traditional 3-stage method. However, the estimated forest height has not yet been highly
effective and stable.

Table 1 shows the forest height estimated by the extended 3-stage inversion manner
and suggested approach with average values of 18,696 and 19,629 m, respectively. With
the actual forest height in the simulation data of 20 m, we can see that the accuracy of
the tree height estimated by the suggested approach is higher than that in the extended
3-stage inversion method of 4.67%. In addition, an important parameter representing the
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Fig. 4. A graph comparing the height of forest estimated by 2 methods. (Color figure online)

accuracy of the forest height estimated by the two methods is the root mean square error
(RMSE). That are of 3,062 m and 1,582 m, respectively. The value of the suggested
approach is smaller, meaning that the efficiency of volume height estimation of this
method is higher than the extended 3-stage inversion method. Furthermore, the other
parameters in Table 1, including the surface phase and the mean extinction coefficient
estimated by the suggested approach, also show high accuracy and are close to these
values of the system.

Table 1. Forest height estimation for two approaches.

Parameters True values Extended 3-stage inversion Proposed manner

hv [m] 20 18.696 19.629

φ0 [rad] 0.0875 0.1343 0.0948

Mean extinction σ [dB/m] 0.156 0.264 0.185

RMSE [m] 0 3.062 1.582

Accuracy [%] 100 93.480 98.145

hv [m] 20 18.696 19.629

Figure 5 (a) is a 2D image and Fig. 5 (b) is a 3D image describing the wood height
in the entire surveyed forest detected from the suggested approach. It can be seen that
the pixels are shown in 2D and 3D, they are mostly concentrated at 20 m approximately
(there are some pixels higher than 20 m but not significant). From the results shown in
Fig. 5, the suggested approach is relatively accurate and reliable.

After that, to analyze the influence of tree species on the accurate forest height
retrieval of the suggested manner, we apply the proposed manner and the extended
3-stage inversion method with the simulated forest areas having different tree species
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Fig. 5. Forest height is estimated by the suggested approach.

(coniferous forests, mixed forests and broadleaf forests). In the simulation data, we only
change the tree types, the other parameters remain unchanged. Figure 6 describes the
forest height estimated by two methods with three different tree species. We can see
that the forest tree species of the conifer family (Pine) often cause large errors for the
estimated results in both methods. Themain reason is that with the forest trees belonging
to the conifer family, scattering waves easily penetrate to the ground and then the central
phase of ground scattering and mass scattering components are relatively close together.

Fig. 6. The chart compares the forest height estimated by twomethods with different tree species.

In contrast, with the forest area consisting of mixed trees (Hedge) and broad canopy
trees (Deciduous), the radar waves are almost difficult to penetrate the canopy to affect
the ground. That mean, the most radar microwaves scatter at the peak of the foliage so
the center phase of these two scattering components is relatively far apart. However, in
this case, the density of selected forest trees for simulation data is 900 trees/Ha. At that
time, radar microwaves will not only be able to penetrate to the surface but also scatter
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on the canopy. Therefore, the backscattering signals will be received well and the center
phase deviation of the volume alone scattering and surface scattering is not too close
or too far, and it ensures that the calculation of the forest parameters is correctly. From
the above analysis, it can be concluded that the forest tree species is also a parameter
that has an effect on the effectiveness of the estimated forest height. Figure 6 presents
the results of estimating forest height of the two methods with changes corresponding
to the simulation data of each different tree species. However, because the density set
for the initial simulation data was 900 trees/Ha, it was relatively favorable with the
backscattering of radar waves. Therefore, the estimated forest height results in this case
are not much changed. From this figure, it is again shown that the estimated forest height
of the proposed algorithm is always more accurate and flexible than the extended 3-stage
manner.

4 Conclusion

The paper has researched and developed an accurate method for estimating forest height
from dual-polarization PolInSAR images. In the suggested approach, the terrain phase
is first determined based on the mean coherence set theory. Then a comprehensive
polarization channel search method is proposed to extract forest height and average
wave penetration factor. The experiment results indicate that the accuracy of forest height
detected by the suggested approach was enhanced by around 4.65% in comparison with
the extended 3-state one. In the incoming years, the suggested approach can possibly be
applied to different types of data and in different forest areas to optimize the efficiency
of suggested approach.
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Abstract. Recently, the server virtualization (hypervisor) market is
growing up fast because server virtualization has many benefits. More
and more businesses use hypervisors as an alternative solution to a phys-
ical server. However, hypervisors are more vulnerable than traditional
servers according to recent researches. Therefore, stand on the position
of a system administrator, it’s necessary to prepare for the worst cir-
cumstances, understand clearly, and research for new threats that can
break down the virtual system. In this paper, we attempt to perform
TCP ACK storm based DoS (Denial of Service) attack on virtual and
Docker networks and propose some solutions to prevent them.

Keywords: DoS · Hypervisor · TCP · ACK storm · Virtual network ·
Docker network

1 Introduction

1.1 Overview

Network security is one important aspect of many aspects that a system admin-
istrator is interested in because there are many potential cybersecurity threats
to a hypervisor system [9–12]. The DoS/DDoS attack is one of those threats [8].
In 2019, Imperva [1] had reported an SYN DDoS attack in which 500 million
packets per second (PPS) in January and another in which 580 million pack-
ets per second (PPS) in April. Each of the packets was thought to a median
number of 850 bytes per packet. That means that 580 million 850-byte packets
would result in about 3944 Gbps of data targeting your network protocol every
second to render it unresponsive. Previously, in 2018, the GitHub DDoS Attack
was recognized as sustaining a 1.35 Tbps (with 129.6 million PPS) attacks with-
out the help of botnet. “Size” of DDoS attack is increasing year by year and
cost businesses thousands to millions of dollars in losses. To prevent and min-
imize the DoS/DDoS attack’s sabotage, analyzing more types of DoS attack
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and is necessary. In this paper, we attempt to perform TCP ACK-Storm based
DoS attack on virtual and Docker networks. Besides, we propose a new attack
method based on ACK-Storm DoS attack with FIN-ACK packets which can
make vSwitch/vBridge fall into a state of port-exhaustion in a period of time.

1.2 Our Contributions

In our knowledge, the research on the attacks to the vSwitch/vBridge of hyper-
visor systems and docker systems is not focused on, especially on the docker.
Therefore, real services deployed on hypervisor systems or docker systems are
vulnerable to attack via a network. That is the motivation of our paper to
research the related network attacks on such systems. In summary, we briefly
introduce our contributions in this paper as follows:

1. We propose to attempt DoS attacks using FIN-ACK storm on services
deployed on virtual systems so that service providers understand the risks,
and security vulnerabilities when deploying the services in a virtual environ-
ment. That implies that real applications deployed on virtual systems can be
easily attacked by hackers via the Internet.

2. The DoS attacks proposed on the Virtual Machine and Docker systems in
this paper is the first attempt that is made to prove feasible when a hacker
wants to attack services on a hypervisor system.

3. We propose a new attack method based on ACK-Storm DoS attack with
FIN-ACK packet which can make vSwitch/vBridge fall into a state of port-
exhaustion in a period of time.

4. Based on these attack experiments, our paper also offers some solutions to
prevent and decrease the destruction of these types of attacks in real appli-
cations.

1.3 Roadmap

The rest of this paper is organized as follows: In Sect. 2, a brief overview of the
related works are presented. We focus on the explanation of the ACK-Storm DoS
attack and the FIN-ACK-Storm DoS attack. To illustrate, In Sect. 3 and Sect. 4,
the detail of the proposed DoS attacks on the hypervisor systems, VMware
and Docker, is explained. Based on our experimental attacks, the simulation
results and discussion are shown. Furthermore, In Sect. 5, we assess the feasibility
of the Ack-Storm DoS attack on hypervisor systems. Finally, Sect. 6 gives the
conclusions of this paper.

2 Related Works

2.1 Transmission Control Protocol - TCP

TCP is a Connection-oriented transmission protocol, it establishes connection
channel before transferring data. Through TCP, applications on networked
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Fig. 1. TCP Three-step Handshake - Establish TCP connection

servers can communicate with each other, through which they can exchange data
or packets. This protocol ensures reliable data delivery to the receivers. More-
over, TCP has the function of distinguishing between data of many applications
(such as Web services, Email services, and so on) simultaneously running on the
same server. The operation of the protocol TCP is described in the RFC-793 [7].
Nowadays, TCP is still widely used in many server systems.

Three-Step Handshake. Three-step handshake, or maybe called a Three-way
handshake, is used in TCP to establish a connection. TCP uses passive open,
a server bind to and listens to a port before a client tries to connect to the
server. A client may start an active open after the passive open is established.
The three-step handshake occurring in three steps (see Fig. 1) can be described
as follows:

1. The client, who wants to connect to the server, sends a TCP packet to the
server with a random value A for the segment’s sequence number (SEQ) and
a bit SYN set. This packet is called a SYN packet (1).

2. After the server receives the SYN packet, it responds to the client a TCP
packet with a random value B for SEQ number, the acknowledgment number
is set to one more than the received sequence number (A+1), and two-bit
SYN, ACK are set. This packet is called a SYN-ACK packet (2).

3. Finally, the client sends an ACK packet (3), which has the acknowledgment
number is set to one more than the received sequence number (B+1), the
sequence number is set to the received acknowledgment value (A+1), and
only bit ACK set.

Four-Step Handshake. Four-step handshake, or four-way handshake, is used
to terminate TCP connection with each side of the connection terminating inde-
pendently. It occurs as follows:
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Fig. 2. TCP Four-step Handshake - Terminate TCP connection

1. When one party X of a TCP connection wants to terminate its half of the
connection, it sends to the other endpoint a FIN packet, which has FIN bit
set, the SEQ number (A), and ACK number (B) depending on the current
state of the TCP connection. Then it enters the FIN-WAIT-1 state.

2. The other endpoint Y receives the FIN packet, free up its buffer, and responds
an ACK packet, with acknowledgment number is more one than the received
sequence number (A+1) and the sequence number is set to the received
acknowledgment value (B). It enters the CLOSE-WAIT state. After receiving
the ACK packet from endpoint Y, endpoint X enters the FIN-WAIT-2 state
from the FIN-WAIT-1 state. The connection from endpoint X to endpoint Y
is terminate, but the connection from endpoint Y to endpoint X still opens,
this is the half-close connection.

3. Endpoint Y sends a FIN packet to terminate the connection from endpoint
Y to endpoint X and wait for an acknowledgment from endpoint X.

4. Finally, when endpoint X receives the FIN packet from endpoint Y, it enters
the CLOSED state.

2.2 Vmware Workstation [4]

Virtual Machines (VMs). Virtual machines are software computers that
provide the same functionality as physical computers. They are based on com-
puter architectures but they behave as separate computer systems. With them,
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the users could run different software requesting different environments without
conflict at the same time. They bring many benefits for users and businesses:
Reduced hardware costs; Faster desktop and server provisioning and deployment;
Small footprint and energy saving; Increasing IT operational efficiency, and so
on.

Hypervisor. A hypervisor, called a virtual machine monitor (VMM), can be
hardware, software, or firmware that provides virtualization capability. A hyper-
visor allows one host computer, which the hypervisor operates in, to support
multiple guest VMs by virtually sharing its resources such as memory and pro-
cessing, and so on. According to the resources that have been allocated for
each virtual machine, the hypervisor gives and manages the scheduling of VM
resources against the physical resources. The hypervisor has two types: type
1,“bare metal”, run directly on the host’s hardware, like an operation system,
while type 2, “hosted”, run as software on an operating system, as an appli-
cation. What type of usage is based on the purpose and need of the user and
businesses.

Virtual Switch (vSwitch). A virtual switch is a software application that
allows communication between virtual machines, between the physical machine
and virtual machines. It directs the communication on a network in an intelli-
gent way by ensuring the integrity of the virtual machine’s profile, which includes
network and security settings checking data packets before moving them to a des-
tination. A virtual switch is completely virtual and can connect to a network
interface card (NIC). The vSwitch merges physical switches into a single logical
switch. This helps to increase bandwidth and create an active mesh between
a server and switches. It also helps in easy deployment and migration of vir-
tual servers, allows network administrators to manage virtual switch deployed
through a hypervisor, and easy to roll out new functionality, which can be hard-
ware or firmware related.

Virtual Network - Network Virtualization. Network Virtualization is a
method of splitting up the available bandwidth into channels to combine avail-
able resources in a network. Each of the channels can be assigned (or reassigned)
to a particular server or device in real-time and is independently secured. The
main idea of Network virtualization is that virtualization disguises the true com-
plexity of the network by splitting it into manageable parts, like a partitioned
hard drive, making it easier to manage files. Every subscriber has shared access
to all the resources on the network from a single computer.

2.3 Docker [5]

Docker Engine - Docker Daemon. Docker Engine, which may be called
Docker Daemon, is a background-running service that manages everything



248 K. Tran Nam et al.

required to run and interact with Docker containers on the host operating sys-
tem. It’s used to run Docker containers which bundled up all application depen-
dencies inside. Docker Engine enables containerized applications to run anywhere
consistently on any infrastructure. Docker Daemon communicates directly with
the host operating system and knows how to ration out resources for the run-
ning Docker containers. It’s also an expert at ensuring each container is isolated
from both the host OS and other containers. In simple terms, it replaces the
hypervisor.

Docker Container Image. Docker container image, or Docker image, is a
lightweight, standalone, executable package of software. It includes code, run-
time, system tools, system libraries, and setting files - all things needed to run
an application. There are many Docker images available that could be used to
rebuild new images or deployed Docker containers.

Docker Container. A Docker container is an instance of a deploying Docker
image. But we could modify Docker containers. Multiple containers can run
on the same machine at the same time and share the OS kernel. They run as
independent processes in userspace. Containers take up less space than VMs,
can handle more applications, and require fewer VMs and Operating systems.

Docker Network. The Docker networking philosophy is application-driven.
Docker network isolation achieved using Network namespace. Typically, Ser-
vices gets separate IP and maps to multiple containers. Microservices done as
Container puts more emphasis on integrated Service discovery. As the Container
scale on a single host can run to hundreds, host networking has to be very
scalable.

Virtual Bridge (vBridge). A virtual bridge (vBridge), which may be called
Network bridge or Linux bridge, is a piece of software used to unite two or more
network segments. It works like a virtual network switch (vSwitch) and working
transparently [13,14]. In Docker container built with a Linux image base, the
Docker network is managed by vBridge.

2.4 Network and Port Address Translation [6]

Network Address Translation - NAT. Network Address Translation (NAT)
is a technique that allows one or more internal IP addresses to be converted to one
or more external IP addresses. This technique makes a device in a local/private
network could connect to the public network (Internet). NAT is responsible for
transmitting packets from one network layer to another in the same network.
NAT will make changes to the IP address inside the packet. Then move through
routers and network devices. On the contrary, when the packet is transmitted
from the internet (public) back to the NAT, NAT performs the task of changing
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the destination address to the IP address inside the local network and sending it.
Moreover, NAT can act as a firewall. It helps users secure computer IP informa-
tion. Specifically, if the computer is having trouble connecting to the internet,
the public IP address (previously configured) is displayed instead of the local
network IP address.

Port Address Translation - PAT. Port Address Translation (PAT) is an
extension technique of NAT which could help multiple devices on a local/private
network connect to the public network by mapping their local IP address to
a single public IP address and specific ports. With each set of local-IP:local-
port is mapped to a public IP address with a specific port, multiple devices
could communicate with the Internet with the corresponding ports provided to
them. This technique could conserve IP addresses but the number of ports is not
unlimited, only 65,536 ports so there can be a theoretical maximum of 65536
PAT entries at a time for each inside global address. If an attacker can occupy
all 65,536 ports, there is a port-exhaustion, and no communications can be made
between local devices and the public network.

2.5 Original ACK-Storm DoS Attack

The original idea [2] is suggested by Mr. Abramov and Prof. Herzberg depending
on the vulnerable handle exceptions of TCP that described on page 72 of RFC
793 [7] about TCP: when a TCP connection is in the ESTABLISHED state
received a packet with not-yet-sent acknowledges data SEG.ACK > SND.NXT
(Acknowledgement from the receiving TCP higher than the sequence number
of the next byte of data to be sent to the other), the received one handle as
follows: Send an ACK (with the last sent SEQ/ACK number) to another party of
connection, then drop the segment and return. In particular, ignore the payload
in the segment. However, this state has a timeout and stopped when the timer
reaches the timeout. For raising the basic ACK-storm DoS attack (Two Packets
ACK Storm), the attackers act as the following scenario:

1. Pick up (at least) one packet from a TCP connection between a client and a
server (Just need to eavesdrop one packet and do not need any impacts on
the connection).

2. Generate two packets, each addressed to one party, and with a sender address
of the other party (i.e. spoofed). The packets must be inside the TCP windows
of both sides. The packets should have content - at least one byte of data or
it will not be implemented.

3. Send the packets to the client and the server at the same time. The connection
will then enter an infinite loop of sending ACK packets back and forth between
both parties.
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Fig. 3. Experimental model - Three physical computers as above connected with each
other by a router Cisco 800 Series Routers CISCO881-K9, the C is attacker which can
eavesdrop and inject packets into TCP connection between Host A and Hypervisor B

2.6 ACK-Storm DoS Attack Using FIN-ACK Packet

Depending on Abramov’s idea [2], Son proposed another ACK-Storm DoS attack
[3] with the same mechanism, but the starting point is sparked by a couple of
FIN-ACK packets created by the same way when creating a couple of ACK
packets to trigger ACK-Storm DoS attack. According to the description in RFC-
793 [7] (p. 73): if a TCP connection is in CLOSE-WAIT state, it does the same
processing as for the ESTABLISHED state. That means if attackers force each
party running into CLOSE-WAIT, each party waits for an ACK packet (see
Fig. 2) never come but not-yet-sent ACK packet instead, then the ACK-Storm
DoS raised by two FIN-ACK packets starts. Because no timeout by default for
CLOSE-WAIT state, this DoS attack will never stop in theory, and parties of
the connection will stay in CLOSE-WAIT state forever.

3 Experiment in VMware Workstation

3.1 Experiment Original ACK-Storm DoS Attack

Environment for Experiment (see Fig. 3)

Hypervisor. We use VMware Workstation 14.1.1 installed Windows 10 64 bit for
Virtual Machine server B*.

Physical Computers. Host A and Hypervisor B have the same configuration
as follows: Window 10 64 bit, Chip Inter R© CoreTM i7-6700 CPU @ 3.40 GHz,
RAM 8 GB, the network interface is a 100 Mbps Ethernet adapter attached to
the PCI-E bus. And the attacker C is Windows 10 installed Python.
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Router. We use a router instead of the hub in Son’s experimental test because, in
reality, businesses use the router for establishing their LAN network or connect
to the Internet. The router here is a Cisco 800 Series Routers CISCO881-K9.

Attack Execution. We use a simple TCP connection created with socket
python (v3.7.3) scripts. For the experiment, we just let A and B* create a con-
nection with a Three-Way Handshake and pick up the last ACK packet from
the connection for SEQ and ACK sequence number. Then, in attacker C, we use
scapy1 to create a couple of fake ACK packets with source IP is one party and
destination IP is the other. We sent those ACK packets to each of the respective
parties.

In Line A. We captured about 55000 retransmitted ACK packets in 60 s while
the ACK storm was occurring. This result is similar to the results in previous
experiments of Abramov [2] and Son [3] but the number of packets is less because
of smaller Ethernet adapter bandwidth. However, task manager still displayed
the bandwidth used by VMware NAT services was 0.6 Mbps. This result is much
bigger than 120 bytes (two packets) sent by the attacker C.

In Line B. Only the first fake ACK packet, which we created, is forwarded to
virtual machine B* through vSwitch. No retransmitted ACK packet is directed
to virtual machine B*.

3.2 Experiment ACK-Storm DoS Attack Using FIN-ACK Packet

Environment for Experiment. We use the same environment with the exper-
iment of ACK-Storm DoS attack described above.

Attack Execution. We do the same action with the experiment ACK-Storm
DoS attack but we use a couple FIN-ACK packets instead of a couple of ACK
packets. It means that we just turn the bit FIN flag to 1 and keep all conditions
as the experiment ACK-Storm DoS attack as above.

Analysis. When each party received fake FIN-ACK packets, they respond with
invalid retransmitted ACK packets, and the ACK-Storm was begun.

In Line A. We captured about 86000 ACK retransmitted packets in 60 s (about
1434 packets per second) in Line A while the ACK storm was occurring. This
result is similar to the results in previous experiments of Abramov [2] and Son [3]
but the number of packets is less because of smaller Ethernet adapter bandwidth.
However, the task manager still displayed the bandwidth used by VMware NAT
services was 0.6 Mbps. This result is much bigger than 120 bytes (two packets)
sent by the attacker C. We keep experiment for 24 h and it’s still working. This
1 https://scapy.net/.

https://scapy.net/
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Fig. 4. Experimental model - Three physical computers as above connected by a router
Cisco 800 Series Routers CISCO881-K9, computer C is attacker which can eavesdrop
and inject packets into TCP connection between Host A and Hypervisor B. Docker
container B* use Nginx for server with the local port is 80 and the public port is 8080.

proves that Son’s hypothesis [3] is correct. The TCP connection is stuck in
the CLOSE-WAIT state while the process established TCP connection keeps
running. As the ACK-Storm activated by a couple of FIN-ACK packets can
be last forever, the attacker could completely raise DDoS attack to hypervisor
B and virtual machine B*. If an attacker could raise a DDoS attack with all
available ports, about 65500 ports, he could “play” a DDoS attack which 94
million packets per second (with 40 Gbps), and also cause the port exhaustion.

In Line B. As explained above, in the ACK-Storm DoS attack experiment, only
the first fake FIN-ACK packet, which we created, is forwarded to virtual machine
B* through vSwicth. Still, no retransmitted ACK packet is directed to virtual
machine B*, the same result with the ACK-Storm DoS attack. We assumed that
vSwitch responses all retransmitted ACK packets instead of virtual machine B*
as long as no RST request is sent between Host A and virtual machine B*. To
prove this, we try suspending virtual machine B*, the ACK-Storm attack still
going on. We keep experiment for 4 h more and the ACK-Storm attack is no
sign of stopping. When we resume virtual machine B*, nothing happens. This
is a feature of VMware workstation that prevent all invalid packets to virtual
machine inside it.

4 Experiment in Docker

4.1 Experiment Original ACK-Storm DoS Attack

Environment for Experiment

Hypervisor. We use Docker Desktop v2.2.0.5 with Docker Engine v19.03.8,
Docker Compose v1.25.4. We build a new image depending on base image
Ubuntu 18.04 and install Htop for monitoring the container’s activity. We also
use TCPdump for monitoring network flow, and use Nginx for server B.
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Physical Computers. Host A and Hypervisor B have the same configuration
as follows: Window 10 64 bit, Chip Inter R© CoreTM i7-6700 CPU @ 3.40 GHz,
RAM 8 GB, the network interface is a 100 Mbps Ethernet adapter attached to
the PCI-E bus. We use Windows 10 for attacker C.

Router We use a router for establishing a LAN network or connect to the Inter-
net. The router here is a Cisco 800 Series Routers CISCO881-K9.

Attack Execution. With TCP connection created by using Chrome to access
to the server Nginx in Container B* and do the same as experiment original
ACK-Storm DoS attack in VMware Workstation, we pick the last ACK packet
in the TCP connection between Host A and Docker container B* for obtaining
SEQ and ACK number. Then, we use scapy to create a couple of fake ACK
packets with source IP is one party and destination IP is the other. After that,
we send those ACK packets to each of the respective parties.

Analysis. When each party received a fake ACK packet, they responded with
invalid retransmitted ACK packets, and the ACK-Storm was begun. The ACK-
Storm was terminated by Host A (see Fig. 4) after 1 s while TCP connection was
timeout after 30 s.

In Line A. We captured about 550 retransmitted ACK packets in 1 s while the
ACK storm was occurring. 10 s later, Container B* send an RST-ACK packet.
The TCP connection timeout after 30 s. There are still some retransmitted ACK
packets generated by the original ACK-Storm attack but the retention time is
very short. This is because of Docker’s feature (or Nginx’s) when the container
received many retransmitted ACK packets with the same ACK/SEQ number.
This result is not as expected but still proves a flaw in TCP connection, which
was discovered by Abramov [2], when receiving not-yet-sent acknowledges data
packet.

In Line B. The same result with the experiment ACK-Storm DoS attack, only
the first fake ACK packet is forwarded to Docker container B* through vBridge.
No retransmitted ACK packet is directed to Docker container B*. It seems like
vBridge response all retransmitted ACK packets instead of Docker container B*,
same behavior with vSwitch.

4.2 Experiment ACK-Storm DoS Attack Using FIN-ACK Packet

Environment for Experiment. We use the same environment with the exper-
iment ACK-Storm DoS attack in Docker that’s described above.

Attack Execution. We do the same with the experiment ACK-Storm DoS
attack but we use a couple FIN-ACK packets instead of a couple of ACK packets.
It means that we just turn the bit FIN flag to 1 and keep all conditions as the
experiment ACK-Storm DoS attack as above.
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Fig. 5. TCP communication during the experiment in Docker with Ack packet

Analysis. When each party received fake FIN-ACK packets, they responded
with invalid retransmitted ACK packets, and the ACK-Storm was begun.

In Line A. We captured a few retransmitted ACK packets between Host A and
Container B* before Container B*’s side stopped responding.

In Line B. Same as above, in the experiment ACK-Storm DoS attack, only
the first fake ACK packet is forwarded to Container B* through vBridge. No
retransmitted ACK packet is directed to Container B*.

Propose. We tried to replace simple ACK packets for attacking by HTTP
packets. However, we got the same results as Subsect. 4.1 and 4.2. Because ACK-
Storm DoS attack with FIN-ACK [3] packet seem does not work with TCP
connection created by browsers like Chrome or Firefox and Nginx, we propose
a new attack method based on it: the attacker C create his own fake TCP
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connection with server B, send a fake FIN-ACK packet to server B after three-
ways handshake completed and constantly send fake retransmitted ACK packets
of the same format as retransmitted ACK packets of ACK-Storm DoS attack.
Server B, more specifically vBridge, will respond to them and stuck in CLOSE-
WAIT state. With a simple TCP connection, the CLOSE-WAIT state has no
timeout [7], so we assume server B may be stuck in CLOSE-WAIT state forever.
The detail of this attack method will be described in Subsect. 4.3.

4.3 Experiment ACK-Storm DoS Attack Using FIN-ACK Packet
and Fake Retransmitted ACK Packets from Attacker

Environment for Experiment. We use the same environment with the exper-
iment ACK-Storm DoS attack in Docker that’s described above (see Fig. 5) but
no Host A.

Attack Execution. We use scapy (version 2.4.3) to create a fake TCP connec-
tion with Container B* by Three Steps Handshake as follows:

1. Use scapy create a fake SYN packet manually with the destination is Con-
tainer B*, the source is attacker C, ACK number is 0, SEQ number is volun-
tary, and send to Container B*.

2. Capture response SYN/ACK packet from Container B* then create a fake
ACK packet depending on the SYN/ACK packet (use ACK and SEQ num-
ber).

3. Send the fake ACK packet to Container B* and the TCP connection is estab-
lished.

After that, we create a fake FIN-ACK packet as same as the previous experiments
and create a fake retransmitted ACK packets like attacker C received FIN-ACK
packet similar to Container B*’s. Then, we follow these three steps:

1. Send the fake FIN-ACK packet to the Container B*.
2. Send the fake retransmitted ACK packet to the Container B*.
3. Delay about 1 s and repeat step 2.

Analysis. When Container B* received the fake FIN-ACK packet, it switches
to CLOSE-WAIT state and responses with invalid retransmitted ACK packets.

In Line A. Whenever vBridge receives the fake retransmitted ACK packet from
the attacker C, it responses with invalid retransmitted ACK packets. While
the attacker C keeps sending fake retransmitted ACK packet to the Container
B*, the Container B* is stuck in CLOSE-WAIT state. But the attack does not
last too long as same as the experiment ACK-Storm DoS attack with FIN-
ACK packet [3]. After about 10 min, Container B* sends an RST packet to
close the TCP connection. In the experiment, we dump some FIN-PSH-ACK
packets but there are no signs of disconnection until the Container B* sends
RST packet suddenly. This might be a feature of vBridge when received too
many retransmitted ACK packets with the same ACK/SEQ number.
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Fig. 6. TCP communication during the experiment using FIN-ACK packet in Docker
with fake retransmitted ACK packets from attacker C

In Line B. Only valid packets are directed to Container B*, the same as the
result of the experiment ACK-Storm DoS attack. No retransmitted ACK packet
is directed to Container B*. It means that vBridge response all retransmitted
ACK packets instead of Container B* as long as no RST request is sent between
Host A and Container B* (Fig. 6).

5 Discussion

5.1 Feasibility

From the results of the above experiments, we have concluded that the ACK-
Storm DoS attack is possible with basic TCP connections in a virtualized envi-
ronment. Based on the vulnerability discovered by Abramov [2] described in RFC
793 [7] and based on the idea of developing a method of attack with FIN-ACK
packet of Son [3], an attacker can perform an attack which is made by creating
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a fake connection and sending packets just like a normal TCP connection being
attacked by ACK-Storm DoS using FIN-ACK packet.

In our experiment, this attack method is feasible even with virtualization
environments like Docker with Nginx for the server. However, in the default
configuration of Nginx, each state of the connection has a timeout setting so the
attack method using ACK packets is blocked and the risk of being attacked by
an attacker with the FIN-ACK packet is also limited. However, attacker C can
use a simple python script with scapy to create many connections to the server
on the Docker container that uses Nginx to occupy ports within 10 min and can
cause an issue, which is called port exhaustion, with vBridge when they combine
with a botnet. The time, just about 10 min, is not too long, but the damage to
businesses will not be small even though the cost of conducting the attack is not
very high. With this attack method, attackers do not need to eavesdrop TCP
connection but still can occupy port.

5.2 Countermeasures

As we mentioned above, in Sect. 3, the vSwitch (or the vBridge) responds (or
ignores) invalid packets instead of the hypervisor (or the container) and only
directs valid packets to the hypervisor. Therefore, the hypervisor will receive no
packets from the client during the ACK-Storm DoS attack. So, we can create a
timer running on another thread to count the time unresponsive from the client
and close that connection when “timeout”. Besides, we can create a duplicate-
ACK-checker to count the number of duplicate retransmitted ACK packets, when
the number reaches the maximum, the hypervisor creates its own RST-ACK
packet to force the connection stop completely.

5.3 Ethical Considerations

We disconnected the Internet when conducting our experiments and only tested
attacks with the lab computers during the process. These computers only con-
nected to each other during the experiment and did not connect even to the
university local area network. Therefore, our experiments are completely harm-
less to the Internet.

6 Conclusions

For well-known software built by professional teams, such as Nginx, this type of
attack is difficult to perform. However, its implications for the virtual server sys-
tem are still evident once it is successfully implemented. This paper emphasizes
the proper attention to handling timeout vulnerabilities with CLOSE-WAIT
state in TCP connection when building and developing new software using TCP
connection. This flaw could lead to an unlimited ACK-Storm DoS which could
harm servers. Finally, TCP is still an important protocol and is used in many
software, it was built long ago so inevitably there are vulnerabilities, so find the
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flaws and carefully study the vulnerabilities to find out methods to prevent and
fix these gaps are the necessary work of all information security experts. In this
article, we have focused on researching and analyzing deeply the ACK-Storm
DoS attack models of Abramov [2] and Son [3] as well as proposing a new attack
version to capture the network ports of a virtual server. In the future, we will
focus on researching other virtualized server systems such as Hyper-V, Oracle,
an so on, with these types of attacks as well as proposing new attack measures
and effective countermeasures.
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Abstract. Nowadays, food security is essential in human life, especially for poul-
try meat. Therefore, the poultry raising is growing over years. This leads to the
development of diseases on poultry, resulting in potentially great harm to human
and the surrounding environment. It is estimated that when the diseases spread,
the economic and environmental damages are relatively large. In addition, small-
scale animal husbandry and an automated process to identify diseased chickens
are essential. Therefore, this work presents an application of machine learning
algorithms for automatic poultry disease identification. Here, the deep convolu-
tional neural networks (CNNs) namely VGGNet and ResNet are used. The algo-
rithms can identify four common diseases in chickens namely Avian Pox, Infec-
tious Laryngotracheitis, Newscalte, andMarek against healthy ones. The obtained
experimental results indicate that the highest achievable accuracies are 74.1% and
66.91% for VGGNet-16 and ResNet-50 respectively… The initial results showed
positive results, serving the needs of the building and improving the model to
achieve higher results.

Keywords: Chicken · Disease · Pox · VGGNet · ResNet

1 Introduction

The population is growing in significant numbers, which boosts the demand for food and
requires a large amount of protein to support the whole of humanity [1, 2]. Estimates
of demand for poultry - representing a relatively healthy and efficient source of protein
to feed the world’s population will grow to more than 9 billion by 2050. This leads
to expected consumption demand that the world will consume 40% more eggs [3].
Vietnam is no exception, according to Vietnam Livestock magazine [4], the total meat
output reaches over 1 million tons of poultry, 11 billion eggs, thus poultry farming is
increasing to on average over 6% annually.
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In only 3 years 2016–2018, the total poultry population increased very high by
6.33%. In 2018, 317million chickens accounted for 77.6%, while laying hens accounted
for 22.44%. In Table 1, the number of broilers increased to 7.24% and the number of
laying hens also increased by 5.88% per year. This led to an increase in meat output to
6.46% and egg count to 13.30%. This shows that the demand for chicken products of
the world and Vietnam is huge. Therefore, the development of the poultry industry is
necessary. However, for the livestock industry to develop, it is necessary to pay attention
to the factors of nutrition, environment, seed quality, water quality, and, importantly, the
disease issue.

Table 1. Total number of samples of sick and normal chickens collected.

Label # Species

Normal chicken 130

Chicken with Avian Pox 145

Chicken with Infectious Laryngotracheitis 111

Chicken with Newscalte 65

Chicken with Marek 96

Total 547

The development of poultry industry has led to the development of a disease affecting
humans and poultry. In the world, the H5N2 pandemic on Turkey farms in the US in
2015 destroyed more than 47 million chickens in 21 states of the United States [5],
followed by the appearance of the influenza virus H7N9 in China [6]. In particular, in
Vietnam, according to the Department of Animal Health (Ministry of Agriculture and
Rural Development) [7] avian influenza A/H5N1 epidemic took place in Vietnam from
2014 to March 2019, each year nearly 90,000 poultry were culled, with 127 people
infected with bird flu and 65 people died from 2003 to April 2019, the amount spent on
prevention is about VND 180 billion per year. Besides, there are losses of other diseases
such as Newscalte,Marek, ILT, IC, etc. This shows that the need for predicting infectious
diseases in poultry is becoming feasible when the new technologies and algorithms can
build predictive models.

The detection of disease in chickens is a very urgent issue, but recent studies have
focused on solving detailed problems of the disease and its origin. In particular, the
study of Jake Astill et al. [8] to detect and predict new disease in poultry is based on
new technology of big data, but only focus on avian influenza virus. In this study, the
author Jake Astill focused on analysis and showed the need for a disease detection and
prediction systembased on gathering information frombig data and analysis. In addition,
big data is accompanied by data that changes during the prediction process based on
time-varying activities.

Unlike Jake Astill’s research, Hemalatha’s team [9] focused on the identification
of poultry diseases with machine learning methods such as Support Vector Machine
(SVM) with Gaussian Radial Basis Function (GRBF)) and Extreme Learning Machine
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(ELM).This studyuses gray-levelmatrices to calculatemeanvalues, standard deviations,
noise, etc. They used Matrix Mean Square Error method to evaluate the performance
of the Support Vector Machine model with Gaussian Radial Basis Function. However,
Hemalatha’s research stopped at detecting chicken pox in chickens. A new method to
mention is the identification of chicken disease based on its sound, Muhammad Rizwan
and et al. [10] used the extreme machine learning method extreme learning machine and
support vector machine to detect rales, it helps to detect healthy or sick chickens. To
conduct healthy and sick chicken stratification based on 20 min of recorded and labeled
data for 25 consecutive days, the results of the study show the potential for automatic
sound monitoring health of herd of chicken.

From the above analysis, it is feasible to identify disease in chickens with the devel-
opment of machine learning algorithms, including deep convolution neural networks
(CNN). Deep CNN [11] is a prediction algorithm using neural networks which is widely
used in data stratification, it consists of a CNN. When building the network, CNN was
developed from basic neural networks from 1 to 100 players, from there, it evolved into
many different architectures.

Therefore, the construction of a prediction system can be based on changes in depth
and width such as ResNet [12] or VGGNet [13] to classify images. Both algorithms are
easier to use in training deeper networks than previously used networks. Thus, it is used
in image classification studies [14–20]. In terms of the structure of VGGNet and ResNet,
there are relatively similar architectures with many stack layers, making the model learn
more deeply, but ResNet easily training with hundreds of layers.

Based on these important insights, we propose design recommendations to identify
disease in chickens. The contributions of this research are:

• Firstly, we have collected samples from chickens for use in the study, which can be
considered as a standard data set for comparison.

• Secondly, we propose a combination of deep CNN, namely ResNet and VGGNet, to
formulate ideas and foundations for building a toolkit that has never been done before.

• Thirdly,we obtained the results aftermaking the comparison, assessing the advantages
and disadvantages of the two models, thereby strengthening the theory about them.

2 The Proposed Methodology

2.1 ResNet Model

Deep residual network (ResNet) [12] is a network of many “Residual Units” stacked on
top of each other. Each unit can be expressed in general form as [21]:

yl = h(xl) + F(xl, Wl), (1)

xl + 1 = f (yl) (2)

where, are input and output of the ith units, and F is residual function.
In [2], h(xl) = xl is identity map and f is ReLU function [22].
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The main idea of ResNet is to find the residual function F related to h(xl), with the
main option to use mapping h(xl) = xl . The basic idea of ResNet is to use a uniform off
connection to cross one or more layers. Such block is called a residual block as shown
in Fig. 1.

Fig. 1. Residual learning: a building Identity block and convolutional block. Left: identity block;
Right: convolutional blocks.

Identity Block is the standard block used in ResNet and corresponds to the input
trigger case (a|i|) having the same size with trigger output (a|i+2|). One Identity Block
is defined as:

yl = Wsxl + F(xl, Wl) (3)

Here, xl and yl are the input and output vectors of the considered layers. F(xl, Wl)

function represents the rest of the learned model. I.e., in Fig. 1, there are two layers,
F = W2σ(W1xl)when σ represents rectified linear unit (ReLU) and errors are ignored to
simplify symbols. The expression F + xl are shown briefly connected and supplemented
for the elements. We adopt the second non-linear properties after addition. In Fig. 1,
Convolutional block is another block of ResNet. In general, Convolutional Block and
Identity Block are relatively similar. However, Convolutional Block has 1 CONV2D
block in shortcut path by applying linear projection Ws so that the dimensions match.
CONV2D in the shortcut path is used to change the input size to another size so that the
dimensions match the last addition before the shortcut path returns to the main path.

Based on that idea, the ResNet-50 model [16] is built with Convolution Block as
shown. In particular, the Convolutional Block is used to handlewhen the input and output
sizes do not match (Fig. 2). The ResNet block is divided into 5 stages corresponding to
the increasing order of the size of the set filters from the 2nd stage: [64, 64, 256], [128,
128, 512], [256, 256, 1024] and [512, 512, 2048].

Fig. 2. Building ResNet with 50 Players.
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2.2 VGGNet

The VGG network architecture (VGGNet) was introduced by Simonyan and Zisserman
[18]. VGGNet architecture (see Fig. 3) uses 3 × 3 convolutional layers stacked on top
of each other in increasing depth, which helps to minimize processing size. The two
classes are fully connected, each with 4,096 nodes which are then followed by a softmax
classifier, consisting of 138 million parameters. The design principles of VGGNets are
generally very simple: 2 or 3 layers Convolution (Conv) and followed by a Max Pooling
2D layer. Immediately after the last Conv is a Flatten layer to convert the 4-dimensional
matrix of the Conv layer to a 2-dimensional matrix. Following are the Fully-connected
layers and 1 Softmax layer. Because VGGNet is trained on the ImageNet data [28] set
of 1000 classes, the final Fully-connected layer will have 1000 units (Fig. 3).

Fig. 3. Illustration of the VGGNet architecture.

3 Experimental Setup

3.1 Data Collection

This research, with the support of animal experts at FVET Vietnam Co., Ltd., has col-
lected 600 picture samples of chicken diseases from 30 to 90 days old. The images were
randomly collected in the natural environment like in a barn, natural stocking, etc. The
photos have the same caption from the experts. At the end of the collection process, we
obtained a total of 547 samples with 5 layers, of which there were 4 disease classes and
1 distinguished normal class which is shown in Table 1.

In these 4 diseases, signs to identify diseases are shown in chickens as follows:
Chicken with Avian pox disease:

• Chicken with Infectious Laryngotracheitis disease
• Chicken with Newscalte disease
• Chicken with Marek disease
• Normal chicken: Chickens do not show any disease and are different from the above.
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3.2 Implementation

In our tests, we put the necessary hyper-parameters as follows. The learning rate is
{0.05}. The number of epochs is {1500}. We have used different learning rates from
0.01 to 0.1 on 2 training models VGGNet-16 and ResNet-50. The training process on
the 2 models has a big difference in time. To test the run time difference of the two
models, we have installed a running timer on both models for epochs {10}, the result is
VGGNet takes about 200.5 s, to train and ResNet. It took about 821.3 s for our dataset,
thus the ResNet model ran about 4.2 times slower. In addition, we also tried training on
3 different epochs: {1000, 1500, 2000}.

Here we retrained the final layers of the model using our dataset. We randomly
divided the dataset into a training set, a test set in a 75/25 ratio. Because both the
VGGNet and ResNet models have a fixed set size filter at the stages, we set the input
size of the model to 64 × 64 × 3 for height, width and channel respectively. These
resolutions are common settings of running convolutional networks. The classification
decision is made at the softmax layer where its input is the probability distribution of
5 labels of adult chickens. In each combination, we carefully run the model again and
again, however the exact score does not change.

Overall, the structure of the VGGNet-16 model is shown in Table 2. The structure
of the ResNet-50 model is presented with 50 layers. Our experiments were conducted
on a workstation Intel Xeon X5675 with 3.07 GHz clock speed, 16 GB of RAM. The
GPU Quad Quad K2200 with 4 GB of GDDR5 is activated by default.

Table 2. VGGNet-16 architecture.

Layers (type) Output shape Param #

conv2d_19 (Conv2D) (None, 64, 64, 32) 896

activation_25 (Activation) (None, 64, 64, 32) 0

batch_normalization_22 (Batch) (None, 64, 64, 32) 128

max_pooling2d_10 (MaxPooling) (None, 32, 32, 32) 0

dropout_13 (Dropout) (None, 32, 32, 32) 0

conv2d_20 (Conv2D) (None, 32, 32, 64) 18496

activation_26 (Activation) (None, 32, 32, 64) 0

batch_normalization_23 (Batch) (None, 32, 32, 64) 256

conv2d_21 (Conv2D) (None, 32, 32, 64) 36928

activation_27 (Activation) (None, 32, 32, 64) 0

batch_normalization_24 (Batch) (None, 32, 32, 64) 256

max_pooling2d_11 (MaxPooling) (None, 16, 16, 64) 0

dropout_14 (Dropout) (None, 16, 16, 64) 0

conv2d_22 (Conv2D) (None, 16, 16, 128) 73856

activation_28 (Activation) (None, 16, 16, 128) 0

(continued)
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Table 2. (continued)

Layers (type) Output shape Param #

batch_normalization_25 (Batch) (None, 16, 16, 128) 512

conv2d_23 (Conv2D) (None, 16, 16, 128) 147584

activation_29 (Activation) (None, 16, 16, 128) 0

batch_normalization_26 (Batch) (None, 16, 16, 128) 512

conv2d_24 (Conv2D) (None, 16, 16, 128) 147584

activation_30 (Activation) (None, 16, 16, 128) 0

batch_normalization_27 (Batch) (None, 16, 16, 128) 512

max_pooling2d_12 (MaxPooling) (None, 8, 8, 128) 0

dropout_15 (Dropout) (None, 8, 8, 128) 0

flatten_4 (Flatten) (None, 8192) 0

dense_7 (Dense) (None, 512) 4194816

activation_31 (Activation) (None, 512) 0

batch_normalization_28 (Batch) (None, 512) 2048

dropout_16 (Dropout) (None, 512) 0

dense_8 (Dense) (None, 5) 2565

activation_32 (Activation) (None, 5) 0

4 Results

Figure 4 presents the samples of sick and normal chickens. From left to right, the labels
of the chickens are: normal chicken, chicken with head disease, and chicken with ITL,
Newcastle, and Marek diseases.

Fig. 4. Samples of sick and normal chickens. From left to right, the labels are normal chickens,
chickens with chicken head disease, and chickens with ILT, Newscalte, and Marek diseases.

In this work, the training and test accuracies of VGGNet and ResNet are shown in
Fig. 5 and Fig. 6 respectively. By looking at the figures, one observes that the results of
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accuracies are not much different between the twomodels. Both achieves approximately
70% of accuracy after only 200 training epochs. Overall, the model converges between
epoch {60} and epoch {80}.

Fig. 5. The classification accuracy on the training and test sets in case ofmodel VGGNet, learning
rate = 0.05, epochs = 1500 and input size = 64 × 64.

Fig. 6. The classification accuracy on the training and test sets in case ofmodel VGGNet, learning
rate = 0.02, epochs = 2000 and input size = 64 × 64.

The complete performance on 20 different combinations of our models is presented
in Table 3. Here, it is seen that the best achievement of our tuned model architectures
happens at learning rate equals to 0.05. For VGGNet-16 the best classification accuracy
is 74.1% while the minimum one is 65.47% happened at learning rates of 0.05 and
0.04 respectively. Meanwhile, for ResNet-50, the highest achieved accuracy is 66.91%
and the least achieved one is 61.15% happened for at learning rates of 0.05 and 0.06
correspondingly. In general, VGGNet-16 model performs better than ResNet-50. At
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close to 75% of accuracy, with further fine-tuning steps, VGGNet-16 will be suitable for
used at poultry plant.

Table 3. Classification accuracies of VGGNet-16 and ResNet (%).

Learning
rate\models

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

VGGNet-16 68.35 70.05 72.66 65.47 74.10 71.22 69.06 66.91 69.78 69.06

ResNet-50 65.47 62.59 64.03 62.59 66.91 61.15 63.31 63.31 61.87 62.59

5 Conclusions

With limited resources, the use of state-of-the-art deep CNN greatly reduces the time it
takes to perform. As seen from the presented work, VGGNet-16 is more time-efficient
and more accurate compared to 50-layer ResNet model. However, VGGNet requires
more parameters used for learning deeper the data. The achievable accuracy of approx-
imately 75% by using VGGNet-16 shows the positive results. In future, we will further
improve the model’s accuracy and deploy the developed application for field trial at
poultry plant.
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Abstract. In grid-connected solar panel systems, the power converters play a
very im-portant role in control systems, because the characteristics of solar panel
system are that the generation power is constantly changing due to dependence on
weath-er conditions. This article presents the research results of the application
of power electronic converter in grid-connected solar power system. In particular,
we focus on building an algorithm to control and simulate the grid-connected
solar power system at the DC-BUS stage by setting an optimal set of SVPWM
(Space Vector Pulse Width Modulation) modulation frequencies when the pulse
width values are different. The simulation results on Matlab/Simulink show that
the system op-erates stably, ensures the requirements of DC-BUS grid integration.
The set-up system operates safely, has a simple control structure and algorithm,
is easy to calibrate and makes it ready for practical applications.

Keywords: Maximum power point tracking · Space Vector Pulse Width
Modulation · Incremental conductance · Grid-connected solar power system

1 Introduction

The power converters are commonly used in distributed energy sources: wind power,
solar power, … and play a very important role in control systems [1]. In a solar panel
system, the commonly used DC/DC converter is the implementation mechanism of the
MPPTmaximum power sticking algorithm of the solar panel array.MPPT uses a DC/DC
converter to adjust the input voltage from the solar panel, convert it and provide the
load so that the output from the solar panel is maximum. However, the use of a DC/DC
converter can increase the power loss in the system [2] and may lead to a reduction in the
energy conversion performance of the entire solar power system. This raises the increase
of DC/DC converter’s conversion performance. In fact, the performance of the DC/DC
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converter is not constant, but rather depends on the power transmitted through it [3].
Typically, the performance of the DC/DC converter reaches its maximum value within
50%–60% of the design power and decreases rapidly if the power through it becomes
smaller [4]. However, in solar panels, the output power is not fixed, the power reaches the
rated value at the time of noon and the output power is small in themorning and afternoon
[5], the period in which the power is smaller than 40% can reach several hours a day,
not to mention shade and sunny days. Thus, in this case, the power through the DC/DC
converter will be quite small (less than 40%), therefore, the performance of the DC/DC
converter is very low and most of the power is consumed in the converter. Therefore, the
design of a high-performanceDC/DCconverter is essential.Many authors have proposed
the structure of DC/DC units with high performance [6–8]. Several other studies have
suggested solutions to reduce the loss in the converter to improve the performance [9, 10].
However, its performance still depends on the power passing through it. That means that,
during the period when the solar panel output power is very low, the DC/DC converter
performance is still very low and there is not a reliable enough dataset in a sufficient
range of the modulation frequencies to determine the relationship between the hashing
frequency and the modulation pulse width to the performance of the DC/DC Boost unit.

This article presents the research results of the application of power electronic con-
verter in grid-connected solar power system. In particular, we focus on building a algo-
rithm to control and simulate the grid-connected solar power system at theDC-BUS stage
by setting an optimal set of SVPWM modulation frequencies when the control value is
different (width D is different). The simulation results on Matlab/Simulink show that
the system operates stably, ensures the requirements of DC-BUS-side grid integration.

2 Structure of Power Blocks in the System

Figure 1 illustrates the structure of the system integrated into the solar power source. The
DC voltage from solar power sources is usually low voltage, therefore, step-up DC/DC
converters are necessary. Meanwhile, the grid power source is the AC power source
with fixed frequency and amplitude. The DC bus power is directly supplied to local DC
loads. From the DC bus, through the DC voltage inverter, it changes to AC at the AC
bus. The power at the AC bus is fed to the AC load and connected to the grid through

DC/DC Buck-
boost

converter

MPPT controller
Microcontroller

SVPWM 
converter

I,V

PV panel

PWM

Grid Rectifier

PWM

Load

Fig. 1. Block structure of the system.



272 N. Duc Minh et al.

the transformer. Currently, the inverter technology to generate sinusoidal voltage mainly
uses SVPWM modulation technology.

2.1 Boost DC/DC Block

The DC/DC converters are usually divided into 2 types with isolation and non-isolation.
The isolation type uses small size high frequency electrically isolated transformer to
isolate the input DC power from the DC output power supply and to increase or decrease
the voltage by adjusting the transformer factor. This type is often used for DC power
supplies using electronic keys. The most common is the bridge, half bridge and flyback
circuits. In fact, many grid-working systems often use electrically isolated types for
many safety reasons. Non-isolated DC/DC type do not use the isolation transformer.
Common types of DC/DC converters used in PV systems include:

– Buck unit
– Boost unit
– Buck-boost unit

The selection of which type of DC/DC to use in the PV system depends on the
system requirements and the load on the output voltage of the solar panel array [11–13].
The Buck unit is able to determine the optimum power operating point whenever the
input voltage exceeds the output voltage of the converter, which is less likely when the
radiation intensity of the light is low. The Boost unit can set the optimal working point
even with low light intensity. The system that works with the grid uses the Boost unit
to increase the output voltage for the load before putting it into the DC/AC converter.
If the pulse hash frequency of the DC/DC voltage hashing stage is sufficient, and the
system operates in continuous current mode (relating to parameters such as modulation
pulse width, modulation frequency, inductance and capacitance of the DC/DC stage),
the Boost DC/DC unit model on Fig. 2 in dynamic mode is described by Eq. (1) [14].

Fig. 2. Boost DC/DC circuit diagram
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In which:
Gdv(s) is the transfer function of the Boost unit;
V̂ (s) is the Laplace image of the output voltage;
D̂(s) is the Laplace image of the control signal which is the modulation pulse width;
Gdo is a transfer function in a set mode, calculated by:

Gd0 = VIN

(1 − D)2
= V 2

O

VIN
(2)
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Through the above model, it can be seen that the transfer function of Boost DC/DC
stage depends on the working status in the system’s set mode (depending on D and load
R). To design PID controller for Boost object, we can usemethods of pattern suppression,
Bode diagrams, experiments … These are traditional methods. These traditional control
methods are suitable for systems operating in a state of low fluctuations of load as well
as input/output variable values of voltage. For systems operating in the state of large
fluctuations (D and R with large variation), it is necessary to have appropriate adaptive
control solutions. In the case of using the pattern suppression method, we can choose
PID controller with the form:

PID(s) = D(s)

E(s)
= K

1
ω2
0
s2 + 1

ω0Q
s + 1

s
(5)

Then:

Kp = K

ω0Q
; Ki = K; Kd = K

ω2
0

(6)

The open loop transfer function of Boost DC/DC stagewhen using the PID controller
follows the pattern suppression method as in formula (7).
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The closed loop transfer function has the following formula (8):
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K can be selected so that the closed system has the pole point at the desired position.
When the closed system have have un-desired zero points, we can also use sensible filters
to eliminate these zero points.

2.2 Single-Phase SVPWM Inverter

The SVPWM inverter [2] acts as stage to convert the power from DC to AC. From
the control point of view, it can be considered that the amplification stage has a factor
of 1 (under voltage perspective) when the pulse hashing frequency is large enough.
Technologically, this is the unit that performs the inverter vector modulation, power
amplification, control circuit isolation and dynamic circuit.

The diagram of single-phase bridge voltage inverter is shown in Fig. 3 including 4
fully control valves V1, V2, V3, V4 and negative Diodes D1, D2, D3, D4. The negative
diodes of the voltage inverter diagrams help the process of exchanging reactive power
between the load and the source. The DC input is a voltage source with a characteristic of
capacitor Cwith a value sufficiently large. Capacitor C serves both as a voltage balancing
filter capacitor in case E source is a rectifier, and also has a role of reactive power storage
exchanged with the load through negative Diodes.

C

V1

V4

V3

V2

D1 D3

D4 D2

Zt
E

Fig. 3. Half-bridge voltage source inverter

3 Maximum Power Sticking Control Algorithm

Maximum Power Point Tracker (MPPT) is responsible for finding the working point of
the panel array so that the maximum power received is corresponding to each given tem-
perature and light intensity (MPPT point). To determine the MPPT point, two methods
can be used: INC (Incremental Conductance); or P&O (Perturbation and Observe) [15,
16].

The P&O method is a simple and heavily used method thanks to the algorithm’s
simplicity and ease of implementation. However, when weather conditions change, this
algorithm will become slower to follow the MPPT point. This method also has the
disadvantage of not accurately identifying MPPT when the weather changes quickly,
not suitable for frequent and sudden changes in weather conditions.

For the INC method [17]:



Design and Evaluation of the Grid-Connected Solar Power 275

INC method is a type of MPPT algorithm. This method utilizes the incremental
conductance (dI/dV) of the photovoltaic array to compute the sign of the change in
power with respect to voltage (dP/dV). INC method provides rapid MPP tracking even
in rapidly changing irradiation conditions with higher accuracy than the Perturb and
observe method.

The input signal is the signal of voltage and current of solar panel array V_PV, I_PV;
The output signal is the control signal D that controls the opening angle of the IGBT
(Insulated Gate Bipolar Transistor) to get the maximum power. This method uses the
total conductive power of the panel array to find the maximum power point as shown
in Fig. 4. This method is based on the feature: The slope of the panel characteristic line
is zero at the MPPT point, this slope is positive when on left of MPPT point, negative
when on right of MPMP point.

dP/dV > 0

dP/dV = 0

dP/dV < 0

MPPT

P

V

Fig. 4. Incremental Conductance method

Since dP/dV = d(IV)/dV = I + V*(�I/�V):
�I/�V = - (I/V): at MPPT point
�I/�V > - (I/V): on the left of the MPPT point
�I/�V < - (I/V): on the right of MPPT point
By comparing the instantaneous conductive value (I/V) with the incremental induc-

tance value (�I/�V), this algorithm will find the maximum power operating point. At
the MPPT point, the standard voltage Vref = VMPPT. Every time the MPPT point is
detected, panel operation is maintained at this point unless there is a change in the cur-
rent �I, a change of current �I indicates a change of condition of weather and MPPT
point. However, when the incremental inductance is too large, it will cause the system
to operate incorrectly at the MPPT point and will be oscillated. The INC algorithm
controlled via the reference voltage Vref is shown in Fig. 5.
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Fig. 5. INC algorithm controlled via Vref reference voltage [12]

4 Setting Up Simulation Model

4.1 Solar Panel Model

Simulation model of grid-connected solar power system in the form of DC bus is imple-
mented on Matlab software. The power of the solar power calculated for the simulation
is 1 kW. The output voltage of the system is 220 V and the frequency is 50 Hz. Solar
panel model is set up as shown in Fig. 6.

The panel’s input is light intensity and temperature. The output is voltage, direct
current. The structure of a panel model is to use a function to control the current source.
The function is written on M-file and embedded in the S-Function block.
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Fig. 6. Model of solar panel

4.2 DC/DC Power Converter Model

The model of DC/DC power converter is essentially a voltage BOOST unit as shown in
Fig. 7. The model is built based on Matlab’s powersim library. Parameters of the model
are used to simulate: inductance L = 3 mH; 100 µF capacitor; power switching circuit
using IGBT power semiconductor valve. Selected modulation frequency is 5 kHz. At the

Fig. 7. Model of DC/DC voltage converter
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points on the power circuit, both current and voltage sensor models are used to observe
the time diagram of the current and voltage in the circuit.

4.3 Rectifier Stage

The rectifier stage uses a single-phase bridge rectifier circuit and does not use a filter
capacitor because the quality of the single-phase bridge rectifier voltage is quite good.
The connection between the two DC power circuits is shown in Fig. 8.

Fig. 8. DC power connection diagram

The principle of DC control ensures 2 requirements: 1) control the PV system to its
maximum power; 2) the control ensures that the DC voltage of the PV power stage is
always greater than the DC voltage at the output of the rectifier.

4.4 Two-Level Single-Phase Inverter Model

Single-phase inverter stage uses a two-level single-phase inverter with 4 IGBT valves
as shown in Fig. 9. The sensor stage is for the purpose of measuring current and single-
phase voltage on the power circuit. Themodulation part uses SVPWMvectormodulation
technology with a 5 kHz pulse hashing frequency. The parameters used for modulation
are Us amplitude and phase angle. Amplitude Us = 1 (reaches the maximum value to
minimize harmonics). Phase angle is with cycle T = 20 ms.
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Fig. 9. H bridge single-phase inverter model

4.5 LCL Filter Model

The LC filter has a high-order harmonic removal function (described in Fig. 10). L1 and
L2 inductors both select the value 1mH and filter capacitors have the value 2.2 µF.

Fig. 10. LCL power filter diagram

4.6 Controller

PID unit model is as shown in Fig. 11.
PID controller is with signal set as the DC voltage supplied by the network plus an

amount dV = 5 V and the feedback signal is a single-phase bridge rectifier voltage on
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Fig. 11. PID controller

the load. In practice, this stage will use a single-phase voltage reduction transformer
or specialized sensors to measure high DC voltage directly (not a voltage reduction
transformer).

5 Simulation Results

5.1 Simulation of PV Panel Properties

The simulation of PVmatrix properties from the library built onMatlab/Simulink applies
to solar panels with the following specifications: Maximum power Pmax = 110W; Open
circuit voltage VOC = 21,99 V; Short-circuit current ISC = 6,72 A; Voltage at maximum
power Vmp = 17,53 V; Current at maximum power Imp = 6,28 A; Panel performance
15.4% (Fig. 12).

Fig. 12. Simulation diagram of PV panel
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Characteristics IV and PV depend on the temperature and light intensity shown in
Figs. 13, 14, 15 and 16. From the above characteristics, it can be seen that the working
point with maximum power is always moving and depending on temperature as well as
light intensity. At the high temperature, the power will decrease and at low temperature,
the power will increase. For light intensity when the intensity is large, the power will be
large and vice versa. Comparing the shape of the IV and PV characteristics obtained from
the construction library with the characteristics I-V and P-V in documents [1–5], it is
found that the results of building the PVmatrix library above are completely appropriate.

Fig. 13. I-V characteristics dependent on temperature at 1 kW/m2 light intensity

Fig. 14. P-V characteristic depending on temperature at 1 kW/m2 light intensity
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Fig. 15. I-V characteristic according to light intensity at 25 °C

Fig. 16. P-V characteristic depending on the light intensity at 25 °C

5.2 Simulation of System Characteristics

Simulation system is with load R= 50�.When the light intensity is as shown in Fig. 17a
and the temperature is constant 25 °C. The DC response at DC bus grid points is given
in Fig. 17b.

From Fig. 17, it can be seen: 1) the DC voltage on the PV side (VDC) is controlled
according to the DC side voltage (Vg); 2) when the PV power source is not sufficient for
the load, the DC side voltage is connected to the DC BUS system and the DC voltage
on the PV side falls into non-conduction state. This is the mechanism and principle of
connecting DC-BUS grid in the system.
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Fig. 17. DC voltage response at the stages

A. Simulation of Boost DC/DC Unit’s Characteristics The current and voltage charac-
teristics of the Boost DC/DC stage are shown in Fig. 18a.

Fig. 18. Input/output current characteristics of Boost DC/DC stage

It can be seen that the time response (current and voltage) of Boost DC/DC stage
has a pulse shape with the same frequency as the SVPWMmodulation frequency at the
control part. The interruption of the Boost DC/DC output current in Fig. 18b shows the
DC-BUS separation of the Boost part. At this time, the energy from the rectifier will be
fed to the inverter.

B. Investigation of Phase-to-Phase Inverter Characteristics SVPWM The phase volt-
age before filtering at the output of the SVPWM inverter is shown in Fig. 19a. To
reduce harmonics, an additional LC or LCL power filter is required. Figure 19b is the
wire voltage diagram of the inverter after the power filter. Properly calculating to select
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the filter and the pulse hash frequency will produce a high quality sinusoidal signal while
reducing the power valve switching losses. Figure 19b shows the wire voltage when the
modulation frequency is 5 kHz, resistive load Y, value 50�, LCL filter with 1 mH, 2.2
µF and 1 mH values.

Fig. 19. Voltage diagram of the inverter before filtering

C. System Performance The performance of the system consists of 3 parts: performance
of the rectifier, the DC/DC Boost DC unit and the single phase inverter. Note that the
performance of the inverter has the performance of SVPWM modulation stage and the
performance of the power filter stage. The simulation results show that the performance
of rectifiers, boost units and inverters is 98%, 86% and 95%, respectively. Thereby
leading to the performance of the whole system which reaches about 80%. Figure 20
simulates the performance from time to time of the power stages and the whole system.

Fig. 20. System performance
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We see that before 0.126 s, the performance of the Boost DC/DC unit is 0%. The
reason is that this time the energy from PV is in the charging stage of Boost DC/DC
stage and therefore, the PV source is not supplying to DC-BUS. In order to improve the
performance of the system, it is necessary to focus on improving the performance of
the Boost DC/DC stage, this is the stage with the lowest performance and the biggest
impact on the performance of the system.

D. Impacts of Modulation Frequency on the Performance of the Variable Stages
To investigate the impacts of the pulse hashing frequency and the pulse width mod-
ulation on the performance of the Boost DC/DC, set the system with the following
parameters: Light intensity: 1 kW/m2; Temperature on PV: 25 °C; Voltage hashing fre-
quency at Boost DC/DC stage (f-kHz): 2 kHz; 4 kHz; 6 kHz; 8 kHz; 10 kHz; 12 kHz;
14 Hz; 16 Hz; 18 Hz; 20 Hz; 22 Hz; 24 Hz; 26 Hz; 28 Hz; load value: 150�. Simulation
results are shown in Table 1 and Fig. 21.

Table 1. BOOST DC/DC unit performance

F (kHz) The pulse width modulation D

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

6 63.35 57.67 51.09 50.11 49.32 48.37 48.47 46.63 41.50

8 78.57 66.34 64.79 60.75 57.73 56.57 52.84 51.13 47.16

10 88.77 75.43 67.88 62.17 58.10 57.14 52.47 53.93 48.26

12 92.39 83.95 79.34 74.36 63.40 58.73 53.30 54.99 51.32

14 93.06 87.06 83.76 79.46 67.44 61.45 54.85 54.23 55.46

16 93.12 88.49 85.84 83.81 71.71 67.44 55.91 55.69 56.85

18 92.70 88.96 86.77 85.30 74.58 67.89 56.72 57.52 56.04

20 92.12 88.88 86.90 85.78 76.82 67.92 57.18 58.42 56.50

22 91.21 88.46 86.92 85.68 77.07 67.63 57.99 60.29 57.30

24 90.31 87.86 86.29 85.28 77.27 68.12 64.56 59.97 58.31

26 89.34 87.10 85.63 84.64 79.90 76.42 68.19 63.44 60.93

28 88.15 86.27 84.96 83.93 79.64 75.62 70.83 67.64 61.82

From the results in Fig. 21, it can be seen: Boost stage performance depends greatly
on the pulse hashing frequency and the width of the voltage hashing pulse. Increasing
the width of the voltage hashing pulse width will reduce the system performance. The
pulse hashing frequency also needs to be selected appropriately. If this value is too large,
it will cause losses on the IGBT protection RC circuits and the valve ON/OFF valve
power will increase, resulting in a decrease in performance. However, if the pulse hash
frequency is not large enough, the quality of the DC voltage in the circuit will not be
high. Therefore, the design process needs to select the frequency of the voltage hashing
pulse and the scope of adjusting the pulse width appropriately for the system to achieve
high performance.
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Fig. 21. System performance depending on the frequency and width of the voltage hashing pulse
width

With the simulation results, it is recommended to select the working area D =
0–0.4 and the pulse hash frequency range 16–22 kHz to achieve the highest possible
performance. In the case where a large modulation range (D with a large range of
values) must be used, a functional structure that automatically adjusts the pulse hashing
frequency so that the system will achieve the highest possible performance.

6 Conclusion

From the results of model building, control algorithm and simulation of the grid-
connected solar power system at the DC-BUS stage, the system operates stably, ensures
the requirements of DC-BUS grid. For the above system,we can realize some advantages
as follows:

– The system operates safely because it does not have to handle the oasis phenomenon
as in the AC grid system.

– Control structure and algorithm are simple, easy to adjust and execute
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– The modulation part of SVPWM does not need to implement the algorithm to stick
to the grid.

In order to improve converter performance further, in the coming time, we will:

1. Research, develop and test the real system based on embedded system platform to
get the most accurate evaluation results on grid-connected solar power system at
DC-BUS stage.

2. Implement a self-tuning mechanism of voltage hash frequency based on the
modulation pulse width in order to maximize the system performance.
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Academy of Science and Technology (VAST) for their support to the research activity of Project
“Research on completing the technology, constructing and transferring the model of exploiting
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Abstract. Correlation Power Analysis (CPA) is an efficient way to recover the
secret key of the target device. CPA technique exploits the linear relationship
between the powermodel and the real power consumption of an encryption device.
In theory, we only need fewer power traces to recover secret key bytes successfully.
However, due to the impact of noise, we need a larger number of power traces
in order to extract the secret key. Therefore, the computation time becomes a
serious problem for performing this attack. This paper introduces a new method
to reduce the computation time for CPA method with the technique of finding
points of interest which was used for template attack. The experimental results
have clarified the efficiency of the proposed method.

Keywords: Correlation power analysis · Side channel attack · AES

1 Introduction

Electronic cryptographic devices are widely used today for securing the secret infor-
mation. However, there are emerging issues about side channel attack. In the scope of
the statistical power analysis attack on cryptographic systems, two efficient techniques
were proposed. The first one is well known Difference Power Analysis (DPA) intro-
duced by Paul Kocher [1, 2] and formalized by Thomas Messerges et al. [3]. It uses
statistical tools to find out the information correlates to confidential key. The second
one is Correlation Power Analysis (CPA) that proposed by Brier et al. [4]. It exploits
the correlation between the power model and real power consumption, in order to leak
the secret key. These techniques and measurements are carefully taken into account by
embedded system designers to know an attacker can measure the power consumption
or electromagnetic emanations, which are two of the main physical quantities used for
non-invasive attack.

In this paper, we focus on CPA in order to evaluate the security of the AES cryptog-
raphy because it is an efficient technique to recover the secret key with a simple power
consumption model. In fact, we realize that when the cryptographic devices run in low
frequency without or with very small noise, CPA only needs a hundred of power traces
to successfully extract all secret key. However, for the device running in high frequency
and high noise, CPA needs a huge amount of power traces to recover the whole key.
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Besides, to evaluate the protection method for a secure device, the designers need to
consider to the real scenarios. Side channel analysis with real devices usually leads to
the high level of noise, then the efficient attacks may require the large numbers of power
traces. Therefore, finding an efficient way to analyze those power traces is critical.

The rest of this paper is organized as follows. The original CPA and some related
works are described in Sect. 2. In Sect. 3, we will introduce a new CPA, which is
an efficient CPA technique that allows to recover secret key byte at least 2× faster
than the original CPA. Then, in Sect. 4, we show and compare the analysis results on
cryptographic devices, which is an implementation of AES running on XMEGA MCU
(on ChipWhisperer board). Finally, we conclude the paper in Sect. 5.

2 Original CPA and Related Works

2.1 Original CPA

CPA was first proposed by Brier et al. in [4]. It exploits the correlation between the real
power consumption and the power consumption model. It is based on a power consump-
tionmodel of the running device at some certain points of timewhichmust depend on the
fixed secret key and the plain text changed for each trace. For the Advanced Encryption
Standard (AES) attack, attackers mostly used the performing after the first Sbox function
to analyze because it has strongly correlation between the real power consumption and
power consumption model. The most widely used consumption model is the Hamming
distance between two relevant values in the same register [4], or simply the Hamming
weight of the particular value [5, 6]. The correlation between the power model and actual
power consumption is calculated through Pearson’s correlation coefficient by evaluating
the linear relationship. The formula of this correlation coefficient between ai and bi is
given by:

ρ = cov(A,B)

σAσB
(1)

Next, we will discuss the analysis technique for AES algorithm. AES is a crypto-
graphic algorithm executing on one byte separately. Therefore, this paper will focus
on analyzing the key bytes independently. Let’s denote that p is Pearson’s correlation
coefficient, N power traces of length L, tn,i is the consumption value of point i in trace
n (with 1 ≤ i ≤ L, 1 ≤ n ≤ N). We have K possible values of a subkey (in this paper K
= 256), we note hn,k the power consumption model of key k, in trace n and calculated
by following formula:

hn,k = HW (Sbox(Plaintextn ⊕ k)) (2)

where HW denotes the Hamming weight of the Sbox output. With this data, we can see
how well the power model and actual power consumption correlation is for each guess
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key byte k at each time i, by the following formula:

ρk,i =

N∑

n=1
(hn,k − h̄k)(tn,i − t̄i)

√
N∑

n=1
(hn,k − h̄k)2

N∑

n=1
(tn,i − t̄i)2

(3)

where h̄k and t̄i are the average of the power consumption model and real power
consumption respectively at instant i, respectively.

It can be seen that, by taking the maximum of ρk,i among all values for i and k, we
can decide which power consumption model of the key is most correlated with the actual
power consumption. In (3), i is the value of number of samples that we acquired in a
trace. Fortunately, we don’t need to use all of samples in a power trace, we only focus
on a byte that has a leakage position as illustrated in Fig. 1. We use N random plaintexts
corresponding to N traces in which each trace has L samples. Note that ti,j is the value of
jth sample in the trace number ith (1 < j < L, 1 < i < N), di,B is the byte value of byte B
(B ∈ (1; 16)) in the plaintext number ith. In order to compute the correlation coefficient
based on (3), Algorithm 1 as shown below is used. From this algorithm, it is clear that
we can easily calculate the mean value of power consumption model and the real power
consumption. However, the problem is the iteration of algorithm, it can be computed
by 16 × 256 × L × N. It leads to a huge number of iterations that directly impact on
the execution time. Therefore, the values of L and N need to be reduced for improving
computing effectiveness. Hereafter, some related works will be discussed.

Fig. 1. Data leakage position of AES.



294 N.-T. Do and V.-P. Hoang

Algorithm 1: Algorithm for computing the correlation coefficient based on the
conventional CPA technique.
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2.2 Related Works

Recently, CPA technique focuses on the computing effectiveness. In [7], the authors
introduced a selection method that can be used to reduce the number of power traces (it
means reducing N) to reveal the keys. This is a pre-processing technique which consists
selecting a biased subset of the power traces have more information than average traces.
Their method improves the performance of the original analysis but the authors does not
show the computation analysis in terms of execution time. The work in [8] proposed a
technique for CPA enhancement. The authors presented the Partitioning Power Analysis
(PPA) technique to combine the techniques of DPA, multi-bit DPA and CPA in a single
form. The notion of classwas introduced by grouping the power consumption. Each class
contains the messages which have the same Hamming distance as the reference state.
After that, the correlation is calculated on the classes which use difference coefficients
for the difference classes. According to [8], CPA is a particular case of PPA. Despite
enhancement of CPA, the computation time is not presented in this method. Another
technique is presented in [9], the authors show a new method to recover secret keys with
less power consumption traces than the standard CPA. This improvement is done by
selecting appropriate plaintexts, namely non-adaptive and adaptive. The authors choose
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a set of messages with the most pairwise decorrelated subkeys consumption model. This
technique reduces the number of power traces for CPA, but the author does not give any
information of computation time.

Most recently, in [10], the authors proposed an algorithm that is similar to the original
CPA. This technique is based on the idea of creating, at each point in time, a vector of
consumption values indexed by the plaintext byte value. This method also refers to L
and N and has two phases. In phase 1, the vector consumption is created in a single pass,
requiring (N × L) iterations. Phase 2 uses these correlated vectors and corresponding
power model with Hamming weight. This phase takes L × K2 (K = 256) iterations.
Consequently, this technique uses (N × L + L × K2) iterations for computing one byte
key. Despite reducing execution time significantly, this method only works well if the
number of power traces is large enough.

This work also employs the idea to reduce the iterations. As mentioned previously,
the original CPA requires many power traces and the number of iterations is 16× 256×
L ×N. Therefore, to enhance the effectiveness of CPA, especially the computation time,
in this paper, we aim to propose a technique that reduces the value of L for calculating
the final result in CPA technique.

3 Proposed CPA Technique

In this Section,wedescribe the process of our proposedmethod and explain how to reduce
the number of samples of a power trace in computing. CPA exploits the correlation of
power consumption model. In this work, we use the Hamming weight with the data
leakage positions as describing in Sect. 2.

In Algorithm 1, we need to calculate the mean of modeled power consumption and
the real power consumption. The mean value of power trace needs to use all of the
samples of all power traces. Therefore, the number of iterations in computing is large
number. If we use a small amount of power traces, itmeans thatwe can reduce the number
of iterations. Moreover, not every points is important in calculating the correlation, the
subkeys only influence the power consumption at a few critical times, and corresponding
samples are called Points of interest (POI). If we can pick POI, we can ignore most of
the samples. Therefore, using the POI will reduce the number of iterations dramatically.
For these reasons, we propose a method that can take the POI base on conventional CPA,
and then they are used to calculate Pearson correlation coefficient for all of power traces
with whole possible key.

The POI mentioned above is similar to the template attack, a simple technique was
used is sumof differencesmethod. In our proposed, the plaintext is random, and the secret
key is fixed. We cannot use sum of differences, so the Pearson correlation coefficient is
chosen instead. Since a power trace has L samples, we will have L values of correlation,
after each iteration, if ith sample has the linear relationship, it will steadily increase or
reduce, by contrast it will flexible like noise. Figure 2 illustrates the correlation of 5,000
samples after computing 50 power traces. It is clear that some samples of power trace
are much higher than the rest. One of these samples, which is correlated to correct byte
key, then constantly goes up. A question is posed, what happen if we only compute a part
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of power traces instead of all traces. In this case, we suppose that all correlation values
will reduce but these POI still higher than the rest. This is an important point to extract
the POI from the large sample. To implement this hypothesis, we propose Algorithm 2.

Fig. 2. Points of interest for one byte of secret key.

Inspired by the conventional CPA, our proposed algorithm is also based on the
correlation coefficients tofindout the highest value.However, the novelty of our proposed
approach is the two-phase CPA technique with optimal chosen parameters. In the first
phase, a smaller number of power traces is used and denoted as N1 (N1 ≤ 1

2N ). After
that, the Eq. (3) is applied to calculate α highest samples from all guess keys. The value
of α is much smaller than L. In the last phase, this equation is used again to compute
the correlation for all hypothesis keys again. However, only α samples are calculated
instead of using L samples as the first phase. Next, we present the proposed algorithm in
detail (Algorithm 2). The notation N, L, di,B of Algorithm 1 are reused and N1 denotes
for the power traces using in phase 1.
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Algorithm 2: Proposed algorithm for computing the correlation coefficient in two
phases

1
2

)

(1;16)B

(0;255)KEY

11

,1

,
1 1

( ( ))

,
j

i N i B

N N

h i t i j
i i

h HW SubByte d KEY

mean h mean t

1(1; )i N

,

1
1
1_1 1_1 1 * 1
1_ 2 1_ 2 1 * 1
1_ 3 1_ 3 1.* 1

i h

i j t

hdif
tdif t
sum sum hdif tdif
sum sum hdif hdif
sum s

h mean
mean

um tdif tdif

, abs( 1_1 . / ( 1_ 2.* 1_ 3));KEY L sum sqrt sum sum

(1; )i

' , ' 1argmax( )L KEY L L

, ' , 'i L i LN N

(0;255)KEY

' , '
11

,
L

N N

h i t i L
ii

mean h mean t

(1: )i N

', '

2
2

2 _1 2_1 2 * 2
2_ 2 2_ 2 2 * 2
2_3 2_3 2.* 2

L

i h

ti L

hdif
tdif t

sum sum hdif tdif
sum sum

h mean
mean

den hdif hdif
sum sumden tdif tdif

, ' abs( 2 _1 . / ( 2 _ 2.* 2 _ 3));KEY L sum sqrt sum sum

, 'argmax( )KEY KEY L

BSubyte KEY



298 N.-T. Do and V.-P. Hoang

4 Experimental Results

In this section, we evaluate the proposed method on unprotected AES implementation
compared to the conventional correlation coefficient used for CPA. We will show the
impact of N1 in computing time, then present two criteria including the accuracy and
the execution time for recovering whole key. To prove the practical effectiveness of
the proposed technique, we use the synchronized and low noise power traces of low
frequency AES implementation acquired on ChipWhisperer board.

To illustrate the accuracy of algorithm, an AES implementation on XMEGAMCU is
used. The number of correct key bytes will be used as the criteria to assess. In this work,
10,000 power traces are acquired from ChipWhisperer board and then added Gaussian
noise ranging from 0.1 to 0.2 with steps of 0.02. As mentioned above, we will show the
impact of N1 in the proposed algorithm. In this case, the fixed value of α = 50 is chosen.
All experiments are implemented in MATLAB software.

In Fig. 3, it is clear that the more noise is added, the higher of N1 is needed for
extracting secret key successfully. However, the value of N1 directly affects the compu-
tation time, therefore we cannot choose the too large value of N1. In the experiments,
with the value of N1 = [1/3 N, 1/4 N, 1/5 N], we find that the value N1 = 1/3 N will
leads to the better results than other ones. Hence, this value is used for evaluating the
execution time with the detail results in the next section.

Fig. 3. The average of the correct number of key bytes corresponds to N1 and the standard
deviation increases.
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To demonstrate the effectiveness of timing execution, the proposed algorithm is
implemented with the same configurations of the conventional CPA algorithm. In this
experiment, we used a number of power traces in the range from 1,000 to 10,000 cor-
responding to the standard deviation of noise ranging from 0.06 to 0.15 and with N1 =
1/3 N. These parameters are listed in Table 1.

Table 1. Parameters of CPA attack on the whole AES key for computation time measurements.

Experiment no. 1 2 3 4 5 6 7 8 9 10

N 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

N1 330 667 1000 1333 1667 2000 2333 2667 3000 3300

Noise deviation 0.06 0.07 0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15

Figure 4 shows the results of experiment. It can be seen that the proposed technique
is much faster than the conventional CPA. As expected, the value of N1 directly affects
the calculation time and it is effective with the broad range of number of power of trace,
not only for the large number as in [10]. When the number of power traces is larger, with
the appropriately chosen value of N1, the higher efficiency of the execution time can
be achieved. The smaller N1 is chosen, the lower computation time is achieved. In this
case, we only use the value ofN1 = 1/3N, however, depending on the standard deviation
value of noise,N1 could be chosen smaller. According to Fig. 3, if the standard deviation
is 0.14, the value of N1 = 1/4 N can be applied. Hence, the efficiency of execution time
will be higher.

Fig. 4. Results of computation time for conventional and proposed CPA techniques, for power
traces containing 5000 samples.
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5 Conclusion and Future Work

In this paper, we have proposed a new CPA method in order to recover the secret key.
This technique contains two phases, in which the first phase calculate the number of
points of interest of all possible key bytes (very small compare to number of power
trace samples). Then, the points of interest are used to compute the highest correlation
value of all guess key bytes. The effectiveness of execution time is demonstrated in
experiments with various number of power traces which have clarified the efficiency of
the proposed method. In the future work, a mathematical representation and analysis
will be investigated in detail.
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Abstract. With the outbreaks of recent cyber-attacks, a network intru-
sion detection system (NIDS) which can detect and classify abnormal
traffic data has drawn a lot of attention. Although detection time and
accuracy are important factors, there is no work considering both con-
trastive objectives in an NIDS. In order to quickly and accurately respond
to network threats, intrusion detection algorithms should be imple-
mented on both fog and cloud devices, which have different levels of com-
puting capacity and detection time, in a collaborative manner. Therefore,
this work proposes a packet assignment algorithm that assigns detection
and classification tasks for appropriate processing devices. Specifically,
we formulate a novel optimization problem that minimizes detection time
while achieving accuracy performance and computational constraints.
Then, an optimal packet assignment algorithm that allocates as many
packets as possible to fog devices in order to shorten the detection time is
proposed. The experimental results on a state-of-the-art network dataset
(UNSW-NB15) show that the proposed packet assignment algorithm pro-
duces similar performance to the optimal solution with regard to the
detection time and accuracy.

Keywords: Network intrusion detection · Packet assignment ·
Internet of things

1 Introduction

The advanced development of communication devices and networking technolo-
gies has enabled the explosive growth in data exchange and associated services in
computer networks [11], but also introduced extra challenges for network secu-
rity due to the increase of emerging cyber-attacks. A recent report by Forbes
has shown that the measured traffic of network attacks increases by three-fold
to more than 2.9 billion events worldwide in 2019 [3]. Therefore, it is essential
to develop a robust network intrusion detection system (NIDS) that can quickly
detect network intrusions with a high detection accuracy.
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A number of previous studies [1,4,5,8,12,15] have proposed various network
intrusion detection (NID) schemes which aim at detecting the network intrusions
based on advanced machine learning (ML) techniques. For instance, Moustafa
et al. [8] proposed an ensemble NID algorithm which combines different ML
models, including the decision tree, Näıve Bayes, and neural network to detect
abnormal packets generated by the network intrusions.

In addition, the study in [5] proposed a two-phase deep learning model which
can detect multiple types of network attacks. Specifically, their model first cal-
culates a probability that the network is attacked by network threats based on
the collected network data. Then, the network attack probability and other net-
work features are fed to a multi-label classifier for detecting types of the network
attacks.

With the primary focus on obtaining a high intrusion detection accuracy,
those previous schemes [1,4,5,8,12,15] are computationally expensive in general.
Thus, those schemes may not be implemented on real networking devices (e.g.,
gateways and switches) that often have limited computing and memory capabil-
ities. In those studies, the collected network traffic data are often forwarded to
an external computing node (e.g., a fog computing node or a centralized server)
with high computing performance CPU/GPUs and large memory, in which the
data are processed to detect the network intrusions. As a result, those schemes
generally have long detection latencies due to the long communication delay of
transmitting the collected data to the external computing devices.

To achieve low NID latency, few existing studies [6,9] have developed
low computational complexity NID algorithms which can be implemented in
resource-constrained networking devices (e.g., an FPGA-based gateway). For
instance, the authors in [6] developed and implemented an entropy-based NID
scheme on the data plane of the programmable network devices using the P4
programming language. More specifically, source and destination IP addresses
are collected and processed for detecting the DDoS attacks in real time. By pro-
cessing the collected data at the networking devices rather than sending the data
to the external stations, those studies can significantly reduce the NID latency.
However, they often suffer from the low detection accuracy due to the limited
computational complexity.

Generally, existing algorithms are suitable for a specific type of processing
devices and as a result only one factor (detection time or accuracy) can be
achieved. There were some initial works [10,14] on multi-level collaborative NIDS
which leverages the use of both the fog and the cloud computing levels. However,
there is no study which considers both detection time and accuracy factors. In
order to address the limitation of existing works, we propose a packet assign-
ment algorithm which can balance between two contrastive requirements (i.e.,
low detection time and high accuracy). In the network model, we assume that
two types of processing devices participate in the intrusion detection tasks in a
collaborative manner. Since gateways can detect abnormal data traffic within a
short time, we should allocate as many packets as feasible to gateways until the
accuracy and memory constraints are not satisfied. The remaining packets are
transmitted to servers for inspection. By doing that, we can make use of benefits
from gateways and servers.
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We summarize the main contributions of our paper as follows.

– We first formulate the novel packet assignment optimization problem with
the objective of minimizing detection time and constraints on detection and
classification accuracy as well as the computational capacity.

– We analyze and compare the detection and classification performance of two
different types of processing devices using state-of-the-art network traces.

– A novel and optimal packet assignment algorithm consisting of two phases
(independent assignment and collaborative assignment phases) is proposed
where each gateway makes a decision on which packets should be inspected.
More specifically, the independent assignment phase allocates packets for
gateways and servers based on the performance constraints and only the
closest gateway to a sensor is responsible for attack detection of that sen-
sor. Then, the collaborative assignment phase performs fine-tuning packet
al.location by considering the computational capacity limitation of gateways.
To achieve short detection time, packet assignment which exceeds the capac-
ity of a gateway should be forwarded to nearby nodes.

– We design practical network scenarios and conduct the experiments with dif-
ferent parameters to verify the effectiveness of the proposed packet assignment
algorithm.

– The experiments with different network parameters have been conducted and
results show that our proposed method is able to obtain a close solution to
the optimal one.

The rest of the paper is organized as follows. Section 2 introduces the net-
work model and assumption considered in this study. Section 3 presents the
problem formulation. Section 4 describes the proposed packet assignment algo-
rithm. Section 5 analyzes the evaluation setting and results. Section 6 concludes
the paper.

2 Network Model

We consider a network which consists of k sensors (or data sources), networking
devices (e.g., gateways, switch), and external processing devices (e.g., server or
cloud computers) as shown in Fig. 1. In this work, nodes are used to indicate
networking devices and external processing devices. Two kinds of nodes are able
to detect network attacks with different detection time and accuracy. Let us
define a set of sensors S = {1, 2, ..., k} and a set of nodes N = {1, 2, ..., n}.
Sensor i generates and sends packets to end devices in the network for data
storage with data rate ri. Each gateway is connected to one or several external
processing devices. Each node has specific features, e.g., the number of incoming
packets per second, the maximal number of packets to be inspected per second,
attack detection (task 1) capacity, attack classification (task 2) capacity denoted
by nin

j , nmax
j , aj,1, aj,2, respectively. We define vj as the node type, e.g., vj = 1

if node j is a gateway while vj = 2 if node j is a server. Since there are two
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types of nodes, we define N
1 as a set of gateway nodes (type 1) and N

2 as a set
of server nodes (type 2).

A routing algorithm (e.g., hop count-based) is used to forward packets to
destination addresses, which means routing paths for packets are determined in
advance. We use G(si) to indicate the closest gateway to sensor i which is in
charge of forwarding packets of sensor i according to the routing algorithm. For
example, G(s1) = {2} indicates that data collected by sensor i is first sent to
gateway 2 before arriving at a destination device. In addition, tij denotes the
detection time if node j is assigned to conduct the attack prediction task for
data from sensor i (tij > 0 with ∀j ∈ G(si)). For gateway j, we define S(nj)
and G(nj) as a set of sensors which have direct connection to node j and a set
of servers which are affiliated with node j.

NIDS has two related tasks: attack detection (or anomaly detection) and
attack classification. Nodes including gateways and servers are responsible for
conducting the two tasks. However, we assume that gateway nodes can only per-
form the attack detection task due to the limitation of memory resources and
computational capacity. Meanwhile, thanks to the large memory size and power-
ful processing units, server nodes can perform both detection and classification
tasks. For better understanding of performance difference between gateways and
servers, the evaluation section will compare the detection and classification accu-
racy using two different algorithms which are suitable for two types of processing
nodes.

Fig. 1. Collaborative NIDS for interconnected networks with homogeneous devices
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3 Problem Formulation

In this section, we present the formulation of an optimization problem for attack
detection and classification with the given network model. The optimization
problem is to minimize the detection time with performance and resource con-
straints of processing nodes. We first define decision variables as follows.

yij =

{
1, if node j is assigned to detect abnormal packets from ith sensor
0, otherwise

(1)

zij =

{
1, if node j is assigned to classify an attack from ith sensor
0, otherwise

(2)

Table 1 summarizes definitions of notations used in the problem formulation.

Table 1. Model parameters

Notation Description

k The number of data generated devices

n The number of processing nodes (gateways and servers) for NIDS

S A set of data generated devices

N A set of processing nodes (gateways and servers)

N
1 A set of gateways nodes

N
2 A set of servers nodes

ri Data rate of sensor i

nin
j The number of incoming packets per second at node j

nmax
j The maximal number of packets to be inspected per second at node j

aj,1 Attack detection capacity of node j

aj,2 Attack classification capacity of node j

vj Node type

G(si) The closest gateway to sensor i

S(nj) A set of sensors with direct connection to node j

G(nj) A set of gateways associated with node j

hij The number of hop counts from sensor i to node j

tij Detection time of node j for packets of sensor i

Based on the given routing paths in the network, we define hij as the num-
ber of hop counts from sensor i to node j. Assume that average hop-to-hop
propagation time is t0. The processing time at a hop is relatively small and
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can be ignored. Therefore, detection time of sensor i’s packets is estimated as
t(si) = t0

∑n
j=1 hij × yij and the average detection time of the whole network is

t0
k

k∑
i=1

n∑
j=1

hij × yij . The task assignment problem can be formulated as follows:

min
t0
k

k∑
i=1

k∑
j=1

hij × yij (3)

subject to
1
k

k∑
i=1

n∑
j=1

yijaj,1 ≥ ad (4)

1
k

k∑
i=1

n∑
j=1

zijaj,2 ≥ ac (5)

k∑
i=1

(yij + zij)ri ≤ nmax
j , ∀j ∈ N (6)

n∑
j=1

yij = 1, ∀i ∈ S (7)

n∑
j=1

zij = 1, ∀i ∈ S (8)

zij = 0, ∀i ∈ S, j ∈ N
1 (9)

zij ≥ yij , ∀i ∈ S, j ∈ N
2 (10)

Equation (3) represents the objective function which aims to minimize the
average detection time of all packets in the considered network. Inequalities
(4) and (5) make sure that the average detection and classification accuracy
should be at least the accuracy constraints ad and ac, respectively. Meanwhile,
constraint (6) indicates that packet assignment should not violate the compu-
tational capacity of nodes. Equations (7) and (8) ensure that only one node is
assigned for a specific task. Equation (9) guarantees that the intrusion classifi-
cation task is not assigned to gateway nodes. At the same time, inequality (10)
makes sure that a server node should perform both tasks if this node has already
assigned to task 1. If yij = 1, zij should be set to 1. Inequality (10) is included
in the optimization problem since we aim to minimize the packet transmission
cost.
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4 An Optimal Packet Assignment Algorithm

In this section, we will analyze the motivation of the proposed algorithm and
describe the two-phase algorithm procedure in details as follows. First, based on
the required detection accuracy, gateway j separately divides the incoming pack-
ets into two groups: group 1 processed by gateway nodes and group 2 inspected
by server nodes. Let pj denote the proportion of packets assigned for nodes in
group 1 and then (1 − pj) is the proportion of packets for nodes in group 2.
Assume that gateway and server nodes have detection performance a1 and a2,
respectively (aj,1 = a1 and aj,2 = a2,∀j ∈ N). The average detection perfor-
mance ad can be estimated as ad = pja1 + (1 − pj)a2. Therefore, to achieve the
required detection accuracy, we can determine packet grouping for gateway j as
below.

pj =
a2 − ad
a2 − a1

(11)

Note that gateway j has limited processing capacity, nmax
j , which means pjnin

j ≤
nmax
j . Then pj = min(

a2 − ad
a2 − a1

,
nmax
j

nin
j

).

Based on the analysis of accuracy and bandwidth constraints, we design the
optimal packet assignment algorithm which consists of two consecutive phases:
independent assignment and collaborative assignment phases. As can be seen in
Algorithm 1, in the first phase, gateway j assigns packets in a distributed man-
ner. The proportion of packets inspected by nodes in group 1 pj is estimated
by using Eq. 11. Then, gateway j randomly selects traffic packets for intrusion
detection with the probability pj and allocates the detection task of the remain-
ing packets to a server which is connected to gateway j. Since there can be
multiple servers (G(nj)) associated with gateway j, we assign a relatively simi-

lar load to these servers, i.e., yik ∼ B

(
1,

1 − pj
|G(nj)|

)
,∀i ∈ S(nj), k ∈ G(nj). Note

that notation x ∼ B(1, p) is used to indicate that random variable x follows the
Bernoulli distribution with mean p. At the end of phase 1, detection tasks are
assigned to gateways and servers based on the accuracy requirement. However,
there may exist some gateways who could not perform all allocated tasks due
to limited computing resource. Therefore, the proposed algorithm contains the
second phase where the limited-resources gateways decide which tasks should be
offloaded to nearby devices.

In the second phase, each gateway needs to check whether constraint on
bandwidth is achieved or not. If

∑k
i=1(yij + zij)ri ≤ nmax

j , gateway j could not
conduct intrusion detection on some packets, called uncompleted packets. Then,
gateway j needs to find neighboring nodes which can perform the detection task
on uncompleted packets. we use the hop count metric to measure the distance
between two nodes. If there is a nearby gateway l who is willing to help gateway
j and is closer to gateway j than the server connected to node j, we change task
assignment of packet i from gateway j to gateway l, (i.e., yij = 0 and yil = 1).
Otherwise, the server k which is dedicated to gateway j is selected to perform
the detection task on uncompleted packets.
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Input: Sensor set S, node set N

Output: Assignment of two tasks to nodes: yij , zij ,∀i ∈ S,∀j ∈ N

Initialize assignment:
yij ← 0, zij ← 0,∀i ∈ S,∀j ∈ N

Independent assignment phase:
for j ∈ N

1 do

pj ← a2 − ad
a2 − a1

/* compute pj using constraints on accuracy

*/
yij ∼ B(1, pj), ∀i ∈ S(nj) /* assignment to gateway j

follows Bernoulli distribution with mean pj */

yik ∼ B

(
1,

1 − pj
|G(nj)|

)
, ∀i ∈ S(nj),∀k ∈ G(nj) /* assignment

to server k has Bernoulli distribution with

probability
1 − pj
|G(nj)| */

end
Collaborative assignment phase:
for j ∈ N

1 do
i ← 1
if (yij = 1) & (i ≤ k) &

( ∑k
i=1(yij + zij)ri ≥ nmax

j

)
then

yij ← 0 /* remove task assignment for gateway j */
for l ∈ N

1 (l �= j) do
if hil ≤ hik with k ∈ G(nj) then

yil ← 1 /* l is a close gateway to node j */
end
else

yik ← 1 /* k is a server associated with node j
*/

end
end

end
i ← i + 1

end
Algorithm 1: An Optimal Packet Assignment Algorithm

5 Performance Evaluation

5.1 Experimental Setup

In this subsection, we describe a practical network scenario and network traces
for evaluation of the proposed algorithm. We consider a heterogeneous network
including sensors from different applications (e.g., smart home, smart healthcare,
smart city, smart agriculture). In each application, sensors are deployed and
connected in a sub-network, e.g.., 28 different sensors scattered around a smart
home [2,7]. Assume that each gateway is responsible to forward data of several



An Optimal Packet Assignment Algorithm for Multi-level NID Systems 309

sub-networks. The parameters of network scenarios are summarized in Table 1.
For edge devices, we consider Virtex-7 FPGA-based gateways since the Virtex-
7 FPGA board [13] with 64 Mb RAM is the most advanced experimental kit
manufactured by Xilinx. Each gateway can have 4, 8 Ethernet ports where a
half of them is used for incoming traffic and the remaining ports are dedicated
for outgoing data. Assume that each port of gateways can support data rate at
100 Mbps.

In this work, the UNSW-NB15 dataset is selected to evaluate the performance
of the proposed assignment algorithm. The UNSW-NB15 dataset includes real
normal and synthetic abnormal network traffic traces during a 16-hour experi-
mental period and consists of 9 attack classes. For our evaluation, the full dataset
is divided into a training data set of 175,341 samples and a test data set of 82,332
samples, and one third of the training data set is used as the validation dataset.
The validation set is used to find the best hyper-parameters for the predic-
tion model. In this traffic trace, around 68% of samples are normal while the
remaining data belongs to packets associated with one of 9 network attacks. The
UNSW-NB15 dataset provides 48 traffic features for each data connection. We
convert these features into 196 numeric attributes for the intrusion detection
model.

Table 2. Network scenarios

Parameters Values

The number of gateways 5

The number of servers 2

The number of sub-networks {15, 21}
Processing capacity of gateways 0.5

The number of available ports at each gateway {4, 6 }
Data rate of each sub-network 100Mbps

Intrusion detection accuracy requirement 73%

5.2 Performance Comparison of Processing Nodes

We select and compare performance of detection algorithms which are suitable
for gateways and servers based on their memory size and computing capacity.
Due to the resource limitation, a logistic regression-based intrusion detection
method is constructed for gateway nodes. Meanwhile, in order to gain improve-
ment over the logistic regression-based model, we use an autoencoder model,
which learns the latent representation of traffic packet, followed by a fully con-
nected neural network-based intrusion detection model for cloud nodes. The
performance of two constructed models are summarized in Table 3. We com-
pare two models in terms of the number of training parameters and detection
accuracy. The logistic regression-based detection model which consists of a signif-
icantly smaller number of training parameters and produces less accuracy (with
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roughly 16% difference) compared the neural network-based attack detection
model. For the evaluation of the proposed packet assignment algorithm in the
next subsection, we use the collected accuracy of the logistic regression-based
and neural network-based models as the detection accuracy of gateways and
servers.

Table 3. Performance of prediction models

Models No. of input features No. of parameters Accuracy (%)

LR-based detection 196 197 70.62

NN-based detection 196 25,791 86.3

NN-based classification 196 25,980 73.37

5.3 Evaluation of the Proposed Packet Assignment Algorithm

In this subsection, we describe a small example to show how the proposed packet
assignment algorithm updates the solution at different phases. Then, using a
larger network scenario as shown in Table 2, the proposed algorithm is verified
and compared to the optimal solution in terms of detection accuracy and time.

Figure 2 demonstrates the packet assignment when the number of sub-
networks and nodes are set to 10 and 5, respectively. Among 5 processing nodes,
the first three nodes are gateways and the last two nodes are servers. Gateways
1 and 2 have connected to four sub-networks while gateway 3 is responsible
for two sub-networks. The processing capacity of gateways is set to 0.5, i.e.,
each gateway should only perform network intrusion detection on 50% of sub-
networks. Assume that each gateway consists of 4 networking ports then only
2 sub-network flows can be inspected in each gateway. We use a binary matrix
consisting of ten rows and five columns to represent the assignment solution.
The value at the ith row and jth column represents the assignment of node j
to sub-network i, e.g., value 1 means assignment and 0 indicates no assignment.
At the initial phase, all values of assignment matrix are set to 0, i.e., there is no
assignment for processing nodes.

Then, in the next phase, the proportion of packets which are inspected by

each gateway is estimated. In this example, pj =
a2 − ad
a2 − a1

=
86.3 − 73

86.3 − 70.62
= 0.84.

Then, the number of sub-networks which are inspected by gateways 1 and 2 is
	0.84 ∗ 4� = 3. Similarly, gateway 3 should perform anomaly detection on one
sub-network in order to satisfy the detection accuracy requirement. Since there
are four sub-networks which forward data packets to gateway 1 and gateway
1 should detect intrusion for 3 sub-networks due to the accuracy constraint,
gateway 1 simply selects the first three sub-networks for intrusion detection
and sends data from the fourth sub-network to node 4 (server 1). After the
independent assignment phase has completed, anomaly detection for packets of
ten sub-networks are assigned to five nodes considering the accuracy requirement
as shown in Fig. 2(b).
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Finally, the collaborative assignment phase implements fine-tuning the cur-
rent assignment based on the computing limitation of gateways in order to min-
imize the detection time. Assume that each gateway can perform the intrusion
detection function for two sub-networks due to the limited memory and com-
puting capacity. As a result, gateway 1 needs to ask the neighboring node to
conduct the detection task for one sub-network. As can be seen in Fig. 2(c),
gateway 1 selects and forwards traffic data of the third sub-network to node 4
(server 1). Similarly, gateway 2 transmits packets of the seventh sub-network to
node 5 (server 2) for intrusion detection.

In order to evaluate the effectiveness of our proposed algorithm, we made per-
formance comparison between the proposed algorithm and the optimal solution.
Note that the optimal solution is obtained by using the brute-force search while
the proposed algorithm determines a packet assignment solution based on a dis-
tributed manner. As can be seen in Table 4, the proposed assignment method
produces similar detection time to the optimal solution in both cases of 15 and

Table 4. Performance comparison with the optimal solution

Proposed
algorithm

Optimal brute-force-based
algorithm

Average detection time
(15 sub-networks)

6.93t0 6.86t0

Detection accuracy
(15 sub-networks)(15 sub-networks)

75.84% 75.84%

Average detection time
(21 sub-networks)

6.67t0 6.67t0

Detection accuracy
(21 sub-networks)

75.1% 75.1%

Fig. 2. Packet assignment at different phases of the proposed algorithm, (a): Initial
assignment, (b): Independent assignment, and (c): Collaborative assignment
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21 sub-networks. For instance, if there are 15 sub-networks, average detection
time of our method and the optimal solution is 6.93t0 and 6.86t0, respectively
(t0 is the one-hop propagation time).

6 Conclusion

In this paper, we address the problem of balancing between detection time and
detection accuracy in a multi-level network intrusion detection system. In this
system, both fog and cloud devices are assigned tasks of anomaly detection and
classification in order to shorten the detection time while satisfying the accuracy
requirement. We define the novel optimization problem which aims to minimize
the detection time with constraints on accuracy and computational capacity of
computing nodes. Then, a heuristic packet assignment method is proposed to
find a solution for the optimization problem. The proposed method is evaluated
by using the UNSW-NB15 dataset and the results show promising performance
in terms of detection time and accuracy. As a future work, we plan to design an
intelligent and self-adaptive packet assignment algorithm which is able to learn
optimal solutions given the change of network conditions (e.g., the number of
sub-networks and the number of neighboring gateways).
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Abstract. Privacy-preserving for data is one of the crucial responsibilities of ser-
vice providers. For the web hosting service, customers’ information and source
codes of websites are considered sensitive data that need to protect. The solution
decentralized for web hosting is a new technology trend, provides an effective
mechanism for storing and accessing websites. This paper addresses some prob-
lems related to privacy concerns of the decentralized web hosting service. Based
on the blockchain technology, cryptography, and interplanetary file system (IPFS)
platform, we propose a protocol for web hosting that provides three features. The
first one ensures anonymity for information of customers. The second feature pro-
vides confidentiality and authentication for transmitting source codes of websites
between customers and the service provider (SP). And the last one is responsible
for securing the source code of websites from other nodes on the public IPFS net-
work. The experiments demonstrate that the proposed solution efficiently protects
privacy for the decentralized web hosting service.

Keywords: IPFS · Blockchain · Privacy ·Web hosting

1 Introduction

Nowadays, most websites are hosted based on the client-server model [1], where, the
centralized servers are responsible for storing source codes and data of websites and han-
dling queries of users, and users can use their web browsers to send requests to these web
servers. Some challenges for web hosting based on this model: (1) with websites provide
data sharing features, when the number of requests to large files increases significantly,
the network traffic becomes more congested and the hosting servers become slower in
responding. To improve data retrieval speed, content delivery networks can be used to
cache and deliver contents to users based on their geographic location [2–4]. However,
these solutionsmay leak information about users [5], and have some challenges concern-
ing scalability, quality of service and flexibility [6], moreover, these entire systems are
still the centralized model. (2) If the data is not well protected and centralized systems
stop working due to overload, denial-of-service (DoS) or distributed denial-of-service
(DDoS) attacks, system errors, etc., users cannot access the websites at that time.

To solve these challenges, the authors in [7] used IPFS to build distributed web
applications. In [8] we proposed a decentralized solution for web hosting, which was a

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved
N.-S. Vo and V.-P. Hoang (Eds.): INISCOM 2020, LNICST 334, pp. 314–323, 2020.
https://doi.org/10.1007/978-3-030-63083-6_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-63083-6_24&domain=pdf
https://doi.org/10.1007/978-3-030-63083-6_24


Privacy-Preserving for Web Hosting 315

combination of the IPFS protocol and the blockchain technology to form a decentralized
platform for the web hosting service. IPFS, was proposed by Juan Benet in 2014 [9],
is a distributed file system, provides efficient methods for data storage and retrieval. It
is also considered the distributed and permanent website. Files on IPFS are segmented
inside objects of 256 kbyte, identified by the SHA-256 hash function. Nodes on the IPFS
network connect and transfer objects to each other over a peer-to-peer network. Each
node owns a distributed hash table to locate the nodes that store certain objects being
requested. Nodes can use the IPFS pinning feature to keep the objects available to the
community, and can activate the interplanetary name space (IPNS) service for creating
and updating mutable links to contents of websites [9, 10]. Meanwhile, the blockchain
technology provides anonymity, transparency, decentralization, auditability [11–13], is
used to conduct transactions between customers and the SP. All valid transactions are
mined and stored on the shared ledger. To easily deploy electronic contracts between
customers and the SP, we select the ethereum blockchain which is a new distributed
blockchain network [14].

In this paper, we present threemodels of web hosting, and illustrate the pros and cons
of them. We also propose an overall protocol used for web hosting that provides three
privacy-preserving features as follows: (1) ensure anonymity of customers’ information;
(2) secure data sharing between customers and the SP over a peer-to-peer network; (3)
protect source codes of websites from illegal copying. Our experimental results also
demonstrate the improvement of privacy-preserving for web hosting, and it is a suitable
and necessary protocol for the web hosting service provider based on the distributed
platform.

The rest of the paper is organized as follows: Sect. 2 describes the three deployment
models for web hosting and analyzes the privacy requirements for the system. Section 3
presents our proposed protocol. Section 4 reports our experimental results, and finally
we conclude with Sect. 5.

2 Models and Privacy Requirements

2.1 Models

The decentralized solution for web hosting can be implemented on the three models as
shown in Figs. 1 and 2. The SP can build a private IPFS network as shown in Fig. 1a, the
size of the network is the number of nodes on the network. In this model, the SP uses
some nodes having high performance (especially large storage capacity) to run the IPFS
cluster service which is used for data replication between cluster nodes. All websites
of customers are stored long-term and replicated on these nodes. Other nodes, called
miner nodes, must connect to cluster nodes directly or indirectly, and act as gateways of
the network. Websites are segmented and put into objects, and each miner node on the
network can cache some objects or all objects of some websites depend on its storage
capacity. Objects are stored onminer nodes temporarily and removed periodically by the
garbage collection feature or when the cache memory is full. In order to access websites
hosted on the SP’s network, there are two ways that users can select. One is to use web
browsers to access websites through one of the gateway nodes published by the SP, this
connection model can be considered the sub-client-server models for the private IPFS
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network, with each server is a gateway node. The gateway nodes can be congested when
receiving a lot of requests from users or due to DoS/DDoS attacks; the other is that each
user uses a device to join the network as a node of the network, and use a web browser to
access websites via the local address of the joined device (such as http://127.0.0.1:8080/
ipfs/<website>). This way is recommended for users because it reduces the network
congestion at gateway nodes and users can access websites faster. In general, the model
in Fig. 1a will not operate more effectively than the traditional model if the size of the
network is small.

Fig. 1. The private IPFS network for web hosting.

As shown in Fig. 1b, the model is the combination of the two private IPFS networks
of the two SPs to form a new private IPFS network. In fact, the more networks join,
the more effective the IPFS network operates. However, the models in Fig. 1 can only
operate effectively within areas that the network covers because many nodes of the SPs
are always in active state to serve users. Users in other regions do not always join the
network to access or cache data for other nodes in the regions, hence the stability of the
IPFS network will not be guaranteed. Therefore, the model in Fig. 1b is suitable for SPs
whose websites only serve users in a specific geographical area such as a region or a
country.

In order to serve a lot of users around the world effectively. The SP’s network needs
to join the public IPFS network. Currently, the ipfs.io is one of the largest public IPFS
networks, is built by the Protocol Labs [15]. Nodes of the SP can easily join this network
to form a private IPFS network and operate based on the public network. In Fig. 2, nodes
1, 2, 3, and 4 of the SP join the public IPFS network. These nodes only store long-term
the websites of the SP’s customers, other data on the network are cached in a certain
period. This is the suitable model for web hosting with lower deployment costs than the
two previous models, it is also selected for the experiment section.

http://127.0.0.1:8080/ipfs/%3cwebsite%3e
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Fig. 2. The private IPFS network based on the public IPFS network.

2.2 Privacy Requirements

In order to implement this solution into practice, it is necessary to consider aspects con-
cerning security and privacy for the service. We indicate three requirements that need
to solve for the decentralized web hosting service including: protect customers’ infor-
mation, guarantee the security and privacy of websites’ source codes when transmitting
from customers to the SP for hosting, and protect websites from illegal copying.

Concerning customers’ information, with the traditional method, in order to register
the web hosting service, customers are required to send certain information like full
name, address, phone number, credit card information, etc. This information is used
for making the contract and invoice. Although a non-disclosure agreement between the
customer and the SPmay be signed, the SP can secretly share this sensitive datawith third
parties or the SP’s database is compromised by hackers. In our solution, the anonymity
is guaranteed by the ethereum blockchain, we write smart contracts containing a set of
rules underwhich the parties agree to interact with each other and automatically executed
once the conditions of the agreement aremet. In this way, customersmay create accounts
on the ethereum blockchain network with anonymous information and easily conduct
transactions to the SP. Transactions are validated by miners and stored in the shared
public ledger of the blockchain network. In addition, the service payment can be done
by Ethereum coin.

Concerning transmission of the source codes of websites from customers to the SP,
our protocol also conducts this work over the public IPFS network. However, IPFS is
currently not provided any solutions for privacy-preserving data storage. Hence, nodes
on the IPFS network can view data through hash values that they own. To ensure this
property, source codes of websites must be encrypted by a symmetric algorithm before
uploading on the public IPFS network, and the secret key is sent to the SP for decryption
through a secure channel.

Concerning protection for source codes of websites from illegal copying, by default
hosted websites on the IPFS network are accessed from normal web browsers like
Chrome, Firefox, etc. and source codes of websites are easily downloaded by any users.
To overcome this problem, the SP needs to select a symmetric algorithm or build a
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private encryption algorithm to encrypt source codes of websites before uploading on
the network. This way guarantees the privacy of websites because nodes on the IPFS
network and normal web browsers cannot understand the contents of the websites. In
order to access websites, the SP has to provide an application as common web browsers,
which contains the secret key of the SP to decrypting websites that hosted by the SP,
and limits the view source code feature. When a user uses this app to access a certain
website, it will download objects of the website, and then decrypt and show results on the
application window. In order to improve security, customers can also use cryptography
functions in their websites to guarantee the privacy for storage data.

3 Proposed Protocol

The proposed protocol for web hosting satisfies the privacy requirements mentioned in
Sect. 2.2. Transactions and related information are transparent on a blockchain. Figure 3
describes the general diagram of the protocol for web hosting.We explain the symbols in
the diagram as follows: P/O represents a person or an organization who owns a website
and wants to register the web hosting service, each P/O has a public key and a private key
denoted by P_PO and p_PO respectively. The web hosting service provider is denoted
by SP, has a public key P_SP and a private key p_SP.

Fig. 3. The protocol diagram for web hosting.

The process of registering the service and accessing websites of the protocol as the
following steps:

1. The P/O builds a website.
2. The P/O encrypts the website with a secret key (denoted by k1) and the selected

symmetric cryptography. The P/O can use the symmetric cryptosystem provided
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by the SP or in case of using a private cryptosystem, the P/O must provide this
cryptosystem or the source code of the cryptosystem to the SP for decryption. Then
the P/O uploads the ciphertext of the website to the public IPFS network. After the
upload process has completed, the P/O receives the hash value of the ciphertext from
the IPFS node.

3. TheP/Operforms a transaction to the blockchain network: In this transaction, besides
the information about the sender and receiver addresses, it also has the following
necessary information:

• k1, for decrypting the original data, is encrypted by the SP’s public key.
• The link of the ciphertext on the public IPFS network.

4. The SP get k1 and download the data: When receiving a transaction from the P/O,
the SP uses p_SP to decrypt ciphertext of k1. Then, the SP downloads the ciphertext
of the website on the IPFS network and uses k1 to decrypt to get the source codes
of the website.

5. The SP uses a symmetric cryptography and a secret key (denoted by k2) to encrypt
the website. The output is uploaded to a cluster node of the SP. The returned hash
value is mapped to a certain public key by the IPNS service of IPFS.

6. The SP creates and submits a transaction to the blockchain network to return this
IPNS value to the P/O. The P/O can use this value to configure a domain name for
the website by using the TXT record of the domain name system service [16].

7. In order to access the website, users have to download an application provided by
the SP. This application can show websites hosted by the SP because it contains k2
for decrypting websites.

In case the P/O wants to update the source codes of the website, the P/O has to
perform steps similar to the service registration process.

4 Experiment Results

To deploy this protocol, we use the ipfs.io network which is a public IPFS network.
For the blockchain network, we use Ganache to create a virtual ethereum blockchain.
By default, Ganache generates ten different accounts, each account wallet contains 100
ETH.

We use the solidity language to build smart contracts for storing information of the
web hosting service as shown in Fig. 4.

We write a simple website using HTML, CSS, and JavaScript programming lan-
guages, all files related to the website are placed in a folder namedWebsite. For cryptog-
raphy algorithms, we use the AES-256 algorithm in CBCmode to encrypt theWebsite as
described at step 2 of our protocol. We use the RSA cryptosystem with 1024-bit keys to
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pragma solidity >=0.4.21 <0.6.0; 
import "github.com/Arachnid/solidity-
stringutils/strings.sol"; 
contract DataSharing { 
    mapping (address => string) message; 
    using strings for *; 
     event AddData(string,string); 
     event ReturnLink(string); 
function SubmitData(address recipient, string  Key, string  
link) public { 
        string memory data; 
        data=Key.toSlice().concat("|".toSlice()); 
        data=data.toSlice().concat(link.toSlice()); 
        data=data.toSlice().concat("|".toSlice()); 
        message[recipient] = data; 
        emit AddData(Key, link); 
    } 
function SubmitIPNS(address recipient, string  ipns) public 
{ 
        message[recipient] = ipns; 
        emit ReturnLink(ipns); 
    }     
function GetData() public view returns (string ) { 
        return (message[msg.sender]); 
    } 
} 

Fig. 4. Code script of the smart contracts for web hosting.

generate key pairs for the P/O and the SP. We install the IPFS-Desktop-Setup-0.10.4.exe
application on a computer to join the ipfs.io network [17], and then upload the encrypted
form of theWebsite to the network. The secret key is encrypted by the public key of the
SP and then sent together with the link of the file on the IPFS network to the blockchain
network. The result of the transaction is shown in Fig. 5.

Fig. 5. The decoded result of the transaction.

We use two virtual machines (OS Windows 7, RAM 1 GB, CPU 2.6 GHZ) joined
to the public IPFS network as the nodes of the SP, Fig. 6 shows the node’s information
on the IPFS network. These nodes are enabled the clustering service and the pinning
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feature. The Website is encrypted by the AES algorithm and k2, and then the output
is uploaded to the ipfs.io network as shown in Fig. 7, all files of the Website are also
encrypted as shown in Fig. 8. The Website is stored long-term in these two nodes.

Fig. 6. The information of the SP’ node on the IPFS network.

Fig. 7. The hash value of the Website folder on the IPFS network.

Fig. 8. Some files of the Website folder on the IPFS network.

Users can access theWebsite through the gateway address (https://www.ipfs.io/ipfs/
<hash_value>) or can also access to the localhost of the devices joined to the net-
work (http://127.0.0.1:8080/ipfs/<hash_value>). As shown in Fig. 9, the normal web
browsers can access the Website but cannot understand its contents. Similarly, other
nodes on the public IPFS network will also receive the ciphertext when accessing the
hash value of the website, hence the privacy of websites is guaranteed. In order to
show theWebsite, we use the C# programming language to create an application named
Web_Client which contains k2 for decrypting the source codes of theWebsite, as shown
in Fig. 10.

https://www.ipfs.io/ipfs/%3chash_value%3e
http://127.0.0.1:8080/ipfs/%3chash_value%3e
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Fig. 9. The result of accessing the website from a normal web browser

Fig. 10. The website is accessed from the Web_Client application.

5 Conclusions

Websites hosted on IPFS can access faster and more secure than the traditional model
because objects of websites are identified by the cryptographic hash of their contents
and objects of a certain website can retrieve from peer-to-peer nodes. In this paper,
we have built the protocol for web hosting presented on a previous paper [8]. Our
protocol can protect the privacy of websites on the public IPFS network. The protocol is
built from the advantages of the IPFS platform for storing distribution, the blockchain
technology for providing anonymous, and cryptography for protecting confidentiality
and authentication. The experimental results show that our protocol operates efficiently,
can easily implement in practice.
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Abstract. In this paper, we study a mobile edge computing (MEC)
network based on non-orthogonal multiple access (NOMA) scheme, in
which a user can offload its tasks to two MEC servers through downlink
NOMA. Due to security constraint, the confidential tasks must be com-
puted on the trusted server, the remain tasks can be offloaded to other
server if needed. In this scenario, we propose a novel secure protocol,
namely APS-NOMA MEC, based on access point selection (APS) scheme
to guarantee the security constraint. The exact closed-form expression
of successful computation probability for this proposed system protocol
is derived. We further study the impact of the network parameters on
the system performance to confirm the effectiveness of deployment of
NOMA in MEC network. The numerical results show that our proposed
protocol outperforms the conventional NOMA MEC scheme in terms of
computation efficiency. Finally, the simulation results are also provided
to verify the accuracy of our analysis.

Keywords: Mobile edge computing · Non-orthogonal multiple access ·
Downlink NOMA · Successful computation probability · Trusted server

1 Introduction

Cloud computing has been seen emerging as a new paradigm of computing in the
last decade. In the last few years, mobile edge computing (MEC) is a new trend
in computing with the function of clouds moving towards the network edges to
support the intensive computation needs of the next-generation wireless com-
munication networks (NGWCN). In this MEC network, the edge servers serve
as the computational access points to help in accomplishing the computation
tasks of users through wireless links [1–6]. Meanwhile, NOMA technique has
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been recognized as a strong candidate for NGWCN due to its ability of serv-
ing multiple users using the same time and frequency resources, so that it can
improve network capacity [7–11]. Naturally, the application of NOMA technique
in MEC is considered in a few of works to improve the performance of MEC net-
works [12–15]. In [12], a NOMA MEC network, in which two users may partially
offload their respective tasks to a single MEC server through uplink NOMA, was
studied. The offloading scheme in three different modes, namely the partial com-
putation offloading, the complete local computation, and the complete offloading
was proposed for this considered model. The optimal solutions for an optimiza-
tion problem to maximize the successful computation probabilty were obtained
by jointly optimizing the parameters of the proposed scheme. In [13], a com-
putation efficiency maximization framework was proposed for wireless-powered
MEC networks based on uplink NOMA according to both partial and binary
computation offloading modes. Two algorithms, namely iterative algorithm and
alternative optimization algorithm, were proposed to solve the computation effi-
ciency non-convex problem. The authors in [14] proposed the efficient algorithms
to solve the weighted sum-energy minimization problems under both cases with
partial and binary offloading for multi-antenna NOMA multiuser MEC system.
The work of [15] studied NOMA MEC networks for both uplink and downlink
transmissions. The studied results have shown that the use of NOMA can effi-
ciently reduce the latency and energy consumption of MEC offloading compared
to their conventional orthogonal multiple access (OMA) counterparts.

Motivate by the work of [15], in this work we consider the scenario that the
security requirement of MEC network is deployed based on trusted server. The
confidential tasks must be computed on the trusted server, the remain tasks can
be offloaded to other server if needed by using downlink NOMA scheme. The
main contributions of our paper are as follows.

- A novel secure APS-NOMA MEC scheme for mobile edge computing system
applied downlink NOMA network based on trusted server is proposed.

- We derive the exact closed-form expression of successful computation prob-
ability for this scheme.

- Numerical results are provided to investigate the impact of the network
parameters, i.e., transmit power, power allocation ratio, on the system perfor-
mance to verify the effectiveness of deployment of NOMA in MEC network.

- Simulation results show that our proposed protocol can achieve better suc-
cessful computation probabilty compared with other NOMA scheme.

The rest of this paper is organized as follows. Section 2 presents the system
model. The performance of this considered system is analyzed in Sect. 3. The
numerical results and discussion are shown in Sect. 4. Finally, we conclude our
work in Sect. 5.

Notation: gi denotes the channel power gain of link S − APi (i = {1, 2}), gi ∼
CN (0, N). B denotes the channel bandwidth. Ps stands for the transmit power
of S. γs = Ps

N is the average transmit signal-to-noise ratio (SNR).
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Fig. 1. System model for downlink NOMA MEC network

2 System Model

The Fig. 1 depicts the system model for a secure downlink NOMA mobile edge
computing network, in which a single user partially offloads its tasks to two
(trusted and untrusted) MEC access points (APs) through downlink NOMA.
Without loss of generality, we denote user, trusted AP and untrusted AP as
S, AP1 and AP2, respectively. They are assumed to have a single antenna and
operate in the half duplex mode. Assuming that S has a L-bit task with L1

confidential bits (L1 < L) to be executed and it may not be able to execute its
tasks locally within the latency budget due to the limited computational ability.
Therefore, S needs the help from APs through wireless links subject to quasi-
static Rayleigh fading. However, due to security constraint the trusted server
(AP1) must be prioritized for selecting to compute the tasks of user, meanwhile,
the untrusted server (AP2) is only used to guarantee the performance of this
considered system if needed. We assume that the task-input bits are bit-wise
independent and can be arbitrarily divided into different groups [12]. Therefore,
L-bit task can be divided into a confidential L1-bit task (Task 1) and a non-
confidential L2-bit task (Task 2).

We propose a new secure protocol, called APS-NOMA MEC scheme, for
MEC network as follows.

- In the first phase, the user S estimates the channel parameters at the
beginning of each transmission in duration τ0.

- In the second phase, according to the channel state information (CSI),
S assigns the servers and offloads its tasks to the corresponding APs during
duration τ1 according to APS Algorithm 1. Notice that, in APS Algorithm 1,
Task 1 is confidential task with L1 bits, Task 2 is non-confidential task with L2

bits and L1 + L2 = L.



A Novel Secure Protocol for Mobile Edge Computing Network 327

Fig. 2. Time flow chart for APS protocol

- In the third phase, data is executed on the selected MEC APs in duration
τ2.

- Finally, in the fourth phase S downloads the results from APs during
duration τ3.

The time flow chart for APS protocol is as Fig. 2, in which τ0 and τ3 are
assumed very small and thus are neglected [12], and TB denotes the transmission
block time.

Algorithm 1. Access Point Selection (APS) Algorithm
1: procedure Selection(AP1, AP2)
2: if g1 > g2 then AP1 selected
3: offload L-bit task to AP1

4: goto 9
5: else divide L-bit task into L1-bit task (Task 1) and L2-bit task (Task 2)
6: applying NOMA, S offloads Task 1 to AP1 and Task 2 to AP2

7: goto 9
8: end if
9: download results from corresponding APs

The i.i.d. quasi-static Rayleigh channel gains gi, i ∈ {1, 2}, follows expo-
nential distributions with parameters λi. Therefore, the cummulative density
function (CDF) and probability density function (PDF) of gi (i = 1, 2) are
respectively given by

Fgi
(x) = 1 − e

− x
λi , (1)

fgi
(x) =

1
λi

e
− x

λi . (2)

3 Performance Analysis

In order to characterize the performance of a MEC system, the successful compu-
tation probability, called Prs, is used as an important performance metric [12].
It is defined as the probability that all tasks are successfully executed within a
given time T > 0, which is expressed as

Prs = Pr (τ1 + τ2 ≤ T ) = Pr (τ ≤ T ) , (3)
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where τ1 and τ2 are the transmission latency and computation latency, respec-
tively; τ = τ1 + τ2. The execution time τ is calculated as follows.

τ =

{
L

B log(1+γsg1)
+ ρL

f1
, g1 > g2

max
{

t1 + ρL1
f1

, t2 + ρL2
f2

}
, g1 < g2

(4)

where t1 = L1

B log
[
1+

aγsg1
(1−a)γsg1+1

] is the transmission latency from S to AP1, t2 =

L2
B log[1+(1−a)γsg2]

is the transmission latency from S to AP2, a (0 < a < 1) is the
power allocation ratio when applying NOMA scheme, ρ denotes the number of
required CPU cycles for each bit, and fi stands for the CPU-cycle frequency at
the APi, i = {1, 2}.

Therefore, according to APS Algorithm 1, the successful computation prob-
ability can be rewritten as

Prs = Pr
(

g1 > g2,
L

B log (1 + γsg1)
+

ρL

f1
≤ T

)

+ Pr
(

g1 < g2,max
{

t1 +
ρL1

f1
, t2 +

ρL2

f2

}
≤ T

)
. (5)

In order to evaluate the performance of this considered NOMA MEC system,
we obtain the following theorems.

Theorem 1.

Under quasi-static Rayleigh fading, the exact closed-form expression of the suc-
cessful computation probability Prs for this considered downlink NOMA MEC
system based on proposed APS-NOMA MEC scheme is given by

Prs =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

e− β
λ1

[
1 − e− β

λ2

]
+ e− β1

λ1
− β∗

λ2 +

λ1
λ1+λ2

[
e
−

(
1

λ1
+ 1

λ2

)
β − e

−
(

1
λ1

+ 1
λ2

)
β∗

]
, a > Φ

1−Φ

e− β
λ1

[
1 − e− β

λ2

]
+ λ1

λ1+λ2
e
−

(
1

λ1
+ 1

λ2

)
β
, a < Φ

1−Φ

(6)

where β = 2
L

ΩB −1
γs

, β1 = Φ
γs[a−(1−a)Φ] , β∗ = max {β1, β2}, β2 = 2

L2
Ω2B −1

(1−a)γs
, Φ =

2
L1

Ω1B − 1, Ω = T − ρL
f1

, Ω1 = T − ρL1
f1

, Ω2 = T − ρL2
f2

.

Proof. See Appendix A.

In the work [15], the application of downlink NOMA transmission to MEC
was investigated. In this scenario, the user S always offloads Task 1 to AP1 and
Task 2 to AP2 by using NOMA scheme. In order to verify the effectiveness of
this proposed protocol, we derive the exact closed-form expression for successful
computation probability of conventional downlink NOMA MEC system similar
to [15] as following theorem.
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Theorem 2.

Under quasi-static Rayleigh fading, the exact closed-form expression of the suc-
cessful computation probability Pr

(ref)
s for the conventional downlink NOMA

MEC system is expressed as

Pr(ref)
s =

{
e
−

(
β1
λ1

+
β2
λ2

)
, a > Φ

1−Φ

0, a < Φ
1−Φ

(7)

where β1 = Φ
γs[a−(1−a)Φ] , β2 = 2

L2
Ω2B −1

(1−a)γs
, Φ = 2

L1
Ω1B − 1, Ω1 = T − ρL1

f1
, Ω2 =

T − ρL2
f2

.

Proof. See Appendix B.

4 Numerical Results and Discussion

In this section, we provide the numerical results in terms of successful compu-
tation probability Prs to reveal the impact of key system parameters to sys-
tem performance. The simulation parameters used in this work are provided in
Table 1.

Table 1. Simulation parameters

Parameters Notation Typical values

Environment Rayleigh

Number of antennas of each device N 1

Transmit power Ps 0–30 dB

CPU-cycle frequency of AP1 f1 5 GHz

CPU-cycle frequency of AP2 f2 10 GHz

The number of CPU cycles for each bit ρ 10

Channel bandwidth B 100 MHz

The threshold of latency T 0.5 s

The number of data bits L 80 Mbits

4.1 Impact of Average Transmit SNR and the Length of Task 1

In order to study the impact of the length of confidential task to the perfor-
mance, we let L1 = εL, L2 = (1 − ε)L, where ε is denoted as data allocation
coefficient, 0 ≤ ε ≤ 1. We set the power allocation ratio as a = 0.75 for our
simulation. The impact of average transmit SNR (γs) and the length of Task
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1 (L1) on system performance in terms of successful computation probability
Prs is shown in Fig. 3 and Fig. 4. We can observe from these figures that Prs

increases when γs increases. In other words, the performance can improve by
inceasing the transmit power of user. Meanwhile, the impact of the length L1 on
the performance is quite different, i.e., the variation of L1 does not affect to the
performance much. However, there exists an optimal value of L∗

1 corresponding
to ε∗ that Prs achieves a maximum value.

Fig. 3. Prs vs. average transmit SNR γs with different ε.

4.2 Impact of Transmit Power Allocation Ratio and the Length of
Task 1

The impact of transmit power allocation ratio (a) and data allocation coefficient
(ε) on system performance in terms of successful computation probability Prs

is shown in Fig. 5 and Fig. 6. For a given value of ε, Prs increases when a >
Φ

1−Φ and it does not change when a ≤ Φ
1−Φ . It means that in order to improve

the performance of this considered system we can allocate the more transmit
power the better. However, when a moves closer to 1, the performance degrades.
Therefore, there exists an optimal value of a∗ that Prs achieves a maximum
value. Figure 7 and Fig. 8 also depict this conclusion.
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Fig. 4. Prs vs. data allocation coefficient ε with different γs.

Fig. 5. Prs vs. power allocation ratio a with different ε.

4.3 Comparison to Conventional NOMA Scheme

Figure 9 and Fig. 10 depict the comparison results between APS-NOMA scheme
and conventional NOMA scheme in terms of Prs vs. γs with different ε and with
different a. We can see from these figures that our proposed protocol outperforms
the conventional NOMA scheme in terms of successful computation probability.

Finally, from above Figs. 3, 4, 5, 6, 7 and 8 we can see that the superior match
between analytical and simulation results. This verifies the correctness of our
analysis.
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Fig. 6. Prs vs. data allocation coefficient ε with different a.

Fig. 7. Prs vs. γs with different a.
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Fig. 8. Prs vs. power allocation ratio a with different γs.

Fig. 9. The comparison between APS-NOMA scheme and conventional NOMA scheme
in terms of Prs vs. γs with different ε.
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Fig. 10. The comparison between APS-NOMA scheme and conventional NOMA
scheme in terms of Prs vs. γs with different a.

5 Conclusion

In this paper, we have proposed a new offloading APS-NOMA MEC scheme
for a secure NOMA MEC network. We have also derived the exact closed-form
expressions of successful computation probabilty for this proposed system. The
numerical results have been provided to reveal that our proposed scheme achieves
better performance than conventional NOMA scheme. Moreover, the perfor-
mance of this system can be improved by increasing the transmit power and/or
by select the optimal value of power allocation ratio.

APPENDIX A: PROOF OF THEOREM 1
Here, from (5) we derive the closed-form expression of Prs as follows.

Ps = Pr

(
g1 > g2, g1 >

2
L

ΩB − 1
γs

)

+ Pr

(
g1 < g2,

[
1 − (1 − a)(2

L1
Ω1B − 1)

a

]
g1 >

2
L1

Ω1B − 1
aγs

, g2 >
2

L2
Ω2B − 1

(1 − a)γs

)

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Pr (g1 > g2, g1 > β)︸ ︷︷ ︸
I1

+ Pr (g1 < g2, g1 > β1, g2 > β2)︸ ︷︷ ︸
I2

, a > Φ
1−Φ

Pr (g1 > g2, g1 > β)︸ ︷︷ ︸
I1

, a < Φ
1−Φ

(A-1)
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where β = 2
L

ΩB −1
γs

, Ω = T − ρL
f1

, β1 = Φ
γs[a−(1−a)Φ] , Φ = 2

L1
Ω1B − 1, β2 =

2
L2

Ω2B −1
(1−a)γs

, Ω1 = T − ρL1
f1

, Ω2 = T − ρL2
f2

,

I1 = [1 − Fg1(β)] Fg2(β) +
∫ ∞

β

[1 − Fg1(y)] fg2(y)dy

= [1 − Fg1(β)] Fg2(β) +
1
λ2

∫ ∞

β

e− y
λ1

− y
λ2 dy

= [1 − Fg1(β)] Fg2(β) +
λ1

λ1 + λ2
e
−

(
1

λ1
+ 1

λ2

)
β
.

(A-2)

I2 = [1 − Fg1(β1)] [1 − Fg2(β
∗)] −

∫ ∞

β∗
[1 − Fg1(y)] fg2(y)dy

= [1 − Fg1(β1)] [1 − Fg2(β
∗)] − λ1

λ1 + λ2
e
−

(
1

λ1
+ 1

λ2

)
β∗

,

(A-3)

where β∗ = max{β1, β2}.
From (1), (A-2), (A-3) and (A-1), we obtain the result as (6). This concludes

our proof.

APPENDIX B: PROOF OF THEOREM 2
Here, we derive the closed-form expression of Pr

(ref)
s as follows.

Pr(ref)
s = Pr

(
t1 +

ρL1

f1
< T, t2 +

ρL2

f2
< T

)

= Pr

([
1 − (1 − a)(2

L1
Ω1B − 1)

a

]
g1 >

2
L1

Ω1B − 1
aγs

, g2 >
2

L2
Ω2B − 1

(1 − a)γs

)

=

{
[1 − Fg1 (β1)] [1 − Fg2 (β2)] , a > Φ

1−Φ

0, a < Φ
1−Φ

=

{
e
−

(
β1
λ1

+
β2
λ2

)
, a > Φ

1−Φ

0, a < Φ
1−Φ

(B-1)

This concludes our proof.

References

1. Mao, Y., You, C., Zhang, J., Huang, K., Letaief, K.B.: A survey on mobile edge
computing: the communication perspective. IEEE Commun. Surv. Tutorials 19(4),
2322–2358 (2017)

2. Zhou, F., Wu, Y., Hu, R.Q., Qian, Y.: Computation rate maximization in uav-
enabled wireless powered mobile-edge computing systems. IEEE J. Sel. Areas Com-
mun. 36(9), 1927–1941 (2018)

3. Sun, H., Zhou, F., Hu, R.Q.: Joint offloading and computation energy efficiency
maximization in a mobile edge computing system. IEEE Trans. Veh. Technol.
68(3), 3052–3056 (2019)



336 D.-B. Ha et al.

4. Zhang, Y., Lan, X., Li, Y., Cai, L., Pan, J.: Efficient computation resource manage-
ment in mobile edge-cloud computing. IEEE Internet of Things J. 6(2), 3455–3466
(2019)

5. Li, Q., Zhao, J., Gong, Y.: Computation offloading and resource allocation for
mobile edge computing with multiple access points. IET Commun. 13(17), 2668–
2677 (2019)

6. Lu, W., Yin, B., Huang, G., Li, B.: Edge caching strategy design and reward
contract optimization for uav-enabled mobile edge networks (2020). EURASIP J.
Wireless Commun. Networking 38, 1–10 (2020). https://doi.org/10.1186/s13638-
020-1655-2

7. Men, J., Ge, J.: Performance analysic of non-orthogonal multiple access in downlink
cooperative network. IET Commun. 9(18), 2267–2273 (2015)

8. Islam, S.M.R., Avazov, N., Dobre, O.A., Kwak, K.S.: Power-domain non-
orthogonal multiple access (NOMA) in 5G systems: potentials and challenges.
IEEE Commun. Surv. Tutorials 19(2), 721–742 (2017)

9. Ha, D.-B., Nguyen, S.Q.: Outage performance of energy harvesting DF relaying
NOMA networks. Mob. Netw. Appl. 23(6), 1572–1585 (2017). https://doi.org/10.
1007/s11036-017-0922-x

10. Tran, D.D., Tran, H.V., Ha, D.B., Kaddoum, G.: Cooperation in NOMA net-
works under limited user-to-user communications: Solution and analysis. In: IEEE
Wireless Communications and Networking Conference (WCNC), 15–18 April 2018,
Barcelona, Spain (2018)

11. Tran, D.D., Ha, D.B.: Secrecy performance analysis of QoS-based non-orthogonal
multiple access networks over nakagami-m fading. In: The International Conference
on Recent Advances in Signal Processing, Telecommunications and Computing
(SigTelCom), HCMC, Vietnam (2018)

12. Ye, Y., Lu, G., Hu, R.Q., Shi, L.: On the performance and optimization for MEC
networks using uplink noma. In IEEE International Conference on Communica-
tions Workshops (ICC Workshops), Shanghai, China. IEEE (2019)

13. Zhou, F., Wu, Y., Hu, R.Q., Qian, Y.: Computation efficiency in a wireless-powered
mobile edge computing network with NOMA. In: IEEE International Conference
on Communications (ICC), Shanghai, China, 20–24 May 2019 (2019)

14. Wang, F., Xu, J., Ding, Z.: Multi-antenna noma for computation offloading in
multiuser mobile edge computing systems. IEEE Trans. Commun. 67(3), 2450–
2463 (2019)

15. Ding, Z., Fan, P., Poor, H.V.: Impact of non-orthogonal multiple access on the
offloading of mobile edge computing. IEEE Trans. Commun. 67(1), 375–390 (2019)

16. Ha, D.H., Ha, D.B., Zdralek, J., Voznak, M.: A new protocol based on opti-
mal capacity for energy harvesting amplify-and-forward relaying networks. In: 5th
NAFOSTED Conference on Information and Computer Science (NICS) (HCMC,
Vietnam) (2018)

17. Gradshteyn, I., Ryzhik, I.: Table of Integrals Series and Products. Elsevier Aca-
demic Press, Brulington (2007)

https://doi.org/10.1186/s13638-020-1655-2
https://doi.org/10.1186/s13638-020-1655-2
https://doi.org/10.1007/s11036-017-0922-x
https://doi.org/10.1007/s11036-017-0922-x


Author Index

Belkada, Younes 150
Bui, Minh-Phung 19
Bui, My Ngoc 138

Canberk, Berk 3

Dao, Thi-Nga 105
Diem, Cong-Hoang 57
Dinh, Nguyen Quoc 85
Do, Ngoc-Tuan 291
Do, Y Nhu 270
Doan, Van-Sang 45
Doanh, Bui Quoc 95
Duc Minh, Nguyen 270
Duc-Cuong, Quach 270
Duong, Quang-Manh 105

Erol, Muhammed Raşit 3

Fadzil Hassan, Mohd. 259
Fujii, Takeo 57

Ha, Dac-Binh 32, 324
Ha, Duy-Hung 324
Han, Huy-Dung 195
Hoang, Van-Phuc 45, 291
Hoang, Xuanhoi 77
Hung, Nguyen Tuan 85
Huong, Tran Thi Thu 95
Huynh, Tam T. 314
Huynh-The, Thien 45

Kim, Dong-Seong 45, 127

Le, Duc Van 301
Lê, Ngoc C. 195
Le, Vannhu 77
Lee, Yoonill 32
Le-Trung, Quan 206

Manh, Luong Duy 95
Masaracchia, Antonino 19

Nguyen Kim, Thanh 243
Nguyen Le, Thanh Tuan 150
Nguyen, Doanh Ngoc- 150
Nguyen, Hien M. 19
Nguyen, Hoang Huy 138
Nguyen, Hong-Phong 105
Nguyen, Huu Hung 127
Nguyen, Mau Uyen 181
Nguyen, Minh-Hieu 195
Nguyen, Nhung T.H. 314
Nguyen, Quang Thi 127
Nguyen, Thuc D. 314
Nguyen, Van-Long 32
Nguyen, Van-Thanh 105
Nguyen-Anh, Tuan 206
Nguyen-Thi, Xuan-Huyen 195

Pham, Cong-Nguyen 195
Pham, Minh Nghia 221
Pham, MinhNghia 77, 233
Pham-Quoc, Nghi 259
Phan, Thanh-Minh 19

Quach, Luyl-Da 259
Quang Ninh, Nguyen 270

Son, Vo Quang 95

Ta, Chi Hieu 301
Tai, Le Danh 163
Tan, Hanh 314
Tan, Nguyen Ngoc 221
Tang, Van Ha 181
Thang, Nguyen Kim 163
Thanh, Ta Minh 163, 243
Thieu, HuuCuong 233
Thi-Nga, Dao 301
Thuy, Le Minh 85
Thuyen, Hoang Dinh 85
Tran Nam, Khanh 243
Tran, Cong Manh 127
Tran, Duc Chung 259
Tran, Quang-Nhat 19



Tran, Thin Cong 138
Trinh, Quang-Kien 105
Trong Chuong, Trinh 270
Trung, Le Trong 85
Truong, Van-Truong 32, 324

Van Do, Hai 150
Van Hoang, Dong 150
Van Hung, Phan 85

Van Nguyen, Nam 150
Vo, Nguyen-Son 19
Vo, Tan-Loc 32
Vu, Hanh 150
Vu, Van Son 301

Yamada, Yoshihide 85

Zucker, Arthur 150

338 Author Index


	Preface
	Organization
	Contents
	Telecommunications Systems and Networks
	Intelligent Channel Utilization Discovery in Drone to Drone Networks for Smart Cities
	1 Introduction
	2 Network Architecture
	3 System Model
	3.1 Searching and Finding Sub-layer
	3.2 Functional Sub-layer

	4 Simulation Environment
	5 Performance Evaluation
	6 Conclusions
	References

	Downlink Resource Sharing and Multi-tier Caching Selection Maximized Multicast Video Delivery Capacity in 5G Ultra-Dense Networks
	1 Introduction
	2 System Model
	3 System Formulations
	3.1 Wireless Channel
	3.2 Capacity at RUs
	3.3 SINR at SUs

	4 DRS-MCS Optimization Problem and Solution
	5 Performance Evaluation
	6 Conclusion
	References

	Performance Analysis of Relay Selection on Cooperative Uplink NOMA Network with Wireless Power Transfer
	1 Introduction
	2 Network and Channel Models
	2.1 Power Transfer Phase
	2.2 Information Transmission Phase
	2.3 Relay Phase

	3 Performance Analysis
	4 Nummerical Results and Disscussion
	5 Conclusion
	References

	Convolutional Neural Network-Based DOA Estimation Using Non-uniform Linear Array for Multipath Channels
	1 Introduction
	2 Signal Model and Dataset Generation
	2.1 Signal Model of Antenna Array
	2.2 Dataset Generation

	3 CNN-Based DOA Estimation Model
	4 Experiment Result and Discussion
	4.1 DOA-ConvNet with Different Filter Size
	4.2 DOA-ConvNet with Different Number of Filters
	4.3 DOA-ConvNet with Different Conv-Blocks
	4.4 Comparison of DOA-ConvNet with Other Existing CNN Models

	5 Conclusion
	References

	An UAV and Distributed STBC for Wireless Relay Networks in Search and Rescue Operations
	1 Introduction
	2 Distributed STBC Cooperative Diversity System
	3 Proposed Method
	4 Performance Evaluation
	4.1 Simulation Conditions
	4.2 Simulation Results

	5 Conclusion
	References

	Hardware, Software, and Application Designs
	Resolution-Improvement of Confocal Fluorescence Microscopy via Two Different Point Spread Functions
	1 Introduction
	2 Methodology
	3 Simulation and Experimental Results
	4 Conclusion
	References

	Estimations of Matching Layers Effects on Lens Antenna Characteristics
	1 Introduction
	2 Theoretical Matching Layers and Antenna Modeling
	2.1 Theoretical Matching Layers
	2.2 Antenna Modeling
	2.3 Simulation Parameters

	3 Simulation Results
	3.1 Power Reflection Coefficients
	3.2 Radiation Patterns
	3.3 Side-Lobe Levels
	3.4 The Lens Thickness
	3.5 Electric Field Distributions

	4 Conclusion
	References

	A 3-Stacked GaN HEMT Power Amplifier with Independently Biased Technique
	1 Introduction
	2 Descriptions of the Proposed Amplifier
	2.1 3-Stacked GaN HEMT MMIC Chip
	2.2 Power Amplifier

	3 Performance Evaluation
	3.1 Vd1 Variation
	3.2 Vd2 variation

	4 Experiment
	4.1 PA Prototype
	4.2 Experimental Setup
	4.3 Measured Results

	5 Conclusion
	References

	Feasibility and Design Trade-Offs of Neural Network Accelerators Implemented on Reconfigurable Hardware
	1 Introduction
	2 Background
	2.1 Neural Network
	2.2 Convolutional Neural Network

	3 Performance Evaluation of Neural Network-Based Classifier on a Software Tool
	3.1 Software Platform
	3.2 Analysis of the Recognition Accuracy
	3.3 Analysis of the Number Format

	4 Design of Neural Network Accelerator on FPGA
	4.1 Design of Processing Units
	4.2 Design of Data Buffer
	4.3 Hardware Utilization and Processing Latency

	5 Performance Evaluation of Neural Network Accelerator on FPGA
	5.1 Experimental Setup
	5.2 Experimental Results of Neural Network Accelerator on FPGA

	6 Conclusion
	References

	Information Processing and Data Analysis
	Adaptive Essential Matrix Based Stereo Visual Odometry with Joint Forward-Backward Translation Estimation
	1 Introduction
	2 Feature Extraction
	3 Proposed Pose Estimation
	3.1 Rotation Estimation
	3.2 Translation Estimation

	4 Experimental Results
	5 Conclusion and Furture Work
	References

	A Modified Localization Technique for Pinpointing a Gunshot Event Using Acoustic Signals
	1 Introduction
	2 Signal Simulation
	3 Methodology
	3.1 Event Detection
	3.2 Source Localization

	4 Experimental Results
	5 Conclusions
	References

	Table Structure Recognition in Scanned Images Using a Clustering Method
	1 Introduction
	2 Methods
	2.1 Noise Removal
	2.2 Text Detection
	2.3 Row Detection
	2.4 Column Detection
	2.5 Cell Reconstruction

	3 Evaluation Results
	3.1 Performance Evaluation of CluSTi
	3.2 Comparison of CluSTi and Other Methods

	4 Conclusion
	References

	Distributed Watermarking for Cross-Domain of Semantic Large Image Database
	1 Introduction
	1.1 Overview
	1.2 Our Contributions
	1.3 Roadmap

	2 Preliminary
	2.1 Discrete Cosine Transform
	2.2 Singular Value Decomposition
	2.3 Semantic Large Image Dataset
	2.4 Distributed Watermark

	3 Our Proposed Method
	3.1 Shadows Construction Process
	3.2 Video Embedding Method
	3.3 Video Extraction Method
	3.4 Watermark Revealing Process

	4 Experimental Results and Analysis
	4.1 Experimental Environment
	4.2 Imperceptibility Measure
	4.3 Robustness Measure

	5 Conclusions
	References

	Depth Image Reconstruction Using Low Rank and Total Variation Representations
	1 Introduction
	2 Depth Sparse Imaging Model
	2.1 Depth Image Acquisition
	2.2 Depth Estimation with Sparse Representation

	3 LR-TV Depth Reconstruction
	3.1 LR-TV Problem Formulation
	3.2 ADMM-Based Algorithm

	4 Experimental Results
	4.1 Experimental Setup
	4.2 Evaluation and Analysis of LR-TV Model
	4.3 Comparison with Other Imaging Approaches

	5 Conclusion
	References

	Deep Learning Based Hyperspectral Images Analysis for Shrimp Contaminated Detection
	1 Introduction
	2 Related Works
	3 System Model
	4 Data Preprocessing
	4.1 Hyperspectral Data Visualization
	4.2 DNN for Classification

	5 Experiments and Results
	5.1 DNN Setup and Metrics
	5.2 Results and Discussion

	6 Conclusion
	References

	A Predictive System for IoTs Reconfiguration Based on TensorFlow Framework
	1 Introduction
	2 Related Work
	2.1 IoTs Reconfiguration Framework
	2.2 Time-Series Sensor Data Prediction Algorithms

	3 Development of IRPS
	3.1 Methodology
	3.2 Design and Implementation of IRPS

	4 Case Study
	4.1 Smart Room
	4.2 Smart Hydroponic Cultivation

	5 Conclusion
	References

	Industrial Networks and Intelligent Systems
	An Optimal Eigenvalue-Based Decomposition Approach for Estimating Forest Parameters Over Forest Mountain Areas
	1 Introduction
	2 Basic Scattering Mechanisms in Forest Mountain Areas for PolInSAR and Simplified Neumann Volume Scattering Model
	2.1 The PolInSAR Covariance Matrix
	2.2 Volume Scattering Mechanism and Simplified Neumann Scattering Model
	2.3 Ground and Double-Bounce Scattering Model for Sloped Terrain

	3 The Optimal Eigenvalue-Based Decomposition of PolInSAR Data
	4 Applied Data Set and Experimental Results
	5 Conclusion
	References

	An Improved Forest Height Inversion Method Using Dual-Polarization PolInSAR Data
	1 Introduction
	2 Methodology
	2.1 The Complex Interferometry Coherence Coefficient of the Dual-Polarization PolInSAR System
	2.2 Estimating Ground Phase Based on the Mean Coherence Set Theory
	2.3 Estimating Forest Parameters by the Polarimetric Channel Comprehensive Search Method

	3 Experimental Result
	4 Conclusion
	References

	An Attempt to Perform TCP ACK Storm Based DoS Attack on Virtual and Docker Network
	1 Introduction
	1.1 Overview
	1.2 Our Contributions
	1.3 Roadmap

	2 Related Works
	2.1 Transmission Control Protocol - TCP
	2.2 Vmware Workstationch19refspsvmware
	2.3 Dockerch19refspsdocker
	2.4 Network and Port Address Translationch19refspsnatpat
	2.5 Original ACK-Storm DoS Attack
	2.6 ACK-Storm DoS Attack Using FIN-ACK Packet

	3 Experiment in VMware Workstation
	3.1 Experiment Original ACK-Storm DoS Attack
	3.2 Experiment ACK-Storm DoS Attack Using FIN-ACK Packet

	4 Experiment in Docker
	4.1 Experiment Original ACK-Storm DoS Attack
	4.2 Experiment ACK-Storm DoS Attack Using FIN-ACK Packet
	4.3 Experiment ACK-Storm DoS Attack Using FIN-ACK Packet and Fake Retransmitted ACK Packets from Attacker

	5 Discussion
	5.1 Feasibility
	5.2 Countermeasures
	5.3 Ethical Considerations

	6 Conclusions
	References

	Identification of Chicken Diseases Using VGGNet and ResNet Models
	1 Introduction
	2 The Proposed Methodology
	2.1 ResNet Model
	2.2 VGGNet

	3 Experimental Setup
	3.1 Data Collection
	3.2 Implementation

	4 Results
	5 Conclusions
	References

	Design and Evaluation of the Grid-Connected Solar Power System at the Stage of DC BUS with Optimization of Modulation Frequency for Performance Improvement
	1 Introduction
	2 Structure of Power Blocks in the System
	2.1 Boost DC/DC Block
	2.2 Single-Phase SVPWM Inverter

	3 Maximum Power Sticking Control Algorithm
	4 Setting Up Simulation Model
	4.1 Solar Panel Model
	4.2 DC/DC Power Converter Model
	4.3 Rectifier Stage
	4.4 Two-Level Single-Phase Inverter Model
	4.5 LCL Filter Model
	4.6 Controller

	5 Simulation Results
	5.1 Simulation of PV Panel Properties
	5.2 Simulation of System Characteristics

	6 Conclusion
	References

	Security and Privacy
	An Efficient Side Channel Attack Technique with Improved Correlation Power Analysis
	1 Introduction
	2 Original CPA and Related Works
	2.1 Original CPA
	2.2 Related Works

	3 Proposed CPA Technique
	4 Experimental Results
	5 Conclusion and Future Work
	References

	An Optimal Packet Assignment Algorithm for Multi-level Network Intrusion Detection Systems
	1 Introduction
	2 Network Model
	3 Problem Formulation
	4 An Optimal Packet Assignment Algorithm
	5 Performance Evaluation
	5.1 Experimental Setup
	5.2 Performance Comparison of Processing Nodes
	5.3 Evaluation of the Proposed Packet Assignment Algorithm

	6 Conclusion
	References

	Privacy-Preserving for Web Hosting
	1 Introduction
	2 Models and Privacy Requirements
	2.1 Models
	2.2 Privacy Requirements

	3 Proposed Protocol
	4 Experiment Results
	5 Conclusions
	References

	A Novel Secure Protocol for Mobile Edge Computing Network Applied Downlink NOMA
	1 Introduction
	2 System Model
	3 Performance Analysis
	4 Numerical Results and Discussion
	4.1 Impact of Average Transmit SNR and the Length of Task 1
	4.2 Impact of Transmit Power Allocation Ratio and the Length of Task 1
	4.3 Comparison to Conventional NOMA Scheme

	5 Conclusion
	References

	Author Index



