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Preface

We are glad to introduce the proceedings of the 17th International Conference on the
Economics of Grids, Clouds, Systems, and Services (GECON 2020). GECON 2020
was held during September 15–17, 2020, virtually hosted by the University of
Ljubljana, Slovenia, due to the 2020 COVID-19 pandemic. The conference, which is
held annually, is now firmly established as a place of convergence among economics
and computer science researchers, with the ultimate aim of building a strong multi-
disciplinary community in this increasingly important area.

Nowadays, economics plays a pervasive role in the ICT world and is essential in
strategic decisions concerning the development of new technologies. It influences its
deployment, rollout plans, and is concerned in everyday operations and resource
allocation optimization. However, the relationship between ICT and economics is
really a two-way one, since the integration of technologies such as the Internet of
Things (IoT), artificial intelligence (AI), edge, fog and cloud computing, and block-
chain is going to change the way economic transactions are carried out. A conference
such as GECON, therefore, plays a leading role due to its blending of skills and
knowledge from both worlds.

We received 40 submissions in response to our call for papers. Each paper was
peer-reviewed by at least three members of the International Program Committee (PC).
Based on significance, novelty, and scientific quality, we selected 11 full papers (a 27%
acceptance rate), which are included in this volume. Additionally, three shorter
work-in-progress papers and six extended abstracts describing the work shown on
posters during the conference are also integrated in the volume.

This volume has been structured following the six sessions that comprised the
conference program:

• Smartness in Distributed Systems
• Decentralising Clouds to Deliver Intelligence at the Edge
• Digital Infrastructures for Pandemic Response and Countermeasures
• Dependability and Sustainability
• Economic Computing and Storage
• Poster session

The first session on “Smartness in Distributed Systems” had four full papers. The
session started with the Best Paper Award entitled “A Consensus for Message Queue
Based on Byzantine Fault Tolerance” by Jiahui Zhang et al. In this paper, the authors
propose a consensus mechanism based on Byzantine fault tolerance in the context of a
consortium blockchain. The objective of the work is to increase the resiliency of
message queue-based consensus algorithms, since these algorithms do not tolerate
malicious nodes. In the next work “Automatic QA-pair generation for incident tickets
handling - An application of NLP” by Mick Lammers et al., the authors describe their
experience of building a question answer system for IT support based on a large ticket



dataset. The paper “ProtectDDoS: A Platform for Trustworthy Offering and Recom-
mendation of Protections” by Muriel Franco et al., proposes a Blockchain-based
solution for offering and selecting counter-DDoS services based on trustworthy service
information and recommendations. Finally, the paper “Delivering Privacy-Friendly
Location-Based Advertising over Smartwatches: Effect of Virtual User Interface” by
Emiel Emanuel and Somayeh Koohborfardhaghighi, presents an empirical study of
users’ perception of a new design for enhancing privacy of location-based services.

The second session focused on “Decentralising Clouds to Deliver Intelligence at the
Edge” and included two work-in-progress papers and two extended abstracts. The first
work-in-progress paper “GEM-Analytics: Cloud-to-Edge AI-Powered Energy Man-
agement” by Daniele Tovazzi et al., presents a platform that exploits fog computing to
enable AI-based methods for energy analysis at the edge of the network. The next
work-in-progress paper, entitled “Using LSTM Neural Networks as Resource
Utilization Predictors: The case of training Deep Learning models on the Edge” by
John Violos et al., tackles the cost reduction issue by proposing an edge resource
prediction model, which is used to optimize the resources by minimizing resource
waste and preventing QoS infringements. The next work presented is an extended
abstract, entitled “Towards a semantic edge processing of sensor data in a smart fac-
tory” by Paula-Georgiana Zălhan et al. This work presents an experimental work, to
support the decision making on the point in the pipeline where the semantic annotation
should take place. Finally, the next extended abstract “Distributed Cloud Intelligence:
Implementing an ETSI MANO-Compliant Predictive Cloud Bursting Solution using
Openstack and Kubernetes” by Francescomaria Faticanti et al., presents a cloud plat-
form for cloud bursting based on deep learning.

The third session on “Digital Infrastructures for Pandemic Response and Counter-
measures” was made up of two full papers. In “A MDE Approach for Modelling and
Distributed Simulation of Health Systems,” Unai Arronategui et al., present a
model-driven engineering approach to support the modeling of healthcare systems in
epidemic episodes combining different perspectives, and the translation to efficient
code for scalable distributed simulations. This was followed by the paper “South Korea
as the role model for Covid-19 policies? An analysis of the effect of Government
policies on infection chain structures” by Alexander Haberling et al., which provides an
analysis of the impact of policies to the COVID-19 pandemic based on a social network
analysis, applying a combined method of network analysis and multiple regression.

The fourth session covered the “Dependability and Sustainability” topic and
included four full papers. In “A Network Reliability Game,” Patrick Maillé et al.,
present a game theory model on the interactions among participants (nodes) in an
ad-hoc network, considering reliability investments and demand of all nodes for reli-
able access to a given point. In “NuPow: Managing Power on NUMA Multiprocessors
with Domain-Level Voltage and Frequency Control,” Changmin Ahn et al., introduce
NuPow, a hierarchical scheduling and power management framework for architectures
with multiple cores per voltage and frequency domain and non-uniform memory access
(NUMA) properties. The paper demonstrates the feasibility of the hierarchical design
with domain-specific control for the cores, the frequency and voltage domains by
providing and evaluating a working implementation on the Intel Single-Chip Cloud
Computer (SCC). In “Multi-Tier Power-Saving Method in Cloud Storage Systems for
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Content Sharing Services,” Horleang Choeng et al., explore the notion of power-saving
for storage systems through a novel methodology, targeting cloud content sharing
services, with the aim to reduce the number of accesses in disks that are in
power-saving mode. In “Instant Live Migration,” Changyeon Jo et al., present the
design of a distributed shared memory system that is tailored to virtual environments,
e.g. cloud data centers, where live migration of virtual machines is key. The proposed
system uses remote direct memory access to reduce remote memory access latency and
runs virtual machines without a significant performance degradation.

The “Economic Computing and Storage” topic was covered in the fifth session,
which includes two full papers. In “Towards Economical Live Migration in Data
Centers,” Youngsu Cho et al., argue that live migration-aware service-level objectives
and smart live migration open new opportunities for economical live migration in
warehouse-scale computing, and present a framework based on machine learning
techniques to predict key parameters of virtual machines live migration. In
“Index-Selection for Minimizing Costs of a NoSQL Cloud Database,” Sudarshan
Chawathe proposes a cost-model for secondary indexing in provider-hosted Cloud
NoSQL stores and, in particular, for Amazon Web Services (AWS) DynamoDB with
the aim of helping cloud users’ cost optimization.

The conference program also included a poster session for authors to present their
on-going work. In “The Influence of Online Reviews on API Adoption: A
Developer-centric View,” Konrad Kirner et al., discuss how online customer reviews
affect developers when selecting an online API and propose a framework to study such
influence. In “Power of the Chunks: Bridging Education Services and Consumer
Expectations through Reusable Knowledge Modules,” Djamshid Sultanov et al., dis-
cuss a new way of optimizing curriculum composition (as an educational service) by
considering the consumer expectations. System dynamics is used for investigating
stakeholders’ value creation and exchange in terms of educational service offerings and
fulfilment of consumer expectations. In “Exascale Computing Deployment Chal-
lenges,” Karim Djemame et al., argue that Exascale computing deployment drives a
once in a generation shift of computation, and, therefore, requires fundamentals of
computer science to be re-examined. Moreover, it requires a significant degree of
co-design and close attention to the economics underlying the deployment challenges
ahead.

Additionally to these topic sessions, this year’s GECON featured two keynotes,
evenly distributed, and a Wild-and-Crazy-Ideas session.

The keynote speaker on the first day was Prof. Schahram Dustdar, from TU Wien,
Austria. Prof. Dustdar’s keynote “The New Convergence - Research challenges in the
IoT/Edge/Fog/Cloud Continuum” presented edge computing, IoT, AI, and human
augmentation as major technology trends, driven by recent advancements in edge
computing, IoT, and AI accelerators. As humans, things and AI continue to grow closer
together, systems engineers and researchers are faced with new and unique challenges.
In this talk, Dustdar analyzed the role of edge computing and AI in the cyber-human
evolution and identified challenges that edge computing systems will consequently be
faced with. A closer look is needed at how a cyber-physical fabric will be comple-
mented by AI operationalization, to enable seamless end-to-end edge intelligence
systems.
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The keynote speaker on the second day was Iain James Marshall, CEO of Amen-
esik. His keynote “Building the European Cloud Service Federation for Business
Needs” is concerned with the current state of cloud application development and
deployment. As cloud application deployment is still very much a manual process
today, it requires a substantial software development team to be engaged and main-
tained throughout the entire cloud application life cycle. In his talk, Marshall envisages
a technological rupture from this theme in the form of fully automated cloud service
federation, which does not only support both specialized and generic applications but
also allows fully automated cost and revenue sharing between the collaborating fed-
eration members. He illustrated how this technology, which emerged during the
European Union’s Horizon 2020 BASMATI project, can be applied in several use case
specific service federations, which are defined in the context of the SERENE H2020
Innovation Action project, in conjunction with an underlying generic cloud service
federation offer. Moreover, he detailed the environment and processes, which are
needed to make this technology successful and sustainable.

The Wild and Crazy Ideas session was organized by the conference host Assoc.
Prof. Vlado Stankovski on the topic of the new Horizon 2020 Next Generation Internet
project entitled “OntoChain: Trusted, Transparent, and Traceable Ontological
Knowledge on Blockchain.”
Acknowledgments. Any conference is the fruit of the work of many people, and
GECON is no exception. In particular, we wish to thank the authors, whose papers
make up the body of the conference, the members of the Program Committee and the
reviewers, who devoted their time to review the papers on a tight time schedule. We
wish to thank the invited speakers, for bringing new viewpoints and inputs to the
GECON community. Furthermore, we would like to thank Alfred Hofmann, Anna
Kramer, and the whole team at Springer, which continues an established tradition of
publishing GECON proceedings in its renowned LNCS series. Finally, we wish to
thank the attendees, whose interest in the conference is the main driver for its
organization.
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Jörn Altmann

José Ángel Bañares
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Bruno Tuffin
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A Blockchain Consensus for Message Queue
Based on Byzantine Fault Tolerance
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Abstract. Blockchain technology is developing rapidly, andmany companies that
develop and apply blockchain technology have gradually risen. Most companies
choose to use the consortium blockchain. Because the consortium blockchain is
for small-scale groups or institutions, identity authentication is required to join
the consortium blockchains. Therefore, security can be guaranteed to a certain
extent. Blockchain is often considered as a distributed accounting system. An
important mechanism to ensure the stable operation of this accounting system is
to ensure consistency among the distributed ledgers. The consensus mechanism
in the blockchain is the algorithm that accomplishes this function. To improve
throughput, many consortium blockchains use message queues as the consen-
sus algorithm. However, the message queue consensus cannot tolerate malicious
nodes. Aiming at this problem, this paper designs and implements a consensus
for message queue based on Byzantine fault tolerance, which improves and com-
bines message queue and PBFT. Moreover, it is verified through experiments that
the consensus algorithm can reach the general level of TPS. The system can still
operate normally when malicious nodes appear within the tolerable range, which
has certain robustness and efficiency.

Keywords: Blockchain · Byzantine fault tolerance · Consensus · Consortium
blockchain · Message queue

1 Introduction

Blockchain has recently received widespread attention around the world. It has been
adopted in many applications in various fields [1]. There are currently three main cat-
egories of it: public blockchain, private blockchain and consortium blockchain. Due to
the completely decentralized nature of the public blockchain, it cannot meet the needs
of enterprises, so in practice, companies often choose partially decentralized consortium
blockchain. In addition, the consensus mechanism is the core part of the blockchain [2].

© Springer Nature Switzerland AG 2020
K. Djemame et al. (Eds.): GECON 2020, LNCS 12441, pp. 3–14, 2020.
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The processing speed of the consortium blockchain is faster than the public. Because
the identity and the number of nodes has been specified, a relatively loose consensus
mechanism is used. This paper focuses on the improvement of consensus algorithms in
the context of consortium blockchain.

Hyperledger Fabric is currently the most typical application for consortium
blockchain1. The consensus algorithm used in Hyperledger Fabric v1.0 is the Kafka
based ordering service2. The core part of the algorithm mainly uses Kafka as a mes-
sage queue to ensure the consistency of the received messages between nodes. Many
consortium blockchain systems are using message queue consensus algorithms. This
algorithm has higher throughput than traditional consensus algorithms such as Practical
Byzantine Fault Tolerance Algorithm (PBFT), Proof of Work (POW), etc. It is suit-
able for high-throughput application scenarios. However, this consensus algorithm has
some drawbacks. It cannot tolerate malicious nodes. Once there are nodes in the system
that are controlled as malicious nodes, malicious nodes may be forged block, and the
information stored in the blocks between nodes will be inconsistent, leading to errors in
the consensus. If the transactions in the blocks involve financial transactions in the real
world, it will cause losses to the entire blockchain system.

Thus, according to the above analysis of the problems in themessagequeue consensus
mechanism, this paper designs and implements a consensus for message queue based
on Byzantine fault tolerance. This consensus is named as BFTMQ and it will be used
later. The novelty of the paper is to solve the problem that the message queue consensus
mechanism cannot tolerate malicious nodes, and maintains the high throughput and
tolerance of downtime nodes based on the message queue consensus mechanism. In
summary, this paper makes the following contributions:

1. BFTMQ is designed to solve the problem that the message queue consensus
mechanism cannot tolerate malicious nodes;

2. The designed consensus algorithm is implemented and tested on a simulated
blockchain system. The experimental results verify the feasibility of the consensus
algorithm and ensure stable throughput and tolerance of malicious nodes;

3. Introduced the famous consensus algorithms used by the consortium blockchain,
and explained the key processes and advantages and disadvantages of them.

The remainder of this paper is organized as follows: Sect. 2 introduces the related
work about the consensus. BFTMQ is explained in Sect. 3. The experimental results are
discussed in Sect. 4. Finally, a summary and future work are presented in Sect. 5.

2 Related Work

Practical Byzantine Fault Tolerance Algorithm (PBFT) is the famous consensus mech-
anism used by the existing consortium blockchain. As the application scope of the

1 What is Hyperledger Fabric, [Online]. Available: https://hyperledgerfabric.readthedocs.io/en/
latest/blockchain.html#what-is-hyperledgerfabric.

2 Hyperledger Fabric Glossary, [Online]. Available: http://hyperledgerdocs.readthedocs.io/en/lat
est/glossary.html.

https://hyperledgerfabric.readthedocs.io/en/latest/blockchain.html#what-is-hyperledgerfabric
http://hyperledgerdocs.readthedocs.io/en/latest/glossary.html
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consortium blockchain continues to expand, traditional PBFT consensus algorithm is
difficult to meet the needs in real life. Hyperledger Fabric 2.0 version uses the Raft
consensus algorithm, which is also equivalent to a message queue. It reduces the node
configuration requirements and is an optimization of the Kafka based ordering service.
Many consortium blockchains have adopted consensus algorithms based on message
queues. The following sections will introduce the consensus mechanism of PBFT and
Raft, and their advantages and disadvantages.

2.1 Practical Byzantine Fault Tolerance Algorithm

PBFT is a consensus algorithm suitable for alliance chains. In the PBFT consensus
algorithm network, there are f Byzantine nodes. When the total number of nodes N in
the network is greater than 3f , the distributed system can reach consensus. PBFT is a
distributed consistency algorithm based on state machine copy replication. It consists
of a consistency protocol, a view replacement protocol, and a checkpoint protocol. The
consistency protocol is used to ensure data consistency across nodes across the entire
network, through three-phase communication between nodes. In the implementation of
the consistency protocol, if the master node fails, it will trigger the view replacement
protocol to replace the master node. The checkpoint protocol is triggered periodically to
clean up the communication messages stored by each node during the execution of the
consistency protocol and synchronize the status of each node. The consistency protocol
is the core protocol that the PBFT algorithm can complete consensus. It is mainly divided
into three phases: pre-prepare, pre-pare and commit. The execution process is shown in
Fig. 1.

C

1

2

3

0

request pre-prepare prepare commit reply

Fig. 1. PBFT algorithm consistency protocol implementation process.

1. Pre-preparation phase: The master node will generate a pre-preparation message for
the request sent by the client, and broadcast the pre-preparation message to all slave
nodes.

2. Preparation stage: After receiving the pre-preparation message sent by the master
node, the secondary node will generate the preparatory message and broadcast the
preparatory message to other nodes, while writing the pre-preparation message and
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the preparatory message into the log file. At this stage, each node receives the prepa-
ration message broadcast by all other nodes. The node will verify the authenticity
of the message, and compare the received preparation message with the preparation
message in its own log. If more than (f + 1) preparation messages are correct, it will
enter the confirmation phase.

3. Confirmation phase: All nodes generate confirmation messages and broadcast them
to other nodes. At this stage, the same verification work as the preparation phase will
be completed. After the verification is passed, the consensus process of this request
can be completed [3].

PBFT can achieve the consistency of the blockchain, eliminating excess calculations
and avoiding waste of resources. However, there are problems with the efficiency of
PBFT. It depends on the number of nodes participating in the protocol. This protocol is
not suitable for blockchain systems with too many nodes, and it has poor scalability.

2.2 Raft

In the version of Hyperledger Faric v2.0, Raft is adopted as the consensus algorithm.
The Raft protocol uses a “leader and follower” model. The primary node is dynamically
elected among the orderer nodes, and the other orderer nodes are the follower nodes.
Raft can tolerate faulty nodes. For this reason, Raft is called “crash fault tolerant” (CFT)
[4].

The Raft protocol defines three roles, which can be said to be three states:

1. Follower: At the beginning, all nodes in the system are initially in the Follower state;
2. Candidate: Responsible for election voting;
3. Leader (leader): Responsible for synchronization of logs, processing client requests,

and maintaining heartbeat contact with Follower.

The transition between roles (states) is shown in Fig. 2.

Follower Candidate Leader

starts up
times out,

starts election

time out,
new election receives votes from 

majority of servers

discovers server 
with higher term

discovers current leader or 
new term

Fig. 2. Role transformation diagram [5]
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When the system is initially started, all nodes are followers. If they do not receive
the heartbeat signal of the leader for a period of time, the followers will be converted to
Candidate. If a Candidate node receives votes from most nodes, this Candidate can be
converted to a Leader, and the remaining Candidate nodes will return to the Follower
state. Once a Leader finds that an anther Leader node has a higher term (Term) than it
does, it will be converted to a Follower3.

During Raft operation, Log Replication is the main activity. Log replication is to
ensure data consistency between orderer nodes. The client sends the request to Leader,
and Leader writes it to the local log. Then, send AppendEntries requests to other Fol-
lowers. After the follower writes the data locally, it returns OK. As long as more than
half of the successful returns are received (including Leader), Leader changes the status
of the data to Committed. Leader then returns the consensus result to the client. Finally,
Leader sends an AppendEntries request to Follower again. After receiving the request,
Follower changes the Uncommitted data in the local log to Committed. This completes
the log replication process, and the logs of all orderer nodes are consistent4.

Raft is similar to the Kafka based consensus, but it is easier to install than Kafka.
However, it still cannot tolerate Byzantine nodes. Fabric is still working on this.

3 Methodology

This paper designs an improved consensus mechanism suitable for the consortium
blockchain, and solves the problem that the consortium blockchain cannot reach consen-
sus in the scenario that malicious nodes exist. In order to further integrate the message
queue consensus with PBFT, two consensus algorithms are improved respectively. The
orderer nodes in the message queue consensus are divided between primary nodes and
secondary nodes, which is convenient for block consensus. Since the transactions are
already ordered at the message queue consensus phase, the confirmation phase in the
PBFT consensus mechanism can be eliminated. Therefore, the three phases in the PBFT
consensus mechanism are adjusted to two phases. Finally, BFTMQ is designed.

3.1 Algorithm Design

We define the node running the consensus algorithm as the orderer node. They are the
nodes used for ordering and generating the blocks. First, orderer nodes are required
to complete the transaction collection and ordering process, which is completed by a
message queue. The message queue is quite a container for messages. When we need to
usemessages, we can fetch them for our own use. It is a first-in-first-out data structure, so
messages are consumed in order when consuming messages. Therefore, it can guarantee
the consistency of transactions by ordering. After a period of time, orderer nodes need to
generate blocks for broadcasting. In order to ensure the consistency of the blocks, orderer
nodes need to perform Byzantine fault tolerance consensus. The schematic diagram of
the consensus process is shown in Fig. 3.

3 The Ordering Service, [Online]. Available: https://hyperledger-fabric.readthedocs.io/en/latest/
orderer/ordering_service.html#raft.

4 Consensus agreement-RAFT & PBFT [Online]. Available: https://www.cnblogs.com/helloworl
dcode/p/11094099.html, last accessed 2020/05/05.

https://hyperledger-fabric.readthedocs.io/en/latest/orderer/ordering_service.html#raft
https://www.cnblogs.com/helloworldcode/p/11094099.html
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Message queue

BFT consensus

Write

Read

Orderer node Orderer node

First Stage Second Stage

Transaction generation Block generation

Fig. 3. Schematic of the consensus process.

First Stage. First stage mainly completes the ordering of transactions, ensuring that
the order of transactions received by each orderer node is consistent. Moreover, it is
responsible for packaging transactions to generate blocks for broadcast. This phase of
consensus uses the message queue consensus and elects the primary node, which is
responsible for generating blocks and initiating BFT Consensus. The election details of
the master node will be described in detail in the second stage.

The message queue model can use existing message queue tools, such as Kafka,
MSMQ, and so on. We can also design and implement a message queue model inde-
pendently, which it can complete asynchronous message sequence consistency. In order
to visualize the message queue implementation process, we use Kafka as the message
queue, and describe the implementation process of the message queue consensus in
detail.

The message queue based on Kafka requires Kafka tools5. Kafka needs Zookeeper
to run. In order to simplify the consensus mechanism, this paper will deploy each Kafka
node under the same broker of the same Zookeeper6. Kafka nodes and Zookeeper nodes
are collectively referred to as orderer nodes. Orderer nodes are represented as a set O.

All Kafka nodes act as both producers and consumers. Since only one consumer in
the same group can consume data, this is an inherent characteristic of Kafka. However,
consumers need to consume the same data at the same time. Therefore, set all consumers
in different groups to ensure that all Kafka nodes can consume data under the same
broker. Kafka producer-consumer model is shown in Fig. 4. The producer is responsible
for writing the received transactions to the offset, and consumers in different groups can
read the same transaction into local memory and then perform data processing.

Kafka producer-consumer system records the order of information in the channel
according to the offset, similar to the index of the data. Therefore, the transaction mes-
sage pulled by the orderer nodes is accompanied by its offset in the channel, which
is convenient for viewing the orderliness of the transaction and recording where the
transaction is processed. The data stored in the channel is not easy to process, so the

5 Kafka documentation, [Online]. Available: https://kafka.apache.org/documentation/.
6 Zookeeper documentation, [Online]. Available: https://zookeeper.apache.org/doc/.

https://kafka.apache.org/documentation/
https://zookeeper.apache.org/doc/
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offset 0 1 2 3 4 5 6 7 8 9 1
0
1
1
1
2
1
3
1
4
1
5
1
6

Producers

write

Consumer1

Group1 Group2 Group3

Consumer2 Consumer3

read read read

Fig. 4. Schematic diagram of Kafka producer-consumer model.

transaction needs to be stored in the local database according to the offset to facilitate
subsequent packaging and processing. The database is a leveldb database, which is a k-v
type database. When storing transactions, use offset as the key and transactions as the
value.

After a period of time, the transactions collected during this period are packaged
to generate blocks. In order to ensure the consistency of the blocks received by each
node and prevent malicious nodes from publishing wrong blocks, it is necessary to
perform BFT consensus among orderer nodes before the blocks are broadcast to the
entire network. Therefore, the second stage of consensus will be entered.

Second Stage. The second phase of the consensus is mainly to perform consensus
verification on the blocks generated by the primary node in the first phase to ensure the
consistency of the broadcasted blocks. Let the maximum number of tolerable malicious
nodes in O be f, then the size of the O set must satisfy the formula (1)

|O| ≥ 3f + 1 (1)

The algorithm defines the following:

Let v be the view number, which in turn increases with view change.
Let p be the primary node and s be the secondary node. Both the primary node and

the secondary nodes are orderer nodes, represented by the numbers {0, 1 …|O| −1}.
The selection of the primary node is determined by v and block height h, which

satisfies the formula (2)

p = (h + v) mod |O| (2)

PBFT is a Client/Server (C/S) response mode, which needs to be converted into a
P2P mode. Therefore, the client role is removed, so the request phase is omitted. The
consensus has undergone two stages of consensus proposal (Proposal) and consensus
confirmation (Confirm) [6].

Algorithmic Process. Based on the above logic, the detailed algorithm flow of BFTMQ
is as follows:
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1. The client node (the client here refers to the terminal that generates the transaction,
not the client in PBFT) generates a transaction, and the transaction information is
transmitted in the form of broadcast;

2. When a peer node receives a transaction, it is flooded and forwarded. If it is orderer
nodes, verify the legality of the transaction and confirm that the transaction is not in
the Kafka publish-subscribe channel. If it is valid, it is added to the Kafka publish-
subscribe channel, otherwise, it is discarded.

3. After the elected primary node has passed the �t time, it collects the transactions
during this period and issues a consensus proposal Pp with a message format of
�Proposal, v, h, p, bd>, block>, where block is broadcast Block information, bd
is the digest of the block, bd = Digest (block), using the Merkel tree algorithm;

4. The secondary nodes si, after receiving the consensus proposal, verify the validity
of the proposal, and after confirmation, send a confirmation message CC to other
orderer nodes, the format is<Confirm, v, h, i, bdi>, where bdi is the block summary
information of master node p forwarded from node si, which represents the node’s
confirmation of the block sent by the primary node;

5. After any orderer node receives 2f identical confirmation messages, it believes that
consensus is reached and can broadcast the block to the entire network; if after
checking the proposal, it is found to be not true, the secondary node suspects the
primary node and broadcasts a view change message, which will introduce the view
change process in detail later;

6. After receiving the block, other peer nodes consider the consensus to be completed
and write the block into the database;

7. Orderer nodes start a new round of consensus after the consensus task is completed.

The specific process of the consensus algorithm is shown in Fig. 5.

3.2 View Change Protocol Design

When the secondary node detects that the master node does not initiate a consensus
proposal after �t time, it suspects that there is a problem with the primary node. The
secondary node will send a view change message to notify other orderer nodes to change
the view. The view change process changes as follows:

1. Let the new view be vnew = vold + 1, the secondary node sending the view change
is sv, and the format of the view change is <ChangeView, vold, vnew, sv, h>

2. When other secondary nodes receive the message, check if the vold, vnew, and h
fields are correct. If correct, broadcast a change confirmation message in the format
<ChangeConfirm, vnew, vold, h, i>, where i is the number of the node. During the
view change process, consensus proposals and consensus confirmation messages are
rejected.

3. After any one of the orderer nodes receives the change confirmation of the other 2f
orderer nodes, the view change is confirmed and the view number becomes vnew.

If the master node encounters a network delay when initiating a consensus proposal,
resulting in the secondary node not receiving the consensus proposal within �t time, it
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Fig. 5. Flow chart of consensus algorithm.

mistakes the master node as a malicious node and executes the view change protocol.
This process will not affect the protocol execution and block synchronization. When
the view change was initiated, all the secondary nodes refused to accept the consensus
proposal of the old master node, and until the change is completed, they will accept the
consensus proposal of the new master node. If view changes are frequently initiated due
to network delays, consider extending the �t time.

4 Experimental Evaluation

This chapter tests BFTMQ from two aspects: transaction throughput and system fault
tolerance to verify the effectiveness and practicability of the new algorithm.

4.1 Experiment Preparation and Execution

In order to be able to conduct experiments, this paper designed and implemented simu-
lated transaction nodes to simulate the process of user-generated transactions. There is no
limit on the trading account in the node, which guarantees that the simulated transaction
occurs at the fastest speed, thereby achieving the test of throughput.

The entire blockchain system is written in Go language, using a virtual machine to
simulate multiple nodes in the blockchain. This experiment uses Kafka to implement
the message queue. According to the Hyperledger Faric document, orderer nodes are no
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less than 4 nodes, and zookeeper nodes are 1, 3 or 5 7. In addition, if the number of nodes
in the PBFT is four, at least one error node can be tolerated. Therefore, according to the
characteristics of the two consensus algorithms, the experimental test sets a zookeeper
node, three Kafka nodes, and these four nodes are all orderer nodes, which can perform
ordering and BFT consensus. The experiment also set up two peer nodes to receive
and store the block information after the orderer nodes complete the consensus. In
addition, there is also a transaction simulation node, which is a process that simulates
the occurrence of transactions. The specific node configuration environment is shown in
Table 1.

Table 1. Node configuration environment

Software/hardware Version/model

Operating system Ubuntu 16

Memory 8 GB RAM

JDK 8

Go 10.4

Zookeeper 3.5.5

Kafka 2.11-2.2.1

In the experiment, each process is started in turn. The transaction simulation node
cyclically generates and sends transaction data to the consensus module. The consensus
module executes the BFTMQ algorithm to generate blocks, and records blocks in the
distributed ledger of orderer nodes and peer nodes on the entire network to form an
immutable and distributed blockchain database. A schematic of this experiment is shown
in Fig. 6.

Fig. 6. Schematic diagram of BFTMQ experiment.

7 Bringing up a Kafka-based Ordering Service, [Online]. Available: https://hyperledger-fabric.rea
dthedocs.io/en/latest/kafka.html.

https://hyperledger-fabric.readthedocs.io/en/latest/kafka.html
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4.2 Performance Testing

The two major indicators of concern in the consensus algorithm are throughput and
fault tolerance. According to the experimental design of the previous section, the exper-
iment and statistics of the two indicators are performed separately, and demonstrate the
effectiveness and advantages of the consensus algorithm.

Throughput. Throughput is a measure of a system’s ability to process transactions,
requests, and transactions per unit time, and is an important indicator of the system’s
concurrency capabilities. In this paper, TPS (Transaction per Second) is used to indicate
the size of the throughput, which refers to the total number of transactions divided by
time sent to the transaction confirmation and written in the blockchain, see formula (3)

TPS�t = SumTransactions�t/�t (3)

Among them, �t is the time interval between transaction issuance and block confirma-
tion, that is, the time interval of the block generation, and SumTransactions�t is the
number of transactions included in the block during this time interval.

Take six different time intervals of 5 s, 10 s, 20 s, 40 s, 60 s, and 100 s. Each time
interval is tested 20 times, and the average of 20 times is taken as the TPS of each time
interval, and get the relationship between TPS and block time as shown in Fig. 7.

Since the BFT consensus mechanism was added after the completion of message
queue consensus, and the throughput of BFT consensus is much smaller than message
queue consensus, it has a certain impact on the throughput of this consensus mechanism.
Therefore, this consensus mechanism is suitable for the consortium blockchain system
without high throughput requirements.

Fault Tolerance. According to the algorithm design in Sect. 2, BFTMQ is the most
tolerated malicious node f ≤ (|O| − 1)/3, In order to ensure the security of the system,
there are four orderer nodes, let f = 0, 1, 2 to observe the performance of the system.
The malicious node acts as the master node to generate the wrong block for consensus
verification, and uses the TPS index to determine the transaction whether the block
is confirmed within the normal range and compared with Kafka ordering consensus.
Through experiments, we can draw Fig. 7.

It can be seen from the figure that when the malicious node is 1, Kafka ordering
consensus protocol cannot be reached, there is no block in the system broadcast to the
entire network, and transactions cannot be conducted within the regular time. At this
time, TPS = 0, the entire network is immediately unable to work, it is easy to cause
network paralysis. However, BFTMQ can tolerate malicious nodes in the normal range
and maintain the operation of the system.
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consensus mechanisms with different numbers of failed nodes (right).

5 Conclusions and Future Work

According to the experimental results in Sect. 4, it is proved that BFTMQ designed in
this paper can be used as the consensus mechanism of the consortium blockchain, which
can correctly perform the ordering and consensus, and solves the problem that mes-
sage queue consensus cannot tolerate malicious nodes. The dual function of tolerating
malicious nodes is realized. However, although the algorithm has a higher throughput
than traditional PBFT, it cannot reach the throughput of 10,000+ transactions. There-
fore, future work needs to further optimize the BFT algorithm, improve throughput, and
reduce latency.
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Abstract. Chatbots answer customer questions bymostlymanually craftedQues-
tion Answer (Q.A.)-pairs. If organizations process vast numbers of questions,
manual Q.A. pair generation and maintenance become very ex-pensive and com-
plicated. To reduce cost and increase efficiency, in this study, we propose a low
threshold QA-pair generation system that can automatically identify unique prob-
lems and their solutions from a large incident ticket dataset of an I.T. Shared
Service Center. The system has four components: categorical clustering for struc-
turing the semantic meaning of ticket information, intent identification, action
recommendation, and reinforcement learning. For categorical clustering, we use
a Latent Semantic Indexing (LSI) algorithm, and for the intent identification, we
apply the Latent Dirichlet Allocation (LDA), both Natural Language Processing
techniques. The actions are cleaned and clustered and resulting Q.A. pairs are
stored in a knowledge base with reinforcement learning capabilities. The system
can produce Q.A. pairs from which about 55% are useful and correct. This per-
centage is likely to in-crease significantly with feedback in its usage stage. By this
study, we contribute to a further understanding of the development of automatic
service processes.

Keywords: Service request handling · Service management · Q.A. pair
generation system · ICT user support management · Natural language processing

1 Introduction

I.T. Shared Service Centers are the beating heart of large organizations. They take on
everything that has to do with the facilitation of I.T., like personal computers, mobile
devices, workplaces, servers, applications, and VPN’s. I.T. Incident management is a
large part of shared service centers’ responsibility [7]. As of now, incident management
is performed in almost all service centers using a ticketing system. A ticketing system
registers incident calls and requests for service from clients. The tickets are then either
sent to persons who can act on them or persons who know most about the context of
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these tickets. Especially in highly complex large-scale environments, the existing ticking
systems would be most useful but are less effective because of difficulties in generating
Q.A. (which stands for question-answer) pairs and high costs of maintaining Q.A. pairs
manually [2, 6]. In this research, a system is designed by which the ticket data is used
to create this actionable knowledge in a manner that limits the amount of manual work
in QA-pair creation and maintenance using Natural Language Processing and Machine
Learning. The objective of this research is to “to find an optimal design for a low-cost
QA-pair generation system for a large-scale I.T. incident tickets dataset.”

A state-of-the-art research is performed to identify components and techniques in
QA-pair generation in Sect. 2. We provide summaries of related work and draw design
conclusions for our solution in Sect. 3. Based on this literature study, we define the
research gap and goals, and we build our own solution of categorizing incidents, ticket
intents, and solutions in Sect. 4.

We demonstrate and test the proposed solution by the case of the SSC-ICT IT Shared
Service Center of 8 Dutch ministries. SSC-ICT supports about 40,000 civil servants
who almost all have a laptop and phone to be supported as well as a virtual working
environment for performing their jobs. Furthermore, SSC-ICT provides services for
over one thousand applications and receive around 30,000 tickets a month in ticket
management system TopDesk, mainly via phone (60%), e-mails (15%), and face-to-
face contact (10%). Given the highly textual nature of Q.A. pairs, natural language
processing seems to be particularly useful in Q.A. pair generation. After designing this
system, we evaluate its effectiveness, draw generalizable conclusions, and define the
needs for further research.

2 State-of-the-Art

QA pairs have a question and an answer. In incident management, the question is often
referred to as “intent.” The intent is the user’s intent for creating the ticket. The answers
are called actions, resolutions, or just answers. Previous studies that describe the devel-
opment of Q.A. pair generating systems are described below. These studies were found
using the literature research methodology of [15]. In total, 200 articles are found using
forward and backward snowballing. After inclusion/exclusion criteria (for details see
[9]), we have selected 60 most relevant articles. In the following, we will highlight only
a few.

The study found in [5] designed a cognitive support system for a specific client
with 450 factories operating in 190 countries. For extracting the intents, they used a
combination of n-gram and Lingo techniques [11], as well as field experts to manually
identify intents. Another very well-known system used by [1] describes a cognitive
system developed by researchers from IBM for a service desk. The knowledge extraction
processes applied is divided into three steps: problem diagnosis, root cause analysis,
and resolution recommendation. A similar study found in [12] designed a system to
automatically analyze natural language text in network trouble tickets. Their case is a
large cloud provider of whom they analyze over 10,000 tickets. An overview of the
different steps and knowledge discovery techniques mentioned in well-known studies is
given in Table 1.
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3 Design Principles of Q.A.-Pair Generation

All the articles discussed use an intent identification process as well as a resolution
recommendation process (except for [8] who focus on intent identification techniques
only). Reinforcement learning and root cause analysis are used only in a small number
of articles. Root cause analysis is used where the datasets are smaller in contrast to
reinforcement learning that is more valuable with larger numbers of tickets and potential
feedback mechanisms.

The largest dataset used in the described articles has 80,000 tickets, less than half of
the number of tickets of this research. Consequently, the datasets from the articles have
fewer categories, and they identify relatively few problems, 130 at the most, then the
expected 1,000 problems from SSC-ICT.

This, along with tests that showed that clustering techniques on the complete cor-
pus showed inconsistent clustering results. Moreover, good results on using a Latent
Semantic Analysis (LSA) based method for grouping tickets based on subjects provide
the foundation to add a component to the pipeline, which we call categorical clustering.
In this step, we first group the tickets in large categories. After that, we apply for each
category a unique iteration of the intent identification component.

Furthermore, we decided not to implement Root Cause Analysis in this iteration of
the system due to a lack of resources. A methodological overview of the steps followed
is provided in Fig. 1.

Fig. 1. Four steps of a Q.A.-pair generation system

In step one, the tickets need to be ordered on categories, because detecting intents
right away leads to very inconsistent and noisy clusters. For identifying categories, key-
word based-clusters (supervised) and word-embedding based clustering (unsupervised)
are mentioned in the literature [3]. The downside to keyword-based categorization is
that unimportant words like operations or adjectives may also be identified as clusters.
Therefore, Categorization using word-embeddings, Latent Semantic Analysis (LSA), is
the best method for this process, as it benefits from the single keyword categories, and
it excludes low-informative words automatically.

Step two involves intent identification or problem identification by which specific
problems are identified from tickets. This can be done by a supervised learning method-
ology in which intents are identified beforehand, and new tickets are classified based on
one of these intents or in an unsupervised way in which topics are created using either
POS patterns in tickets or from topical word embeddings. Supervised intent identifi-
cation is most effective in a rule-based environment. Unsupervised methodologies for
intent identification are either word embeddings (LDA/LSA) or patterns in word or POS
forms.
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Step three identifies resolutions or action recommendations (i.e. the A in Q.A.)
from resolution texts. In this process, action fields are cleaned from source-related or
e-mail related noise. Furthermore, hot sentences are extracted, and duplicate actions are
removed. The sorting and providing of these actions are improved by step four.

Step four involves the process of increasing the accuracy of the system based on
client feedback. Client feedback will act as being the assessor on the accuracy of the
action recommendation of the system. This assessment can then be used to classify the
action as relevant or irrelevant to the intent, based on which new intents can be solved
better. Relevant examples of feedback mechanisms are the number of clicks on a specific
action, a like/dislike option, or search history.

4 Design of Q.A.-Pair Generation System

4.1 Ticket Data Description

For our case, the ticket data includes a dataset from the start of February 2018 till the
31st of December 2018. This is a dataset of 340,000 tickets with 40+ attributes. We
focused on all first-line tickets, and with this step, we exclude 40,000 tickets. Then, we
chose to include only incidents, requests for service, and requests for information. Other
ticket types were mainly computer-generated tickets and, therefore, not of interest to
this research. This results in a final dataset of 210,000 tickets. The selected tickets have
the attributes listed in Table 2.

The ‘short description’ (containing intent information) and the ‘action’ fields are the
main sources for Q.A. pair generation. The request field appeared too inconsistent for
use. We keep the request field, the category, and subcategory fields out of this research
scope because these categories are not problem-focused.

4.2 Categorical Clustering

The column with the “short description” along with their ticket id’s, is exported from
the excel dataset and converted to the XML-format. This is a file of 450,000 lines.
For the categorical clustering, three techniques are attempted based on outcomes of the
state-of-the-art research: LDA, POS Patterns, and Lingo3G clustering. LDA did not
show good results. The resulting clusters are overlapping. POS patterns were also not
effective. The POS patterns were too specific and did not capture the global category.
Lingo3G, however, worked very well on the dataset. After having tweaked with the
attribute settings, amongst other things promoting short (one-word) labels and increasing
the expected number of clusters, a process-based ticket cluster overview appeared (vide
Fig. 2). For Lingo3G, we used the custom parameters on top of the standard parameters
as shown in Table 3.

Lingo3G applies a custom version of LSA (Latent Semantic Analysis) using Term
Frequency – Inverse Document Frequency (TF-IDF) word embeddings on a text corpus
and then applyingSingularValueDecomposition (SVD) for dimensionality reduction. Its
algorithm consists of preprocessing, frequent phrase extraction, cluster label induction,
and cluster content discovery steps.
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Table 2. Attributes used for Q.A.-pair generation

Data field Description

Ticket id A unique id for each ticket, automatically generated

Short description A summary of the ticket problem, written by the service desk operator

Request The full description of the ticket, in case of an e-mail, the full e-mail is
displayed here. In other cases, it is like a short description

Action A summary of the suggested action steps by the operator

Type of ticket Type of customer request, such as a request for service, internal
management notification, request for information, security incident,
SCOM (a monitoring system), complaint

Category The highest level of Categorization: User-bound services,
Applications, Premise-bound services, Housing & hosting, Security

Subcategory Each of the main categories has at least five subcategories. In total
there are 42 subcategories. 50% of the tickets are covered by three
subcategories: location specific services, housing and hosting services,
and security services

Practitioners group This is the division that solved the ticket, 85% of the ticket has the
service desk as practitioner group, the other tickets are solved by about
300 different small groups

Entry type The means by which the customer contacted the service desk:
telephone, e-mail, physical service desk, portal, website, manually

Table 3. Custom parameters for Lingo3G application

Parameter Description

Minimum cluster size: 0.0010% Lowers the threshold for minimal cluster size

Cluster count base: 20 Increases the number of resulting clusters

gMaximum hierarchy depth: 1 Limits optional clustering depth to 1 layer

Phrase-DF cut-off scaling: 0.20 Decreases the length of labels

Word-DF cut-off scaling: 0.00 Further limits the length of labels to 1 word

Maximum top-level clustering passes: 8 Increases the computational effort

Default clustering language: Dutch Change NLP language to Dutch

The preprocessing step removes stop words from an external list that is created by a
field expert. This also identifies synonyms and label name. Because the input consists of
only one sentence, we skip the frequent phrase extraction process. Lingo3G generates
138 clusters from the ticket data. With the largest being 10% of the whole ticket corpus
and the smallest 0.05%. The ten largest clusters accumulate to 65% of the ticket corpus,
15% is part of the other 107 clusters, 20% is not categorizable.



Automatic Q.A-Pair Generation for Incident Tickets Handling 21

Evaluation
We evaluated the categories manually on hierarchical independence, synonymity, and
informativity. Synonymity is about whether there is another synonymous cluster or not,
for instance, in the case of SSC-ICT, the clusters “mail” and “e-mail.” Hierarchical
independence is about whether a cluster should be subjective to another cluster. For
instance, the tickets in the cluster “paper” are 95% of the time regarding “printer”
and should, therefore, be part of the “printer” cluster. Further Categorization would
then happen in the next component, intent identification. Relevance is about whether a
category describes an actual single subject. For instance, “defect” is not a category
because it does not provide any information about the subject apart from that it is
probably defective. In the evaluation process, 21 clusters were removed, and the tickets
were reallocated. This resulted in 117 final categories. A visualization of the weighted
clusters is provided in Fig. 2.

Fig. 2. High-level cluster results from Lingo3G

4.3 Intent-Level Clustering

For the intent-level clustering process, we tried two techniques: POS patterns and LDA.
The POS patterns technique is used in most reviewed articles. Due to the high expec-
tations of LDA in text clustering (in research but also in online communities and data
science companies that we had contact with) and also the high scores of the technique
in the article of [8], we decided to attempt this technique.

External Evaluation
We evaluated the techniques on the coverage, the number of total intents, and the clus-
tering quality. For the clustering quality, we chose for the external evaluation of samples
using a golden test set. We chose this method because we believe the internal evaluation
is not practical due to the subjectiveness of the clusters.

We create this golden test set by manually clustering a sample of 1,000 tickets for
3 categories by 3 independent people, of which the best classification was chosen each
time. We give a quantitative score to the degree to which the technique’s results comply
with the golden test set. The score given is the proportion of tickets in a cluster that is
both in the golden test set as well as in the technique’s resulting cluster. A score of 0.50
for a technique thus means that on average, each ticket’s parent cluster contains 50% the
same tickets as the parent cluster of the golden test set.
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Option 1: POS patterns
For the identification of unique problems,we appliedPOSPatterns to the “Korte omschri-
jving” (Dutch phrase for ‘short description’) text. From the related works, it was clear
that this was the go-to method to extract intents for short text and high variety cor-
pus. We use the combination of operation-entity POS patterns, as suggested by [5]. The
operations are verbs. The entities are nouns and adjectives.

For preprocessing, the first stopwords are removed using an online freely available
stopword-list. Labels of the categories in which the tickets are classified are removed
as well, to avoid redundant intent labels. Next, we tag the remaining words on ‘Part of
Speech.’ If a verb is detected, the system combines the nearest nouns or adjectives with
them to form a two-word phrase. If no verb is identified, the system uses the remaining
words as an intent. We found that in most cases, there existed no verb in sentences. We
show the results in Table 4. The total amount of tickets that the system converts to intents
is about 110,000; this is slightly more than 50% of the categorized tickets.

Option 2: LDA
For this experiment,we used the complete dataset of the outlook cluster, which comprises
about 15,000 tickets. For preprocessing, we lemmatized the dataset, and we used the
same dutch stopword list that we used for the POS patterns. We use these files as input
for training the LDA model. For determining the number of topics, we have used well
known methodology, namely the perplexity score, of the clustering results. However,
this methodology recommends using a maximum of 30 topics, which we find small, and
the results also show very general topics. We then choose to go for 100 topics.

As summarized in Table 4, the main difference between the techniques lies in the
number of tickets covered by the algorithms. LDA covered 100% of the dataset tickets
and POS only 36%. The reason for the low score of the POS pattern technique is the high
exclusion of words that are not part of the set POS patterns. Many short descriptions do
not have a verb, which is the main ingredient of POS patterns. For this reason, we use
LDA for the intent identification process.

4.4 Resolution Recommendation

For the resolution recommendation process, we combine the tickets in the clusters with
their respective actions. Using the ratio of verbs as well as numbers in a sentence, we
successfully removed all e-mail related noise like signature and salutation as well as
TopDesk similar noise consisting of the name of the operator and timestamp. Next,
we remove empty action fields and combine double actions; this increases the weight
rate that we match to these actions. A domain expert manually labeled 2,000 actions as
solutions to intents. 30% of the tickets appear to contain useful actions. The smallest
intents of the system contain at least 20 tickets. So even the smallest intents have, on
average 6 useful actions. It then depends on the reinforcement learning component to
recommend these useful actions first.

4.5 Reinforcement Learning

We developed an interface for a user to type in a short description of any incident
upon which the system will identify the corresponding cluster and provide previously
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Table 4. Number of tickets automatically converted to intents

Method POS patterns LDA

Total tickets 210.000 210.000

Threshold 10 10

Coverage 36% 100%

# of intents External evaluation 1490 1500

Large (Outlook) 0.4063 0.4106

Medium (Excel) 0.4200 0.4844

Small (P-direkt) 0.3062 0.2403

Average 0.3775 0.3784

applied actions for the incident. The user can then leave feedback for the action that was
most suitable to his incident using a like-button. This feedback is used automatically to
improve the sorting of actions using reinforcement learning. Further potential improve-
ments are identifying intent variations, identifying flaws in the intent disambiguation
process, learning new intents, and learning new mappings between words and intents.

4.6 The Architecture of the Q.A. Pair Generator

Figure 3 depicts the complete process of training a Q.A. pair system and recommending
actions to customer input. For training the system, the categorical clustering and intent
identification are used. First, the categories are determined using LSA indexing. Then,
the tickets are appointed to one of around 100 categories (for the SSC-ICT dataset).
After that, the intents are identified.

The QA pair generator preprocesses the short descriptions of the tickets and the
complete corpus of brief descriptions for a category transformed into a TF-IDF corpus,
in which the preprocessed short descriptions are the documents Once we trained the
model, the tickets are given a dominant topic, which is the intent. The system than grabs
the action fields for each of the tickets of each intent excludes doubles and actions that
are remarkably similar using the Levenshtein distance, and thus produces a list of actions
for each intent. When the customer has chosen an intent that he or she thinks fits best, the
Q.A. pair can produce a resolution from a matching action list. The list is sorted based
on the feedback of customers as well as on a score that is provided by a deep learning
classifier that can distinguish useless and useful actions.

5 Discussion

As summarized in Table 5, the success rate of the intent identification process is, on
average, around 55%. The success rate is calculated by subtracting the number of tickets
in “non-informative clusters” from both the “total number of tickets” and the “number
of tickets clustered correctly” and then dividing the “tickets clustered correctly” by the
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Fig. 3. Q.A. pair generator: process view

“total number of tickets.” This score means that, on average, the system can identify a
correct intent for a ticket 55% of the time. Furthermore, we conclude that between 10
and 20% of the tickets that are part of a category are described too vaguely to extract
any meaning out of them. On top of the 12% of the category clustering component (88%
success rate), we say that between 20 and 30% of all tickets are described too vaguely
by the operators.

For all tickets clustered well, about 30% contains a useful action. Looking at the
intents, which are almost always larger than 10 tickets and often larger than 100 tickets,
the chance that intent has at least one user action is large. Furthermore, if this does not
appear to be the case, the action could always be added manually by an operator. So
once enough feedback is received from users, the right actions are filtered from the less
informative actions, and the system will be able to recommend a useful action to an
intent most of the time.

Table 5. Intent classification success for three identified categories

Category “Outlook” “Excel” “P-direkt”

Total number of tickets 13341 721 286

Tickets clustered correctly 8034 436 220

Number of tickets in non-informative clusters 1323 167 89

Success rate 55.8% 48.6% 66.5%
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6 Conclusion and Further Research

From research on comparable State of the Art systems, we identified the following com-
ponents for a Q.A. pair generation system: Intent Identification, action recommendation,
and Reinforcement Learning. We added to this the element of Categorization due to the
large dataset and wide variety of tickets of SSC-ICT. We also identified specific relevant
techniques for Q.A. pair generation. For Categorization, we identified LSI, LDA, and
POS patterns. To avoid the risk of overfitting, we created three golden cluster sets of three
different sizes and different types of categories for our evaluation method. Furthermore,
we determined that the number of tickets covered, along with a threshold for intent-size,
was relevant for evaluation. For the action recommendation component, we decided that
the percentage of unique and useful actions proposed is a goodmeasure. However, this is
meant for future use of the system, thus not evaluated in this research, in contrary to the
other two components. The reinforcement learning component also requires feedback
to be able to be evaluated. Furthermore, its results can be seen in increased results for
the other three components rather than having its own measure.

The main subjects that this research puts forward which are not extensively
researched are that of categorization clustering, the use of Topic Modelling (LDA),
our clustering quality evaluation method, and the reinforcement learning for improving
the intent identification component. We believe that decreasing the number of expected
topics by one hundredfold by first applying categorization clustering is the reason why
LDAcould be utilized as successful as we did for a dataset that is as big as ours. However,
as of 2017, GuidedLDA has been discovered, a method to seed keywords in LDA topics,
steering the algorithm in a preferred direction to identify topics around. GuidedLDA and
its potential have, however, barely been researched yet. We are curious to see how far
this steering can go, especially in combination with applying reinforcement learning. Its
potential seems unlimited, reaching towards topic databases in which topics instead of
lexical keywords are stored, with hundreds of weighted terms per topic.

The deepCategorization that this research suggests using categorization clustering as
well as intent identificationmakes advanced business intelligence possible. The complete
system, including the result recommendation and reinforcement learning component, has
multiple use cases as well. Frequently Asked Questions (FAQ) could be easily identified
and updated; the system could be used as a knowledge base for operators or be made
available for all customers. Furthermore, this Q.A. pair system is the first necessary step
towards building a chatbot.

This paper provides a low-cost and quick set-up method for being able to categorize
the largest ticket datasets on problem-level. Topic modeling shows to be able to handle
inconsistent and short ticket summaries well, in contrast to Part of Speech modeling,
which depends on the accuracy of POS taggers and the presence of known verbs and
nouns.Themethodology in this paper is an excellentway tokickstart your useofArtificial
Intelligence and see quick results. Furthermore, it provides and is designed with great
opportunities for further enhancement of the system using reinforcement learning based
on user feedback.

In this paper, we have presented the workflow of the solution (vide Fig. 3), POS,
and LSA are traditional for natural language processing. As a future work direction,
a one-state solution could be implemented using a deep neural network extracting the
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intent automatically and matching it intelligently to the desired action when training
data is available, although we need to find if the proposed solution is not expensive.

Another possible future research direction could be to incorporate modern word-
embedding techniques like cbow or skip-gram and could be character-based for dealing
with spellingmistakes. Thiswould boost the accuracy of theQ.Apair solution.Moreover,
incorporating reinforcement learning for the neural network seems more natural as for
the existing solution, but will it be cost-effective or not is still an open question.
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Abstract. As the dependency of businesses on digital services increases,
their vulnerability to cyberattacks increases, too. Besides providing
innovative services, business owners must focus on investing in robust
cybersecurity mechanisms to countermeasure cyberattacks. Distributed
Denial-of-Service (DDoS) attacks remain one of the most dangerous
cyberattacks, e.g., leading to service disruption, financial loss, and repu-
tation harm. Although protection measures exist, a catalog of solutions
is missing, which could help network operators to access and filter infor-
mation in order to select suitable protections for specific demands.

This work presents ProtectDDoS, a platform offering recommenda-
tions of DDoS protections. ProtectDDoS provides a blockchain-based
catalog, where DDoS protection providers can announce details regard-
ing their services, while users can obtain recommendations of DDoS pro-
tections according to their specific demands (e.g., price, attacks sup-
ported, or geolocation constraints). ProtectDDoS ’s Smart Contract (SC)
maintains the integrity of data about protections available and provides
tamper-proof reputation. To evaluate the feasibility and effectiveness of
ProtectDDoS, a prototype was implemented and a case study conducted
to discuss costs, including interactions with the SC.

Keywords: Cybersecurity · DDoS protection · Recommender system ·
Smart Contract (SC) · Marketplace

1 Introduction

Denial-of-Service (DoS) attacks represent a significant threat to any commer-
cial organization and individuals, which rely on Internet-based services. In the
last years, such attacks have become more complex and sophisticated, and, in
turn, difficult to predict and mitigate [6]. Even more dangerous are the so-called
Distributed Denial-of-Service (DDoS) attacks, as the attack itself derives from
multiple hosts distributed over the network, such as those using botnets. Con-
sequently, the targets affected (e.g., companies and governments) are usually
c© Springer Nature Switzerland AG 2020
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confronted with economic impacts. Not only do these attacks cause financial
damages due to the unavailability of services and loss of online traffic, but in
critical cases, they inflict long-term damage to the corporate reputation, causing
drastic drops of stock prices [1].

Furthermore, the number of DDoS attacks has almost tripled in the last three
years, with an averaged financial loss of dozens of thousands of USD (US$) per
hour of such an attack. E.g., it was estimated that in 2009 only in the United
Kingdom (UK) DDoS did cost more than USD 1 billion [4], which includes
revenue losses and cyber insurance premiums. These numbers continue to grow
due to the increasing amount of exposed Internet-of-Things (IoT) devices and
Artificial Intelligence (AI) techniques. Cybersecurity predictions point out that
the number of DDoS attacks globally will reach 17 million by 2020, causing
several economic and societal impacts.

Based on this threat landscape, large companies and governments are spend-
ing about USD 124 billion on information security products and protection ser-
vices. However, many of the problems plaguing cybersecurity are economic in
nature [7]. Often systems fail, because organizations do not bear to assess full
costs of a failure neither the risks involved. It is still more prevalent when, for
example, considering organizations and users with restrictions of budget or tech-
nical expertise to invest in cybersecurity, such as Small- Medium-sized Enter-
prises (SME). Therefore, it is clear that an efficient risks analysis and investments
in proper cybersecurity solutions are critical for the next years for both organi-
zations and governments with services or systems exposed on the Internet. These
investments must not focus solely on reactive protection against DDoS attacks,
but also target the planning and decision process of cybersecurity to predict
attacks and possible losses arising from a cyberattack. Therefore, multiple layers
of precaution to protect the critical services against DDoS attacks are required.

As of today, the variety of DDoS protection services has increased as well.
While competition in this sector may show benefits for consumers, such as higher
quality for the same price or diversified products, organizations often struggle
with choosing a protection service that suits their needs. Solutions that help
with the selection of a DDoS protection can support the organization in the
decision-making process. More specifically, by providing the user with essential
information related to the many DDoS protection services available, taking into
account filters and characteristics of the cyberattack (e.g., fingerprints and log
files), the user may simplify decisions. However, there are no intuitive solutions
(e.g., dashboards) that ease the access to a broad set of DDoS protections, while
ensuring the integrity of the information from protections available, i.e., tamper-
proof information. Besides that, there is still a lack of integration of catalogs and
mechanisms that help to decide which is the most suitable protection, taking into
account specific DDoS scenarios and user demands.

This paper presents ProtectDDoS, a blockchain-based platform for the offer-
ing and support of an recommendation for protection services against DDoS
attacks. ProtectDDoS provides a blockchain-based catalog, where protection
providers can announce protections and interested users can filter its protec-
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tions by applying different parameters, such as price, the type of DDoS attack
supported, and deployment time. In addition, DDoS attacks fingerprints [10] can
be used as an input to find the most suitable protection for a determined type
of attack. This paper’s contributions are summarized as follows:

• A Smart Contract (SC) is implemented to store (i) the hash of protection
services and the private address of protection providers to verify the origin
and integrity of protections available and (ii) protections’ reputations based
on users’ feedback, which can be used to avoid protections with misbehavior
or insufficient performance for a certain scenario determined.

• A dashboard is offered, fully integrated with a recommender system for pro-
tection services, called MENTOR, allowing the user to use a Web-based inter-
face to obtain a recommendation of the most suitable solution according to
his/her demands and predefined filters.

The remainder of this paper is organized as follows. Background and related
work are reviewed in Sect. 2. Section 3 introduces the platform for offering and
recommending DDoS protections, including implementation details. Section 4
discusses the feasibility of the solution proposed, and a case study is presented.
Section 5 provides a functional evaluation in order to measure the costs of the
ProtectDDoS. Finally, Sect. 6 summarizes the paper and comments on future
work are added.

2 Background and Related Work

As businesses strengthen their digital dependency, they also become more vul-
nerable to cyberthreats. Therefore, besides the need for speed in innovation,
decision-makers in cybersecurity (e.g., network operator, company owner, or an
expert team) have to be able to implement robust security mechanisms, while
managing costs and risks associated with the business [9]. Such activities involve:

1. Identify security risks and associated costs and (ii) determine impacts of
cybersecurity in the business or service. In turn, it is possible to estimate
overall impacts (e.g., financial loss occasioned by a business disruption) in
order to decide whether to invest in cybersecurity.

2. React against an imminent cyberattack or assume risks, paying for the
damage or delegating that to third-parties (e.g., cyberinsurers).

For (1) such overall estimations can be done using different approaches. For
instance, the Return On Security Investments (ROSI) [12] offers a benchmark to
determine, when a specific investment in cybersecurity is recommended based on
the potential financial loss given an assessed risk. Based on that, decision-makers
have to decide how to handle a possible or imminent threat. Between the different
choices, the decision-maker can determine a plan to prevent cyberattacks and its
impacts proactively. In the context of (2) and once an attack happens, prevention
is cheaper than reactions, when an attack already surpassed the infrastructure.
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If companies do not invest correctly in cybersecurity, the security of their oper-
ations depends on luck and impacts of attacks can be devastating, which is not
acceptable by companies that have to maintain reputation.

The market for protection services has grown together with investments
in cybersecurity. Several providers are offering protections for different kinds
of attacks (e.g., data leaks, DDoS, and malwares) and demands. For exam-
ple, [2] provides a repository listing providers offering many protection services
to address different cybersecurity threats, such as advanced threat protection,
anti-virus, secure communications, and anti-phishing. The number of protections
available is large and is growing in parallel with investments in cybersecurity. In
only one such a repository 1,200 providers are listed, and one can, for example,
obtain information to contract more than 80 protection services against DDoS
attacks. However, even though there are few catalogs centralizing information
from different cybersecurity solutions [2], there is still a lack of platforms that
use such information to simplify the decision-process and cybersecurity planning
of companies. Table 1 provides a comparison of different cybersecurity-oriented
solutions that implement approaches to offer or recommend services.

Table 1. Comparison of related work in terms of the functionality designed

Solution Functionalities

User-friendly
catalog

Supports rec-
ommendation

Filters Allows
integrity
verification

Reputation
mechanisms

[3] No Yes Yes No No

[2] Yes No Yes No No

[8] No Yes Yes No No

[5] No Yes Yes No No

[11] Yes No No Yes Yes

ProtectDDoS Yes Yes Yes Yes Yes

In previous work, the recommender system for protection services called
MENTOR was introduced to help during the decision of which is the most
suitable protection for demands determined [3] in which a recommendation
engine that can suggest recommendations based on a list of parameters and user
demands. However, MENTOR is still in early stages and does not yet provide
user interfaces or a catalog for protection providers to submit their solutions.
Furthermore, the reputation of protections based on user feedback is not being
considered during the recommendation process. The work of [8] provides a rec-
ommender system to predict cyberattacks by identifying attack paths, demon-
strating how a recommendation method can be used to classify future cyber-
attacks. [5] introduced an interactive user interface for security analysts that
recommends what data to protect, visualizes simulated protection impact, and
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builds protection plans. However, none of them supports neither characteristic
of DDoS attacks nor intuitive interfaces for users to add their demands nor log
files to receive recommendations.

By using the concepts of Blockchains (BC) and Smart Contracts (SC), dif-
ferent solutions have been proposed to enable the validation of integrity and
origin of solutions for different purposes. BCs were initially conceived as a dis-
tributed ledger to be the backbone of the Bitcoin cryptocurrency. However, BCs
capacity to provide an immutable, trustworthy, and decentralized collection of
records has attracted the attention of both industry and academia [14]. The con-
cept of SCs is implemented by the second generation of BCs, such as Ethereum
and NEO. Fees involved in SCs are lower than for traditional systems requiring
a trusted intermediary. [11] introduces BUNKER, a BC-based marketplace for
Virtual Network Functions (VNFs), to provide immutable and trusted informa-
tion concerning VNF packages acquired by end-users. This solution stores the
hash of VNF packages in a BC to guarantee the integrity of the VNF being
acquired by end-users. This feature is useful for both providers and users inter-
ested in protections, since the integrity of the protection, the provider’s identity,
and its reputation can be verified for any offered solution, before users decide on
one specific cybersecurity solution.

3 The ProtectDDoS Platform

The ProtectDDoS platform allows users to describe their demands for protec-
tions in order to obtain a proper level of protection against different types of
DDoS attacks from an extensive list of options available, which facilitates the
decision process to select the most suitable protection. These protection ser-
vices can be acquired proactively before an attack happens or acquired to react
during an imminent attack. Thus, ProtectDDoS offers mechanisms to support
decisions required during cybersecurity planning and management. Besides that,
protection providers can announce their solutions to build a heterogeneous cata-
log of protections against DDoS, thus, achieving a broad audience of companies
and users interested in contract/acquire protections. Also, ProtectDDoS allows,
through a Web-based interface, users to (i) upload fingerprints of DDoS attacks
to find specific protections, (ii) verify, supported by the BC, the integrity and
origin of information of different protections, (iii) receive the recommendation
of the best solution according to its demands, and (iv) provide feedback of con-
tracted protections, thus, supporting a reputation system for protections avail-
able. The ProtectDDoS ’s code is publicly available at [13].

3.1 Architecture

Figure 1 introduces the architecture of the ProtectDDoS platform and its main
components. The architecture is divided into three different layers: the (i) User
Layer provides components required for actors to interact with ProtectDDoS and
protections available through an intuitive and modern interface, the (ii) Data



ProtectDDoS: Trustworthy Offering and Recommendation of Protections 33

Layer, which is in charge of steps involved in process handling of information
related to protections, and it serves as a link to the upper and lower layers, and
the (iii) BC Layer, which consists of an SC running inside the Ethereum BC
containing information (e.g., hash and reputations of protections) to be used by
the other layers, such as to verify integrity services’ information or its developer.
Also, the integration with the MENTOR recommender system is available by
using the MENTOR API (Application Programming Interface) , which is fully
integrated with the ProtectDDoS architecture, thus, allowing for calls to receive
a recommendation of the best protection service according to previously defined
filters and configurations of the user.

Catalog ManagerService Helper

Data Manager Blockchain
Connector

User Layer Data Layer

Smart Contract (SC)

ReputationsVerified
Providers

Web-based
Interface

User

Recommendation
Manager

Protections

Protection 
Provider

MENTOR's API

Proof-of-
Feedback

R
P

C
 S

er
ve

r

Information

Provider Address

Protection Hash

Blockchain Layer

Fig. 1. ProtectDDoS ’s conceptual architecture

The User Layer provides a Web-based interface (i.e., dashboard) access to
the catalog as well as details protections and the recommendation process. The
Service Helper plays a crucial role in the integration of the catalog and the rec-
ommendation process by applying the filters predefined on the entire dataset of
protections available, thus, removing protections that are not suitable for user’s
requirements. The Catalog Manager requests information from the Data Layer to
build the catalog of protections available, applies these filters, and sends the list
of protections to start the recommendation process. Finally, the Recommenda-
tion Manager is in charge of constructing the calls for the recommendation API
(i.e., MENTOR’s API). For that, this component transforms user requirements
and information from selected protections into a defined JSON data structure
[13] containing all relevant information for the recommendation.

The Data Layer contains the Protections database to store all information
of protections available, such as developer, name, price, and types of attacks
supported. Also, a database is provided to store all log files (e.g., pcap) contain-
ing information regarding the contracted protection performance, which helps
during the audition and validation of bad or good feedback provided by users.
This database is managed by the Data Manager, which is the interface to the
Data Layer and is in charge of the process to answer requests for information.
Furthermore, the BC Connector is an adaptor, implemented to enable commu-
nications with the SC running inside the BC. The BC Connector performs calls
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to interact with the SC (e.g., verify the protection hash or validate the provider
address) by sending BC transactions though a Remote Procedure Call (RPC)
server provided by the BC.

Finally, the BC Layer deploys the SC to store a list of verified providers
based on their address on the BC, reputations of each protection according
to the users’ feedback, the hash of the proof-of-feedback files, and the hash of
the protection associated with the address of the provider that submitted the
service. It is worth reinforcing that all this information is immutable, which
allows any interested party to audit the information following the full history of
the information stored.

3.2 Workflow

By accessing the ProtectDDoS, users interested in obtaining protection can ver-
ify available protection services in a catalog and apply filters to select a set of
characteristics that satisfy his/her demands, such as a maximum price or pro-
tection against a specific type of DDoS attack (cf. Fig. 2). For that, the user can
select a determined attack type from a list of attacks supported or also upload a
file containing fingerprints of that DDoS attack for which protection is required.
This fingerprint input is used to process the filtering of a list of protections suit-
able for such a demand. Such a list can be sent to the MENTOR recommender
system through the API provided in order to receive, as a response, the best
protection selected by the recommendation process implemented in MENTOR.

Also providers of protection services can access the Web-based interface and
store new protections to become available in the catalog. The process of upload-
ing a new protection service comprises of two essential steps:

1. The service information is hashed, using the SHA-256 algorithm and subse-
quently submitted to the BC.

2. Upon successful storage, the service provider’s address and the transaction
hash are retrieved by the RPC server and stored off-chain.

The first operation is handled using an SC and will cost a fee to be completed
(cf. Sect. 5). As the costs to store all information required would be high, only
the hash of this service information is stored. When interacting with an SC,
an Ethereum account is required. Ethereum was used, since it offers a clear
path program SCs in Solidity. The second operation retrieves the hash of any
protection from the BC, thus, offering to any user checks, whether this service
information has been compromised or the provider cannot be verified. Hence,
the service hash is required and a specific function in the SC is invoked.

Also, a DDoS fingerprint is supported by ProtectDDoS as defined in the
DDoSDB platform [10]. Parameters that be configured for the catalog filter or
recommendation of protections and include: (i) Service Type, which can be reac-
tive or proactive, (ii) Attack Type (e.g., SYN Flood or DNS Amplification)
defined directly from a list or identified by a using a fingerprint filed option-
ally and uploaded by the user, (iii) Coverage Region to indicate the location
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Fig. 2. ProtectDDoS ’s workflow

(e.g., continents, countries, or even cities), where a cloud-based protection has
to be deployed, (iv) Deployment Time, which determined how long (e.g., in sec-
onds, minutes, or hours) it may take until the protection is deployed and active,
and (v) the Budget available by the user to fund this protection.

4 Proof-of-Concept and Case Study

A Proof-of-Concept (PoC) was implemented in a public domain approach to
showcase the ProtectDDoS [13]. The User Layer was implemented using Reac-
tJS 16.8, a JavaScript library for building user interfaces. This library facilitates
the overall process of developing user interface components using the JSX syn-
tax extension. It also boosts productivity and facilitates further maintenance.
The Service Helper, the Catalog, and the Recommendation Manager were imple-
mented using Python 3.6.5, while MENTOR’s API was implemented using Flask
1.0.2. SQLite 3.30.1 was defined as the database to store information at the Data
Layer. Its connection is implemented by using SQLAlchemy 1.3, an open-source
SQL toolkit and object-relation mapper. For the BC layer Ethereum was defined
as the BC to be used, including Solidity for the SC development.

A case study was conducted to provide evidence of the feasibility and usability
of ProtectDDoS. This case considers a scenario where (i) a protection provider
wants to submit a new protection to be listed in the platform and (ii) a user



36 M. Franco et al.

wants to contract a reactive DDoS protection against an application layer attack
that is affecting his/her infrastructure. The user holds a budget of USD 5,000.
The protection has to be deployed in a server running in Europe to ensure legal
compliance to the General Data Protection Regulation (GDPR). The interface
to configure such requirements is available publicly, too [13].

Firstly, protection providers have to submit new services to be listed within
the ProtectDDoS platform, populating the catalog with different protections
against DDoS attacks. This is done through the Service Upload Tab. Each pro-
tection service comprises two parts: General Information and Technical Details.
The hash generated and the provider account’s address is stored in the BC for
further validations. The Metamask extension enables users/providers to send
transactions (e.g., a hash of protections and feedback) to be stored on the BC.
Costs involved in this interaction are discussed in Sect. 5.

After populating the database, protection services are made available within
the platform’s catalog for the user. After configuring his/her demands, the user
can upload a fingerprint of the DDoS attack to filter services that are suitable to
protect against this attack. This is done automatically by ProtectDDoS, which
processes the fingerprint and extracts useful information, providing evidence of
the attack type. After submitting user demands, the filter is applied and a list of
protections suitable for this case is available. This list is sent to the MENTOR
recommender system in order to receive an ordered list with the most recom-
mended protection on the top. Based on this list containing suitable services, for
example, the recommendation engine can decide that the best option is a service
with a deployment time in seconds, which includes features to mitigate this type
of attack with the cost of USD 2,400. Although other solutions may be cheaper,
they are providing features that are not considered ideal, taking into account all
user demands and the fingerprint of the attack being addressed.

The user can verify, whether the protection service offered has been manipu-
lated or not, i.e., by validating the integrity and origin of the protection informa-
tion being provided. Thus, the Service Hash and Transaction Hash are required.
This information can be obtained by clicking on the See More button of a spe-
cific service. At this point, the user can either copy the service hash or have a
closer look at the transaction itself by selecting the transaction hash. If the user
decides to go for the transaction hash, an Etherscan page will be opened, which
will provide further details regarding the transaction itself. Otherwise, if the user
decides select the service hash, an Ethereum account and the browser extension
Metamask will be required to execute the validation. Thus, through the Ver-
ify Page, the user can quickly validate a particular service by its hash. Within
this verification interface the protection is verified, meaning that this particular
service is stored inside the BC and the integrity of this service is ensured (i.e.,
the information regarding the protection was not modified after its submission).
However, in this case here, the provider linked to this service hash is highlighted
as untrusted, meaning that the real identity of this provider cannot be ensured.

Furthermore, the user can access the Web-based interface and provide feed-
back regarding a previously contracted protection, which includes a rating from
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zero to three, comments, and a log file (e.g., pcap format) containing the proof-
of-feedback. This proof-of-feedback is stored in the platform’s database and its
hash is stored in the BC in order to ensure that changes in the log can be identi-
fied during further audits or analysis. By using such a reputation approach, the
platform can be configured to remove from the recommendation process or even
from the catalog protections that are representing misbehavior, such as not deliv-
ering the functionality promised or with a worse performance while mitigating
the DDoS attack specified.

5 Functional Evaluation

Despite these benefits introduced by the ProtectDDoS platform, costs and secu-
rity have to be considered upon using a public BC.

5.1 Costs

Costs are concerned with additional fees and the time to store information.
These fees are not high, but should be considered to store, for instance, a large
number of protections and their reputations. Thus, an analysis of the current
state of the Ethereum BC was conducted to investigate costs. Fees exist for
every transaction that requires to store data in an SC. This fee is described in
“Gas”, which is the price being paid for BC miners to successfully conduct the
execution of a transaction or a contract. This fee is paid using Ether (ETH),
which is Ethereum’s cryptocurrency. Besides ETH, fees can also be represented
in sub-units “Gwei”: 1 ETH is ≈1 billion Gwei. For the costs analysis, the price
of 1 ETH was equaling USD 144 as of the quotation in December 2019.

To execute the functionality provided by the SC, the contract needs to be
compiled and successively deployed to the desired BC network. At this moment
the owner of the SC will be confronted with costs that occur only once, i.e.,
during the deployment. The deployment of the latest, fully working SC here at
the time of writing generated a total cost of 0.01041256 ETH, which amounts
up to USD 1.50. This cost can be broken into two main components: 520,628
units of Gas used to deploy the actual contract and a 20 Gwei gas price paid
per unit. Important to note is that whenever the SC is updated, the owner will
have to deploy it again, and if a new feature is added to the SC, the cost will
increase. In addition, the cost of 0.0076 ETH (≈USD 1.10) resembles to add a
new provider as Verified. Such costs can be paid by the owner of the catalog or
by providers that want to announce themselves on the platform.

Upon the design of the functionality to store a protection service to the BC,
two possible approaches were investigated: (i) store the full protection service
information or (ii) store only a hash of the protection. Although the approach (i)
enables users to, eventually, verify every characteristic of the protection, the costs
of writing large amounts of data on the BC increase exponentially. Therefore, the
approach (ii) is a more suitable alternative in terms of costs, since the amount
to be paid to store a new protection service is lower. Upon submission, the
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provider paid 0.002154 ETH (≈USD 0.31 ) to store the hash generated and its
address. In case a new account address for the hash generated has been stored,
the system allows for a storage and submission of this service again with a cost
of 0.001082 ETH (≈USD 0.16 ). Also, there are costs concerning the storage of
ratings provided by the user and the reputation of each protection service. This
cost has to be paid by the SC owner (i.e., the platform) ensuring that the user
is not burdened with this fee. It is important to mention that there are no fees
to retrieve information from any SC. Hence, the functions verifyService() and
getReputation() do not show any cost involved.

5.2 Security

One of the main characteristics of a BC is its ability to unearth, causing applica-
tions to remove trusted third parties, while trust levels can be relatively increased
by the transparency and immutability of the process. In the context of security
applications, such as the ProtectDDoS, two additional concerns exists with the
exposure of confidential data and the handling of protection service requirements.
Therefore, it is important to consider the solution’s deployment approaches in
order to ensure that the information stored is not exposed or tampered with. In
this sense, a possible deployment absorbing requests from multiple clients (i.e.,
on external premises) implies a centralization process, which is just the opposite
of the decentralization proposed by BCs (cf. Fig. 3).

ProtecDDoS

Internal
Premises

Customer 
or

Service

Ethereum

External
Premises

Fig. 3. ProtectDDoS ’s deployment

In this sense, Fig. 3 presents an ideal implementation approach of the service
as a decentralized application and is maintained within internal premises. Thus,
the ProtectDDoS platform operates as a decentralized application, where public
data on protection services are announced and the instance in internal premises
can act as a reverse proxy selecting, among services advertised, which ones have
all characteristics desired. Similarly, protection service advertisers also operate
instances of the ProtectDDoS platform on internal premises. Henceforth, aspects
of confidentiality and integrity related to the security needs of customers are
maintained on internal premises and characteristics of the service advertised
cannot be tampered with either.



ProtectDDoS: Trustworthy Offering and Recommendation of Protections 39

6 Summary and Future Work

This paper developed and evaluated ProtectDDoS a Web-based platform that
introduces a trustworthy catalog and recommendation of protections against
DDoS attacks. ProtectDDoS builds on BC-based SCs to allow for the validation
of integrity and the origin (i.e., provider) of protections available. Also, by using
SCs the reputation of protections can be stored in an immutable manner. More-
over, the ProtectDDoS platform explores the recommendation of protections by
integrating them with the cybersecurity recommender system MENTOR, thus,
allowing users to receive recommendations of the best protection according to
specific demands. ProtectDDoS also allows through the user-friendly Web inter-
face the upload of DDoS attack fingerprints and the configuration of different
parameters to specify specific user demands and characteristics of attacks in
order to find the most suitable protection against a DDoS attack. The feasibility
of the solution was evaluated in a prototypical implementation based on the ded-
icated case study. The evaluation provided measures the benefits and additional
costs in the context of BCs in use.

Future work includes (i) the support of leasing protections directly from
the platform by using SCs, thus, storing and enforcing automatically respective
agreements between providers and users, (ii) the development of mechanisms to
process and extract meaningful information from different configurations and log
files provided by users, thus, extending the information supported by ProtectD-
DoS, and (iii) the proposal of DDoS visualizations to help users to understand
attack behaviors and the performance of protections contracted. Furthermore,
an in-depth analysis of the recommendation process and the performance of pro-
tections recommended for each DDoS attack will be conducted. Finally, an inte-
gration of ProtectDDoS with cybersecurity economics-aware solutions [9] might
be performed in order to provide for an accurate and cost-effective offering and
recommendation of protections.
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Abstract. The expansion of smartwatches and positioning technologies have
offered marketers the opportunity to provide consumers with contextually rel-
evant advertising messages. However, perceived privacy risk and a lack of privacy
control are preventing consumers from using location-based advertising (LBA).
This study explores how variation in the design of the user interfaces of smart-
watches (regular user interface vs. virtual user interface) affects the perceived
ease of privacy control, perceived privacy risk, and ultimately the intention of
consumers to use LBA. A simple mediation analysis is conducted on the data
collected from a between-subjects experiment (N = 335). The obtained results
extend the growing literature on the topic of LBA and privacy concerns related
to it. The results indicate that a smart-watch augmented with a virtual user inter-
face increases perceived ease of privacy control. Also, this has a direct positive
effect on perceived privacy risk and the intention to use LBA. However, perceived
privacy risk does not mediate the relationship between perceived ease of privacy
control and the intention to use LBA. The findings of this study have important
implications for various commercial players.

Keywords: Location-based advertising · Perceived privacy risk · Perceived ease
of privacy control · Virtual user interface · Smartwatches · Social contract theory

1 Introduction

The expansion of mobile devices and positioning technologies has offered novel possi-
bilities and challenges to revolutionize e-commerce mobile applications. The producers
of mobile devices in cooperation with marketers provide consumers with the flexibility
to make use of services considering their mobility patterns and needs. With the position-
ing technologies, marketers can provide mobile users contextually relevant advertising
messages via mobile instruments on a geographic reference point, when they are at the
edge of making a purchase. Wearable devices and smartwatches in particular are per-
fect devices to execute these new marketing opportunities. The location tracking feature
of smartwatches can be beneficial for both companies and consumers. Using real-time
intent data, a smartwatch usermight receive an adwith an attractive offer from the nearby
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store which might be in line with his or her needs. For marketers, the personalization of
advertisements offers cost efficiencies in comparison to traditional mass marketing [1].

Location-based advertising can be executedmore effectively using a smartwatch than
other mobile devices such as smartphones. However, privacy concerns are preventing the
consumers from accepting location-based advertisements due to the following reasons.
First, according to the authors of [2] high privacy concerns exist on location tracking
because consumers do not have the technical skills to protect and control their privacy.
The authors argued in the paper that the use of smartwatches for marketing purposes
and growth of data transactions have only intensified privacy concerns as consumers feel
uncomfortable with the amount of data acquired by companies. Apple and Google have
initiated some practices to resolve this problem by giving the consumer more control
over mobile location privacy. Facebook also is launching variety of new tools to provide
consumers with more control over their privacy. The smartwatch market also is expected
to respond to the privacy concerns of its consumers. Therefore, in this study we argue
that it is essential to reduce perceived privacy risk by shifting the privacy control from
third parties to the consumer. That is to say, designers by augmenting smartwatches
with a virtual touchscreen (i.e., which can be projected on objects) can provide a larger
display and stimulate personal privacy control. Therefore, based on the line of argument
presented so far themain research question in this research is: Howdoes a privacy control
facilitated through a virtual user interface in smartwatches affect a consumer’s perceived
privacy risk and intention to use location-based advertising?

As themain contribution of this research, firstwe investigate the relationship between
perceived ease of privacy control (facilitated through a virtual user interface) and the
intention to use location-based advertising. Second, we investigate the mediation role of
the perceived privacy risk with the intention to use location-based advertising.

Previous literature in this area are focused solely on the smartphones, however, we
test our model within the context of smartwatches. To the best of our knowledge, no
empirical research exists in addressing how the design of a virtual user interface in
smartwatches affects the perceived ease of privacy control, perceived privacy risk, and
ultimately the intention of consumers to use LBA.

The rest of this paper is organized as follows: In Sect. 2, the relevant literature on
wearable technology and personal privacy control is presented. In Sect. 3, we formulate
our theoretical model and we present our hypotheses. This is followed by an extensive
explanation of the research design in Sect. 4. The results of our analysis are presented
in Sect. 5. In Sect. 6, we provide the conclusion and discussion over our findings.

2 Literature Review

2.1 Wearable Technology

Technology is advancing every day and the use of mobile devices like smartphones is
still increasing. According to [3] there seems to be a shift from carrying these mobile
devices to wearing them. Wearable technologies consist of microchips, sensors and
wireless communication components to operate. This technology differentiates itself
from smartphones by being designed to be worn casually in everyday life and their
presence may be disregarded [4]. There are two main groups of wearable tech devices,
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namely; smart textiles and wearable computers. Smart textiles are better for long-term
monitoring as they are not skin attached, however, wearable computers have a broader
range of functions and capabilities due to the presence of an interactive screen [7].
Wearable tech devices which are attached to the skin make consumers’ streaming data
available to providers and multiple real-time analytics applications [5]. Besides, the
potential applications ofwearable technology in observing health andmedical conditions
can lead to interesting practical implications (e.g., continuous monitoring of patients).
On top of that, wearable technology can be utilized to improve personal comfort in
domestic environments like automatically altering lighting, temperature or entertainment
preferences as users change their locations [6]. According to the author of [6] the costs
to create such technologies are decreasing which stimulates the use of wearable tech
devices.

2.2 Location-Based Advertising (LBA)

In 2001, location tracking functions were presented in Japan. Telecommunication oper-
ators and merchants use global positioning systems for commercial purposes. Location
tracking functions and utilization of its potentials are essential in the marketing field
as marketers can turn this feature into business profits [8, 9]. Marketers are able to tar-
get (potential) customers with customized services and offerings, both inside and even
before entering a store. Firms are able to create a strong connection with their customers
and deliver a personalized experience [6]. In other words, location-based information is
essential for companies due to marketing reasons and providing location-based services
to their customers. The purpose of location-based services (LBS) is to deliver contextual
and personalized information to consumers through wireless technologies.

Due to the development of information and communication technology, the LBS
market is expanding rapidly. According to [10], in the US, over 70% of the smartphone
consumers utilized LBS in 2013. Also, the LBS industry was forecasted to have a global
revenue of 43.3 billion US dollar by 2019. LBA is a sub-part which falls under the broad
definition of location-based marketing (LBM). Xu and Teo in [11] proposed that LBA
causes a five to ten times higher click-through rate when comparing to the common
internet advertising messages. Looking at this billion dollar industry and the rising
annual expenses of companies on LBS and LBA, it is therefore essential that users be
stimulated to use LBA. In conclusion, the willingness to provide location information
is valuable to location-based service providers. However, the collection of location data
is held back by the privacy concerns of the consumers. As smartwatches are commonly
regarded as highly personal devices, LBA over such devices might be experienced as
intrusive and increases their perceived privacy risks. Consequently, this may slow down
the effectiveness and expansion of LBA [12].

2.3 Perceived Privacy Risk in Sharing Personal Data

Xu et al. [13] defined perceived privacy risk as: “a user’s concern about possible loss
of privacy, including collection, improper access and unauthorized secondary use.” The
concept of perceived privacy risk handles the rights of consumers whose data are shared
[14]. There are several concerns related to information privacy such as accessing the
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informationwhich is sharedwith other devices, accessing personal data through the cloud
or an alternative remote storage system or even selling information or its utilization by
a third party for other purposes than what initially agreed on. All these factors increase
the perceived privacy risk of consumers of smartwatches. Liu et al. in [15] showed
that perceived privacy risk is a major predictor of the willingness to disclose personal
information. Besides it was reported that the disclosed personal data has a negative effect
on the user’s payoff. Also, the result of that study showed that the intention of consumers
to share location information is explained by obtaining personalized services in return.

2.4 Perceived Privacy Risk and the Intention to Use LBA

The relationship between smartphone users and LBAproviders can be seen as an implicit
social contract. The social contract theory implies that the consumers of LBAevaluate the
possible benefits compared to the privacy costs. On one hand, through LBA consumers
benefit from personalization and customization of advertisements with respect to their
needs and locations. On the other hand, consumers share their personal data which is
beneficial for marketers.

Xu and Teo in [11] described the social contract as the consumer’s tradeoff between
making personal information available and receiving economic or social benefits in
exchange. In the context of this research, the perceived privacy risk is related to when,
how and to what extent personal information of consumers is shared with others. Con-
sequently the benefit is related to the obtained value from LBA providers in exchange
of location data. According to Okazaki and Hirose [14], consumers of mobile advertis-
ing are most concerned about the significant amount of data collected from their devices
which then can be stored indefinitely for potential use in the future. The results of another
study [16] show that consumers have had the feeling that theywere always beingwatched
by an unknown company because they were not aware of the mechanism through which
their personal location information were collected.

To conclude, the collection and usage of location-based information may evoke
privacy concerns. As the result, this may inhibit consumers from using LBA. Consumers
are concerned about whether their data is collected and appropriately utilized. Zhou in
his research [17] showed that ultimately 35% of LBA users completely switched off
the location tracking capability due to privacy concerns which puts LBA providers at a
disadvantage. Therefore, LBA providers need to understand the perceived privacy risk
and take effective measures to reduce the negative effect of perceived privacy risk on the
intention to use LBA. As we mentioned before, a good relationship with consumers can
be acquired when they can have a certain level of control over their personal information
and its distribution. That is to say, the amount of control over personal information has
a positive effect on the user’s payoff [15].

2.5 Privacy Control, Virtual User Interface and Perceived Ease of Privacy
Control

Privacy control reflects an individual user’s perceived ability to manage his or her infor-
mation disclosure [13]. Conceptualization of perceived control differs from the com-
monly used term control. Perceived control is a cognitive construct and, as such, may be
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subjective. Particularly, perceived control has been defined as a psychological construct
reflecting an individual’s beliefs at a given point in time, in one’s ability to effect a
change in the desired direction on the environment [18, 19]. In the context of LBA, Xu
and Teo [16] showed that perceived privacy risk is lower when consumers can exert per-
sonal control over location in-formation. Tucker in [20] investigated the consequences
of handling privacy issues by giving privacy control to Facebook users. The result of that
study showed that by shifting control to consumers Facebook users were almost twice as
likely to show positive reactions regarding personalized advertisements. Thus, shifting
control from companies to consumers, can also benefit the LBA providers. Mobile users
are able to turn on and off the location-based services just by push buttons on their touch-
screens. Furthermore, users can control the accuracy and the extent to which location
information is given to LBS providers. Smart-watches on the other hand are dependent
upon other devices due to their small displays, which reduces the mobility, availability
and ease of use. Ultimately, the intention to use LBA is diminished. As opposed to the
current situation where a connection with another device has to be made first, the result
of one study [21] shows that increased privacy control makes it possible to adjust privacy
preference settings at runtime.

Regarding the impact of screen size on the perceived privacy control, Kim [23]
showed that smartwatches which possess larger screens have a positive effect on the
personal privacy control. Lim, Shin, Kim and Park in [22] argued that controllability of
a smartwatch can be enhanced by using a technologywhichmakes use of unified infrared
line array sensors fixated along the side of the smartwatch. This way the location, swipe
and click movements of the finger can be observed on the back of the hand. This is an
example of an around device interface (ADI) which has been increasingly researched.
ADIs are stimulating the pragmatic and controlling qualities of devices with small user
interfaces. However, this innovation solves only a part of the problem. Still, the user
interface of the smartwatches remains relatively small in comparison to smartphones. As
mentioned, perceived ease of privacy control can be stimulated bymaking the smartwatch
less dependent on other devices. A new Samsung patent file shows a projector integrated
into the smartwatch so that the user can use objects as a touchscreen. The smartwatch
would be able to project interfaces, a keyboard andmenu options on the consumer’s hand
or arm. This new feature deals with the limited screen size of the smartwatch, making
it independent of other devices. The virtual user interface of the smartwatch allows it
to resolve the limitation of the screen size and stimulate the perceived ease of privacy
control.

3 Conceptual Model and Hypotheses

Based on the literature review presented so far on the relationship between perceived ease
of privacy control, perceived privacy risk and the intention to use LBA, we present our
proposed conceptual framework and hypothesis in this section. The proposed conceptual
model is presented in Fig. 1. We aim to address how the design of a virtual user interface
in smartwatches affects the perceived ease of privacy control, perceived privacy risk,
and ultimately the intention of consumers to use LBA. Therefore, we formulate our
hypothesis as follow:
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Fig. 1. Proposed Conceptual Model. PEOPC = Perceived Ease of Privacy Control, PPR = Per-
ceived Privacy Risk, INT = Intention to Use LBA, IV = Independent Variable, M = Mediator,
DV = Dependent Variable.

H1: Perceived Ease of Privacy Control (enhanced through a virtual user interface)
reduces Perceived Privacy Risk in smartwatches.

H2: Perceived Privacy Risk reduces the Intention to use LBA in smartwatches.
H3: Perceived Ease of Privacy Control stimulates the Intention to Use LBA in

smartwatches.
H4: Perceived Privacy Risk mediates the relationship between Perceived Ease of

Privacy Control and the Intention to use LBA in smartwatches.

4 Methodology and Data

To answer the proposed research question and to test our hypotheses, a one-way between-
subjects experiment with two conditions representing two levels of user interfaces (reg-
ular smartwatch user interface vs. virtual user interface) is conducted. After signing an
informed consent form, participants were randomly assigned to either the regular smart-
watch user interface group or the virtual user interface group. The actual goal of the
experiment was not explicitly disclosed. Participants were provided with a short movie
about a smartwatch, after which they were asked to provide their overall opinion on the
type of interface under study.

The experimental group was provided with a movie informing them about a smart-
watch augmented with the virtual user interface. The control group was provided with a
movie informing them about a smartwatch with a regular user inter-face. It is expected
that the virtual smartwatch user interface group will have a lower perceived privacy risk,
a higher sense of perceived ease of privacy control and a higher intention to use LBA
than the regular smartwatch user interface group.

The various constructs will be measured using a seven-point Likert-type scale, rang-
ing from 1 (strongly disagree) to 7 (strongly agree). List of constructs and their items
are presented in Table 1.

The independent variable ‘perceived ease of privacy control’ is measured with three
validated items using a seven-point Likert scale. This variable is operationalized, for
example, by the following item: “I can exactly seewhat data is disclosed toLBAproviders
and I am able to set a specified and limited amount of options regarding the disclosure”.
Since this is a new construct, we introduced our own items to measure it.
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Table 1. Measurement model

Constructs Items Measures of Constructs (measured on a
seven-point Likert scale)

Cronbach’s Alpha (CA)

Perceived Privacy Risk (PPR)
[28]

PPR_1
PPR_2
PPR_3

Please indicate to what extent you agree with
the following statements:
• I think service providers may keep private
location information in a non-secure way

• I think service providers may use my
location information for other purposes, like
tracking my daily activities to obtain
information about me

• I think service providers may share my
location information with other firms without
my permission

.878

Intention to Use LBA (INT)
[27]

INT_1
INT_2
INT_3

Please indicate to what extent you agree with
the following statements:
• I would provide the LBA service provider
with my location information it needs to
better serve my needs

• I intend to use LBA in the next 12 months
• The benefits of LBA outweigh the cost of my
privacy concerns

.840

Perceived Ease of Personal Privacy Control
(PEOPC)

PEC_1
PEC_2
PEC_3

Please indicate to what extent you agree with
the following statements:
• I can exactly see what data is disclosed to
LBA providers and I am able to set a
specified and limited amount of options
regarding the disclosure

• I can alter the privacy preferences where and
whenever I want

• I can exercise personal control of my privacy

.899

The mediator ‘perceived privacy risk’ is measured with three validated items using a
seven-point Likert scale (1 = strongly disagree, 7 = strongly agree). Perceived privacy
risk is operationalized, for example, by the following item: “When I share location
information with an LBA provider I believe I cannot be personally identified” [28].

The dependent variable ‘intention to use LBA’ is measured with three validated
items using a seven point Likert scale. The intention to use LBA is operationalized, for
example, by the following item: “I am very likely to provide the LBA service provider
with my personal information it needs to better serve my needs” [27].

Previous studies on the topics of perceived privacy risk and personal privacy control
proposed a number of supplementary factors which could be of potential influence on
the intention to use LBA. Such factors include consumer’s general attitude towards
LBA (i.e., ATT), previous privacy experience (i.e., PPRV) and Consumers’ degree of
innovativeness (i.e., INNV) [24–26]. That is why, we consider such factors as our control
variables (i.e., in addition to general control variables such as age gender and education).

For the statistical analyses, scores will be collected and transferred into SPSS.
Dummy variables will be composed for the two conditions regarding the independent
variable. Descriptive statistics, skewness, kurtosis and normality tests are conducted for
all variables. The outliers are evaluated to guarantee that no data entry or instrument
errors are generated. A simple mediation also is executed to investigate the mediating
role of perceived privacy risk between the relationship of perceived ease of privacy
control and the intention to use LBA.

The target group of this research are potential and actual users of smartwatches. The
research is conducted using a non-probability convenience sampling technique which
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includes self-selection and snowball sampling. Participants are gathered via socialmedia,
e-mail and face-to-face meetings. Data were collected online through Qualtrics using a
cross-sectional design. Out of the 446 participants who started the experimental survey,
335 completely finished it. This equals a completion rate of 75%. 52% of the participants
were male and 48%were females. Approximately 51% of the participants were between
22 and 25 years old with a minimum age of 17 and a maximum of 67. Around 81.5%
of the participants had an education of at least HBO (higher vocational education) or
university. Furthermore, 90.4% of the respondents were European. Correlation analysis
is conducted and the results are presented in Table 2.

Table 2. Result of the correlation analysis.

Variables M SD Age Gender Education PEOPC INT PPR ATT INNV

Age 28.5 10.7

Gender 1.48 .50 −.12*

Education 8.71 1.39 .03 .17**

PEOPC 3.45 1.67 −.12* .15** .05

INT 3.92 1.58 .08 .12* −.03 .51**

PPR 3.87 1.81 .20** −.05 −.06 −.34** −.18**

ATT 3.39 1.28 .11* .09 .02 .27** .62** .00

INNV 3.27 1.18 .13* .16** .10 .05 .18** .10 .3**

PPRV 4.31 1.72 −.10 .02 .02 −.20** −.28** .27** −.14** .08

*. Correlation is significant at the 0.05 level (2-tailed).
**. Correlation is significant at the 0.01 level (2-tailed).

5 Empirical Analysis

5.1 Hypotheses Testing (Experimental Group)

A simple mediation analysis was done with model four in PROCESS (i.e., PROCESS
is a macro for mediation analysis in SPSS). The independent variable (PEOPC) in the
analysis was the perceived ease of privacy control.

The results of our analysis have been shown in Table 3. According to our obtained
results, the relationship between the perceived ease of privacy control and the intention to
use LBA was not mediated by perceived privacy risk. As a condition for mediation anal-
ysis, the mediating variable must be significantly related to the dependent variable when
both the independent variable and mediating variable are predictors of the dependent
variable. In our experiment, the regression of perceived privacy risk and the intention to
use LBA was not significant. Therefore, we could not meet the right condition to run a
mediation analysis.

The regression of the perceived ease of privacy control and the intention to use LBA
was significant. The regression of the perceived ease of privacy control and perceived
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Table 3. Effects on Experimental Group

Antecedent Consequent

PPR (M) INT (Y)

Coeff. SE p Coeff. SE P

PEOPC
(X)

a1 −.46** .607 <.001 c1’ .46** .059 <.001

PPR (M) – – – b1 −.067 .055 .224

ATT (C) .027 .102 .791 .56** .071 <.001

INNV (C) .041 .097 .671 −.045 .067 .505

PPRV (C) .230** .072 .002 −.17** .052 .001

R2 =
.321

R2 = .312

Note: N = 169
*. Coefficient is significant at the 0.05 level (2-tailed)
**. Coefficient is significant at the 0.01 level (2-tailed)

privacy risk was also significant. The evidence will support the idea that perceived ease
of privacy control affects the intention to use LBA independent of its effect on perceived
privacy risk.

Regarding the influence of our control variables, the results show that consumerswho
previously experienced privacy issues expressed higher perceived privacy risk comparing
to those who have not had such experiences in the past. This issue consequently lowers
the intension of such users to use LBA. Such results confirm the idea that individuals who
have been exposed to or have been the victim of personal information abuses should have
stronger concerns regarding information privacy [25]. We could not find any evidence
for the potential influence of consumers’ degree of innovativeness on their perceived
privacy risk or their intension to use LBA.

5.2 Hypotheses Testing (Control Group)

The results of our analysis have been shown in Table 4. Similar to our previous findings,
the relationship between the perceived ease of privacy control and the intention to use
LBA was not mediated by perceived privacy risk. In our experiment, the regression of
perceived privacy risk and the intention to use LBA was not significant. Therefore, we
could not meet the right condition to run a mediation analysis. Also, the regression of the
perceived ease of privacy control and the intention to use LBA was not significant. The
regression of the perceived ease of privacy control and perceived privacy risk was signif-
icant. Regarding the influence of our control variables, we could not find any evidence
for the potential influence of consumers’ degree of innovativeness or their previous pri-
vacy issues on their perceived privacy risk or their intension to use LBA. However, we
observed the significant influence of the consumers’ general attitude towards LBA on
their perceived privacy risk or their intension to use LBA. The more individuals become
in favor of LBA, they care less about their information privacy [29].
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Table 4. Effects on Control Group

Antecedent Consequent

PPR (M) INT (Y)

Coeff. SE p Coeff. SE P

PEOPC
(X)

a1 −.25** .609 .004 c1’ .092 .054 .087

PPR (M) – – – b1 .039 .046 .400

ATT (C) .272* .111 .015 .638** .067 <.001

INNV (C) .211 .131 .107 .111 .078 .157

PPRV (C) .131 .086 .128 .021 .051 .687

R2 =
.106

R2 =
.456

Note: N = 169
*. Coefficient is significant at the 0.05 level (2-tailed)
**. Coefficient is significant at the 0.01 level (2-tailed)

5.3 Summary of Findings

In this study we explored how variation in the design of the user interfaces of smart-
watches (regular user interface vs. virtual user interface) affects the perceived ease of
privacy control, perceived privacy risk, and ultimately the intention of consumers to
use LBA. Figure 2 and Fig. 3 deliver a summary of the obtained results. Hypothesis 1
is accepted for both the experimental group and control group. However, the effect is
stronger in the experimental group. Hypothesis 3 is accepted for the experimental group
and rejected for the control group. Hypothesis 2 is rejected for both the experimental
group as well as the control group. Hypothesis 4 is rejected for both the experimental
group as well as the control group.

Fig. 2. Model with path coefficients of the experimental group. PEOPC = Perceived Ease of
Privacy Control. PPR= Perceived Privacy Risk. INT= Intention to Use LBA. IV= Independent
Variable. M = Mediator. DV = Dependent Variable. *p < .05. **p < .01. ***p < .001
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Fig. 3. Model with path coefficients of the control group. PEOPC = Perceived Ease of Privacy
Control. PPR= Perceived Privacy Risk. INT= Intention to Use LBA. IV= Independent Variable.
M =Mediator. DV = Dependent Variable. *p < .10. **p < .05. ***p < .01

6 Conclusion and Discussion

The main purpose of this research was to investigate the effect of augmenting a smart-
watch with a virtual user interface on the user’s perception of privacy risk and their
intention to use location-based advertising. Furthermore, it was analyzed whether per-
ceived privacy risk mediates relationship between perceived ease of privacy control and
intention to use LBA.

First, our findings indicated that smartwatch users feel a stronger sense of perceived
ease of privacy control and consequently perceive less privacy risk in the presence of a
smartwatch which is augmented with the virtual user interface. The obtained results also
indicated that a smartwatch augmented with a virtual user interface increases perceived
ease of privacy control. Perceived ease of privacy control also in its own turn has a direct
positive effect on the intention to use LBA.

To the best of our knowledge, no systematic empirical research exists addressing
how the design of the user interfaces of smartwatches affects the perceived ease of
privacy control and ultimately the intention of consumers to use LBA. Therefore, our
obtained results indicate that augmenting smartwatches with a more sophisticated user
interface helps the consumers in having a better sense of control over their data which
consequently leads to a greater intention to use LBA.

Our findings are in line with the obtained results of Kim [23] who found that
larger screens of smartwatches are more successful in promoting pragmatic qualities
like perceived control than small screens.

We could not find any evidence that the perceived privacy risk has a negative effect
on the intention to use LBA, neither for the users of a regular smartwatch nor for those
with the virtual user interface. This contradicts the previous findings in [12, 17] which
stated that perceived privacy concerns inhibit using LBA. A possible explanation can be
derived from the social contract theory. Xu and Teo in [16] stated that it might be the case
that smartwatch users place a higher value on the benefits provided by the LBA provider
(i.e., like personalization) than the privacy costs (i.e., like making personal information
available).

According to our obtained results perceived privacy risk did not mediate the rela-
tionship between perceived ease of privacy control and the intention to use LBA, which
holds for neither the regular smartwatches nor for those with the virtual user interface.
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It is therefore assumed that the intention to use LBA can be predicted by the degree of
perceived ease of privacy control and not by the perceived privacy risk. As previously
mentioned, this can be explained by the fact that LBA users place more value on the
obtained benefits than privacy issues.

The findings of this research has the following managerial implications. First, it is
useful for marketers to know that a virtual user interface increases the sense of perceived
ease of privacy control, reduces the perceived privacy risk and stimulates the intention
to use location-based advertising. It can thus be suggested that marketers can generate
revenue through LBA by providing users with new generation of smartwatch interfaces
which give users stronger sense of perceived ease of privacy control. Second, smartwatch
manufacturer by further investments in the development of emerging interfaces could
take bigger steps in achieving cost reduction in their production line. Removal of the
actual screen and substituting it with virtual user interfaces for example could lead to cost
reduction as well as creating a higher sense of control over privacy issues in smartwatch
consumers. This in its own turn has the potential to reduce the perceived privacy risk
and stimulate consumers’ intention to use LBA.
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Abstract. Energy analysis, forecasting and optimization methods play
a fundamental role in managing Combine Heat and Power (CHP) sys-
tems for energy production, in order to find the most suitable operational
point. Indeed, several industries owning such cogeneration systems can
significantly reduce overall costs by applying diverse techniques to pre-
dict, in real-time, the optimal load of the system. However, this is a
complex task that requires processing a large amount of information
from multiple data sources (IoT sensors, smart meters and much more),
and, in most of the cases, is manually carried out by the energy manager
of the company owning the CHP. For this reason, resorting to machine
learning methods and new advanced technologies such as fog computing
can significantly ease and automate real-time analyses and predictions
for energy management systems that deal with huge amounts of data. In
this paper we present GEM-Analytics, a new platform that exploits fog
computing to enable AI-based methods for energy analysis at the edge
of the network. In particular, we present two use cases involving CHP
plants that need for optimal strategies to reduce the overall energy sup-
ply costs. In all the case studies we show that our platform can improve
the energy load predictions compared to baselines thus reducing the costs
incurred by industrial customers.

Keywords: CHP · Fog computing · Energy analysis · AI prediction

1 Introduction

With the wide spreading of smart grids and power grids, energy management
systems play a fundamental role in the control of energy consumption [11]. This
kind of systems required several desired features in order to accomplish the
control, forecasting and analysis of energy consumptions. These features com-
prehend scalability, adaptability and real-time operability of the system [2]. In
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particular, for industrial cogeneration plants the energy forecasting is a chal-
lenging task. The forecast involves the estimation of the energy produced by the
cogenerator and the energy consumed by the factory. This estimation depends
on a wide variety of operational (e.g., need for electricity and steam), economical
(market prices of energy buying and selling) and environmental (weather condi-
tions) inputs. Furthermore, part of the energy produced by cogenerators can be
offered to the national grid to be redistributed to other customers. Errors on a
CHP setup can have significant economic impacts.

Nowadays, several companies still manually perform energetic analyses for
their facilities and costumers. This approach is obviously limited in terms of
scalability and real-time operability. The deployment of cloud resources for the
analysis of a huge amount of data can easily speed up this process but with
a significant cost: a relevant amount of raw data should be sent to the cloud
from IoT devices and smart meters causing bandwidth bottlenecks and latency
issues. For this reason, several solutions have been proposed in order to bring
automation and intelligence at the edge of the network. In this manner part of
the computation can be performed directly where data are generated without
reaching the cloud, thus reducing bandwidth consumption and improving the
system reaction’s times.

One of the most adopted solutions is represented by a new technological
paradigm called fog computing [4]. Fog-enabled solutions extend the cloud in
order to tackle the problem of data explosion in the IoT domain. Usually, the
paradigm of fog computing consists of a layered architecture, including a central
cloud, a series of edge units (fog nodes), gateways to connect server units and,
finally, objects (things) that generate data and carry out specific operations. In
this context, processing tasks can be displaced from the central cloud to the edge,
going through a continuum of device with heterogeneous capabilities in terms of
processing, storage and networking, which are transparently made available by
modern virtualization techniques [3].

The main contribution of this work is the design and the implementation of
a fog computing-based platform, GEM-Analytics, enabling Artificial Intelligence
for the energy analysis and forecasting in industrial domains. We show the effec-
tiveness of our approach deploying the proposed platform in two different use
cases, tackling the optimization of Combine Heat and Power (CHP) plants of a
pharmaceutical and a food factory, respectively. The application of our meth-
ods shows a significant reduction of operational costs in both cases leading to
considerable monthly and annually savings for the industries.

The paper is structured as follows. Section 2 describes the architecture of the
platform, the components and the AI modules used for the energy analysis. In
Sect. 3 we describe the use cases and their results. Finally, a conclusion section
ends the paper.

2 Architecture

A fog computing infrastructure consists in a set of heterogeneous resources geo-
graphically distributed and interconnected using different network technologies.
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Such complex scenario is working at different levels: starting from physical infras-
tructure up to virtualization of resources, micro-services and software platforms.
The specific energy vertical includes smart IoT meters to gather several param-
eters (e.g.. electrical, thermal, air, steam, environmental and technical). These
attributes can be collected through standard protocols or from proprietary Build-
ing Management System (BMS) or Energy Management System (EMS), by edge
nodes with computational resources, hosted in the same physical locations and
interconnected with smart meters thorough wired or wireless local networks. The
management of such physical distributed infrastructure is entrusted to the fog
computing platform, that is in charge of creating, updating, deleting and moni-
toring services spawned in specific locations depending of their requirements.

Fog Computing Platform. The Fog Computing Platform offers resource alloca-
tion and orchestration of applications on a distributed infrastructure throughout
the whole Cloud-to-Thing continuum. Such a north south (or, more informally,
vertical) scenario assumes that all the components (i.e., micro-services) of an
application are deployed only on a given administrative domain (i.e., a single
infrastructure). This implies that the requirements imposed by an application
can be satisfied without resources external to that domain.

FogAtlas [8] is a software platform, developed by Fondazione Bruno Kessler,
for the management of fog/edge infrastructures. Its main features are:

Application Modelling and Positioning : to allow the owner of the applica-
tion/service to define the different components (usually, micro-services) that
should be distributed and their specific requirements. Based on these require-
ments, FogAtlas decides the positioning of the components on the infrastructure.

Zero-Touch Distribution and Orchestration of Containerised Applications: based
on positioning decisions, FogAtlas orchestrates and implements each component
(container) with minimal or no intervention required from the operator.

Setup, Operations and Automatic Management of a Distributed IT Infrastruc-
ture: FogAtlas provides automation in the management of each of the nodes
within the infrastructure, connecting it securely to the computing cluster and
monitoring its resources.

Two main components portray FogAtlas: the Application Composer and the
Orchestrator. Through an Application Composer, the application blueprint and
the associated requirements (traditional cloud computing requirements related
to the flavours of the computational and storage resources but also network
requirements like bandwidth and latency, typical of a distributed infrastructure)
are expressed in a formal specification (e.g., TOSCA [5] or Kubernetes deploy-
ment manifest [9]) and forwarded to the Orchestrator. The Orchestrator, con-
sidering the current status of the distributed infrastructure (determined through
the real time collection of metrics), finds the “best” region/node where to place
the workload and finally invokes the Infrastructure Provisioning service in order
to deploy it.
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Fig. 1. FogAtlas high-level architecture.

Energy Analysis Platform. On top of FogAtlas, and leveraging on its services,
sits an energy analysis platform, called GEM-Analytics, made up of two different
macro-components (see Fig. 2):

Cloud Modules: represent the core component of the energy analysis. They deal
with multiple functions, from data storage, to variables collection, data analysis
and representation;

Edge Modules: these components reside on the fog nodes, distributed geograph-
ically and hosted by customers in local datacenter at their buildings/factories.
They take care of collecting data from various sources, providing a local database
to ensure redundancy of the data, sending processed and anonymized data to
cloud modules and applying actuations.

Fig. 2. GEM-Analytics platform high-level architecture.

The main objective of the platform is to run real-time energy analysis on
specific energy intensive equipments with the aim of optimizing their energy
consumption, and identifying inefficiencies and wrong setups. Several industrial
companies deploy cogeneration plants by their premises to produce electricity
and steam from natural gas. Such equipments are particularly efficient because
the produce electricity from gas combustion and steam as residual output of
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exhausted fumes, thus allowing a significant improvement of overall efficiency
compared to electricity purchase and steam production by standard boilers. How-
ever, such CHP plant is not only composed by a single cogeneration unit but can
be made up of several combined units and multiple supporting boilers to ensure
fault tolerance and scalability. So, the process of optimizing a CHP has to take
into account numerous equipments and various sources of data, only partially
related to each others, such as:

- Real-time data from energy drivers (consumed and produced electricity, con-
sumed gas, produced steam);
- Real-time and forecasted environmental parameters (temperature and humid-
ity) that highly impact the efficiency of the combustion processes;
- Real-time and forecasted prices of energy vectors (electricity and steam) that
impact the buying and selling of energy hour-by-hour;
- Forecasted industrial production plan, that affects the amount of electricity
and steam needed for the industrial process.

As soon as the datasets are collected and pre-processed, GEM-Analytics per-
forms these operations:

i). Calculates the exact future hourly price of selling and buying energy (both
electricity and natural gas) considering the future market prices and the specific
energy contracts signed by the customer;
ii). Identify the efficiency curve of every equipment involved in the CHP opti-
mization, adapting the theoretical one to real-time data and environmental
parameters;
iii). Computes the forecasted amount of energy (electricity and steam) required
by industry for its production cycle, based on the production plan and the envi-
ronmental parameters;
iv). Evaluates the economic balance of all possible equipments setups, and selects
the best configuration that meets the requirements and minimizes the overall
costs. Such computation considers both the previous points and it’s performed
taking into account how a change in a specific equipment setup could possibly
affect the system. Moreover, it considers also impact of white certificates and
amount of CO2 produced by the CHP.

The edge components are in charge of i) collecting real-time data from smart
IoT meters and proprietary BMS/EMS through different drivers, ii) store these
data in local database for resiliency, iii) pre-process the raw data and identify a
relevant subset to be sent to the could for analytics training, and iv) run locally
the algorithm model that best fit the training and validation phases and apply
the setup suggested by the algorithm.

On the other side, the cloud modules collect environmental parameters from
OpenWeather [14] and energy market prices from proprietary services. Then,
all data coming from edge nodes and these sources are stored in a time-series
database together with outcomes from analytic modules. These are in charge of i)
computing the real-time performance curves of all the equipments, ii) performing
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general forecasting leveraging on a stack of analytic libraries (Prophet [13], scikit-
learn [12], Tensorflow [1], Keras [7], Light-GBM [10], Xgboost [6]), iii) train,
validate and select the model that best fit the CHP optimization and that will be
used by the edge node for real-time computation and, iv) automatically retrain
the models that are no longer fitting the required thresholds.

3 Case Studies

Use case 1: GEM-Analytics for pharmaceutical factory. We applied GEM-
Analytics to optimize the cogeneration plant of a pharmaceutical factory in Italy
with a nominal power of 7.96 MW. A peculiarity of the plant is the presence of
a dual fuel boiler (in addition to a standard one) which is capable of consuming
biogas, a byproduct of the fermentation processes of the factory: it is clearly con-
venient its usage compared to standard boilers since biogas comes for free (see
Fig. 3). Moreover, the plant is subject to environmental controls which make out
customer pay for the tons of CO2 produced. We started our analysis by training
predictive models to forecast the amount of electricity and steam demanded by
the factoring, using as predictive variables the hourly planned production (e.g.,
number of fermentation equipments active per hour, phases of fermentation, ..).
We used the same inputs to predict the amount of biogas produced hourly, in
order to take into account the quantity of steam which comes free of charge from
biogas combustion in our simulations. Finally, we also considered the variable of
CO2 emissions costs which is not present in the standard case.

Fig. 3. CHP plant of the pharmaceutical factory in use case 1. Notice the presence of
a dual fuel boiler which can consume biogas, byproduct of the factory processes.

The current usage of the CHP plant is automatically chosen in order to
produce 1 MWh in addiction to the factory needs. Such overproduction is sold
to the national grid. However, the cogenerator is never operated at full power
to reduce costs of CO2 emissions. The results of GEM-Analytics shows that the
plant could run at a higher power (yet not at full load), reducing the total costs:
see Table 1, reporting the economical results of GEM-Analytics in February 2020.
The higher load of the cogenerator yields higher gas and CO2 emissions costs
(+6.41% and +10.43% respectively), but the additional amounts of electricity
exported and white certificates produced lead to an overall better performance.
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Total operational costs in the whole month could be reduced by 6.09% following
the suggestions of GEM-Analytics, with a monthly saving of around e9K, that
is e108K annually.

Table 1. GEM-Analytics economical results for use case 1 in February 2020, comparing
costs of current operations with suggested ones. Negative values in electricity costs
mean gains from export of excess energy cogenerated. White Certificates produced
constitutes a gain, so they are reported as a negative cost. In this use case, costs from
CO2 emissions are also considered.

Gas Electricity White Cert. CO2 Total

Current (e) 335.26K −75.31K −166.23K 56.11K 149.84K

Suggested (e) 356.75K −103.22K −174.79K 61.97K 140.71K

Saving (%) −6.41% 37.05% 5.15% −10.43% 6.09%

From a network perspective, the FogAtlas platform allows training and vali-
dation in cloud of the analytic model that are then sent to edge node at the CHP
plant for daily operations. This behaviour translates in a throughput and delay
reduction up to 90% compared to a fully fledged cloud solution (see Table 2).

Table 2. Network results for use case 1 in February 2020, comparing throughput and
delay of a standard cloud solution with the FogAtlas platform.

Edge to cloud avg throughput (Mbps) Analytic avg response delay (ms)

Cloud solution 0.538 53.92

Fogatlas 0.044 3.61

Reduction (%) 91.82% 93.30%

Use case 2: GEM-Analytics for food factory. We applied GEM-Analytics to opti-
mize the hourly load of a food factory CHP plant in Italy.

In this case, the plant is composed by two separate cogeneration units, with
nominal power of 2 MW and 1.56 MW respectively (see schema in Fig. 4).
For this use case, CO2 emission costs do not apply and the contract stipulated
between the customer and the energy service provider determines the prices of
exported electricity entirely from the energy market hourly index.

To predict the energy consumption of electricity and steam from the food
factory we employed the Prophet [13] library, since these time series present
very strong daily and weekly seasonalities, hence can be effectively forecasted
with this method.

Again, the current usage level of cogenerators is determined automatically
based on the amount of energy required by the production processes, with
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Fig. 4. Cogeneration schema of the food factory in use case 2. Notice the presence of
two separated CHP plants which can be operated independently from each other.

the aim to follow a zero net exchange with the national grid. However, GEM-
Analytics shows that this is not the best solution: both cogeneration units should
run at a higher power, in particular in those hours in which the market index
is particularly advantageous. Economical results in November 2019 are reported
in Table 3: following suggestions based on electricity prices yields an obvious
advantage on the electricity costs. With current strategy, e3K have been spent
to import electricity while GEM-Analytics suggestions could have got e21K of
revenues from electricity export. Increasing the usage of the CHP plant yields a
substantial advantage also in terms of white certificates (+37.23%). Total oper-
ational costs in the whole month could be reduced by 11.15%:with a monthly
saving of e10K, that is e120K annually.

Table 3. GEM-Analytics economical results for use case 2 in November 2019, compar-
ing costs of current operations with suggested ones. Negative values in electricity costs
mean gains from export of excess energy cogenerated. White Certificates produced
constitutes a gain, so they are reported as a negative cost.

Gas Electricity White Cert. Total

Current (e) 132.02K 3.08K −41.50K 93.57K

Suggested (e) 161.73K −21.64K −56.95K 83.14K

Saving (%) −22.50% 810.10% 37.23% 11.15%

Similar to Use Case 1, FogAtlas platform reduces significantly (around 90%)
the amount of traffic shared between edge and cloud, decreasing the latency of
the analytic actuation and the overall throughput. (see Table 4).

Table 4. Network results for use case 2 in November 2019, comparing throughput and
delay of a standard cloud solution with the FogAtlas platform.

Edge to cloud avg throughput (Mbps) Analytic avg response delay (ms)

Cloud solution 0.818 58.25

Fogatlas 0.051 4.88

Reduction (%) 93.76% 91.62%



GEM-Analytics: Cloud-to-Edge AI-Powered Energy Management 65

4 Conclusions

We have proved that the combination of fog computing and AI-based energy ana-
lytics can reduce operational costs and improve real-time operability of industrial
factories. Furthermore, GEM-Analytics can be adapted to a very specific ver-
tical scenarios such as the Combine Heat and Power plant optimization and
energy forecasting. Our platform computes the optimal operating strategy of
energy-consuming equipment based not only on the present situation, but also
on the forecasted production plan, the energy market prices and the environ-
mental conditions. In addition, the fog computing architecture allows you to run
predictive models directly in the edge nodes, drastically reducing bandwidth
usage and response latency compared to a cloud solution. Our energy analysis
platform currently focuses on industrial buildings and equipment with very high
operating costs, given that the savings achievable are very high both in energy
and economic terms. Future works will focus on extending the platform to deal
with other specific scenarios such as retail shops, branch offices, banks and smart
grids.
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Abstract. Cloud and Fog technologies are steadily gaining momentum
and popularity in the research and industry circles. Both communities are
wondering about the resource usage. The present work aims to predict
the resource usage of a machine learning application in an edge envi-
ronment, utilizing Raspberry Pies. It investigates various experimental
setups and machine learning methods that are acting as benchmarks,
allowing us to compare the accuracy of each setup. We propose a predic-
tion model that leverages the time series characteristics of resource uti-
lization employing an LSTM Recurrent Neural Network (LSTM-RNN).
To conclude to a close to optimal LSTM-RNN architecture we use a
genetic algorithm. For the experimental evaluation we used a real dataset
constructed by training a well known model in Raspberry Pies3. The
results encourage us for the applicability of our method.

Keywords: Resource utilization · Edge computing · Long short-term
memory · Deep learning · Genetic algorithm

1 Introduction

Resource and cost optimizations are undoubtedly the hottest issues in the domain
of cloud, fog and edge applications and for good reason. The variety of configu-
ration options, cloud providers and deployment architectures, both software and
hardware, are giving headaches to the system administrators, causing great losses
in money and resources. These resources are especially valuable when we are
talking about edge deployments as most edge devices have limited and costly
resources. Even if they are interconnected in a cloudlet or IoT clusters their pooled
resources are still pretty valuable and should not be wasted. Most users are over-
estimating their needs, ending up paying for idle resources or limiting the overall
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system capacity as they are locking unused resources over large periods of time.
There is an active interest in the relevant industry in order to tackle this issue.
Amazon, for example, launched a resource optimization service which profiles our
usage and makes recommendations to limit the resource waste [1].

The present work is tackling the cost reduction issue by creating a resource
prediction model, which is used to optimize the resources and minimize the
resource waste while preventing QoS infringements. It is obvious that in cloud
and edge deployments there is a direct relation between resources and costs, the
higher the allocated resources the higher the cost, even if the resources are not
actually used. For that reason we focused on minimizing the waste of resources
as a means of reducing the costs. The proposed LSTM-RNN based predictor is
using a set of auto-optimized neural networks in order to profile the deployed
applications and predict the resource utilization in the near future (8 min time
step). This enables us to choose the optimal configuration for our cloud or fog
deployment.

The testing and evaluation process took place using an experimental dataset
created by Raspberry Pi machines. The Raspberry Pi is a common edge device
chosen for its low price, its versatile, multi-purpose nature, its portability and
its efficiency in power consumption as well as its low heat generation. The sam-
ple application tested was the training of a movie review classifier using Keras
over Tensorflow on an IMDB database of movie reviews. This process created a
realistic workload in the Raspberry Pi that was monitored using a Python script
created specifically for the present work. The monitoring tool gathered informa-
tion about the CPU, RAM, HDD and Network utilization at regular intervals,
creating a training dataset for our algorithms.

The key contributions of this paper are:

– The proposal of a Time-Series Multi-Output Regression model for resource
utilization forecasting of multiple resources in a unified model.

– An applicability study of genetic algorithms in the hypothesis space of LSTM-
RNN topologies in the domain of resource utilization forecasting.

– The demonstration of an edge deployed AI application profiling approach
using readily available monitoring libraries while focusing on key metrics.

The rest of the paper is structured as follows: Sect. 2 briefly reviews the
literature about resource utilization forecasting techniques and AI applications
deployed on the edge. Section 3 provides a description of the proposed AI applica-
tion, its deployment environment, and how the profiling was conducted. Section 4
presents the design process of an LSTM-RNN model using the genetic algorithm.
Section 5 describes the experimental evaluation and provides an interpretation
of the results. Finally, in Sect. 6 the derived conclusion and future work are
described.

2 Related Work

Resource utilization and cost are two tightly interconnected terms in edge com-
puting. There are plenty of ways that resources affect the system costs but the
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most referenced one is the energy consumption. For example, Li et al. [2] are
describing a system that tries to minimize the energy consumption of machine
learning inference on Unmanned Aerial Vehicle (UAV) systems using a pipeline
of a successive convex approximation based algorithm and the Dinkelbach algo-
rithm. In a more close scenario as the one examined in the present, Guo et al.
[3] are measuring the performance, and effectively the cost, of a mobile edge
computing (MEC) network based on three factors: a) its energy consumption,
b) its latency and c) its system total charge introduced by nearby computational
access points. Their approach is purely mathematical, using formulas to describe
and predict the three basic values for each network and application.

The main approaches of modeling the resource utilization include analytical
models and machine learning models. Analytical models often use queuing theory
[4] to model computing infrastructures that operate under steady request arrival
rate, average service time and resource utilization with probabilistic behaviour.
In addition, new models have been proposed which enhance the queuing models
focusing on parallelizable tasks [5].

Machine learning models predict the resource utilization using a data-driven
approach. They employ a large number of methods and techniques to discover
patterns of resource usage in various circumstances from historical data. An
ensemble approach [6] has been proposed integrating a multi-regression model
feature selection mechanism. Sequencing resource observations is commonly
exploited by time series approaches like Autoregressive Integrated Moving Aver-
age models [7]. Furthermore, a research close to our proposed model predicts
CPU utilization using evolutionary neural networks [8].

The present work differentiates from the above mentioned models by com-
bining the time series approach with deep learning models. Then it makes a
smart search using genetic algorithms to identify an optimal LSTM-RNN that
can forecast the resource utilization of CPUs, Ram, Disk I/O, and Network as a
Multi-Output Regression Model. The genetic algorithm excels the evolutionary
approach in the exploration of hypothesis space as the later use only mutation
as reproduction strategy while the former use both crossover and mutation.

3 Application and Deployment Environment

3.1 Description of Applications and Data

The application we selected is a popular machine learning problem, specifically
a classification of movie reviews based on the famous IMDB dataset. We trained
and deployed our model using Keras, which is a high-level API to build and
train models in Tensorflow, achieving almost 90% accuracy in the test dataset.
It’s worth mentioning that this application was selected as an indicative example
which belongs to a larger category of machine learning applications specifically
text classification which is a type of algorithm that can be found on the edge
.i.e. document translation, language detection, spam detection, etc.
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3.2 Description of Deployment Environments

We chose the Raspberry Pies3 as the deployment platform for our application. As
for the specifications, this model packs a 64-bit quad-core ARM Cortex-A53 at
1.4GHz running on Raspbian operating system which is basically Debian Linux.

Having a platform that supports Linux based operating systems means we
were able to have package support for most of the machine learning libraries
and image packages. However, a careful setup was needed in order to install
the whole Tensorflow framework on the small Raspberry (installing 3d party
libraries, having small RAM, etc.) and run our application. Last, we connected
to our device using the SSH protocol in order to control the application remotely
(for example pause or resume the training algorithm.

3.3 Parameters of Interest

As a monitoring tool we chose to develop a python script that combines the
psutil [9] and GPUtil [10] libraries, providing a plethora of monitoring tools that
enable us to register metrics about the CPU, RAM, network, HDD and GPU in
real time, while the target processes are running. It is a very lightweight tool,
compatible with edge limitations.

The script allows us to define a set of parameters during each runtime, fine-
tuning the monitoring process. These parameters include the snapshot frequency
of the metrics watched, the file size limit of the logs in order to more easily process
the files, and three lists of excluded devices if we have any, one for each category
of devices (HDD, GPU and Network). All the data extracted by the monitoring
tool are separated by category and converted in JSON format for uniformity
and easier usage during the next steps of the modeling process. A JSON schema
example is available at the author’s GitHub Repository [11]

4 Resource Utilization Predictors Model with LSTM
Neural Networks

The resource utilization predictor involves two pipelines as depicted in Fig. 1.
The first pipeline is the training process which builds a multi-output regression
model based on historic data. Specifically, the Raspberry Pies profile the resource
usage during execution of the deployed service. The profiling output contains
cpu, ram disk and network parameters. The profiling dataset is pre-processed
using the min-max normalization method and piped to the hyper-parameter
optimization process which trains multiple neural networks in order to identify
an optimal topology.

The second pipeline Fig. 1b starts when the first pipeline has finished. It
takes the current status of resource usage, it makes the pre-processing like in the
training. Afterwards, the DL model provides a resource utilization prediction
for the next 8 min time-step. The resource predictions are of manifold usages. In
Fig. 1b, we see how we can leverage these predictions in order to employ elastic
scaling.
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Fig. 1. LSTM-RNN with Genetic Algorithm Training and Inference

4.1 LSTM Neurons Architectural Usage

The training of DL models exhibits predictability in the sequence of resource uti-
lization. We make the assumption that the next CPU and RAM usage may often
dependent on the previous values and follows common patterns. LSTM, by hav-
ing a chain-like structure, are able to connect information from long monitoring
periods and map patterns of usage to predictions.

LSTM is a non-linear time series model that allows information to persist,
using a memory state, and is capable to learn the order dependence between
observations in a sequence. LSTM originates from RNN but outperforms it by
resolving two weaknesses: the vanishing gradient problem and the short-term
memory. The former makes RNN earlier layers incapable of being trained suf-
ficiently. The latter makes RNN incapable of carrying information from earlier
time observations to later ones and as a result RNN forgets faster.

The parameters of an LSTM-RNN can be optimized by minimizing an objec-
tive function. Widely used optimization techniques for LSTM-RNN are the Root
Mean Square Propagation (RMPSrop) and the Adaptive Moment Estimation
(Adam).

4.2 Architecture Design

Hyper-parameters decisions mainly involve the number of layers in an ANN and
the number of units in each layer. In addition, it may also include the activation
function type and dropout percentage. An automatic, systematic search through
architecture space can be performed by a genetic algorithm.

The main steps of Genetic Algorithms are summarized as follows. Firstly, we
pick a population size (N) and generate said population of ANN with random
hyperparameters. Secondly, we pick a number of generations for the algorithm.
We iterate over the generations performing the following steps: i) We train and
test the entire population and then sort it by some metric; ii) The (B) best ANN
advance to the next generation along with some randomly chosen (R), while we
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are being careful to avoid converging too fast; iii) We generate the remaining
(N-R-B) members of the population by picking the hyper-parameters of the new
networks choosing from the hyper-parameters of two parent ANN, chosen at
random* from (B U R) with the probability of a random HP changing to a
completely different value (mutation).

5 Experimental Evaluation

The proposed model is implemented and evaluated in Python 3 using the frame-
works TensorFlow 2, pandas, NumPy, Scikit-learn, logging and statistics in the
Jupyter notebook environment of the Google Colaboratory. The experiments’
source code is available for any kind of reproduction and re-examination at the
author’s GitHub Repository [11].

5.1 Comparison with State of the Art Models

The proposed model is compared against Application and User Context Resource
Predictor (AUCROP) model [12], a state of the art predictor for Resource utiliza-
tion which employs traditional machine learning algorithms, and with two state
of the art machine learning meta models named Auto-sklearn and XGBoost.

Auto-sklearn [13] is an automated machine learning pipeline of pre-
processing, regression, and hyper-parameter tuning using a Bayesian optimiza-
tion process. It contains a repository of previous optimization runs enabling
training from previous saved settings. XGBoost [14] is a software library that
implements the model of Gradient boosted decision trees. It is available in
many programming languages including Python and compatible with Scikit-
learn. XGBoost has gained much popularity because it has been used by many
Kaggle and KDD Cup winning solutions.

5.2 Experimental Results and Discussion

For the evaluation we used the out-of-sample method that preserves the tem-
poral order of records. The dataset was split into two sequences, the training
sequence (66% observations) and the testing sequence (34% observations). In
the context of time series applications we cannot use any shuffling mechanism
as is the common practice for traditional machine learning evaluation, because
we must preserve the sequence of observations. For evaluation metrics we used
Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE). We also
log the training time and the Inference Times for a single prediction and for a
batch of 100 predictions.

The Genetic Algorithm performed a smart search in hypothesis space in
order to converge on an optimal LSTM-RNN Multi-Output Regression model.
AUCROP, XGBoost and Auto-sklearn also used a hyper-parameter optimiza-
tion approach. The list and the candidate values of the hyper-parameters are
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Table 1. Single-Output & Multi-Output Evaluation

Method RMSE MAE CPU-1 (%) RAM-1 (%) Train. Time Infer. Time

RMSE MAE RMSE MAE Single Batch

AUCROP 0.0814 0.0414 17.235 14.009 2.480 1.482 522 0,004 0,011

XGBoost 0.1139 0.0599 16.457 13.569 1.515 0.4720 181 0.060 0.010

Auto-sklearn 0.1055 0.0243 52.659 17.856 1.546 0.5260 1338 0.263 0.572

LSTM-RNN 0.0674 0.0338 16.099 12.838 1.746 0.9170 574 0.020 0.024

described in a file in the author’s GitHub Repository [11]. The experimental
results are summarized in Table 1.

Looking at the results, the LSTM-RNN model trained using the Genetic
Algorithm achieved the best RMSE value over the dataset, while maintaining
low training and inference times. In resource utilization prediction the large
errors are undesirable, so RMSE is the most important evaluation metric as it
assigns relatively high weight to large errors compared to MAE. Table 1 provides
aggregations of all regression outputs in the first and second column and specific
outputs such as CPU-1 and RAM-1 in the columns three to six.

LSTM-RNN also outperformed all other models in predicting the percentage
value of CPU-1 core, measured by both RMSE and MAE. The accuracy of RAM
utilization predictions appears to be slightly below XGBoost and Auto-sklearn,
possibly due to a randomization factor introduced by RAM’s caching policies.

6 Conclusions

The present research demonstrates how a DL approach with LSTM layers can
be applied in order to tackle the problem of forecasting the resource utilization
in edge devices in the use case of AI model training. LSTM-RNN can be a
powerful regression model with high accuracy results if its architecture is of
optimal design. A heuristic approach was used to converge on close to optimal
architecture using a genetic algorithm.

There are still topics that are out of this paper’s scope. Firstly, we should
examine different applications deployed on the edge. Applications with erratic
workloads should be more interesting. Applications that have fluctuating num-
ber of requests should need additional parameters of observations. In this case,
we should find different feature engineering techniques and leverage open data
related to the deployed service.

The interaction between the edge devices is also a very interesting topic.
Edge devices do not work isolated. They belong in a heterogeneous infrastruc-
ture involving different types of software and hardware. Resource usage also
depends on this ecosystem so predictors should take into consideration the full
environment.
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Abstract. This paper addresses a semantic stream processing pipeline,
including data collection, semantic annotation, RDF data storage and
query processing. We investigate whether the semantic annotation step
could be moved on the edge, by designing and evaluating two alternative
processing architectures. Experiments show that the edge processing ful-
fills the low-latency requirement, facilitating the parallel processing of
the semantic enrichment for the sensor data.

Keywords: Semantic stream processing · Edge computing · Sensor
data

1 Introduction

Industrial Wireless Networks (IWNs) have the potential to connect and integrate
smart entities with traditional industries to provide greater flexibility, intelli-
gence and adaptation [11]. These entities collect and transmit massive amounts
of data regarding the working environment, which requires low latency process-
ing capabilities to enable real-time monitoring of the industrial site. The stream
data characteristics impose significant challenges to existing industrial systems.
Thus, innovative solutions are demanded to overcome these issues by combining
quantity-oriented methods with semantics-oriented techniques towards building
processing pipelines that fulfill the needs of Industry 4.0 environments.

The main goal of this paper is to deliver faster insights of underlying large-
scale sensor data generated in an industrial environment. Given a Semantic
Stream Processing (SSP) [10] pipeline which includes [16] data collection, seman-
tic annotation, RDF data storage and query processing, we investigate whether
edge processing of semantic annotation could deliver a higher throughput of
messages processed by the system. The pipeline’s architecture is built with the
help of various tools that include: the Apache Kafka [1] distributed streaming
platform, the GraphDB [3] semantic database server and the Semantic Sensor
Network (SSN) ontology [8].

To fulfill the low latency requirement of a smart factory use case, we evaluate
two alternative pipeline architectures: (i) semantic annotation after the sensor
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76 P.-G. Zălhan et al.

data is ingested into the real-time system, and (ii) semantic annotation on the
“edge” – i.e., at the producer point. The experiment reported in this paper sup-
ports the decision on which approach should be considered in order to advance
the proposed pipeline beyond the current, proof-of-concept status.

This paper is organized as follows. Section 2 reviews the existing SSP systems.
Section 3 presents the adopted methodology and the architecture of our SSP
pipeline. Section 4 describes the implemented alternatives, reports and discusses
the results. Section 5 concludes the work.

2 Related Work

The RDF Stream Processing (RSP) deals with fast changing data that can be
semantically modeled by means of the RDF model [6]. Initially, centralized RSP
engines such as CQELS [9] were proposed. However, these systems are unable
to handle large-scale data originating from heterogeneous sources. Distributed
RSP engines such as Strider [14] were designed to address the above-mentioned
limitations. They perform parallel processing over the incoming data using a
cluster computing infrastructure. Other solutions such as SEASOR [13] are based
on a middleware component to deal with the real-time property of heterogeneous
incoming data streams, delivered to various destination systems. In addition to
SSP, Stream Reasoning [7] extends the traditional RSP engines with rule-based,
logical, reasoning capabilities. Furthermore, stream reasoning could be combined
with machine learning techniques [5].

3 Solution Overview: A SSP Pipeline

In order to build our SSP pipeline [16], we adopted the Design Science Method-
ology (DMS) [15]. We followed an iterative development cycle with the explicit
intention of improving the pipeline’s performance, which is empirically inves-
tigated considering a smart factory scenario. We are specifically interested in
deciding the location in the pipeline where the semantic annotation should take
place, for improving the system latency. Figure 1 presents the architecture of
our SSP pipeline, which is based on Apache Kafka [1] to collect and process
the streaming data, GraphDB [3] to store the annotated data streams and the
SPARQL query language to analyze the resulting RDF graph.

The data streams are generated by various sensors deployed in a smart factory
ecosystem. The continuous data gathered from sensor sources is collected and
processed by a distributed data ingestion system. Apache Kafka is employed for
ingesting the sensor streams because it could handle large-scale data in a fault-
tolerant manner [12]. Kafka works as a cluster connecting multiple producers
and consumers to one or more servers known as brokers. Apache Zookeeper [2]
is used to store metadata about the Kafka cluster.

In the Smart Factory scenario, the incoming data is categorized into topics
and analyzed on the fly using the Kafka core API. To provide machine-readable
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Fig. 1. The SSP pipeline [16]

descriptions of the ingested data, the streaming data previously collected is con-
tinuously annotated using the SSN ontology [8]. The annotated sensor streams
are then persisted in a triplestore for later analysis. We chose GraphDB to store
the RDF streams because it is one of the popular RDF stores, delivering good
performance for triplestore initialization, loading and indexing [4]. The RDF
streams are then retrieved and manipulated using SPARQL query language.

4 Introductory Results

The performance of the deployed SSP pipeline depends heavily on the software
and hardware settings. All the tests were carried out on Ubuntu 16.04.4 LTS
x64-based PC with Intel(R) Core(TM) i7-7500U, 2.70 GHz CPU, 8 GB RAM
and Java 1.8. We deployed the Confluent streaming platform 4.0.0 with Apache
Kafka 1.0.0 and Apache Zookeeper 3.4.10, which were the latest versions available
at the time of building the SSP. For RDF parsing of the JSON streams we
used RDFLlib 4.2.2 package with SPARQL 1.1 implementation. To store the
annotated streams we used GraphDB SE 8.7.

To identify the proper place for semantic annotation of the raw sensor data,
we implemented and evaluated two different architectures - as indicated in Fig. 2:

– Semantic annotation on consumer side (S1). The semantic annotation task
is performed after sensor streams are written into topics.

– Semantic annotation on producer side (S2). The semantic enrichment task is
performed directly on edge sensors.

In both scenarios, the Kafka cluster was configured on a single machine, with
multiple brokers and one Zookeeper instance. The producers run in their own
thread during 10 min and simultaneously publish the data streams to multi-
partition topics. The timing of the produced data streams follows a Poisson
process with a data rate that varies depending on the experiment.
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Fig. 2. a) Semantic annotation on consumer side (S1) vs. b) semantic annotation on
the producer side (S2)

Table 1 summarizes the number of annotated messages and their correspond-
ing RDF triples, in the alternative architectures. We notice that when the seman-
tic processing is moved at the edge of the network (S2), even ten times more
annotated messages are generated and implicitly, the number of corresponding
RDF triples it is about ten times larger. In the semantic edge architecture (S2),
the data does not waste time to travel through the pipeline. Thus, the edge com-
puting architecture for semantic modeling of sensor streams provides advantages
in terms of data processing power and network bandwidth reduction.

Table 1. Annotated messages and corresponding RDF triples in both architectures

Producers S1 S2 Throughput multiplication1

Messages RDF triples Messages RDF triples

10 529 8993 5703 96951 10.78

20 558 9486 6253 106301 11.21

30 696 11832 6207 105519 8.92

40 579 9843 6023 102391 10.40

50 357 6069 6043 102731 16.93

60 652 11084 5714 97138 8.76

70 707 12019 5902 100334 8.35

80 851 14467 5904 100368 6.94

90 751 12767 5911 100487 7.87

100 705 11985 6091 103547 8.64

Throughput multiplication of the number of annotated messages in S2 vs. S1

5 Conclusions

When building the low-latency pipeline for streaming analysis of sensor data,
we adopted the Design Science for investigating the proper place to execute the
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semantic modeling of sensor data using the SSN ontology. We implemented two
alternative architectures of the semantic stream processing system in the con-
text of a smart factory. Experiments focus on assessing the performance of the
alternative architectures and results show that the semantic edge architecture is
capable of producing an increased number of annotated sensor streams. Perform-
ing the semantic enrichment of sensor data locally, not only reduces the physical
distance the data travel through the semantic pipeline, but has the potential to
improve the IWN’s performance by reducing the latency.
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Abstract. While solutions for cloud bursting already exist and are com-
mercially available, they often rely on a limited set of metrics that are
monitored and acted upon when user-defined thresholds are exceeded.
In this paper, we present an ETSI MANO compliant approach that
performs proactive bursting of applications based on infrastructure and
application metrics. The proposed solution implements Machine Learn-
ing (ML) techniques to realise a proactive offloading of tasks in antic-
ipation of peak utilisation that is based on pattern recognition from
historical data. Experimental results comparing several forecasting algo-
rithms show that the proposed approach can improve upon reactive cloud
bursting solutions by responding quicker to system load changes. This
approach is applicable to both traditional datacentres and applications
as well as 5G telco infrastructures that run Virtual Network Functions
(VNF) at the edge.

Keywords: Cloud bursting · Proactive control · Application metrics ·
Workload orchestration

1 Introduction

Today’s diverse utility-based computing ecosystem cannot function without rely-
ing on the cloud paradigm. The paradigm has disturbed all the existing com-
puting tasks. At its core, it decouples applications from hardware and allows for
increased and elastic scaling of compute and storage. It achieves this, through the
implementation of virtualised infrastructures and platforms on top of commod-
ity hardware. It is worthy to note that, although legacy monolith applications
can be migrated to the cloud, only cloud-native ones can fully benefit from cloud
computing features such as automatic scaling, failover and self-healing.
c© Springer Nature Switzerland AG 2020
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To enable the users to take full advantage of the cloud computing paradigm,
Konica Minolta is working on an advanced all-in-one data-driven cloud platform
called Distributed Cloud Intelligence (DCI). DCI is an optimised Platform as
a Service (PaaS) for the particular needs of the next chapter of applications in
areas such as smart cities, data analytics, computer vision, IoT and robotics. In
the following study, in close collaboration with Fondazione Bruno Kessler and
Atos, DCI portrays a PaaS capable of edge-centric cloud bursting. The following
work will showcase how DCI can enable businesses to efficiently handle peak
IT demands. As an instance, if all of the on-premise resource capacity of an
organisation is utilised, the overflow traffic is directed to a centralised cloud
(e.g., public) so there’s no interruption of services. Additionally, given the agreed
Service Level Agreements (SLAs), DCI removes the costs of raw data transfer
to the centralised cloud by performing the heavy processes and pre-processes at
the edge locations. The work illustrates that leveraging deep learning techniques,
DCI will tremendously lower the data transfer costs and delays. Deep learning
methods perform a proactive control of system workload in order to prevent
overflow situations in the resource utilisation and requirements’ violations in the
applications’ performances.

The remainder of the paper is structured as follows. The System Architecture
is shown in Sect. 2. The predictive cloud bursting method and experimental
results are presented in Sect. 3. A concluding section ends the paper.

2 System Architecture

The system is comprised of three components: i) the edge datacentre where end-
user applications are hosted by an organisation that wishes to employ cloud-
bursting, ii) the remote cloud which can be a public cloud or a remote hosting
facility that can offer its resources for task offloading, iii) and the Jump server
which is a hardened host that performs light-weight orchestration functions in
the form of collecting and processing performance metrics from the applica-
tion and the infrastructure. The implementation presented in this paper uses
Openstack as the cloud platform on the edge and remote clouds and Kuber-
netes as the container orchestration engine for hosting applications. Specifically,
we use Openstack VMs to deploy a Kubernetes cluster that will host the end-
user applications subject to cloud-bursting. The resource utilisation metrics from
Openstack’s VMs are monitored at the Jump server. Once the resource utilisa-
tion conditions are met on the edge, the Jump server is able to initiate a cloud
burst of microservices from the edge to the remote cloud. When certain condi-
tions are met, the Jump server will communicate directly with Openstack on the
remote cloud to deploy additional Kubernetes slave instances for task offloading
or delete instances that are no longer required.

3 Predictive Cloud Bursting

In this section, we analyse the integration of machine learning components to the
Cloud environment in order to achieve a predictive Cloud bursting system and
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Fig. 1. System architecture based on Konica Minolta DCI

we present some experimental results. In what follows we describe how the data
were collected and pre-processed for the application of the Machine Learning
models. Finally, we describe the model selected to perform the forecast of peak
demands and the obtained results.

Data Collection. After the metrics were identified and their effects on the
behaviour of the application (Konica Minolta Semantic Search) and the system
(Cloud environment) was analysed, the InfluxDB and the Prometheus API’s
were utilised to collect the timeseries data from these metrics. Historic data for
the system’s CPU Usage and Load Average were collected utilising the InfluxDB
for the purpose of training the machine learning algorithm, while real-time data
were collected utilising the Prometheus API’s for the purpose of predicting a
possible overloading of the system.

Data Pre-processing. The following three data transforms are performed on the
dataset prior to fitting a model and making a forecast:

1) Transform the time series data so that it is stationary. Specifically,
we aim to remove the increasing trends in the data. This can be skipped since
our data looks stable.
2) Transform the time series into a supervised learning problem. Specif-
ically, the organisation of data into input and output patterns where the obser-
vation at the previous time step is used as an input to forecast the observation
at the current time time-step.
3) Feature scaling (also known as data normalization [1]) is the method used
to standardize the range of features of data. Since, the range of values of data
may vary widely, it becomes a necessary step in data pre-processing while using
machine learning algorithms. This method is used to automatically scale up or
down the number of resources based on demand at any time. Essentially, the
process entails transforming the values of the data from the original range to
a value that is within the range of 0 to 1. The formula for feature scaling is
Xscaled = X−minX

maxX−minX , where X is the original feature value, and Xscaled is the
normalized one [1].
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LSTM Model Description. A recurrent neural network (RNN) is a class of artifi-
cial neural networks where connections between nodes form a directed graph
along a temporal sequence [2]. This allows it to exhibit temporal dynamic
behaviour. Derived from feedforward neural networks, RNNs can use their inter-
nal state (memory) to process variable length sequences of inputs. Long short-
term memory is an artificial recurrent neural network architecture used in the
field of deep learning. Unlike standard feedforward neural networks, LSTM has
feedback connections. It can not only process single data points, but also entire
sequences of data.

Fig. 2. An illustration of the Time Series forecasting models predicting values in actual
data (CPU Usage vs Time).

Experimental Results. The purpose of our experiment was to prove that a
Machine Learning algorithm could predict, in real-time, whether a system (DCI
Private Cloud) would overload, thus alerting it in advance to trigger the Cloud
Bursting functionality (to the DCI Public Cloud). In order to achieve this,
the recurrent neural network called “Long Short Term Memory” was selected
amongst multiple Statistical (e.g. Moving Average, Holt-Winter Exponential
Smoothing) and Machine Learning networks (Sarima and Sarimax), as its accu-
racy of predicting Time-Series data outperformed all the other models as seen
in Figure 2.

The methodology used to conduct the experiment was the following:
- Multiple files (pdf, txt) were uploaded to the file server.
- The LSTM model was executed to collect “new” historical Time-Series data
(Systems Load Averages) from InfluxDB and was tasked to train on them.
- Using API calls to Prometheus the real-time Time-Series data (System Load
Averages) were received to the program.
- The LSTM model trained on the historical data from InfluxDB and made
predictions/forecasts on the real-time Time-Series data that were collected from
the API calls to Prometheus.
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Table 1. LSTM Model for real-time load average prediction

Upload Freq Job Metric Prediction Time ML Training Time

Slow (3–10 files/m) System Load Average 0.85 sec 3min 56 s

Medium (1–3 files/s) System Load Average 1.02 sec 4min

Test Results. The model was trained [Table 1] and tested [Fig. 3] using real Time-
Series data from the system’s load averages. As we can see in Fig. 2 and Fig. 3,
LSTM accurately predicts most of the trends in our data.

Fig. 3. CPU Usage Forecasting (CPU Usage vs Time).

4 Conclusions and Future Work

In recent years, cloud computing paradigm has attracted a growing amount of
attention from industry and academic players. This has occurred because of
cloud computing’s ability to dynamically provision resources on-demand. In this
context cloud bursting techniques are crucial to avoid overflows in resource util-
isation and to monitor applications’ performances. In this work we described a
new cloud platform (DCI) able to perform cloud bursting using predictive con-
trol methods based on deep learning approaches. DCI demonstrates a real-time
prediction-based solution that controls the auto-scaling process of cloud infras-
tructures by modifying the configuration of service mesh underlying the com-
puting resources. This deep learning-based solution is independent of distributed
frameworks (i.e., Kubernetes and OpenStack) and therefore applies to any other
cloud infrastructures. Future works involve the support for new emerging tech-
nologies such as 5G and Edge-centring Machine Learning such (e.g., Federated
Learning).
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Abstract. Epidemic episodes such as the COVID-19 has shown the need
for simulation tools to support decision making, predict the results of
control actions, and mitigating the effects of the virus. Simulation meth-
ods have been widely used by healthcare researchers and practitioners
to improve the planning and management of hospitals and predict the
spread of disease. Simulating all involved aspects of an epidemic episode
requires the modelling and simulation of large and complex Discrete
Event Systems (DESs), supported by modular and hierarchical models
easy to use for experts, and that can be translated to efficient code for
distributed simulation. This paper presents a model driven engineering
(MDE) approach to support the modelling of healthcare systems (HS) in
epidemic episodes combining different perspectives, and the translation
to efficient code for scalable distributed simulations.

Keywords: Healthcare modelling and simulation · Holistic analysis ·
Distributed simulation · Model elaboration

1 Introduction

According to the World Health Organization the COVID-19 outbreak can col-
lapse even the most robust health systems, resulting in the need to entirely recon-
figure health sectors in response. In Spain, the diseased has shown its capacity
to spread in a matter of days, forcing the Government to adjust its response
and introduce strict lockdown measures to slow the spread of the disease and
gain time to reorganize its health system [1]. In normal situations, healthcare
systems (HS) aspire to offer an effective and efficient provision of health ser-
vices and availability of resources without compromising on quality. Simulation
methods have been widely used by healthcare researchers and practitioners as
decision support systems to improve the planning and management of hospitals
[13]. In an epidemic episode, the design and the support for making decisions
rapidly to reconfigure and repurpose the whole health sector while taking into
account worst-case scenarios, requires methodologies to model and simulate at
large scale.
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Modelling epidemic episodes require an holistic approach that combines dif-
ferent perspectives [25]: Mathematical spread of disease (SD) models to describe
the spread of the COVID-19 [15], that considers aspects such as the dependence
of the impact of COVID-19 on the percentage of detected cases over the real
total infected cases, the effect of different sanitary and infectiousness conditions
of hospitalized people, and control measures such as the isolation of infected
people, constrained mobility of people, and tracing of people by tests in order to
increase the percentage of detected infected people, and the increase of sanitary
resources to detect and treat affected people, which results in a decrease of people
infected. The SD affects the resource allocation perspective (RA), that models
the system as a discrete event system (DES) in which a finite set of concurrent
processes share in a competitive way a finite set of resources. The patients flows
through interconnected processes of treatments and cares defined in protocols
defined for particular diseases. Doctors, nurses, beds, and equipments are the
resources required to carry out the protocols. Scheduling, planning problems, and
making decisions requires this perspective to support more efficient services with
less cost, and to promote the interoperability between organizations for sharing
resources and services. In turn, the spread of the disease strongly depends on
the mobility of the population. Mobility and transport systems (MT) have been
the focus of research in the simulation community with several agent-based traf-
fic simulations in the literature [19]. Finally, individual behaviors (IB) related
with economic and educational level, are many other environmental factors that
affect the way each individual relates with the healthcare services. Individual
behaviours are typically modelled as agent-based models to observe emergent
behaviors by the simulation of different individuals.

Developing detailed models require the combination of these different per-
spectives, which result in the connection of different entities of simulation, and
coupling them at different levels of abstraction. The contribution of this paper is
the modelling and simulation of all perspectives as DES. It requires component
and hierarchical constructs that allow the composition of complex behaviours
conducted by a model driven engineering (MDE) approach, and the possibil-
ity to build distributed simulations that are able of scaling and dynamic load
balancing. These important challenges have hampered the extensive use of dis-
tributed simulations, and the modelling of complex perspectives have required
the use of mathematical models that describe the emergent behaviour without
the need to describe low level details.

To have good models it is advisable to contemplate the execution environ-
ment in the abstraction of the system, and refine the models to low levels of
abstraction. At each level of abstraction, the modeller should use a number of
modelling artifacts to build the model. In this refinement process, a level of
abstraction is reached in which the primitives necessary to define the model are
not available, or the specification of this would require an enormous workforce. In
this case, we need to incorporate the observed behaviour of low levels, as parame-
ter of upper ones. For example, the simulation of data intensive applications over
cloud resources can start with the specification of functional models, and later
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the integration of additional cloud resources to the functional model to obtain
an operational model [22]. This is the approach followed in [12], where a Petri-
net based performance model of Kubernetes is proposed. This model is finally
annotated and configured with deterministic time, probability distributions, or
functions obtained from monitoring data acquired from a concrete Kubernetes
deployment, and the profiling of tasks executing on this infrastructure.

After this introduction that has shown the urgent need for modelling and
simulation tools to support decision-making in the reorganization of health sys-
tems, Sect. 2 briefly reviews the related work. Section 3 summarizes our MDE
approach based on formal models presented in previous papers, and puts it in the
context of modelling health systems in situations of an epidemic episode. Then,
Sect. 4 presents the basic primitives to model a health system and to define a
modular and hierarchical model. In Sect. 5, we sketch models related with the
perspectives related with epidemic episodes and show the process of elaboration
of hierarchical models. Finally, conclusions are presented in Sect. 6.

2 Related Work

Modelling at different levels of abstraction implies to couple models at differ-
ent scales, where microscopic levels interact with macroscopic levels and vicev-
ersa. Recursive simulation [16] provides a methodological approach. It consists
in conducting simulations at the lower levels, which are launched to compute
parameters useful for the higher base simulation. This is the approach followed
in epidemiology [25], where models of individual behaviour to understand social
behaviour are combined with health diffusion models to study the ease/disease
spreading. In this case, different individual behaviours are simulated by DES
models at the microscopic levels to provide parameters to the health diffusion
models to observe the consequences at the macroscopic level. Complex mod-
els usually involve the combination of different models, such as in epidemiology
where a system of differential equations defines the dynamics of the ease/disease
spreading model. Differential equations models the emergent behavior of several
interacting agents with different behaviors. Our work is compatible with these
methodological approaches to combine different scale models and formalisms.
However, we consider that it is possible to develop DES models of all these
presented perspectives to obtain a more precise global model by coupling all
perspective models, and allow the modeller to observe the effect of decisions in
a more clear way. We consider out of the scope of this paper hybrid simula-
tions and methodological approaches such as recursive simulation. To achieve
our objective of a more precise model, our main focus is supporting the mod-
elling and simulation of large scale DESs. Modelling and simulation at large scale
is essential for improving the management of the own resources to support more
efficient services and decision making, and providing high quality of services
[21]. The synergic combination of simulation and formal models for functional,
performance, and economical analysis are necessary for an efficient and reliable
design and/or optimization.
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Complex systems require large scale simulations that can be very demanding
in terms of computational resources. This requirement has produced a growing
interest in the use of Cloud for distributed simulation. However, important chal-
lenges has hampered the extensive use of distributed simulations, and therefore,
the use of cloud computing by the simulation community. Current challenges
of the discipline are presented in [11]. Simulation Federations promoted by the
High Level Architecture (HLA) framework is the most extended approach to pro-
mote reusability and solve semantic interoperability in distributed simulations
[7]. Model reuse and interoperability between them are prioritized at the cost of
simulation efficiency, hidding computational resources to the programmer, and
making difficult to prevent imbalances. Federation migration become a funda-
mental mechanism for large-scale distributed simulations. The other important
approach to afford the complexity is the use of a MDE approach to increase
productivity, and the role and semantic of languages used for modelling and
supporting the MDE approach are relevant [23]. However, current approaches
does not use formal languages, although in the 1990s, a significant number of
works using PN were proposed [8,9]. A key aspect is the process to compile
the PN specification to generate code for an efficient distributed interpretation
of models, that support scalability and load balancing of workload during the
simulation[2,3].

Fig. 1. Health systems modelling, distributed simulation, analysis and decision making
workflow.
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3 MDE for Developing Distributed Simulation of HS

Figure 1 summarizes the steps of our MDE approach based on formal models for
the modelling and distributed simulation of large scale DES [2,3]: 1) Model com-
plexity requires Domain Specific Languages to help the development of models in
the scope of experts. Bernardi et al. [6] use UML activity diagram basic elements
that are easy to understand for the medical doctors to define clinical guidelines
and the way to transform them in Petri net models. Modular and hierarchical
constructs allow to model complex organisations such health care areas that
has been proposed as regional units of control of epidemic episodes. A health
area includes Primary care teams (PCT), Specialized Attending Centers (SAC)
and hospitals. The flow of patients throughout the structure of the area centers
follows a sequence of treatments defined in medical protocols. These protocols
uses the human and material resources of the centers [17]. 2) The definition of
basic primitives promotes component reuse, which can be connected to configure
according different health systems. Modular and hierarchical composition gives
rise to a hierarchical PN model. 3) An elaboration process translates this high
level PN specifications into a flat model, as it will be illustrated in Sect. 5. 4)
The structural analysis of the flat model facilitates the initial partition of the
model to distribute the simulation. Additionally, some structural properties of
the PN can also be interpreted in medical terms such different protocols will
not be blocked waiting for the same resource. 5) Model partitions are compiled
into efficient code based on the idea of linear enabling function (LEF) presented
in [3]. 6) Partitions are deployed in a system of simbots, the micro-kernels that
provide the basic simulation services, including the simulation engine, the lefs
code interpretation, and dynamic load balancing. 7) Finally, the results of simu-
lation are collected for the decisions makers, which can decide redefine the model
looking for a more efficient management of resources.

4 A PN Based Ontology for Modelling Complex Systems

Complex Systems are composed by a large number of components that are inter-
related by complex processes. To manage the complexity, the modelling process
of these systems require the stratification of process at different levels of abstrac-
tion, and the combination of multiple perspectives integrating them in a com-
mon simulation model. The simulation of the resultant model can scale if it can
exploit concurrency and data dependencies, which require a careful analysis of
the model to determine the existing opportunities to execute multiple activities
at the same time, and to reduce data dependencies between the partitions of the
model in a distributed simulation.

In this section, the basic modelling artifacts to define large scale DES models
following a MDE approach based on the PN formalism is presented. In addition
to facilitating the modelling of large complex DES, the objective is to generate an
efficient scalable distribution of the model to handle a growing demand of com-
putational resources. In order to define the abstractions we need systems models
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that have formal temporal, modular and hierarchical features and the availabil-
ity of a scalable architecture. The formal temporal description of behaviour will
be supported by Timed PN. The consideration of Timed PNs as formalism
to represent behavior is based on its natural descriptive power of concurrency
and the availability of analytic tools coming from the domain of Mathemati-
cal Programming and Graph Theory, which makes the formalism suitable to
guide a MDE approach. Moreover, the formalism combine simulation and anal-
ysis techniques. Object-orientation supports computational mechanisms to
implement modular and hierarchical systems [28]. Finally the availability of a
scalable architecture for large-scale simulations requires and event driven exe-
cution model. The actor model based on asynchronous message passing will
be the base for the design of large scale distributed simulations as unit of con-
currency [5,14]. The actor model is an event driven model that scales to a large
number of actors and removes the complexity of locking mechanisms. A single
immutable interface that consists of a mailbox that buffers incoming messages,
and a pattern based selection of messages to process them provides the flexibility
for configuring different partitions.

PN is a formalism with simple primitives far from the level of abstraction
required to model the complex behaviors in any application domain. In the same
way, although object orientation support modular and hierarchical mechanisms,
it is necessary to define first class primitives of the simulation modelling language
to describe how a system is decomposed into subsystems.

4.1 Formalization of the Ontology-Driven Modelling and Simulation
Framework

The resource allocation perspective is the most recurrent problem modelled and
simulated to solve scheduling and planning problems, in the context of limited
resource provisions [25]. A resource allocation system (RAS) is a discrete event
system in which a finite set of concurrent processes shares in a competitive way
a finite set of resources. By providing processes and resources as basic primi-
tives it is possible to represent a large range of problems in different disciplines
such as manufacturing [10], Software [26], Cloud [22], or healthcare [18] sys-
tems. Several analysis and control techniques in the PN literature are based on
a structural element which characterizes deadlocks in many RAS models [26].
Multi-agent simulation follows a similar approach, where interacting autonomous
processes interact in a specified environment and create an emergent behavior
that reflects the dynamic behavior of the complex system under consideration
[24]. To accomplish their tasks, agents interact in the context of competition/se-
lection and scarcity of resource. Beyond processes and resources, the interaction
between agents is supported by asynchronous communications channels, as they
can be easily implemented on a wide-area network. Thus, we consider that most
of the systems can be modelled by the the identification of three basic entities
that compose a simulation model: processes, resources and channels.



A MDE Approach for Modelling and Distributed Simulation 95

Fig. 2. Petri net and entities to model processes competing for resources.

RAS: Composition of Processes and Resources. In Fig. 2, the left PN
shows sequential processes competing for resources. The first sequential process
is represented by places C, D, E and transitions t1, t2, t3 that model an automata.
This automata can represent a working process that describes the set of possible
sequences of operations the system has to perform in order to manufacture a
product, enact functional operations and transformations on data in a workflow,
or follow clinical pathways developed and used by the medical staff in the hos-
pital. Places F, G, H and transitions t4, t5, t6 represent the second sequential
process. Tokens in places E represent two concurrent processes following the first
sequential process, that can represent two parts that require the same working
plan, two different data to be processed, or two patients to be attended in the
hospital. The same happens with the two tokens in place H. Tokens in places A
and B represent the availability of resources. By a system resource we mean an
element of the system that is able to hold a product in a manufacturing system
(i.e. for transport, operation, storage), a computational resource for processing
a data, or a doctor or room to attend or host a patient. Figure 2 shows that two
resources represented by a two tokens in places A and B can be used at each stage
in the processes. The resource used when transition t1 is fired, is released by
the process when the transition t2 is fired. Note that t1 and t5 are transitions
in conflict, representing the two processes competing for the resources. If we
have an arbitrarily large number of resources, the marking of these places does
not limit the concurrent execution of the two modelled sequential processes, and
then, these places can be removed. A place representing a resource with infinite
capacity become an structural implicit place in Petri net terminology

Entities, Interface and Connections. Places, transitions and arcs are very
low level primitives to represent a complex model. However processes and
resources are the basics primitives to represent any RAS. In order to obtain
the global model, basic primitives must be composed. These entities are the ele-
ments that describe the system modelling its interface by inputs and outputs. To
enable the representation of the hierarchical modular model we adopts an onto-
logical framework similar to the DEVs System Entity Structure (SES) [28], or the
entities and architectures of VHDL. It is a declarative knowledge representation
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Fig. 3. Coupled component representing processes competing for resources.

scheme to structure models in terms of decompositions, coupling specifications
and the generation of hierarchical simulation models. To build models from enti-
ties, the entity specification includes input and output ports that define the
external interface of the component, and coupling relations. Coupling relations
connect outputs with inputs. Hierarchical models are coupled models with com-
ponents that may be atomic or coupled models. An entity can be an atomic
entity without components, or a coupled entity with components.

Input, output ports, and interactions between components are translated to
the PN model. PN models may be connected by merging transitions or places,
and by means of new arcs [4]. Transition fusion can be interpreted as the execu-
tion of a joint activity, a rendezvous where each entity has only a partial view
of the real activity and its constraints. Therefore, transition fusion represents
channels of communication between processes. On the other side, a fusion of
places can be interpreted as a resource that is shared between processes. The
identification of processes, resources, and place fusion are the methodology to
build RAS with PNs.

It is important to clarify that the semantics associated with the ports will
be the result of the operations related to the fusion of transitions or places.
Therefore the reader should not attempt to exactly translate the port concept
presented in this paper with the port semantics in DEVS or VHDL. For instance,
the DEVS and VHDL port have associated a type or value additionally to send
or receive an event. In our model, transitions represent events or actions. The
data received when the event is notified is related with the interpretation of
the PN model. In the same way, the execution of the code associated with the
fire of a transition is related with the semantic associated with the fire of a
transition. Our main focus is the modelling and distributed execution of complex
DES. Coupled processes are reluctant to scale in a distributed infrastructure.
Orthogonal aspects such as time, or the representation of data and functions,
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can be implemented in any programming language and will be solved by the
semantics of interpretation.

Figure 3 shows the process and resource entities to model behaviour repre-
sented by the left PN in Fig. 2. Graphical representation of entities and ports
follows the DEVS notation, with boxes representing entities, and input and out-
put arrows representing respectively input and output ports. Input ports are
associated with places with not input arcs, and zero or one output arc. Output
ports are associated with places with zero or one input arc, and not output arcs.
The represented process uses resources in two stages, which requires to take the
resources represented respectively by the Ai and Bi input ports, and release
the resources represented respectively by the Ao and Bo output ports.

The resource is represented by only one place A with a token by each resource
available. A resource entity must guarantee a conservative use of the resource.
The resource in the figure has two transitions doing explicit the event of releasing
the resource and the event of a process taking a resource. Alternatively, these
additional transitions could be removed from the entity, and we could associate
with the input and output port Ai and Ao to the place A.

Listing 1.1: JAVADEVS style code of entities and coupled entities.

1 // Atomic entities

IOSubNetImpl subnet_p1= new IOSubNetImpl("process1");

3 subnet_p1.textualRepresentation("process");

IOSubNetImpl subnet_p2= new IOSubNetImpl("process2");

5 subnet_p2.textualRepresentation("process");

IOSubNetImpl subnet_r1= new IOSubNetImpl("resource1");

7 subnet_r1.textualRepresentation("resource");

IOSubNetImpl subnet_r1= new IOSubNetImpl("resource2");

9 subnet_r1.textualRepresentation("resource");

// Coupled entity

11 IOCoupledNetImpl GlobalNet =

new IOCoupledNetImpl("processes_Resources");

13 netGlobal.add(process1 );

netGlobal.add(process2 );

15 netGlobal.add(resource1 );

netGlobal.add(resource2 );

17 // Coupling relations

netGlobal.addCoupling(subnet_r1 ,"Ao",subnet_p1 ,"Ai");

19 netGlobal.addCoupling(subnet_p1 ,"Ao",subnet_r1 ,"Ai");

netGlobal.addCoupling(subnet_r2 ,"Ao",subnet_p1 ,"Bi");

21 netGlobal.addCoupling(subnet_p1 ,"Bo",subnet_r1 ,"Bi");

netGlobal.addCoupling(subnet_r1 ,"Ao",subnet_p2 ,"Ai");

23 netGlobal.addCoupling(subnet_p2 ,"Ao",subnet_r1 ,"Ai");

netGlobal.addCoupling(subnet_r2 ,"Ao",subnet_p2 ,"Bi");

25 netGlobal.addCoupling(subnet_p2 ,"Bo",subnet_r1 ,"Bi");

A coupled entity is an aggregated entity composed by entities and coupling
relationships. Listing 1.1 shows the code to declare the coupled component in a
JAVADEVS style code. An IOSubNetImpl class is the Java implementation of
an entity whose behaviour is specified by a PN. The PN specification is done in
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a textual file. Input and output places of the textual specification are mapped
to input and output ports. In the code, lines 1 and 4 define the process entities
called process1 and process2, and lines 6 and 8 define respectively the resources
resource1 and resource2. Lines 3, 5, 7 and 9 show how to incorporate a textual
PN specification to the entity. The name of input and output places defined in
the textual specification are the names of input and output ports that define the
entity interface.

The naming convention for hierarchical entities follows the usual dotted nota-
tion. Thus, the coupling relations between ports result in the fusion of places
Process#1.Ai, Resource#1.Ao and Process#2.Bi that represent the competi-
tion for resources of Process#1 and Process#2.

Fig. 4. Petri net and coupled entities to model processes communicating by a channel.

Channels: Composition of Processes by Asynchronous Messages. Sys-
tems are becoming progressively more complex since they are increasingly com-
posed of connected entities. These systems are naturally understood and mod-
elled as collection of interacting entities. These entities can be passive objects
such as resources or active elements such as autonomous agents. These systems
may be modelled as collections of interacting processes. Agent-based simulation,
which adopts this approach, is one of the most relevant paradigms to design and
implement distributed simulations [20]. Agents is a powerful metaphor, however
there is not a clear definition of agent systems and most technologies related
with intelligent agents are related with distributed systems [27], For this reason,
although we refer to the agent terminology in this paper we will avoid to adopt
it, considering our basic primitives are processes that communicate through a
channel of communication.
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Interactions implies the use of a channel that represents the synchronization
of the internal behavior of entities. Transition fusion can represent that both
processes engage simultaneously in the event represented by the transition. If
buffering is required on a channel, this is achieved by interposing a buffer process
between the two processes. If the buffer has a limited capacity, the channel can
be modelled as a resource shared by sender and receiver. But in this case, it is an
open loop, and there is not competition for the resource. Typically, the modeller
thinks of the communication channel as a buffer of infinite capacity.

Top Fig. 4 shows two communicating processes and an asynchronous channel.
Bottom part of figure shows the sender, receiver and an asynchronous channel
components. Sender and receiver are connected by a channel component. The
bottom coupled entity is defined connecting ports as illustrated in the figure. The
coupling relation between ports Sender#1.Mo and Channel#1.Mi results in the
fusion of places that represent the delivery of a message to the Receiver#1
through the channel Channel#1, and the connection of Channel#1.Mo and
Receiver#1.Mi port results in the fusion place that represent that the message
is ready to be received.

Fig. 5. PN and coupled entities to model processes communicating by a channel.
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5 Elaboration Process of Modular and Hierarchical Petri
Net Models for Simulation in the Cloud

A coupled entity has components and an interface defined by a set of input
and output ports. Ports are mapped to ports of its components. This means
that a coupled component can be part of another coupled component, and we
can connect it with other parts of this upper coupled component. In this way,
it is possible to define hierarchical composition of PN models. This hierarchical
composition of PNs is illustrated in Fig. 5. The figure illustrate different coupled
perspectives at different levels of abstraction of a HS to model an epidemic
episode: the individual behavior that models patients that can decide to consult
a hotline, or to go directly to use the services of the health area. The health area
shows the connection of PCTs, SAC and the hospital. Each of these modules
has its own resources and its defined protocols that guide the flow of patients.
Medical records and test results are communicated between clinical pathways.

The result of the hierarchical composition of components result in a hierarchi-
cal TPN model. As it is illustrated in the Listing 1.1, components have a textual
representation of the PN that specifies input and output ports. The definition
of a coupled entity that aggregates entities and define coupling relationships
results in a new textual flat specification that connect the textual representa-
tion of component by place fusion (step 3 of Fig. 1). The names of composed
transitions and places are commonly structured as hierarchies to allow reuse of
names in different contexts. The next code generation process is the compilation
of the elaborated code. Entity information is essential to the partitioning pro-
cess. For example, processes that share resources cannot be split because they
include structural conflict, and the decision must be local in order to avoid an
overhead of communications. On the other side, communication processes are
the ideal processes for partitioning. A Server name is also essential to associate
the hierarchical name that results from the elaboration of each transition, which
represent an event, with the Lef code result of the compilation process. In this
way, it is possible the user can interpret the logs resulting from simulations.

6 Conclusions and Future Work

This paper has proposed a framework for modelling different perspectives of
healthcare systems and the process to translate the models to efficient code for
distributed simulation. The novelty of our approach is the framework provide
the basic primitives to model complex systems as communicating processes that
compete for resources. The generation of efficient code for distributed simulation
considering scalability and load balancing, allow domain experts to model all
processes as discrete event systems, and simulate large scale models observing
the coupled effect of different perspectives. In this way, the resulting global
model provide an holistic experimental frame to derive results that could not be
accurately addressed in any of the perspectives taken alone.
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A prototype of the framework has been implemented. It provides the capa-
bility to build discrete event models and to simulate these models. The mod-
elling language provides the basic primitives for composing models (processes,
resources, and channels). The elaboration process is done in two steps, unfold-
ing hierarchy and annotating semantic information important for the generated
code, and then compiling the code as LEFs code to support scalability and load
balancing.
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Characterising resource management performance in kubernetes. Comput. Electr.
Eng. 68, 286–297 (2018)

13. Gunal, M.M.: A guide for building hospital simulation models. Health Syst. 1(1),
17–25 (2012)

14. Haller, P.: On the integration of the actor model in mainstream technologies: the
scala perspective. In: Agha, G.A., Bordini, R.H., Marron, A., Ricci, A. (eds.) Pro-
ceedings of the 2nd edition on Programming Systems, Languages and Applications
Based on Actors, Agents, and Decentralized Control Abstractions, AGERE! 2012,
21–22 October 2012, Tucson, Arizona, USA, pp. 1–6. ACM (2012)
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Abstract. The fast increase of Covid-19 cases led to high attention from
local and international authorities to mitigate and reduce the propaga-
tion of the disease. Concerning the risks and the negative effects inflicted
by the spread of the pandemic, many countries established a series of poli-
cies reinforcing public protection from the virus. With respect to these
policies, this study characterizes the infection chain structure in Korea
and identifies changes in the structure over time. Furthermore, using
multiple linear regressions, the impact of government policy interven-
tions on the infection chain structure is measured. The analysis shows
a high fluctuation in infection chain structures at the beginning of the
pandemic, which decreases with the implemented policies. The findings
serve as a foundation for policymakers to evaluate the success of poli-
cies and strategies for reducing the diffusion of Covid-19 and to make
optimized resource allocation decisions.

Keywords: Covid-19 · South Korea · Policy · Infection chain
structure · Network analysis · Graph mining · Network diameter ·
Network diffusion · Time series analysis · Multiple linear regression

1 Introduction

The first cases of the novel corona-virus Sars-Cov-2 emerged near the end of 2019.
After spreading rapidly through China, Korea, and many other countries, the
World Health Organization (WHO) declared it a pandemic on March 11th, 2020
[13]. With an estimation of 7 billion infected people and 40 million deceased by
the end of 2020 worldwide, assuming no countermeasures were implemented [10],
national governments have been urged to find and implement effective and com-
prehensive responses [6,7]. As one of the countries praised for its successful
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handling of the pandemic, Korea serves as a role model for pandemic policy
worldwide.

The Korean Center for Disease Control & Prevention (KCDC) declared the
first Covid-19 case in Korea on January 20th, 2020 [5]. During the following
months, a variety of policies concerning immigration procedures, self-quarantine,
mask distribution, and the educational sector were implemented [9]. Even though
a lot of data was gathered by the KCDC, a comprehensive assessment of how
effective the policies were to contain the Covid-19 pandemic is missing. This
paper introduces a framework for characterizing the diffusion mechanisms of the
pandemic and for measuring the effect of protective policies. By applying net-
work analysis methods, the framework enhances existing methods to monitor the
spread of diseases. In particular, this framework proposes a way to characterize
infection chains by their network parameters, making resource allocation and
decisions on adequate policies in time possible.

This paper shows that linking key events of a pandemic to changes in network
parameters is possible. Additionally, a model analyzing the effect of legislative
decisions on the network diameter is introduced. These provided tools enable pol-
icymakers and researchers to better understand and prevent the spread of Covid-
19. The identification of growing infection chains helps to allocate resources (e.g.,
medical, computing, experts, medical staff) to areas where they are most needed
and most effective.

1.1 Literature Review

To assess available measurement methods and understand legislation aimed at
containing the disease, a literature review was conducted and resulted in the
following observations. Eunha et al. [8] used publicly available patient data of
South Korean cases to simulate a generalized growth model. Their results showed
a reproduction number of 1.5, which quantifies the time-dependent variations in
the average number of secondary cases generated per case, considering different
intrinsic and extrinsic factors. They used an intrinsic growth rate of 0.6, describ-
ing the natural increase in population, and a scaling of growth parameter at
0.8, modeling exponential growth dynamics. Their findings also indicate a sub-
exponential growth of Covid-19, four major clusters, and a crude case-fatality
rate that was estimated to be increasing with older age. Chimmula and Lei [3]
focused on the spread of the virus in Canada and made use of data provided by
the John Hopkins University and Canadian health authorities. The development
of a deep learning long short-term memory (LSTM), a recurrent neural network
model frequently used for time-series predictions, enabled them to forecast the
Covid-19 outbreak. Under certain conditions, they indicated a possible ending
point of the outbreak at around June 2020.

With respect to policy research, Chang et al. [2] were concerned with the
Covid-19 pandemic in Australia and calibrated an agent-based model to repro-
duce key characteristics of Covid-19 transmissions. Their results showed that
intervention strategies such as travel restrictions, self-quarantining, and school
closures were individually not bringing decisive benefits. Containment of the dif-
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fusion was only achieved when coupling several measures with a high level of
social distancing compliance.

Wang et al. [11] conducted social network related research. They observed the
network of relationships among patients and hospitals in the Chinese city Henan.
Based on this, they estimated an average incubation time of 7.4 days, contrary
to the 5–6 day estimate by the WHO [13], and identified 208 cases of cluster
infections. As an recommendation for preventing the revival of the diffusion due
to patients with long incubation times, the authors suggested a necessity for
strong measures until the prevalence of the infection reduces dramatically.

1.2 Problem Description

Despite the impact of the inherent network structure of epidemics, only one
research article could be found that analyzes the transmission structure of the
underlying network of the Sars-CoV-2 virus, at the time of this research. The
use of the network analysis methods to model Covid-19 diffusion mechanism is
highly useful, as it allows identifying patterns of diffusion at an early stage. This
knowledge allows governments to keep the Covid-19 diffusion under control and
protect the society from further spreading of the virus.

Identifying patterns of diffusion of the virus and understanding how it can
be contained with specific policies are the main objectives of this research.

In order to achieve that, infection chains are identified and their network
structure is quantified with respect to Covid-19 policies. The resulting network
measurements are analyzed over time, to identify the changes in the infection
chain structure with respect to the policies in place and to identify the most
effective policies.

The remaining paper is organized into three sections: the description of the
methodology applied, the analysis of the data, and a brief discussion of the
results.

2 Methodology

To quantify the infection chain structure, all network components of the network
of infections are extracted. A component represents all infected people (i.e.,
cases) that can be linked with each other. Linking cases requires the analysis of
past movements, activities, and interactions of infected people with other people.
Figure 1 depicts an exemplary component (i.e., an infection chain). Components
with only one infected person represent isolated cases, which could not be linked
to other cases.

For the resulting directed trees, the component diameter, which is defined
as the longest shortest path between any two nodes in a network, is calculated
according to Eq. 1. With respect to the Covid-19 infections, the component diam-
eter represents the upper limit for the length of the infection chain. Thereby, the
length of the diameter is a representation of how far the virus spreads through
the population without being detected. Components with a small diameter rep-
resent the successful early isolation of patients and the mitigation of further
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Fig. 1. Exemplary infection chain with diameter 6

infections. The earlier the infection chain is cut, the fewer victims will be claimed
by the pandemic. The feasibility of using the chain diameter for policy evaluation
is grounded in the imperfect nature of tracking Covid-19 cases. What is most
likely one huge infection chain in reality is represented as many fractured chains
in the available data sets. With this approach, deriving legislative actions from
incomplete data is made possible.

As the network diameter represents the depth of the infection chain, it is pre-
ferred to other available network parameters (e.g., the average out-degree, which
represents the width of the infection chain). The depth of the infection chain is
important due to the rapid spreading of the virus, which requires authorities to
be able to act quickly after the discovery of cases.

Diameter = max(d(u, v)|u, v ∈ C) (1)

d(u, v) = geodesic distance between the nodes u and v
C = the nodes in a network component

Changes in the infection chain structure over time are analyzed by calculating
the average network diameter (Eq. 2) for each day. By averaging over the num-
ber of active chains, the changing amount of network components is taken into
account for the calculation of the network diameter. This way, the diffusion of
the pandemic can be compared over different time periods.

AverageDiametert =
1
Nt

∗
Nt∑

i=1

Diameteri,t (2)

i = network component
t = time

Nt = number of active network components at time t

An estimation of correlations between Covid-19 related government policies and
structural changes over time in the extracted network components is performed
with multiple linear regressions following Eq. 3. This linear regression is designed
to compare the focal policy with all other policies that are at work at the same
time period.

yt+t∗ = β0 + βs ∗ xs,t + β¬s ∗
P∑

p,p�=s

xp,t + εt with s, p ∈ P (3)
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y = average network diameter
x = status of policy ∈ {0, 1}
p = policy
s = focal policy
P = set of policies
t∗ = incubation time

Choosing the average component diameter at time t + 14 as the dependent
variable accounts for the prescribed quarantine that most countries require for
infected individuals [12]. To model the influence of virus-related legislation, the
binary variable xt indicates for each time step t whether a policy is active or not,
with xs representing the status of the focal policy and xp representing all other
policies. The model results in the estimation of βs, representing the effect of the
focal policy s on the average network diameter, β¬s, representing the effect of all
other policies, and β0, the y-intercept. Analyzing the values of these coefficients
allows for the inference on the relative effect of s on the infection chain structure.

3 Analysis

3.1 Data Set

The data set used is provided by the KCDC [5] and the Data Science for Covid-
19 (DS4C) project team [4]. It consists of various sub data sets that contain
information on patient-level, as well as macro-level information on population
movements, weather, and legislation. In this paper, two sub data sets on patient
information and government policy, namely ‘PatientInfo.csv’ [4] and ‘Policy.csv’
[4] are used. The former is mostly restricted to patients outside of Daegu, since
the local government of Daegu does not provide respective information [4].

The policy data set includes 53 policy decisions categorized in the subsec-
tions of ‘Alert’, ‘Immigration’, ‘Health’, ‘Social’, ‘Education’, ‘Technology’ and
‘Administrative’. The data set on patient information contains the patient ID,
the demographics of the patient, and the patient ID of the infecting patient for
the period from January 26th, 2020 to May 12th, 2020.

Overall the patient data set contains information about 3519 patients and 829
transmissions from provinces all around South Korea, namely: Gyeongsangbuk-
do, Gyeonggi-do, Seoul, Chungcheongnam-do, Busan, Gyeongsangnam-do,
Incheon, Daegu, Gangwon-do, Sejong, Chungcheongbuk-do, Ulsan, Daejeon,
Gwangju, Jeollabuk-do, Jeollanam-do, Jeju-do. The provinces are sorted in
descending order of the number of cases.

3.2 Descriptive Network Analysis

The complete network extracted using the whole time window displays an aver-
age out-degree of 0.78 and is considered very sparse with a density of 0.0014%. It
consists of 244 components, representing the infection chains. The average chain
size is 4.37 with the largest chain containing 67 cases and the smallest chain 2
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cases. The average diameter of the chains is 1.33 ranging from a diameter of 1
to 6. The variance of the diameter is 0.52, with a standard deviation of 0.72. Its
median and mode fall on 1.

Fig. 2. Histogram of the component lifetime in days

The time between the first and the last confirmed infection of a component
is considered its lifetime and averages around 6.99 days. The longest lifetime
in the data set is 61 days, while the shortest is within a single day. Figure 2
provides more details on the distribution of the component lifetimes. The bin of
the shown graph is 1.

Figure 3 displays the daily average diameter of all active chains. A infection
chain is considered to be active during all days between the dates of its first
and last confirmed case. Figure 4 displays the daily number of active chains and
provides context to the dynamics of the daily average diameter.

The volatile growth in the early stages of the virus diffusion in Fig. 3 is fol-
lowed by a steep decline. This can be explained by the prominent case of –patient
31–, the first patient labeled as a super spreader, accused of starting the cluster
infections in the Shincheonji Church and Daegu [1], as well as by the increase in
testing in Korea. Government efforts, involving a major increase in testing sup-
plies and facilities, screening clinics, and the introduction of newly developed,
more efficient, testing kits [1], enabled finding more infected people that were
not related to previous components. As a result, the number of active chains
increased rapidly (Fig. 4). In the following weeks, the daily average diameter
levels off around a value of 1. The end of the time series is characterized by a
sudden peak and an even steeper decline in the daily average Diameter. These
outliers are also better understood by considering Fig. 4. The steep increase of
the daily average diameter is caused by a steep decline in the number of active
chains. The fewer chains are active, the less the daily average of these chains is
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Fig. 3. Average diameter over time

Fig. 4. Number of active components over time
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regularized. At the highest point of Fig. 3 only one chain remains active. The
chain with the highest diameter in the data set. The rock bottom is reached
afterward, when this last active chain goes inactive, resulting in zero active com-
ponents and, hence, a daily average diameter of zero.

The mean of all daily calculated average diameters is reported as 1.53 ranging
from 6, when only the longest chain is active in a day, to 0 when no chain is active
in a day. The variance is 2.3 with a standard deviation of 1.52. Both median and
mode are 1.

3.3 Regression Analysis

To quantify the relationship between policy decisions and the daily average diam-
eter, the regression model is employed. It assesses the effect of one policy (βs)
compared to the effect of all other policies (β¬s). This model has been estimated
for all 53 policies listed in the data set.

In order to prevent the distortion of the regression estimation, the highly
volatile end of the time frame was excluded. The time window used for the
regression analysis spans from January 26th, 2020 to April 12th, 2020.

Table 1 displays the four legislative decisions that show a significant corre-
lation with the daily average diameter, while the effects of the reference legis-
lation do not. The estimated parameters of the four policies are identical, since
all were passed on the same day and span the same time period. The nega-
tive βs-coefficient of −0.1740 indicates a mitigating effect on the infection chain
length.

Table 1. Regression models of significant focal policies

Policy β0 βs β¬s R2

Immigration HongKong 1.1207∗∗∗ −0.1740∗ 0.0023 0.081

Immigration Macau 1.1207∗∗∗ −0.1740∗ 0.0023 0.081

EM1 kit authorization 1 1.1207∗∗∗ −0.1740∗ 0.0023 0.081

Diagnosis app 1.1207∗∗∗ −0.1740∗ 0.0023 0.081
1Emergency

Table 2 displays the models, in which the reference policies β¬s are corre-
lated with the average diameter. A negative βs-coefficient of -0.4702 indicates a
mitigating effect on the length of infection chains.

With these regressions, it was shown that it is possible to characterize Covid-
19 infection chains with the help of network parameters. The dynamics of the
daily average diameter was successfully linked to key events in Korea’s Covid-
19 course. In spite of major limitations (Sect. 4.2), the implemented model was
useful to identify policies that show a mitigating effect on the daily average
diameter and, thereby, on the length of infection chains.
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Table 2. Regression Models of Significant Focal Policies and Significant Reference
Policies

Policy β0 βs β¬s R2

Immigration China 1.3609∗∗∗ −0.4702∗∗∗ 0.0047∗ 0.438

EM1 kit authorization 1 1.3609∗∗∗ −0.4702∗∗∗ 0.0047∗ 0.438
1Emergency

4 Conclusion

In this paper, Covid-19 infection chains are characterized by component diam-
eters. Changes in the component structure are analyzed by taking the daily
average diameter. The resulting time-series shows large fluctuation at the begin-
ning of the observation period. For the majority of the observed time frames,
the diameter fluctuates around the value of 1. The last weeks are characterized
by two outliers. Using a multiple linear regression model, 4–6 policies are iden-
tified that show a mitigating effect on infection chain length, implicating a high
influence on the prevention of spreading of the virus.

4.1 Contributions

The framework proposed in this paper provides the first step towards an in-depth
analysis of the network properties of the infection chain structure of Covid-19
in Korea. It proposes a way to predict how the length of infection chains and,
thereby, the state of diffusion of the pandemic is impacted through legislation.

This is useful for policymakers and researchers that want to understand the
transmission and containment of the Covid-19 disease. It enables them to identify
effective policies that could stop the rapid spread of the virus. These approaches
could be used to compare the pandemic policies between countries and suggest
measures for countries that struggle to contain the disease.

Furthermore, the results help designing mechanisms for allocating resources
(e.g., medical, computing, experts, medical staff) to areas where there are compo-
nents with large diameters. These components represent a large spike in demand
for resources. Knowing the number of large components and their location will
help to make better use of the available resources.

4.2 Limitations and Future Work

The research presented in this article comes with a few limitations that are
listed in the following paragraphs. At the same time, these limitations allow for
sophisticated extensions of this research.

First, the analysis of the network diameter over time is performed on the
average value for every point in time t, the structure of the used data inheres
a highly volatile daily average diameter in the last fraction of the time window
(Sect. 3.1). When applying the regression model (3) to the whole time window,
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the volatility of these outliers will bias the estimated correlation of policies imple-
mented in the later stage of the time series. Future efforts need to handle this
bias by regularizing the daily average diameter in a different way.

Second, the lack of a control group, consisting of infection chains that are not
affected by policies limits the regression model. The significance of focal policies
can only be accessed relative to all other placed policies.

Third, the implemented model allows identifying legislation that is correlated
with a shrinking infection chain length. However, policies that display a positive
significant correlation might be of interest as well. When estimated with a control
group, some of these policies might display a mitigating effect. For dealing with
the lack of a control group based on empirical data, simulating the unhindered
spread of the virus and, hence, creating a control group with no placed policies
might also be a promising way.

Forth, for this paper, the only network measurement applied is the daily
average component diameter. While it provides a good evaluation of the infection
chain structure, further network measurements such as component size or degree
centrality could provide additional information. Focusing on infection rates of
chains by analyzing the average time needed for an infection to take place may
grant interesting insights as well.

Fifth, the explainability of infection chain structure by other attributes, such
as demographic information of the patients or the weather of the infection day,
could provide a deeper understanding of the reproduction mechanisms of Covid-
19 and allow controlling noise in the dependent variable.

Finally, it is important to take into account, that this study has been con-
ducted in the midst of the Covid-19 pandemic, for which no long-term data on
the infection development is available. With more data available in the future,
analysis results will assumably improve.
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Abstract. In an ad hoc network, accessing a point depends on the par-
ticipation of other, intermediate, nodes. Each node behaving selfishly, we
end up with a non-cooperative game where each node incurs a cost for
providing a reliable connection but whose success depends not only on its
own reliability investment but also on the investment of nodes which can
be on a path to the access point. Our purpose here is to formally define
and analyze such a game: existence of an equilibrium output, comparison
with the optimal cooperative case.

Keywords: Reliability investment · Game theory · Interactions

1 Introduction: Problem Definition

We consider a topology with nodes wishing to be connected to a network access
point. If from a node there is no direct connection to the access point, the
connection has to be routed through other nodes. The feasibility/success/quality
you experience as a node therefore depends on the quality you provide yourself,
but also on the participation of peers to the network.

This type of problem has many applications. Typical, but non-exhaustive,
ones are:

– An ad hoc network [9], which is a network without any fixed infrastructure
where nodes serve as relays for their neighbors. Such an organization presents
the advantages of being decentralized, and of incurring no deployment cost
since relying on the collaboration and willingness to participate of nodes.
Practical applications of those networks include army tactical ad hoc networks
for a fast deployment and operation in a war context when no fix/wireless
network exists, smartphone ad hoc networks not requiring the traditional
wireless carriers, vehicular ad hoc networks for autonomous vehicles, sensor
networks, etc. Investment/participation of nodes is a key issue for the success
of those applications.

– Security/reliability issues: nodes in a network can be subject to (stochastic)
failures reducing the path possibilities to the target. There may also be attacks
on some nodes, rendering paths to the target through infected nodes not
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practicable. Investing on security procedures limits the infection risks but
incurs a cost; this trade-off and the impact on the whole system in the case
of selfish nodes require attention.

The natural modeling framework is that of non-cooperative game theory
[2,6]. In the literature, security and related investment games have been studied
quite a lot; see for instance [4,5] and the references therein. Security and free
riding have been studied in [10]. The closest paper to ours is [3], where a gen-
eral framework for security investment is provided, with functional interactions
between nodes. Our model fits that framework in general, but we focus here on
something more specific, and our utility functions are different, hence the results
in [3] need to be adapted.

Our contribution is the following: we design a graph model with nodes as
players and links corresponding to possible direct connections between nodes.
Each node is subject to failures and has to set up its reliability for a given cost.
On the other hand, each node is interested in the existence (in probability) of a
path to the target access node, meaning that its service quality also depends on
the others’ choices. Our specificity in this game-theoretic context is therefore the
use of the so-called static reliability analysis which computes the probability of
such a valid path. Numerous methods exist for this NP-hard problem, efficient
Monte Carlo simulation being applied in the case of large networks [1,8]. We
show how this problem can be analyzed, with specific results.

The remaining of the paper is organized as follows. Section 2 describes the
formal mathematical model we are going to analyze and the goals of the paper.
Section 3 presents two illustrative examples, helpful to grasp the stakes and
difficulties at hand, as well as some results on the Price of Anarchy, measuring
the loss of efficiency due to selfishness. The general results on the output of
the game are presented in Sect. 4, and Sect. 5 concludes the paper by giving
directions of future research.

2 Model

2.1 Graph Model

We consider an undirected connected graph G = (N ,L) where N = {0, 1, . . . , n}
is the set of nodes, and L is the set of links/possible connections between nodes.
Node 0 is the unique access node, that all other nodes (players) wish to connect
to. Links are assumed to always work, but nodes 1 to n are subject to (indepen-
dent) failures, due to vulnerabilities, attacks, etc. The access node is assumed
perfect. Let ri be the probability to be up for Node i, and qi = 1 − ri. A con-
figuration of the graph is given by a vector X = (X1, . . . , Xn) where Xi = 1 if i
is up and 0 if it is down. Retaining only the set N ′ of “up” nodes, we obtain a
random partial graph G′ = (N ′,L).
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Node i is interested in the probability Ri that in G′ there is a path connecting
i to 0. This type of problem has been extensively studied [1,8]; basically,

Ri =
∑

x∈{0,1}n

Ψi(x)P[X = x] =
∑

x∈{0,1}n

Ψi(x)
n∏

j=1

(rjxj + qj(1 − xj))

where Ψi(x) is 0 if there no path in the subgraph G′ corresponding to configura-
tion x (a vector (x1, ..., xn) where xi = 1 means Node i is up), and 1 if there is at
least one such path. Ri is easy to compute analytically for small topologies, as
a finite sum, but it is in general an NP-hard problem for which approximation
methods, among which efficient simulation algorithms, must be used for large
topologies. See [1,8] for a general description of the methodologies. Since it is
not the purpose of the present paper, we assume that how to get a sufficiently
accurate estimation is known.

2.2 Utility Functions

We assume that Node i has a valuation fi(Ri) for the service, depending on the
probability to get a connection to the access point. Each function fi is assumed
increasing: the larger the quality/reliability, the more it is appreciated, and fi is
also assumed concave, a usual and reasonable assumption to express that getting
a given reliability amount when you are at a low level is seen more valuable than
when you are at a high level.

Node i is also assumed to experience a cost ci(ri) to maintain a level ri of reli-
ability/security/quality of its own equipment. Function ci is assumed increasing
too, and strictly convex, with ci(0) = 0 and limr→1 ci(r) = ∞, again standard
assumptions.

The utility ui of Node i is then

ui(r1, . . . , rn) = fi(Ri) − ci(ri)

where we recall that Ri is a function of r = (r1, . . . , rn).
We end up with a non-cooperative game where each node i plays with the

level of investment resulting in (equivalent) reliability ri, but his/her strategy
impacts the valuation of other nodes.

2.3 Questions to Be Answered

From the definition of this problem, here are the questions we aim at answering:

– What is the outcome of the game? Does a Nash equilibrium exist? If yes, is
it unique?

– How does the output compare with a cooperative situation? This is evaluated
by computing the Price of Anarchy (PoA), measuring how the efficiency of a
system degrades due to selfish behavior of its players, and defined as the ratio
of the optimal social utility to the worst social utility at a Nash equilibrium
(the social utility being the sum of utilities over all players).
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3 Examples

3.1 A Simple Example with Non-Trivial Interactions Among Nodes

Consider the topology described in Fig. 1 where each node i ∈ {1, . . . , 4} wants
to be connected to node 0. We let ci(x) = α x

1−x for a constant α > 0, and
fi(x) = x, which verifies the assumptions listed in the previous section.

0

2 1

3 4

Fig. 1. A simple topology

Since Node i is on all paths to Node 0, reliability Ri can be expressed as
Ri = riR

′
i where R′

i is the probability that there is a path from Node i to
Node 0 when i is operational, and R′

i does not depend on ri.
To compute the best response of Node i, we differentiate ui = riR

′
i − α ri

1−ri

with respect to ri. It gives the optimal value (with x+ = max(x, 0))

ri =
[
1 −

√
α/R′

i

]+

. (1)

For Nodes 2 and 3 at distance 1 of node 0, hence with R′
i = 1, we then get

ri = 0 if α ≥ 1 (that is, the investment cost is too high and the node prefers not
to participate), and 1 − √

α otherwise.
Let us look at Nodes 1 and 4 now. Observe that we have R′

1 = r2+(1−r2)r3r4
and R′

4 = r3 + (1 − r3)r2r1. The utility of one node depends on the reliability
choice of the other, therefore we have a game between nodes 1 and 4. Looking
for the solution, we try to solve the system of equations

{
∂u1
∂r1

= r2 + (1 − r2)r3r4 − α
(1−r1)2

= 0
∂u4
∂r4

= r3 + (1 − r3)r2r1 − α
(1−r4)2

= 0,

giving r1 = 1 −
√

α

r2 + (1 − r2)r3r4
and r4 = 1 −

√
α

r3 + (1 − r3)r2r1
. Solving

it is intractable in general, but we can easily get numerical results. Examples of
solutions in terms of α are given in Table 1. The lower the cost, the higher the
reliability.
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Table 1. Some numerical results in terms of α for the example of Sect. 3.1

α r2 = r3 r1 = r4

0.3 0.4522774425 0.2330400670

0.1 0.6837722340 0.6517825785

0.01 0.9 0.8990317600

0.001 0.9683772234 0.9683460395

0.0001 0.99 0.9899990048

For this example with homogeneous utility valuations and costs, it is inter-
esting to see that all ri are converging to 1 as α → 0: the lower the investment
cost, the better it is to participate because there is a gain at no cost.

But we can say more when α tends to 0:

r1 = r4 = 1 − √
α/

√
(1 − √

α)(1 + r1
√

α) = 1 − √
α(1 + o(1))

where the o(·) is for α → 0. This yields r1 = r2 + o(
√

α). Hence the ri are
asymptotically equivalent, even in relative terms if we consider the difference
with respect to 1 (the failure probabilities) since 1 − r1 =

√
α + o(

√
α) = 1 −

r2 + o(1 − r2), i.e., 1−r1
1−r2

= 1 + o(1).
Finally, we can look at what would happen if the nodes were collaborating,

that is, if they were trying to maximize the social utility defined as

4∑

i=1

ui = r2 + r3 + r1(r2 + (1 − r2)r3r4) + r4(r3 + (1 − r3)r2r1) − α

4∑

i=1

ri

1 − ri
.

Getting the global optimum for (r1, . . . , r4) ∈ [0, 1]4 seems intractable, but we
can easily get numerical values again. Table 2 displays for the same values of
α as in Table 1 the maximum value of

∑4
i=1 ui, the corresponding ris, and the

Price of Anarchy, that is that optimal value divided by the value of
∑4

i=1 ui at
equilibrium. Note that the PoA is necessarily larger than 1. It is interesting to
note that the Price of Anarchy is close to one. It also seems to converge to 1 as
α → 0. In other words, selfishness of nodes does lead to negligible losses with
respect to the cooperative case, particularly as α is close to 0.

3.2 A Simple Example with Unbounded Price of Anarchy

We introduce here another simple example, where the interactions among nodes
do not really form a game (only one node affects the others), but the example
illustrates what can happen in terms of the Price of Anarchy.

Let us consider the topology of Fig. 2, with only Node 1 directly connected
to the target node, and Nodes 2 to n only connected to Node 1. The Nash
equilibrium is easy to compute, since the actions of Nodes 2 to n only affect
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Table 2. Social Optimum and Price of Anarchy in terms of α for the example of
Sect. 3.1

α Optimum (r1 = r4, r2 = r3)
∑4

i=1 ui PoA

0.3 (0.3445638958, 0.5265329288) 0.4924406891 1.06014

0.1 (0.6842015722, 0.7383790483) 1.670241284 1.021059

0.01 (0.9027739526, 0.90999676) 3.208617313 1.000922

0.001 (0.9687904071, 0.969673) 3.747335781 1.0000352

0.0001 (0.9900470095, 0.9900) 3.920006440 1.000000122

0 1 ...

3

2

n−1

n

Fig. 2. A specific topology with n + 1 nodes

themselves and not Node 1. For Node 1, from (1) the Nash equilibrium (NE)
strategy is simply

r1 =
[
1 − √

α
]+ := xNE.

Then Nodes 2 to n all see R′
i = r1, and therefore they all set, again from (1)

r2 = · · · = rn =

⎡

⎣1 −
√

α

[1 − √
α]+

⎤

⎦
+

:= yNE.

Now, let us investigate the globally optimal choices. By symmetry, Nodes 2
to n should set the same reliability level y, and if we denote by x the reliability
of Node 1, the objective function is

n∑

i=1

ui = x − α
x

1 − x
+ (n − 1)

(
xy − α

y

1 − y

)
, (2)

which gives y =
[
1 − √

α
x

]+
, and can be plugged into (2) to compute the optimal

x (we do this numerically to avoid cumbersome algebra). But we can already
notice that the Price of Anarchy is unbounded in general: if we take α = 0.49,
at equilibrium Node 1 selects ri = 1 − √

α = 0.3 which leads all the other
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nodes to select ri = 0, so the social utility is uNE
1 = 0.09. On the other hand,

the optimal social utility is at least the one we would reach with r1 = 0.9 and
r2 = r3 = ... = rn = 0.3, which equals −3.57+0.06n, hence the Price of Anarchy
is at least 2

3n − 40, which increases linearly with n.
To treat our example for a more general set of parameters, Fig. 3 shows the

equilibrium and globally optimal strategies of Node 1, and of Nodes 2 to n. The
corresponding costs are computed according to (2), and are compared through
the Price of Anarchy. As in the previous example, the Price of Anarchy tends to
1 when α tends to 0 (if the cost of reliability is null, all nodes should select ri

close to 1, both at equilibrium and at the socially optimal outcome).
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Fig. 3. Equilibrium and globally optimal strategies for Node 1 (left) and for the other
nodes (center), and Price of Anarchy (right), for the instance of Fig. 2.

4 Analytical Results

While the previous section was dealing with instructive examples, we provide
here general results towards the analysis of Nash equilibria and the resulting
outcome.

A first result, observed on the examples in the previous section, is about the
nodes directly connected to the access point (Node 0):

Proposition 1. For nodes at distance 1 from Node 0, the decision does not
depend on other nodes.

Proof. It comes from the fact that for such nodes, R′
i = 1 because there is a

direct link between i and 0.

We now get interested in the Nash equilibria of the game. Since Nash equi-
libria are fixed-points of best-response correspondences, we first provide results
on best-responses.
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Proposition 2. If fi is concave and ci is strictly convex, Node i has a unique
best response in [0, 1).

Proof. Note that Ri is a linear function of ri (actually Ri = riR
′
i with R′

i the
reliability of the random subgraph where both nodes 0 and i are perfect, and R′

i

does not depend on ri). As a consequence ui(r1, . . . , rn) is strictly concave in ri,
hence the result.

Proposition 3. The game has at least one Nash Equilibrium.

Proof. It is a direct consequence of Rosen’s theorem with concave utility func-
tions, with action sets on a compact, here [0, 1] for each player.

This is similar to what was shown in [3], something expected. Regarding the
equilibrium uniqueness, we can apply existing results to express a sufficient con-
dition, but that condition is difficult to verify in practice:

Proposition 4. Let U(r) be the Jacobian matrix U(x) = ( ∂ui(r)
∂rj∂ri

)1≤i,j≤n. Let
U t(r) be the transpose matrix of U(r). If the symmetric matrix U(r) + U t(r)
is negative definite (that is, for all r ∈ [0, 1]n we have yt(U(r) + U t(r))y < 0
∀y �= 0) the Nash equilibrium is unique.

Proof. It is a sufficient condition of Rosen’s uniqueness result [7].

5 Conclusions

In this paper, we have introduced a specific model for the interactions among
participants (nodes) in an ad-hoc network in terms of reliability investments,
when all nodes want a reliable access to a given point. When nodes are selfish,
the non-cooperative game can be difficult to analyze, but we have proved that,
under reasonable conditions, it always has an equilibrium. We have highlighted
the contrast with globally optimized decisions, for which the investments of
nodes close to the sink are higher than in the non-cooperative setting, due to
the positive externality they create. We have shown that the loss of efficiency due
to user selfishness, measured through the Price of Anarchy, can be arbitrarily
large in general, but is in practice small for many settings (in particular, when
reliability is cheap). This suggests some careful consideration is needed before
deciding whether some coordination should be enforced.
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Abstract. Power management and task placement pose two of the
greatest challenges for future many-core processors in data centers. With
hundreds of cores on a single die, cores experience varying memory
latencies and cannot individually regulate voltage and frequency, there-
fore calling for new approaches to scheduling and power management.
This work presents NuPow, a hierarchical scheduling and power man-
agement framework for architectures with multiple cores per voltage
and frequency domain and non-uniform memory access (NUMA) proper-
ties. NuPow considers the conflicting goals of grouping virtual machines
(VMs) with similar load patterns while also placing them as close as pos-
sible to the accessed data. Implemented and evaluated on existing hard-
ware, NuPow achieves significantly better performance per watt com-
pared to competing approaches.

Keywords: Many-core processors · Power management · NUMA

1 Introduction

The past decade has brought a shift from high-performance single-core processors
to chip multiprocessors (CMPs) integrating from a few tens up to a thousand
cores into one processor die [2,6,10,30]. Increasing the number of cores leads
to larger memory bandwidth requirements; CMPs thus support multiple mem-
ory controllers that are connected to the cores by a network-on-chip (NoC) [3].
Depending on the location of the issuing core and the accessed memory con-
troller, large differences in access latency are observed, resulting in a NUMA
architecture on a single chip.

Chip-level power and thermal constraints have become one of the primary
design constraints and performance limiters [2]. To reduce overall chip energy
consumption, processors support dynamic voltage and frequency scaling (DVFS)
of clocked resources. Depending on the utilization of the cores, the voltage and
the frequency of a core is set to minimize the power consumption while meeting
given performance requirements [5]. The hardware required to allow per-core

c© Springer Nature Switzerland AG 2020
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voltage regulation on CMPs with tens or hundreds of cores is becoming too
costly [21]; instead, multiple-voltage multiple-frequency (MVMF) designs have
been proposed that require all cores within a domain to operate at the same
level [9,13,14,32]. In the following, we refer to CMPs that support per-core
DVFS control as core MVMF CMPs and to those that only allow per-domain
DVFS control as domain MVMF CMPs.

Managing power on CMPs has received considerable attention. Existing work
foremost focuses on minimizing power consumption or optimizing performance
for a given power budget [11,17,24,27,31]. Solutions for domain MVMF CMPs
combine DVFS with thread migration [7,16,18,20,31] to allow for better tailored
DVFS settings by co-locating threads with similar performance requirements in
the same domain. Power management techniques for existing CMPs fall short for
a number of reasons when applied to future CMPs with hundreds or thousands
of cores. Most works assume core MVMF CMPs which limits their applicability
to domain MVMF CMPs. In addition and to the best of our knowledge, no work
considers the NUMA properties of CMPs when managing power for domain
MVMF CMPs, resulting in core mappings that are not optimal with respect to
the locality of the data accessed by individual threads.

This paper presents NuPow, a hierarchical power management technique that
has been built from ground up for domain MVMF CMPs with NUMA proper-
ties. NuPow can be applied to SMP systems as well as non-coherent memory
architectures running individual VMs. We demonstrate the feasibility of the
technique by providing and evaluating a working implementation on the Intel
Single-Chip Cloud Computer (SCC) [14]. Even though this prototype chip is
a decade old, its architecture resembles that of proposed CMPs with hundreds
of cores; the Intel SCC can thus serve as a concept vehicle to demonstrate the
effectiveness of the presented approach. All experiments and measurements are
performed on the architecture itself; i.e., are not simulated and include all over-
head incurred by DVFS transitions, cold cache misses, VM migration, and the
different power management controllers. We compare the proposed technique to
a DVFS-only approach [16] and a method that combines DVFS with VM migra-
tion [20]. Executing load patterns observed in Google’s data centers [33], we
achieve, on average, a 51, 33, and 10% higher performance-per-watt ratio over
standard Linux, DVFS-only, and NUMA-unaware DVFS with VM relocation at
no performance degradation.

2 Motivation and Related Work

2.1 Characteristics of Chip Multiprocessors

Technology scaling, thermal limitations, and the insight that doubling the logic
in a processor core only delivers about 40% more performance have led to the
introduction of chip multiprocessors with tens or hundreds of cores on one pro-
cessor die [3,4]. Architectural characteristics of today’s and future many-core
CMPs impose new restrictions on the design and implementation of operating
systems, in particular, with respect to task scheduling and power management.
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Fig. 1. Measured normalized memory throughput in dependence on the distance (hops)
from the accessed memory controller for different core frequencies on the Intel SCC.

The cores of a CMP are typically organized in a two-dimensional array. The
Kilocore processor, for example, arranges its 1000 cores on a 32x32 grid [2]. A
network-on-chip connects the cores and is used both for inter-core communica-
tion and accesses to memory and external devices such as network or storage
controllers. The flow of data packets through the NoC is controlled by routers;
this routing comes with a small delay. As a consequence, the distance and topol-
ogy of the NoC between the source and the destination can have a significant
effect on the access latency of individual cores to memory. Figure 1 shows the
results of measuring the relative memory throughput on the Intel SCC in depen-
dence on the number of hops between the issuing core and the accessed memory
controller for various core operating frequencies. At the highest frequency of
800MHz, memory throughput drops by 33% when the core is located farthest
away from the memory controller, demonstrating the necessity of NUMA-aware
task placement.

2.2 Power Management on CMPs

A vast body of research has shown DVFS to be an effective technique to limit
power dissipation on core MVMF CMPs. The core observation behind DVFS
is that the clock frequency of a core can be lowered without affecting per-
formance when the core is idle or observes stalls caused by frequent memory
accesses. Equipping every core with a voltage regulator, however, is becom-
ing too costly [21], so domain-level multiple-voltage/multiple-frequency CMP
designs are being proposed. In such domain MVMF designs, all cores in the
same domain share the same voltage and frequency.

The NUMA properties of modern CMP architectures and the constraints
with regards to power management require new approaches that combine task
scheduling with domain MVMF-aware power management. From a power man-
agement perspective only, VMs with similar performance requirements should be
scheduled together on cores in the same voltage and frequency domains in order
to achieve optimal power savings. On the other hand, the NUMA characteris-
tics of the chip require the scheduler to place VMs as close as possible to the
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accessed memory controllers. Furthermore, the scheduler and the power man-
ager may need to adhere to user-defined performance goals such as minimizing
power under constant performance, maintaining Quality of Service (QoS), even
heat dissipation, or maximizing throughput for a given power budget. This paper
introduces NuPow, a cooperative and hierarchical power management framework
for domain MVMF CMPs that balances the independent goals of NUMA-aware
scheduling and MVMF power management to achieve better energy efficiency.

2.3 Related Work

There exists a large body of work focusing on NUMA-aware work scheduling and
the design and implementation of power management techniques for CMPs. One
line of related work considers heterogeneous CMP. Kumar [22] proposes CMPs
composed of cores different power characteristics. Ghiasi [12] proposes CMPs
with cores executing at different frequencies. Both works show that such systems
offer improved power consumption and thermal management. NuPow modifies
the voltages and frequencies of the cores dynamically, without being bound to a
specific hardware heterogeneity. Another line of research has focused on exploit-
ing idle periods. Meisner proposes PowerNap [25] and DreamWeaver [26] that
require hardware support for quick transitions between on- and off-states; the
latter improves the former by batching wake-up events to increase the sleep
periods. NuPow is orthogonal to such approaches.

Several power management techniques have been presented for existing core
MVMF CMPs [7,8,15–17,19,23,24,27,31,34]. Li [23] analytically models to what
extent parallel applications can be parallelized under a given power-budget.
Isci [17] applies different DVFS policies under a power budget and shows that
the best policy performs almost on par with an oracle policy. Meng [27] presents
an adaptive power saving strategy that adheres to a chip-wide power budget
by run-time adaptation of configurable processor cores. Rangan [31] proposes
ThreadMotion, a technique for global shared-memory processors that moves
threads between cores with different power and performance characteristics in
order to improve power consumption. Hardware support is required to make
thread migration more beneficial than DVFS. Cai [7] presents Thread Shuffling
that migrates the hardware contexts of a single parallel application to exploit
non-critical threads; non-critical threads can then be executed at reduced speed.
Ma [24] proposes a solution aiming at a mixed group of single-threaded and
multi-threaded applications and ignores NUMA properties of the CMP. Ima-
mura [15] uses artificial neural networks to control power management and task
placement, and Deng [8], finally, applies DVFS to multiple memory controllers.
Their work is orthogonal to NuPow.

Techniques for domain MVMF CMPs typically propose hierarchical power
management techniques [1,19,28]. Jha [19] classifies and migrates tasks based on
DVFS sensitivity and cache behavior. That work and the approach of Yang [34],
who focuses on multi-stage applications, aim at obtaining the best performance
for a given power budget and ignore NUMA properties. Ali [1] exploits the low-
power states of Intel processors to schedule virtual machines in a NUMA-aware
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manner. Unlike NuPow, these approaches assume global shared memory and a
shared-memory kernel.

The works most closely related to NuPow are Ioannou [16] and Kang [20].
The former work applies DVFS to a static task assignment, the latter combines
task migration with DVFS to obtain a significantly higher performance/watt
ratio. Neither work considers the NUMA properties of CMPs. Both techniques
are evaluated on the Intel SCC which allows for a direct comparison with NuPow
on identical hardware.

3 Hierarchical Power Management

NuPow’s cooperative hierarchical power manager combines VM relocation with
DVFS to achieve optimal power efficiency for domain MVMF CMPs with NUMA
properties.

3.1 VM Relocation

Virtual machines with similar performance characteristics need to be grouped
together in frequency/voltage domains to allow for optimal DVFS settings and,
as a consequence, improved power efficiency. If a VM with a high load is executed
on a core co-located with lightly-loaded VMs in one domain, the entire domain
needs to run at a higher power setting to satisfy the performance requirements
of the busy VM. NuPow relocates VMs to group VMs with similar computa-
tional requirements such that individual domains can run at an optimal volt-
age/frequency setting. Taking data locality into consideration complicates the
situation. Placing a VM away from the memory controllers where its data resides
increases access latency and, in turn, requires a higher operation frequency to
maintain throughput. In the opposite case, moving a VM closer to its data leads
to lower access latency and may allow to run the core at a lower frequency.

3.2 Distributed Power Management

NuPow distributes the power management to a hierarchy of controllers that
match the structure of the underlying MVMF architecture. Located at the lowest
level are core controllers that manage a single core. Each frequency and voltage
domain is controlled by a frequency or voltage controller, respectively, and a
global chip controller sits on top of the hierarchy. The hierarchical structure and
communication pattern improves the NuPow’s scalability and is a natural fit to
the task to be performed at each level.

• The core controllers monitor the performance characteristics of their core,
predict performance requirements, and periodically report this data to the
superordinate frequency controllers. Measured are IPC (Instructions Per
Cycle) and the number of memory operations to determine the memory
boundness of a VM. The required performance is extrapolated based on
weighted collected data.



NuPow: Managing Power on NUMA Multiprocessors 131

• The frequency controllers gather the performance data from the core con-
trollers within their domain and forward the processed data to their superordi-
nate voltage controllers. The frequency controllers also set the clock frequency
of their domain.

• The voltage controllers collect, process, and forward data from the sub-
ordinate frequency controllers to the chip controller. The voltage controllers
are also in charge of setting the operating voltage of their domains.

• The chip controller aggregates the data from the subordinate voltage con-
trollers to compute an VM placement that considers the NUMA affinity of the
VMs and allows for more optimal DVFS settings at the voltage and frequency
domain levels.

4 DVFS and VM Relocation Policies

To allow cloud service providers to offer an undiminished quality of service
while minimizing energy consumption, the focus of NuPow in this paper lies
on optimizing the performance per watt ratio of the overall chip while maintain-
ing throughput. The power management is implemented in the chip controller.
DVFS and relocation algorithms are periodically invoked. Though the former
depends on the latter, the DVFS and relocation policy are separated to support
different combinations of relocation and DVFS policies.

4.1 DVFS Policies

NuPow supports all DVFS policies proposed for hierarchical power manage-
ment by Ioannou [16] and Kang [20]. We compare NuPow against the two works
using the Tile DVFS policy. Tile DVFS sets the voltage to the highest voltage
requested by any of its frequency domains but allows each frequency domain to
run at the optimal frequency that does not sacrifice performance.

4.2 Phase Ordering and Frequency Considerations

To achieve maximum power savings, VM relocation should occur before applying
DVFS because a good placement of VMs allows for better voltage/frequency set-
tings. The frequency of VM relocation and voltage/frequency changes depends
on the cost of the individual operations. The total relocation time is not affected
by the number of relocated VMs because the relocations occur in parallel. Volt-
age changes incur a not insignificant overhead because all cores in the affected
domain are stopped during the voltage adjustment. Frequency changes, on the
other hand, are almost instantaneous and can be performed more often.

4.3 Relocation of Virtual Machines

A näıve algorithm assigns the VM in order of their performance requirements
to the domains. While the resulting placement is optimal in terms of power
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Algorithm 1. Power-optimizing VM Placement
1: function computeRelocationMap(Δm)

2: vms ← set of all VMs with required voltage/frequency

3: for each v ∈ {vhigh, · · · , vlowest} do

4: vdomv ← �|{vm ∈ vms|vm.v = v}|/#vdom�
5: for each vd ∈ vdomv do

6: vd.vms ← add VMs that require voltage v wrt to their data placement

7: vd.loc ← compute location on chip minimizing distance to data of VM

8: fdom ← compute required frequencies for domains in vd

9: for each f ∈ {fhigh, · · · , flowest} do

10: fdomf ← {x ∈ vdom|voltage(x) = v}
11: for each fd ∈ vd do

12: fd.vms ← add VMs that require frequency f wrt to their data placement

13: fd.loc ← compute location within vd minimizing distance to data of VM

14: assign unplaced VMs in descending order of required frequency to free cores in vd

15: if energy(new placement)·(1 + Δm) < energy(current placement) then

16: return new placement

savings, it fails to consider the NUMA-properties of the NoC and the overhead
of relocation. The relocation of a VM is very quick; measurements on a real
system yield an overhead of ≤ 3 ms [20]. Each time a VM is relocated to a
different core, however, the VM will experience cold misses in the local caches
that, in turn, lead to a loss of performance as well as increased memory traffic.
A good algorithm has to balance the benefit of relocating a workload against
the overhead incurred by relocation.

NuPow’s relocation algorithm computes an optimized placement of VMs onto
the cores that allows for an overall lower chip power consumption. Since we
do not trade performance for power savings, the computational load of a VM
determines the minimally required voltage and frequency of the core it is placed
on. The goal of the algorithm is to minimize the number of domains that run
at each domain/frequency and placing these domains on the chip in a NUMA-
optimal way. Algorithm 1 shows the pseudo-code of the placement algorithm.
The algorithm iterates over all available voltages and frequencies (lines 3, 9). For
each voltage v, the VMs requiring that voltage are assigned to a voltage domain
(line 6) and that domain is placed on a free domain such that the total distance
of all VMs contained within to their data is minimized (line 7). The same step
is then repeated within the voltage domain for all frequencies (lines 8–13). If
there are free cores within the domain after this process, yet unplaced VMs are
assigned in descending order of their required frequency (line 14). After all VMs
have been placed, the energy consumption (Sect. 4.4) of the new placement is
predicted and compared to that of the current placement. If the difference is
larger than a given threshold Δm, the new placement is enacted (lines 15–16).
The threshold Δm ensures that the expected energy savings are significant to
avoid relocating VMs with little expected benefit.
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4.4 Energy Model

The power consumption of CMOS logic comprises dynamic, short-circuit, and
leakage power [29]. Voltage and frequency have a significant effect on dynamic
power:

P ∝ V 2f (1)

For a VM assignment with given voltage/frequency levels for the different
domains, the energy consumption over the next epoch t can be approximated by

Estatus quo = t ·
∑

v∈vd

∑

f∈fd(v)

P (Vcurrent(v), Fcurrent(f)) (2)

where Vcurrent(v) and Fcurrent(f) return the current voltage and frequency of a
given voltage or frequency domain.

Relocating VMs may allow for better DVFS settings but incurs an overhead.
The relocation overhead, Oreloc, is the overhead caused by the actual relocation
and the (worst-case) time required to fill the empty cache on the newly assigned
core. The memory overhead, Omem, captures the sensitivity of a workload to the
location of the assigned core on the CMP. The expected energy consumption to
perform the same work after migration is then given by

Ereloc = Preloc · (t + Oreloc + Omem) (3)

Preloc =
∑

v∈vd

∑

f∈fd(v)

P (Vrelocated(v), Frelocated(f)) (4)

Oreloc = trelocation + tcache fill(Frelocated(f)) (5)

Omem = t · throughputstatus quo

throughputrelocated
(6)

where Preloc is computed from offline power consumption data for each frequency
level. The maximum throughput at each frequency and core location is profiled
once offline; the actually required throughput of an application depends on the
core’s last-level cache misses and is measured by the core controllers.

5 Implementation

5.1 The Intel Single-Chip Cloud Computer

NuPow is implemented and evaluated on the Intel Single-chip Cloud Computer
(SCC). The Intel SCC consists of 48 independent cores interconnected by a
routed NoC. No cache coherence is provided for the core-local L1 and L2 caches.
Each pair of cores forms a tile; the 24 tiles are organized on a 6x4 grid. Four
memory controllers in the four corners of the chip provide access to up to 64
GB of memory. An FPGA provides the interface between the CMP and the
management PC (MCPC). Figure 2 shows a block diagram of the SCC.
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Fig. 2. Intel SCC block diagram

DVFS Capabilities. The SCC allows control over voltage and frequency for
cores and the NoC. The right upper hand of Fig. 2 illustrates frequency and
voltage domains on the SCC. In total, there are six voltage domains comprising
four frequency domains à two cores each. The SCC supports seven different
supply voltage levels, however, only four are of practical interest: 1.1V to run at
a frequency of 800 MHz, 0.9V to run at 533 MHz, 0.8V for 400 MHz, and 0.7V
for frequencies between 320 and 100 MHz.

Power Measurement. The SCC provides a number of on-chip voltage and
ampere meters. The total consumed power is computed by multiplying the sup-
ply voltage with the supply current for the entire SCC chip. Experimental results
always report total chip power, i.e., include the overhead caused by the different
domain controllers.

5.2 Virtual Machine Relocation

On a cache-coherent shared memory CMP, VMs can be migrated simply by
pinning them onto a specific core. The Intel SCC does not support a cache-
coherent shared memory space; instead all 48 cores are assigned separate memory
spaces. Copying the volatile state of a VM to the memory of the designated core
would incur a prohibitively large overhead; instead NuPow employs zero-copy
migration by changing the core’s memory mappings to point to the VM’s data.
This, in effect, relocates not just the VM but also the hypervisor running on the
core. The interested reader is referred to Kang [20] for technical details on the
relocation process.

5.3 Domain Controller Implementation

The domain controllers (core, frequency, voltage, and chip) are present in the sys-
tem software running on core; the physical core ID determines which controllers
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Fig. 3. Example of ten distinct workload patterns.

are (de-)activated in a running kernel. After relocation, the kernels check if the
core they are running on requires activation/deactivation of one of the four con-
trollers. Core controllers are active on every kernel. The 24 frequency controller
are activated on the cores with an odd core ID. The six voltage controllers run
on the lower-left core of each domain. The chip controller is located on core 30.

6 Experimental Setup

6.1 Hardware

All experiments are conducted on the Intel SCC [14]. Each core runs a modified
version of the Intel SCC Linux. The on-chip voltage and ampere meters are
queried with a frequency of 10’000Hz. All results report the power consumed by
all 48 cores and the NoC. In particular, since NuPow is implemented entirely in
software and is executed on the cores of the SCC, the result include the power
consumed by NuPow.

6.2 Benchmarks

A benchmark scenario is defined by (1) a number of workload patterns and (2)
a distribution of the workloads to cores.

(1) A workload pattern represents a load pattern experienced by a single VM
and is composed of CPU load and memory load. Figure 3 shows an exam-
ple of 10 different CPU workloads patterns s1-s10. The workload patterns
of the datacenter scenarios are based on data gathered in Google data cen-
ters [33]. We have extracted the workloads of 100 randomly selected physical
nodes in the system over a period of 3,000 s. Time is scaled by factor 10,
i.e., a workload pattern runs for 300 s. This is not in our favor since rapidly
changing load patterns put more stress on relocation. We also employ three
synthetically generated workload patterns to demonstrate the potential of
the presented approach.
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(2) A workload distribution defines the initial placement of the VMs to the
cores on the SCC. The data is always placed in the memory located closest
to the initial placement. Depending on the scenario, between 2 to 40 different
patterns are mapped onto the cores of the SCC.

Benchmark Scenarios. We have generated 26 random scenarios from the
Google cluster data. Each scenario comprises of w distinct workload patterns
that are selected randomly from the 100 Google cluster data workload patterns.
The initial placement of the VMs to physical cores can have a significant effect on
the effectiveness of power management techniques that do not support workload
migration (i.e., the DVFS only technique the proposed approach is compared
against), so each reported result is the arithmetic average of three individual
runs with three distinct initial random placements.

6.3 Comparison of Results

The baseline of the experiments is obtained by running the benchmark scenario
on the SCC at full speed (800 MHz) with no power management. NuPow is com-
pared against the DVFS only approach of Ioannou [16] and the DVFS+migration
technique with its locality-unaware buyer-seller algorithm described by Kang [20]
denoted Buyer-Seller. The hierarchical framework and the DVFS policies for
all three methods are identical. We evaluated the different core migration algo-
rithms using the Tile DVFS policies (Sect. 4.1). For all methods and benchmarks
scenarios, the migration benefit threshold Δm is set to 10%. Migrations are eval-
uated and performed once every 3 s. All benchmark scenarios are executed to
completion.

7 Results

7.1 Varying Number of Workloads

We first evaluate six distinct real-world datacenter scenarios G1-G6 with respect
to a varying number of assigned workloads from 8 to 40. The workload pattern
G1 contains four, G2-G5 seven, and G6 10 distinct workload patterns that are
randomly assigned to the number of workloads (i.e., for the 8-workload case and
G1 we make 8 random selections from the pool containing the four workload
patterns). The initial location of the workloads on the chip can affect the result;
we create three different random assignments and report the average of running
each of the three assignments three times; i.e., each individual result represents
the average of nine runs.

Figure 4 displays the results for the datacenter scenarios G1 to G6 with 8, 16,
24, 32, and 40 workloads running simultaneously. The y-axis shows the perfor-
mance per watt of NuPow relative to DVFS only. We observe that NuPow shows
better relative improvements if the number of active workloads (i.e., active cores)
is between 16 and 32 cores. In the case of 8 workloads, DVFS only manages to
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Fig. 5. Frequency map comparing DVFS only with NuPow for the G6 workload.

do quite a good job (51% over no power management) despite its inability to
migrate workloads because the low occupation still provides sufficient opportu-
nities to apply DVFS. On the other end of the spectrum with 40 cores there are
less opportunities for power savings with or without migration. The best case
are moderately loaded CMPs where NuPow outperforms DVFS only by 25% on
average.

The effect of workload migration is visualized in Fig. 5. The topmost graph
shows the frequency map of DVFS only with the Tile policy for the different
voltage domains. The middle graph shows the frequency map for the same work-
load with the proposed Greedy algorithm. While DVFS only is required to run
most domains at a high frequency for most of the time, we observe that NuPow
is able to group workloads with similar utilization into a few domains and apply
aggressive DVFS on the lightly loaded domains. The bottom graph in Fig. 5,
finally, shows the number of workload migrations over time.
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7.2 Independent Workloads

Figure 6 shows the normalized performance-per-watt over the baseline for 20
datacenter scenarios. Each scenario is composed of 40 independent randomly
selected workloads patterns. NuPow’s NUMA-aware algorithm outperforms DVFS
only by 20 to 40% for each scenario, once again emphasizing the importance of
workload migration for MVMF CMPs. The importance of NUMA-awareness
is visible by comparing the NUMA-unaware Buyer-Seller to the proposed
NUMA-aware Greedy algorithm: the latter achieves a between 7 and 12% better
performance per watt with an average of a 10% better energy efficiency.

7.3 Evaluation of NUMA Affinity

Figure 7 compares the NUMA-unaware Buyer-Seller algorithm against NuPow
in terms of the weighted distance of each workload’s memory load to its memory
controller. The data is show for the same 20 scenarios and is normalized to the
best possible allocation considering only memory affinity. The whiskers show the
standard deviation of the allocations over the entire run. We observe that the
NUMA-aware NuPow algorithm places the workloads significantly closer to the
accessed data than Buyer-Seller.
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8 Conclusion

We have presented NuPow, a NUMA-aware cooperative hierarchical power
management technique for many-core systems with multiple-voltage/multiple-
frequency islands. Combined with dynamic monitoring of each core’s perfor-
mance metrics, this technique allows the power manager to group virtual
machines with similar performance requirements together so that traditional
DVFS policies can apply DVFS settings closer to the optimal setting while at
the same time locate memory-bound workloads closer to their data. In order to
remain scalable, the power manager is implemented in a hierarchical fashion,
logically re-creating the hierarchy imposed by the hardware through the differ-
ent power management domains. NuPow has been implemented and evaluated
on the Intel Single-Chip Cloud Computer. Experiments with a wide range of
real world workload benchmark scenarios show that, on average, the proposed
technique outperforms existing DVFS policies by 33% and by 10% compared to
a NUMA-unaware approach.
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Abstract. Fast-growing cloud computing has a mass impact on power
consumption in datacenters. In our previous study, we presented a power-
saving method for cloud storage systems, where the stored data were
periodically rearranged in a disk array in the order of access frequency.
The disk containing unpopular files can often be switched to power-
saving mode, enabling power conservation. However, if such unpopular
files became popular at some point, the disk containing those files spin up
that leads to increase power consumption. To remedy this drawback, in
this paper, we present a multi-tier power-saving method for cloud storage
systems. The idea behind our method is to divide the disk array into mul-
tiple tiers. The first tier containing popular files is always active for fast
response, while lower tiers pack unpopular files for power conservation.
To maintain such a hierarchical structure, files are periodically migrated
to the neighboring tiers according to the access frequency. To evaluate
the effectiveness of our proposed method, we measured the performance
in simulations and a prototype implementation using real access traces
of approximately 60,000 time-series images with a duration of 3,000 h. In
the experiments, we observed that our method consumed approximately
22% less energy than the system without any file migration among disks.
At the same time, our method maintained a preferred response time with
an overall average of 86ms based on our prototype implementation.

Keywords: Power-saving · Storage system · Cloud computing ·
Content sharing service

1 Introduction

Cloud computing has grown rapidly over the last few decades, resulting in a
dramatic increase in power consumption of datacenters. According to a report
[15], in 2014, datacenters in the US consumed approximately 1.8% of the total
electricity consumption. As a high percentage of the total computing energy is
consumed by storage systems, a number of attempts to reduce storage power
consumption. Many of these studies were essentially based on the commonly
c© Springer Nature Switzerland AG 2020
K. Djemame et al. (Eds.): GECON 2020, LNCS 12441, pp. 142–154, 2020.
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employed technique of skewing the workload toward a small subset of disks,
thereby enabling the other disks to remain in standby (i.e., low-power) mode.
Massive Arrays of Idle Disks (MAID) [5] is one of the first efforts at this approach.
MAID distributed the workload to a subset of disks used as a cache to preserve
data. Popular Data Concentration (PDC) [12] periodically rearranged the data
based on their new access frequencies in a disk array.

In our previous study [11], we proposed a method based on the idea of PDC.
Our method efficiently gathered unpopular files in to a part of the disk array
in an environment where large amounts of files were continuously uploaded.
However, most of the uploaded files were rarely accessed as time elapsed, but
accesses reoccurred occasionally and seemed to happen randomly. The algorithm
proposed in our previous study failed to move the files that became popular again
from the unpopular disks to the active disks.

To remedy this drawback, in this paper, we propose a multi-tier power-saving
method for cloud storage systems for cloud content sharing services. Our method
divides the disk array into multiple tiers. The top tier, consisting of always active
working disks, stores popular files for fast response, while the lower tiers, consist-
ing of archiving disks, pack unpopular files for power conservation. To maintain
this hierarchical structure, files are periodically migrated to the neighboring tiers
according to the access frequency.

To evaluate the effectiveness of our proposed method, we measured the per-
formance in both simulations and a prototype implementation using real access
traces of approximately 60,000 time-series public photographs on 500px [1] for
3,000 h. In the experiments, we measured the performance of power-saving and
response time in a system consisting of two tiers. The results showed that our
method consumed approximately 22% less energy than a system without any file
migration among disks. Moreover, we observed that our method maintained a
preferred response time with an overall average of 86ms based on our prototype
implementation.

The rest of this paper is organized as follows. Section 2 presents related work.
Section 3 gives the details of the system design. Section 4 introduces the power
consumption model for our evaluation. Sections 5 and 6 present the results of our
simulations and evaluation using an implementation. Finally, Sect. 7 concludes
the paper and presents future work.

2 Related Work

There have been a number of studies on saving power consumption in storage
systems (cf. also [4] for a comprehensive survey of this research area). These tech-
niques can be classified into the following three categories according to variations
in their approach.

The first category focuses on popularity and concentrates popular data on
specific disks. Massive Array of Idle Disks (MAID) [5] provides specific disks
that are used as a cache to store frequently accessed data, thereby reducing
accesses to other disks. PDC [12] periodically reallocates data in the storage
array according to the latest access frequencies.
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The second category uses NVRAM to extend the standby mode period by
caching data to a write store. A typical example is Pergamum [10], which uses
NVRAM to buffer write accesses and store data signatures and thus reduce the
number of direct accesses to the disks.

The final category considers redundancy (i.e., data replication). In DIverted
Accesses (DIV) [6], original and redundant data are separated onto different
disks, thereby allowing I/O requests to be concentrated onto the disks that
contain the original data. Hibernator [13] applies the idea of PDC to RAID and
Dynamic Rotations Per Minute (DRPM) [14]. RIMAC [18] provides two-layered
caches, one for storing data and the other for parity conservation. Power-Aware
RAID (PARAID) [17] is another power-saving technique for RAID. It allocates
the replicas in a specific way so that data are collected or spread to adapt to
changes in operational workloads.

Many of these methods mentioned above were targeted at small-scale stor-
age systems. Recently, applications of these techniques to datacenter-scale stor-
age systems have been actively investigated. As a typical example, GreenHDFS
[7] divides Hadoop Distributed File Systems (HDFS) into hot and cold zones.
Another example is a study that used data replication extended from Green-
Cloud [9] for energy-efficient [3]. This method can reduce power consumption,
bandwidth usage, and communication delays substantially.

Our previous study [11] also aims to save power consumption in large-scale
storage systems. That study specifically focuses on the issue of how to efficiently
aggregate workloads in an environment where large amounts of files are con-
tinually uploaded, as typified by the storage systems for cloud content sharing
services. However, as mentioned in the previous section, in that study, files that
became less popular over time became popular again at some point, and it was
impossible to remove it from an unpopular disk. This paper extends the method
of [11] while solving this problem.

3 System Design

Fig. 1. System design.
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Our target systems consist of hundreds to thousands of disks, application
servers, I/O servers, and an index manager. Figure 1 illustrates the overall
design, where the I/O servers are omitted for readability. Each disk is physi-
cally connected to an I/O server and is logically classified into one of the groups
(tiers): Tier 1 to Tier n, and the empty disk pool. The disks in the top tier
(Tier 1) are called working disks, while the rest are called archiving disks. We
assume that our system continuously uploads the files, such as those in real con-
tent sharing service platforms. The application servers manage all I/O requests
from the clients. The index manager provides a lookup service for file accesses
to any working and archiving disks. An application server always writes the files
uploaded by the clients to one of the top tier. After uploading, the index man-
ager assigns each file a unique ID and records it with the disk index in which
the file is stored.

The number of working disks increases one-by-one as clients sequentially
upload files up to an initial number. If the number of working disks reaches the
maximum, any access to a full working disk leads to file migration. At this point,
an archiving disk is added. Then, some of the most unpopular files are migrated
to an archiving disk supplied by the empty disks. The index manager records
the file name and disk index in the archiving disks to which the file is migrated.
If the files are not migrated, the disk index is the corresponding disk itself. File
migration is conducted between neighboring tiers as follows (for 1 ≤ n ≤ n− 1).

Migration from the i-th Tier to i+1-th Tier: This migration happens in
two cases: (1) whenever any disk in the first tier becomes full after clients
uploaded the files, and (2) whenever any disk in the i-th tier becomes full
after the files are migrated from the neighboring disks.

Migration from i+1-th Tier to i-th Tier: This migration happens if the fre-
quency of accesses of a file in the i-th tier reaches the predetermined threshold.
The file is moved to a disk in the i + 1-th tier and then sent to the client.

Here we note that the number of accesses to be migrated is critical because
it affects the whole system. The reason is that if the file is migrated with every
access, we can reduce many accesses to the archiving disks, but it fills the work-
ing disk faster, leading to another migration later. We observed the percentage of
power-saving based on the number of accesses to be migrated, which is described
in Sect. 5. The application server ensures that the total number of files in the
working disks is no more than 30% of the total files of the whole system. If the vol-
ume exceeds its threshold, a new working disk is added to the first tier, enabling
the scalability of the system. At the start of the upload, all files are stored in
the working disks, and the archiving disk does not exist. When the migration
occurs, a disk is pulled from the empty disks and named as the archiving disk
to supply the need to store the migrated files. Another disk is added whenever
a destination archiving disk is full.
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4 Power Consumption Model

Fig. 2. State transitions for three-state disk drive.

A modern disk drive enables dynamic power management, meaning that there
are transitions among the three states called active, idle, and standby modes.
Figure 2 illustrates the state transitions. Data transfer occurs in the active mode.
When a disk is awaiting I/O requests, it is transitioned to the idle mode, where
the disk continues to rotate. A disk in idle mode is transitioned to the standby
mode after a fixed threshold time (the idleness threshold) has elapsed since the
last access. In the standby mode, the spindle is at rest, and the heads are parked,
resulting in power savings.

Table 1. HDD parameter setting.

Symbol Description Value

Dsi Disk capacity 1,000 GB

Dra Average data transfer rate 125 MB/s

Pid Power consumption in idle mode 3.36w

Psb Power consumption in standby mode 0.63w

Pac Power consumption in active mode 5.9w

Psk Power consumption to seek 5.9w

Pup Power consumption to spin up 24w

T rd
sk Average seek time for read 8.5 ms

Twr
sk Average seek time for write 9.5 ms

Ttr Rotational latency 4.16 ms

Tup Spin up time 10 s

Tq Time for current processing I/O requests –

Ttf Data transfer time –

Tth Idleness threshold 85.6 s

Table 1 summarizes the model parameters and the values that we used in our
evaluations. These settings are based on the specifications of the Seagate Desktop
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HDD ST1000DM004 [2]. In the table, the values for Tq and Ttf are unspecified
because they depend on the finishing time of the previous I/O request and the
size of the data transferred, respectively. In our model, the power consumption
of a disk drive executing an I/O request is estimated as the sum of the power
required for transferring data and the power required for state transition. For
example, the total power consumed by a disk in standby mode spinning up and
performing I/O requests is Tup · Pup + Tacs · Pac [mJ], where Tacs denotes the
access time explained below. The response time of access to a disk depends on
the current mode of the disk. When we set Tacs as the access time (I/O request
processing time), Tsk as the seek time, Trt as the rotational latency, and Ttf as
the transfer time, we have an equation as

Tacs = Tsk + Trt + Ttf .

The response time of accesses in each mode is given by

Trp =

⎧
⎪⎨

⎪⎩

Tacs (if it is in idle mode),
Tacs + Tup (if it is in standby mode),
Tacs + Tq (if it is in active mode).

It is critical to set the idleness threshold to a suitable value if we wish
to reduce the power consumption using dynamic power management. A too-
small threshold could result in a frequent spin-up, requiring considerable power
(denoted by Pup). Conversely, a too-long threshold could prohibit state transi-
tions from idle to standby mode, which could further reduce power consumption.
To set a suitable idleness threshold, we use the well-known break-even time tech-
nique, i.e., we determine the amount of time a disk must be in standby mode to
conserve the same energy consumed by transitioning the disk down and back to
the active mode. More precisely, the break-even time (denoted by Tbe) can be
calculated as follows. First, Tbe can be decomposed into

Tbe = Tup + Tmin
sb .

Here, Tmin
sb is the minimum length of the standby mode after completing the

previous I/O request satisfying the following equation:

Psb · Tmin
sb + Pup · Tup = Pid(Tmin

sb + Tup).

This equation means that the total power required to be in standby mode
and spin-up (described as the left-hand side) is equal to the total power required
to remain in the idle mode (described as the right-hand side). From these results,
we obtain

Tbe =
Pup · Tup − Psb · Tup

Pid − Psb
.

In our model, Tbe = 85.6 sec, which we used as the idleness threshold in our
evaluations.
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5 Simulation

5.1 Preparation

Photographs for Simulation. For simulations, we used 63,204 time-series
images from 500px [1], which is an online photo sharing service. All photographs
include the cumulative number of accesses, “likes” (the number showing the
popularity of the photographs voted by users), comments, and tag information of
every hour for 3,000 h. We analyzed the bias of the popularity of each photograph
to evaluate the relationship with the time since they were uploaded.

Analysis of Photographs for Simulation. Figure 3 shows the hourly average
number of accesses of images over 3,000 h. Here, the horizontal and vertical axes
represent the elapsed time and the average number of access per hour, respec-
tively. Consequently, we can assume that many accesses tend to concentrate on
some specific images. Figure 4 shows the distribution of total accesses of each
image after 3,000 h elapsed. The maximum access is 182,669 times, while the
minimum access is only two times. The rate of total accesses in the top 1% of
total images holds almost half of the total accesses, while the rate of accesses in
the top 30% of the total images holds almost 90% of the total accesses. Conse-
quently, we can assume that most of the accesses to the images belong to the
top 30% of the total images. Therefore, we consider that by storing 30% of the
images in the working disks, and the rest (around 70%) in the archiving disks,
we can reduce the power consumption of the whole system. Most (90%) of the
accesses will likely be concentrated on the working disks, and the workload in
archiving disks is at rest, resulting in power consumption reduction.

Fig. 3. Hourly average number of access of images.
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Fig. 4. Distribution of total accesses after 3,000 h.

Parameters and Setting. Based on our system design in Sect. 3 and the
power consumption model in Sect. 4, we developed a simulator. The number of
accesses mimics the access traces of the images mentioned in Sect. 5.1. Table
2 describes the workload setting. In our simulations, the working disks initially
consist of eight disks, while the archiving disks consist of zero disks supplied from
empty disks (21 disks were used at the end of the simulations). The number of
archiving disks increased one-by-one, depending on the file migration from the
working disks.

Table 2. Workload setting.

Type Value

File size 5 MB

Write 26 images per minute

Read data 500px’s image access pattern

Simulation duration 3,000 h

5.2 Simulation Results

We observed the power consumption of our system and compared it to a simple
system in which the same set of files are uploaded to an array of disks (increas-
ing one-by-one) without any file migration, named no-migrating system. The
number and type of disks in this no-migrating system are the same as those in
the proposed system. Because our proposed method focuses on file migration
between disks in different tiers (working disk and archiving disk), it is critical
to define the two main factors for migration. The first factor is unpopular files.
In our experiments, we assume that unpopular files are those with less access
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frequency or with the oldest access time. The second factor is to determine the
number of accesses of files needed to migrate back to any working disk because
the performance of the system would worsen if many migrations occur. We exper-
imented on these two main factors to determine the best migration method for
our proposed system. Table 3 illustrates the result of our experiment on the
percentage of power-saving, where WD and AD represent working and archiving
disks, respectively. The results show that the best result for power consumption
is when we migrate the oldest accessed files from working disks to archiving disk
and when the number of access to old files is more than 10 times.

Table 3. Experiment on percentage of power-saving.

WD→AD AD→ WD

1 access 3 accesses 5 accesses 10 accesses 20 accesses

Number of accesses 17.8% 19.4% 21.3% 22.1% 22.1%

Old accessed time 18.6% 20.0% 22.2% 23% 21.9%

Figure 5 shows the change in the percentage of power consumption of the
best results we described above. Here, the horizontal and vertical axes represent
the elapsed time and the percentage of power-saving. We started measuring the
power consumption between the proposed method and a no-migrating system
after the migration process started. Our proposed system conducted file migra-
tion, while the files stored in the no-migrating system are static. According to
our results, our method performed better with a maximum of 29% less power
consumption. Also, over the 3,000 h, this method consumed approximately 22%
less energy than the no-migrating system.

Since simulation is not enough to evaluate our proposed system, we conducted
a prototype implementation, described in Sect. 6.

Fig. 5. The change of percentage of power-saving.
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6 Experiments on Implementation

6.1 Parameters and Setting

We observed the response time in an environment where the system workload
was the same as that in the simulation described in Sect. 5. Our prototype
consisted of a client server and an application server connected to an array of
12 disks, each of which was equipped with a single 3 TB hard disk drive. We
assumed that the capacity of each disk is 1 TB to match our simulation. Because
of the limitation of our experimental environment, we mimicked the simulation
of our target system in the following way. All the disks were created as RAID
0 and were connected to the app server. The app server consisted of an index
manager mapping the location of each disk and file. We evaluated the response
time by measuring the time from sending requests until the data were delivered
to the clients. To avoid the effect of the cache, we disabled the cache in each
disk before experimenting and erased the memory cache every 30 sec during
the experiment. Since the controller of our RAID 0 disks can only set the spin-
down and spin-up time (for a power-saving mode) to a minimum of 30 min, we
mimicked the spin-down and spin-up time as the same as those in the simulation.
In other words, we mimicked the spin-up time by letting the server wait before
accessing the disk. Also, as described in Table 1, we set the idleness threshold
and the spin-up time to 85.6 sec and 10,000 sec, respectively. Our server network
bandwidth is a 1,000 BASE-T network. We selected three disks as working disks
and the rest of the nine disks as archiving disks. The files we placed on these
disks were the same as those after 3,000 h have passed in the simulation. We
measured the response time of every access for one hour from this point. At the
beginning of this experiment, the number of read and write requests sent to the
application servers was approximately 240,000 requests.

6.2 Implementation Result

Figure 6 and Fig. 7 show the change in the maximum and average, respectively.
The horizontal axis represents the duration of implementation, while the vertical
axis shows the response time. We can see in Fig. 6 that some files had a response
time of more than 10,000 ms, indicating that the files were accessed when the
disks were in power-saving mode. Furthermore, we observed that the files with
a response time over 10,000ms were all stored in the first two archiving disks,
meaning that our proposed method can enable the disk to switch to power-saving
mode. We experimented with the response time of the no-migrating system to
compare it with that in the proposed system. We observed that the overall
average response time of the no-migrating system is 52 ms. Meanwhile, the
overall average of the response time of the proposed system is only 86 ms (Fig. 7).
Although the proposed system performed slower than the no-migrating system,
we still prefer the proposed system because we can reduce power consumption
by approximately 22%.
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Fig. 6. Maximum response time.

Fig. 7. Average response time.

7 Conclusion and Future Work

In this study, we proposed a multi-tier power-saving method in storage systems,
targeting cloud content sharing services. The main objective of this study was
to reduce the number of accesses in disks that are in power-saving mode. We
presented a method that performed data migration between two subsets of an
array. One subset, working disks, was always in the active mode, and the other
subset, archiving disks, switched to power-saving mode whenever there was no
access after a threshold of time. By migrating the files between archiving disks
and working disks, we could reduce the number of accesses, enabling power con-
servation. To evaluate our proposed system, we conducted a simulation by mim-
icking the actual social service using approximately 60,000 time-series images.
The simulation showed that our system consumed a maximum of 29% and an
average of 22% less energy compared to the system with no file migration among
the disks. Furthermore, our prototype showed that although there is file migra-
tion among the disks, our system still could offer a preferred response time of
86ms in the overall average.
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In future work, it is critical to investigate migration factors because we only
focused on the oldest accessed time and number of accesses. Recently, some
studies apply machine learning to predict the number of views of a file before it
is uploaded [8,16]. These studies could precisely predict the popularity of files
by using the file itself, its content, and its social context. It would be interesting
if we could apply this technique to our system by predicting the popularity of
files to find the unpopular files to migrate to the archiving disks.
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Abstract. Live migration of virtual machines (VMs) is an important
tool for data center operators to achieve maintenance, power manage-
ment, and load balancing. The relatively high cost of live migration
makes it difficult to employ live migration for rapid load balancing or
power management operations, leaving much of its promised benefits
unused. The advance of fast network interconnects has led to the devel-
opment of distributed shared memory (DSM) that allows a cluster of
nodes to utilize remote memory with relatively low overhead. In this
paper, we explore VM live migration over DSM. We present and evalu-
ate a novel live migration algorithm on our own DSM implementation.
The evaluation of live migrating various VMs executing real-life work-
loads shows that live migration over DSM can reduce the total migration
time by 70% and the total amount of transferred data by 65% on average.
The absolute average total migration time of only 1.1 s demonstrates the
potential of live migration over DSM to lead to better load balancing,
energy management, and total cost of ownership.

Keywords: Virtualization · Distributed shared memory · Live virtual
machine migration · Cloud computing

1 Introduction

The growing size of datasets in modern memory-intensive workloads presents
unique challenges to cloud computing infrastructure and the underlying system
software. To process such workloads, Amazon EC2, for example, offers instances
with up to 24 TiB of RAM [2]. In this context, two challenges are of particular
interest: (1) the total memory footprint of such workloads does not fit into the
physical memory of a single machine, and (2) the working set size fluctuates
strongly over time. While the first challenge could be addressed by paging to
secondary storage, such a system would need to encompass both a large physical
memory and abundant fast secondary storage - both measures that render it
difficult to efficiently utilize memory resources and that increase the total cost
of ownership (TCO) of a data center.

Distributed shared memory (DSM) has long been proposed as a remedy to
solve the problem of limited local memory. DSM provides a unified address space
across a cluster of physical machines that can be accessed by any machine, whether
the accessed memory is local or remote. This allows to allocate more memory for
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Fig. 1. DSM live migration

running workloads than is physically available on the host it is running on. DSM
also enables elastic use of memory across physical node boundaries which helps
to raise the overall memory utilization and lower the TCO of a cluster. Despite
the many advantages of deploying DSM in data centers, however, DSM has been
deemed impractical in production environments due to its significantly longer
latency to access remote memory. The recent advances in fast network intercon-
nects are rapidly closing the gap between local and remote memory accesses. For
example, an off-the-shelf commodity Mellanox ConnectX-6 network interface card
(NIC) achieves sub-microsecond access latencies and 100 Gbit/s bandwidth over
remote direct memory access (RDMA). This modern high-performance network-
ing hardware revives the idea of DSM in the era of cloud computing, and recent
research shows that DSM can provide on-par performance compared to running
applications entirely in local memory [8,9,13,15,17,20].

In addition to DSM achieving higher utilization of memory resources, it also
enables novel optimizations for virtualized environments. Live migration of a vir-
tual machine, i.e., the act of moving the execution context along with all volatile
data of a VM from one physical host to another while the VM is running, not
only enables data center operators to perform maintenance on physical machines,
but also to balance the load between physical hosts [19]. If a physical machine is
running low on resources, some VMs are live-migrated away to avoid a resource
overload and provide a better service. On the other hand, consolidation of VMs
from lightly-loaded hosts on fewer nodes can help lower the energy consumption
and TCO of a data center.

This paper focuses on live migration of VMs in a DSM environment. While
traditional approaches copy the entire volatile state of a VM - including its
main memory and paged out data on secondary storage - from the source to the
destination host, the novel approach presented in this work employs the local
memory as a cache for DSM. When migrating a VM, only the local cache of
the VM’s volatile data needs to be migrated since all other memory is directly
accessible through the DSM (Fig. 1).

We first present the design and implementation of DSM that is tailored to
virtual environments. The DSM uses RDMA to reduce remote memory access
latency and runs VMs without a significant performance degradation even under
a highly memory-constrained environment. We then discuss a novel VM migra-
tion algorithm employing DSM to reduce the total migration time by sending
only the contents of the local memory to the destination. An evaluation of VMs
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Fig. 2. VM live migration overview.

running modern memory-intensive applications demonstrates that, on average,
the presented approach is able to reduce the total migration time by 70% and
can migrate large-memory VMs almost instantly.
The contributions of this paper are as follows:

(1) A high-performance DSM for virtualized environments that runs applica-
tions without a noticeable performance degradation on DSM.

(2) A novel DSM-based VM live migration algorithm that does not require an
entire memory copy.

(3) An implementation and evaluation of the techniques in QEMU/KVM.
(4) Results that show almost instant live migration of VMs running various

realistic workloads.

2 Background of VM Live Migration and DSM

This section briefly introduces VM live migration and distributed shared memory.

2.1 VM Live Migration

Live migration is a technique that moves a running VM from one physical host
to another without stopping the execution of the VM. The main action of live
migration consists of copying the entire volatile state of the VM, including its
memory, from the source machine to the destination host. The memory of a VM
can be copied before or after moving the execution state (VCPU register values,
device driver states) to the destination host. The VM is only briefly stopped
during the transfer of the execution state. Figure 2 shows the different phases of
live migration.

Prepare: In this phase, the source starts to copy the volatile state of the VM
(mostly the data in the memory) from the source to the destination host. Since
the VM keeps running on the source, it may alter memory that has already
been transferred to the host, therefore pre-copy-based live migration algorithms
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iteratively copy the modified state to the destination host. Pre-copy enters the
Stop phase when the amount of dirtied memory falls below a certain threshold.
The VM experiences a minimal performance degradation during the Prepare
phase caused by the tracking of dirtied memory pages.

Stop: In this phase, the VM is stopped on the source, and the states of the
VM on the source and the destination host are synchronized. When the syn-
chronization completes, the VM is resumed on the destination host. The length
of the Stop phase depends on the amount of data to be synchronized, and the
minimization of this phase is typically an important optimization goal of live
migration algorithms.

Resume: This phase only exists in live migration algorithms that do not transfer
the entire state in the Prepare and Stop phase. During the Resume phase, the
destination host fetches the remaining volatile state from the source host in
the background. Data accessed by the VM that still resides on the source is
reactively fetched from the source which typically leads to a heavy performance
degradation of the VM. Post-copy-based live migration operate in this manner.
The advantage of this technique is that it effectively reduces the total amount of
data to be transferred by skipping the iterative pre-copy phase; however, accesses
to data still residing on the source can severely degrade the performance of the
VM.

2.2 Performance Metrics of VM Live Migration

To accommodate large in-memory workloads, cloud service providers have begun
to offer VMs with tens to thousands GiBs of memory [2,6,7]. Despite the
increased network bandwidth, migrating such large amounts of data not only
takes a long time but also consumes a large amount of network bandwidth;
optimization of several performance metrics is thus of importance. The major
performance metrics of VM live migration are:

• The totalmigration time denotes the time from start to end of the migration.
• The downtime represents the duration of the stop phase, i.e., period during

which the VM is unavailable to the user.
• The total transferred data measures the total amount of data transferred

from source to destination.
• Performance degradation is a measure representing the performance

degradation experienced by the VM during live migration such as reduced
throughput or increased service latency.

2.3 Distributed Shared Memory

Distributed shared memory (DSM) provides a global shared address space for
all machines in the same cluster. DSM provides an easy-to-use communication
mechanism for distributed applications. It also enables the execution of appli-
cations with a large working set that does not fit into the memory of a single
machine (Fig. 3).
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Fig. 3. DSM design

DSM can be implemented using hardware-based or software-based
approaches. In this paper, we focus on software-based DSM. A common practice
of software-based approaches is to implement DSM using virtual memory. The
virtual-to-physical address translation process enables interception of accesses
to locations outside the local memory of a machine and redirection to the DSM.
The overhead of remote accesses is minimized by designating a portion of the
local memory as a cache for DSM.

The main obstacles of deploying DSM are the comparatively slow remote
memory accesses and the high cost of maintaining a coherent view of DSM in
the presence of local caches. To overcome the first obstacle, we employ RDMA
(Remote Direct Memory Access) to minimize the software overhead of a remote
memory access. The second obstacle is avoided by the observation that VMs do
not share memory and thus no explicit coherence management is necessary.

2.4 Why DSM for Virtual Machines?

The major cloud service providers now provide large memory VM instances
with up to 24 TiB of memory [1,6,7]. DSM is an efficient way to implement such
large memory instances. DSM allows the machines of a cluster to share mem-
ory and thus helps increasing the overall memory utilization of the cluster. In
addition, modern data-intensive workloads exhibit dynamically changing work-
ing set sizes, which implies that a relatively small local memory on the server is
sufficient to run the application without a significant performance degradation.
The live migration cost of large-memory VMs provides another motivation for
deploying DSM in virtualized environments. Large-memory VMs tend to experi-
ence significantly higher migration costs and have been reported as a reason for
service disruption in production clusters [3,19]. DSM can reduce the cost of VM
migration by significanly reducing the amount of memory to be copied, which
makes deploying DSM further attractive. We expect that cloud service providers
will start deploying DSM in their datacenters in the near future.
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3 DSM Design for Virtualized Environments

This section discusses the design choices of our DSM specialized for virtualized
environments and presents a novel live migration approach aimed at exploiting
the benefit of our DSM implementation.

3.1 Assumptions on DSM

The presented DSM makes the following assumptions:

• The DSM provides a cluster-wide shared memory address space.
• The DSM relies on the virtual-to-physical address translation mechanism of

the host operating system to allow transparent access to remote memory.
• The working set of an application is copied into local memory for direct access

and to hide the remote memory access latency through a transparent caching
mechanism.

• The DSM does not provide transparent cache coherence. Coherent memory is
supported but requires explicit API calls before synchronization points. This
greatly simplifies the design of the DSM and achieves far better performance
than software-based transparent cache coherence.

Unlike traditional DSM designs, we assume that only one application (a VM)
exclusively accesses its DSM-backed memory address space and data sharing
is only enabled upon request. These properties are sufficient to execute VMs
on DSM and allow VMs to run with little performance degradation. Any DSM
implementation that shares the same characteristics can be easily modified to
support the presented live migration algorithm in this paper.

3.2 DSM Components

This section briefly introduces the design of the DSM, how to allocate memory
to a VM (or an application), and the discusses the components of the DSM.

User Interface. The DSM is implemented as a kernel module and exposed to
user space as a character device. The virtual machine monitor (VMM) or regular
applications use this device to reserve the desired amount of distributed shared
memory. The memory is mapped into the virtual address space of the VM by the
VMM. To the VM, the entire memory space appears as local physical memory,
i.e., the VM is not aware that it is running on top of DSM.

OS Service. Our DSM kernel module provides the illusion of a single address
space covering both local and remote memory. It transparently manages an area
of local memory as a cache for recently accessed DSM. Accesses to remote mem-
ory cause a page fault which is handled by the DSM kernel module. The accessed
page is fetched from the remote node and brought into local memory. If the local
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Fig. 4. DSM live migration timeline

cache is full, a victim page is selected and written back to remote memory to
make room for the new page. Another task of the OS service is to balance memory
requests across the cluster. The service communicates with the memory nodes
and distributes memory allocation requests nodes with low memory pressure.

Memory Nodes. All nodes in the cluster act both as providers and consumers
of DSM. A consumer node may send several requests to different nodes that then
reserve the requested amount in their local memories. A centralized approach
with one or separate pool of memory nodes (called as memory disaggregation
and gaining popularity in the recent days) is also possible and does not change
the semantics of the presented DSM and live migration algorithm as long as all
remote memory is accessible from both the source and destination host.

3.3 DSM-Optimized Live Migration Algorithm

In traditional environments, the volatile state of a VM is local to a host and thus
needs to be copied to the destination in its entirety to enable live migration. In
a DSM environment, however, all memory except the data cached in local nodes
is visible from any node in the cluster. This allows us to design a novel live
migration approach that eliminates most of the state transfer in the Prepare
phase. Figure 4 shows a timeline of the events in DSM-optimized live migration.
We first explain the necessary steps of the live migration algorithm on the source
node.
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Fig. 5. DSM live migration example

Step 1: Preparation. The source node notifies the destination node of the
imminent migration. The destination host performs the necessary initialization
such as starting an empty process for the VM. This step takes only a negligible
amount time with respect to the total migration time.

Step 2: Iterative Pre-copy. The first task of the iterative pre-copy algorithm
usually encompasses sending the entire memory once to the destination. The
presented DSM-optimized algorithm, however, only needs to send the pages that
exist in the local cache. Memory residing in a remote node does not need to be
transferred since the data can be accessed directly from the destination node.
Note that in post-copy mode, this step is executed after the following step 3.

Figure 5 shows an example of iterative pre-copy under DSM. In the first
iteration, the VMM marks all pages as dirty in order to transfer the entire
memory to the destination. For a VM using DSM, however, only a subset of
all pages exists in the local memory. The example shows that four pages with
index 2 to 5 are cached in local memory. In the first iteration, all pages are
marked dirty. The set of pages to be sent to the destination is given by the
intersection of the dirty and the local pages. During the data transfer of the first
iteration, the VM keeps running and modifies pages 2, 4, and 8. In the second
iteration, again the intersection of all local pages (pages 4, 5, and 7) and dirty
pages (pages 2, 4, and 8), that is, page 4, is sent to the destination. Pages 2 and
8 were modified but have already been synchronized with their remote copy, so
they do not need to be transferred. In these two iterations, a total of five pages
need to be transferred to the destination with our DSM-optimized algorithm.
The original pre-copy algorithm would have to send 11 pages (8 in the first, 3 in
the second iteration) in total.
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Step 3: Synchronization. In the synchronization phase, the VM is stopped, so
no pages are dirtied at the source anymore. The dirtied and local pages are sent
in a last iteration along with the VM’s CPU and device state. In this step, the
DSM-optimized algorithm also transfers the DSM metadata to the destination
host. The DSM metadata for a VM contains the location of all remote memory
pages and is required on the destination node to access the remote data of the
VM.

Step 4: Cleanup. In this last step, the VM is terminated on the source host.

Destination Node. The tasks of the destination are simpler than those on the
source node. Two additional steps are required to correctly complete the DSM-
optimized VM migration. At the beginning of every iteration, the destination
receives the status of DSM-local pages from the source. The destination computes
the intersection of DSM-local pages from the source and DSM-local pages on the
destination. Then the destination purges all DSM-local pages that do not belong
to the intersection an can thus be restored from remote memory. The purged
pages are reused to hold new DSM-local pages sent from the source; this allows
us to limit the amount of local memory required for VM live migration on the
destination node. Second, in the stop phase, the destination receives the DSM
metadata from the source node and maps it into the address space of the VM
on the destination host to enable access to its data.

4 Implementation

This section gives some implementation details of the DSM and the modifica-
tions to QEMU/KVM required to support the DSM-optimized live migration
algorithm.

4.1 Linux Kernel DSM

Our DSM is implemented in a Linux kernel module. The kernel module maps
the DSM as a character device node into user-space. DSM-backed memory is
obtained by invoking the mmap system call on that device node. The returned vir-
tual address range represents a distributed memory region. This virtual address
range is not mapped to any memory initially. Accesses to unmapped addresses
trigger a pagefault that is handled by our DSM module. The module maps the
accessed page to local or remote memory.

Resolving a Pagefault. The early pagefaults are resolved by allocating mem-
ory from local memory. We request a 4 KB page from the kernel, map the page
to the faulted address, and let the application continue. As the VM continues
to access more pages in its virtual address space, the size of the locally allo-
cated pages will eventually hit the set limit allowed for caching DSM data. From
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this point on, the kernel module starts to page out pages that have not been
accessed recently to remote memory. To do so, it first finds a node with sufficient
free memory to back up the part of the data in the local memory, then reserves
the required amount on that node, and finally copies the victim page(s) to the
remote node. If a pagefault is to a paged-out address, the kernel fetches the data
from the remote node, places it in a local page, updates the page tables, and
then lets the VM continue.

Background processes running on all nodes of the DSM periodically exchange
information about the available free memory. Donor nodes are selected on-
demand using the worst-fit policy. The minimum memory request size is 64 MB
to reduce the overhead of DSM metadata. The donor node allocates a contiguous
address range in its memory, and the kernel module maps a part of the VM’s
virtual address space to this area. Victim pages are selected by an approximate-
LRU algorithm implementing a CLOCK policy [4].

Memory Server. Each memory node in the DSM cluster runs a daemon to
serve memory requests from other nodes. Each memory server is connected to
all other nodes. Memory allocation requests are handled using remote procedure
calls (RPC). In response to an allocation request, the memory server locally
allocates memory using malloc and registers the area for RDMA. After the reg-
istration is complete, the memory server replies to the request by sending the
allocated memory’s DSM metadata which is used by the requesting node for
later accesses.

4.2 Userspace DSM Library

To allow the implementation of our DSM-optimized live migration technique
in userspace, a userspace library is available that provides the necessary API.
The API implements the following functionality: (1) set local DSM cache size,
(2) read status of local DSM page, (3) make a DSM region persistent, (4) drop
specific pages of a DSM region, and (5) provide access to DSM metadata. The
library is used by the DSM-optimized algorithm presented in Sect. 3.3.

4.3 DSM Live Migration Implementation in QEMU/KVM

We implement the DSM-optimized VM live migration technique in the most pop-
ular VM hypervisor, QEMU/KVM [5]. QEMU/KVM has been widely adopted in
production clouds, hence adding the new feature to QEMU/KVM will allow for
an easy adoption of the new approach into existing data centers. The functions
enabling live migration over DSM are implemented in a library so the technique
can be easily accessed by other hypervisors such as VMware and Xen.

Starting a VM on DSM. QEMU/KVM internally allocates a contiguous
address range from anonymous memory using mmap. Modifying QEMU/KVM
to use DSM-backed memory is trivial: the only necessary change is to provide



Instant Virtual Machine Live Migration 165

a file descriptor to the DSM device node instead of a NULL pointer to signal
anonymous memory. The DSM kernel modules transparently handles all accesses
to memory of a VM, local or remote, so VM itself requires no modification and
can make use of DSM-backed memory transparently.

DSM Live Migration in QEMU. QEMU/KVM supports many live migra-
tion techniques out-of-the-box with a clean API. Adding a new live migration
technique requires describing the parameters of the new live migration technique,
then QEMU automatically generates the boilerplate code. The DSM-optimized
live migration algorithm is implemented with around 350 lines of code. The code
mainly invokes the DSM userspace API to retrieve a page’s status, to obtain a
list of dirtied pages and compute the pages to be transferred, and to send a few
messages from the source to the destination to synchronize the live migration
steps between the source and the destination.

5 Evaluation

This section evaluates the DSM-optimized live migration technique and com-
pares it with DSM-unaware pre-copy as available in QEMU/KVM.

5.1 Test Environment

The source and destination nodes are equipped with an Intel(R) Xeon(R) Silver
4114 2.20 GHz processor (10-core, 20-thread) and 64 GiB of local memory. Each
machine runs Ubuntu 18.04 with Linux kernel version 5.3.7. The machines are
connected by a ConnectX-4 56g Infiniband NIC with a theoretical bandwidth of
56 Gbit/s and a latency of 0.6µs. The DSM and VM live migration traffic share
the same Infiniband connection and can interfere. The VM network is physically
separated and uses a 1 Gbit/s Ethernet NIC. QEMU/KVM version 4.2 provides
the hypervisor, and the VMs run Ubuntu 18.04 as their guest OS. The VMs
use network-attached storage to access their disk images. VM disk I/O traffic is
routed through the VM network. All VMs used in the experiments are equipped
with 4-VCPU and 8 GB of local memory. The local memory is limited by our
DSM depending on the evaluated scenario.

5.2 Workloads Used in the Evaluation

The presented live migration technique over DSM is evaluated with a wide range
of applications from high-performance parallel processing benchmark suites (Par-
sec, NPB, and Spark) and the CIFAR10 Tensorflow inference benchmark. All
applications run with four threads to fully utilize all available cores. The total
memory footprint of the applications is 2.5 GB on average. The average working
set size (measured by scanning the access bit in the page table) over a 60 s win-
dow is 1.2 GB on average with a standard deviation of 877 MB. The workloads
have dynamically changing working sets and the memory footprints are large
enough to stress the DSM.
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Fig. 6. Application performance on DSM

Fig. 7. Total migration time of the DSM approach and the baseline

5.3 Application Performance on DSM

We first show that DSM is a viable option for a virtualized environment by
evaluating application performance degradation in dependence of the allocated
local memory. We tested application performance in a VM by limiting the DSM
local memory size against the application’s total memory footprint. The baseline
is obtained by running the VM entirely in local memory; sufficient memory is
available such that no paging occurs. Figure 6 shows the application performance
of DSM-backed-storage normalized to the baseline; note the log-scale of the Y
axis.

The results in Fig. 6 show that all applications run without noticeable perfor-
mance degradation with 80% of local memory. Even in the extreme case of only
providing 30% of the total memory footprint as local memory, more than half
of all applications show a high tolerance with a slowdown of under 2. Note that
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the tested applications are all memory-bound, so we expect that less memory-
intensive applications such as smaller databases and web service application will
show even better tolerance than the evaluated applications.

5.4 Performance of DSM-Optimized Live Migration

Next, we present the results of our DSM-optimized live migration algorithm
applied to VMs running the applications from Sect. 5.3. The DSM-optimized
approach is compared to the pre-copy algorithm implemented in QEMU/KVM.
QEMU/KVM supports optional data compression to reduce the amount of trans-
ferred data. However, we found that data compression is counterproductive since
the compression algorithm cannot saturate the fast network links. As a conse-
quence, data compression is not enabled for the baseline and our DSM-optimized
migration technique.

Figure 7 the total migration time of the presented DSM-optimized live migra-
tion algorithm compared to QEMU/KVM’s pre-copy algorithm. The y-axis rep-
resents the absolute total migration time in seconds, the x-axis five representative
applications with at 30%, 50%, 70%, and 100% of the total application memory
footprint in local memory. The Infiniband NIC is used in IPoIB (IP over Infini-
band) mode and the TCP protocol for the data transfer. The result shows that
the presented approach clearly outperforms the baseline. The more memory is
remote, the better performs the DSM-optimized live migration. For example,
with 30% local memory, the source needs to send at most 30% of the total VM’s
memory in one iteration. Note that our approach also outperforms QEMU’s
pre-copy with 100% of VM memory kept locally. This seemingly counterintu-
itive result stems from the way zero pages are handled. Zero pages are pages
whose contents are only 0s; QEMU excludes such pages to reduce the amount of
data transferred. While QEMU has to inspect every page to determine whether
it is a zero page or not, this information is readily available in our DSM, which
considerably speeds up the detection of zero pages and leads to overall better
performance. On average, our approach reduces the total migration time by 70
and the downtime by 8%. The total amount of transferred data is reduced by
65% at a 30% local memory ratio setting.

Overall, these results are very promising and show the potential of DSM-
backed virtualization. Live migration needs to be fast when a node experiences
a shortage of resources. It is reasonable to assume that in this case, the ratio of
local memory has already been reduced at least for some VMs; and migrating
such VMs away from the overloaded outperforms standard live migration by a
factor 2–4.

6 Related Work

VM live migration and DSM have more than a decade of history. In this section,
we introduce previous work and highlight our contribution.
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VM Live Migration. Clark [11] first presented the pre-copy approach and
showed that a VM can be migrated seamlessly with its workload After the incep-
tion of pre-copy, many follow-up works have presented optimization techniques
to make live migration more efficient. Hines [14] presented the post-copy app-
roach which trades VM performance for a reduction in the transferred data and
a shorter downtime. Many works have shown optimization techniques for live
migration performance that can be applied to both pre-copy and post-copy. In
difference to this work, most of the published research focuses on VMs with a
small amount of memory of up to 10 GiB. VM workloads have changed signif-
icantly along with hardware improvements, ubiquitous parallel processing, and
much larger working set sizes than a decade ago. We argue that it is the right
time to think about a fundamentally different approach for VM live migration;
such as, for example, the DSM approach presented in this paper.

Distributed Shared Memory. DSM also has a long history in the computer
systems, and many different designs have been proposed. In this paper, we focus
on executing VMs or unmodified processes on a mix of local and remote memory
to improve overall utilization of memory resources. One early work on this topic
is NSwap [16]. As the name implies, it implements a swap device using remote
memory as secondary storage. It is a special kind of DSM that does not support
cache coherence, naming, and data sharing but provides a simple way of space
sharing of the cluster of memory. Many follow-up works show some promising
aspects of using remote memory as an extension of local memory, however, none
of them were realized in a production environment due to the slow networks and
insufficient computation power of that time. Similar ideas have been revived with
the significant advances in networking hardware in recent days [8,9,12,13,15,20].
The performance gap between local and remote memory access is now quite
close [10,18], and we expect this trend to continue with optical networks.

Many recent works on this topic show promising results of running appli-
cations on a mix of local and remote memory; in difference to this work, they
focus on native applications and not virtual machines. Certain types of appli-
cation have been shown to perform well even in highly memory-constrained
environments; a results that makes DSM for virtual environments even more
promising.

7 Conclusion

This paper has presented a design for distributed shared memory tailored at vir-
tualized environments. A novel DSM-optimized live migration algorithm makes
use of the DSM’s properties to improve several metrics of VM migration. The
presented approach is able to significantly reduce both the total migration time
and the downtime of large memory VMs and enables almost instant VM live
migration for moderately-sized VMs.
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Abstract. Live migration of virtual machines (VMs) enables mainte-
nance, load balancing, and power management in data centers. The cost
of live migration on several key metrics combined with strict service-level
objectives (SLOs), however, typically limits its practical application to
situations where the underlying physical host has to undergo mainte-
nance. As a consequence, the potential benefits of live migration with
respect to increased resource usage and lower power consumption remain
largely untouched. In this paper, we argue that live migration-aware
SLOs combined with smart live migration algorithm selection provides
an economically viable model for live migration in data centers. Based on
a model predicting key parameters of VM live migration, an optimization
algorithm selects the live migration technique that is expected to meet
client SLOs while at the same time to optimize target metrics given by
the data center operator. A comparison with the state-of-the-art shows
that the presented guided live migration technique selection achieves sig-
nificantly fewer SLO violations while, at the same time, minimizing the
effect of live migration on the infrastructure.

Keywords: Live migration · Live migration modeling · Data center

1 Introduction

Millions of virtual machines run in data centers of large Infrastructure as a Ser-
vice (IaaS) providers. Virtualization enables service providers to achieve a higher
utilization of their infrastructure whilst providing isolation between the multiple
co-located tenants [4]. A key technology to achieve high availability and resource
utilization in warehouse-scale computing (WSC) is live migration. Live migra-
tion transfers a running VM from one host to another and enables operators to
balance the load between hosts, to perform maintenance on hard- and software,
and to reduce the data center’s energy consumption by consolidating VMs onto
fewer machines. Various cloud resource management systems propose employ-
ing live migration for consolidation and load balancing [13,26,29,35], however,
live migration in commercial data centers is still mostly used for maintenance
only. Google, for example, migrates over a million VMs every month to perform
maintenance on hard- and software in its data centers [11,28].
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Fig. 1. High-level organization of the presented framework.

Despite the economical benefits of reduced energy consumption and higher
resource utilization, a number of reasons wide-spread adoption of live migration
a means to load balancing and power savings in data centers. First, live migration
causes a small performance reduction of the migrated VM. This makes it difficult
to fulfill end-user SLOs guaranteeing a certain throughput and high availability.
Second, live migration increases the network traffic and CPU load in the data
center. Violated SLOs and additional resource usage both incur a short-term
financial cost to the operators while the mid- to long-term benefits are harder
to quantify [34]. The resulting immobility of VMs is one of the root causes for
resource underutilization in data centers as is evident from Alibaba and Google
clusters utilization data that shows large opportunities for improvement [2,4,12].

This paper makes the case that new SLOs that take into account the charac-
teristics of live migration combined with smart live migration open new oppor-
tunities for economical live migration in WSC. SLOs that permit a certain per-
formance degradation enable live migration of such VMs without incurring a
financial penalty. This allows data center operators to apply live migration more
frequently and achieve higher resource utilization and a lower total cost of own-
ership (TCO). This, in turn, allows for new VM pricing models and increased
competitiveness.

The main obstacle to live migration-aware SLOs the inability to accurately
quantify the effect of live migration on the VM and the data center. The perfor-
mance degradation of a VM during live migration depends on multiple factors
that include the employed live migration technique, the size of the VM, and
the workload running in the VM. Similarly, the effect on resources of the data
center such as consumed network bandwidth and CPU utilization needs to be
quantifiable.

To this end, this work presents a framework for economic live migration in
data centers; Figure 1 shows its high-level organization. At the core of the frame-
work is a model that predicts several key metrics related to live migration under
consideration of the live migration technique, the VM, and the data center. The
framework considers the SLOs of the VMs and migrates VMs whose migration is
expected to fulfill the SLOs of all involved VMs. The model is able to predict five
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Fig. 2. Live migration phases.

key metrics for the nine most common live migration techniques in a heteroge-
neous data center. The proposed live migration-aware SLOs define the maximum
duration and performance degradation an end-user is willing to accept during
live migration. The presented framework is evaluated in a small heterogeneous
data center. The framework is able to migrate VMs with far fewer SLO viola-
tions than any single static live migration technique, demonstrating that, when
applied judiciously, live migration has the potential to lead to more flexibility,
higher resource utilization, and a lower TCO in commercial data centers.

The remainder of this paper is organized as follows. Section 2 discusses live
migration and its metrics. Sections 3 and 4 presents the model and the end-
user SLOs. Section 5 details the experimental setup and evaluates the presented
framework. Section 6 discusses relevant related work, and Sect. 7 concludes this
paper.

2 Background

2.1 The Anatomy of Live Migration

Migrating a VM from one physical host to another requires transferring the
entire volatile state of the VM. The volatile state of a VM includes its memory
contents, the execution context, and device buffers. With typical VM memory
sizes from four to tens of gigabytes the transfer of the main memory dominates
the migration overhead [7].

Live migration can be divided into three distinct phases (Fig. 2): prepare,
stop-and-copy, and resume. In the prepare phase, part of the VM’s memory is
transferred to the destination host, while the VM keeps running on the source.
It is possible that the VM experiences a performance degradation that is caused
by the additional resource consumption of the migration technique. The prepare
phase is succeeded by the stop-and-copy phase during which the VM is com-
pletely stopped and the execution control is transferred from the source to the
destination host. In the resume phase, finally, the VM is restarted on the des-
tination and the remaining volatile state is fetched from the source host. Some
migration techniques do not copy the entire volatile state in the prepare phase.
This can lead to a severe performance degradation during the resume phase.
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2.2 Live Migration Techniques

Live migration techniques can be classified by the point in time when the memory
of a VM is transferred. One extreme is to send all data before the VM instance
is moved to the destination host; this technique is called pre-copy [6]. Since the
VM keeps running while the memory is being transferred, dirtied memory pages
(i.e., pages that are modified while a transfer is ongoing) need to be copied more
than once. Pre-copy iteratively copies dirtied memory pages to the destination
host until the amount of dirtied pages reaches a given threshold. The VM is
then stopped on the source host and the remaining dirty pages and the VM
context are transferred to the destination. Finally, the VM is restarted on the
destination host. Since the entire volatile state of the VM has been transferred,
pre-copy has a very short resume phase.

At the other end of the spectrum lies post-copy [14] that immediately transfers
the minimal context and restarts the VM on the destination host. The VM’s
main memory is fetched in the background and on-demand from the source
host. Post-copy transfers each memory page exactly once, however, the long
resume phase can lead to severe performance degradation in the VM. As usual
in engineering, the optimum is seldom found at the extremes; several hybrid live
migration techniques have been proposed that split the transfer of the volatile
state between the prepare and the resume phase.

In addition to the decision when to transfer the volatile state, there exist
several orthogonal optimizations that improve the performance of live migra-
tion. CPU throttling limits the performance of the VM’s CPUs to reduce the
rate of dirtied memory. While this optimization can improve the performance
of the pre-copy technique, it may also lead to significant performance degrada-
tion in the VM. Data compression is another optimization aiming at reducing
the amount data to be transferred. Typically, two variants are supported: data
compression and delta compression. Data compression uses a standard block
compression algorithm to compress the data before sending it over the network.
Data compression works especially well if the entropy of the data is low, how-
ever, the computational overhead incurred by the compression algorithm may
cause a performance reduction of the migrated and the co-located VMs. Delta
compression tries to solve this problem by using the computationally light delta
compression algorithm. The significant memory requirements of this algorithm
may prohibit its application in situations when live migration is initated because
the source host is low on memory.

This paper explores the two basic algorithms, pre-copy and post-copy,
and seven combinations of pre-copy with the optimizations CPU throttling,
data compression, and data compression as shown in Table 1. The pre-
sented framework is implemented in the KVM/QEMU virtual machine man-
ager (VMM) [5] that supports all of these algorithms out-of-the-box. A num-
ber of alternative optimization techniques for live migration have been pro-
posed [15,17,19,20,23,31] but are not considered in this work because they are
not supported by the virtualization layer employed in industrial data centers.
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Table 1. Evaluated migration techniques

Abbreviation Description

PRE Pre-copy

POST Post-copy

DLTC Pre-copy with delta compression

DTC Pre-copy with data compression

DLTC.DTC Pre-copy with delta compression followed by data compression

THR Throttled pre-copy

THR.DLTC Throttled pre-copy with delta compression

THR.DTC Throttled pre-copy with data compression

THR.DLTC.DTC Throttled pre-copy with delta compression followed by data
compression

3 Live Migration Model

The model employed in this paper is able to predict the performance of several
live migration metrics (Sect. 3.1) for each of the nine live migration techniques
(Sect. 2.2) for a given VM. The model takes as input the relevant parameters
of the workload running inside a VM, information about the involved source
and destination hosts, and the available network bandwidth. These parameters
are gathered prior to the migration during a brief profiling phase. The model
extends the state-of-the-art in live migration modeling [18]. In contrast to [18],
the presented model has been extended to support heterogeneous physical nodes
and more live migration techniques. The extended model distinguishes between
different CPU vendors and types, and the CPU clock frequency.

Given the wide range of live migration techniques, physical hosts, and char-
acteristics of VMs, the model is machine-trained. A large database of several
100’000 live migrations performed in our research cluster using all migration tech-
niques is used as the training data set. Each record contains the characteristics of
the VM obtained through black-box profiling, the state of the involved physical
hosts, the live migration technique, as well as the actual metrics observed during
the migration. In addition to real-world benchmarks and to better cover the large
parameter space, the training dataset also contains data obtained from migrat-
ing VMs running synthetic workloads. Support vector regression (SVR) [30]) is
employed to train the model parameters. A separate model is trained for each
combination of the live migration technique, the predicted metric, and the type
of the source and destination hosts.

3.1 Live Migration Metrics

Table 2 lists the seven VM live migration metrics measured and predicted in
this paper. Metrics of interest to the end-user include the downtime DT, the
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Table 2. Measured and modeled live migration metrics.

Metric Description

Total migration time (TT) Total elapsed time from start to completion
of a migration

Downtime (DT) Time duration of the stop-and-copy phase,
i.e., the time during which the VM is
stopped

Transferred data (TD) Total amount of transferred from the source
to the destination host

CPU utilization (CPU) Additional CPU load incurred on the source
host during migration

Memory utilization (MEM) Amount of memory consumed by the live
migration algorithm

Performance degradation (PERF) Performance degradation experienced by
migrated VM measured in instructions per
second (IPS)

Degradation time (DegT) Duration of migrated VM’s performance
degradation

performance degradation PERF, and the duration of the degradation DegT.
Metrics of interest to the data center operator are the total migration time
TT, the amount of transferred data TD, and the CPU and memory utilization
incurred by the live migration (CPU and MEM). For all seven metrics lower is
better.

3.2 Analytically Modeling Performance Degradation

End-user SLOs considered in this work are the minimally guaranteed CPU per-
formance and the duration of the degradation while a VM is migrated. Users
running a throughput-oriented workload may be willing to accept a 90% degra-
dation in performance for a short duration while end-users for latency-critical
workloads may prefer an SLO guaranteeing a minimal 10% performance degra-
dation for a longer period of time. Other SLOs such as the frequency of migration
are part of future work.

Live migration-aware SLOs are not only of interest to end-users but also to
data center operators. VMs that accept a performance degradation during live
migration can be offered at a lower price than VMs that are required by SLOs
to provide strict tail-latencies. This flexibility allows the data center operators
to classify VMs into stationary VMs that cannot be migrated and mobile VMs
whose SLOs allow migration. These mobile VMs can then be targeted for migra-
tions for the purpose of load balancing, increasing utilization and consolidation
in a warehouse.

An analysis of real-world workload patterns reveals that predicting the max-
imal performance degradation based on profiled performance is difficult [7].
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Fig. 3. Workload IPS pattern

Fig. 4. VM performance in dependence of the migration technique.

Figure 3 shows that workloads exhibit large IPS variations as execution transi-
tions between different phases. Since it is impossible to know whether the profiled
IPS was obtained during an idle or a high-load period, predicting the IPS based
on such data is not a viable approach. This paper thus predicts the relative per-
formance degradation PERF and the duration of the degradation DurT based
on analytical models that are fine-tuned by measuring performance degradation
of synthetic benchmarks during live migration with all techniques and between
all combinations of hosts.

Figure 4 plots the IPS of a CPU-intensive (upper row) and memory-intensive
(lower row) workload for different migration techniques. The plots reveal that the
performance during migration is strongly affected by the host CPU load, the VM
CPU utilization, the VM memory size, the working set size, and the page dirty
rate. The effect of CPU throttling on performance is visible for memory-intensive
workloads migrated using the THRottling technique. Similarly, the severe perfor-
mance degradation caused by the POST-copy technique is pronounced especially
for memory-intensive workloads.

To predict the guaranteed minimal performance and the duration of the degra-
dation for a workload, live migration technique, and involved hosts, the workload
generator is executed with four intensity levels ranging from 0 (CPU bound) to 3
(memory bound) with different working set size and page dirty rates. The results
of these experiments are consolidated into a Linear Regression model that allows
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Fig. 5. Estimated start of performance degradation for THR (purple line).

Fig. 6. 10-fold cross validation of the model (geo mean absolute error)

to compute the guaranteed minimal performance of a VM. Figure 5 shows the
estimated starting point of throttling for the different memory intensities indi-
cated by the magenta vertical line.

3.3 Predicting Key Live Migration Metrics Using Machine-Learned
Models

The remaining five parameters (total migration time, downtime, transferred
data, CPU and memory utilization) are predicted by the machine-learned SVR
model. The model is trained with around 90’000 live migration instances for each
technique and physical host type. In addition to the 20 input features from prior
work [18], the model also takes the processor type of the source and destination
host as additional inputs to account for the heterogeneity of the physical hosts
involved. Figure 6 displays the result of 10-fold cross validation of the presented
model trained using a SVR Bagging regressor; details of model training are given
in prior work [18]. The accuracy of the model is slightly below that of prior work -
which is expected due to the higher number of features caused by heterogeneous
hosts and the nine predived live migration techniques.

4 Service Level Objectives and Migration Technique
Selection

Existing Service Level Agreements in commercial data centers focus foremost
on service uptime [3,10] and allow for little performance variation [8]. As a
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consequence, virtual machines are stationary: once placed on a host, a VM is
immobile and migrated only when the host has to undergo maintenance [9].
Stationary VMs stifle efficient load balancing and consolidation, both opera-
tions that are beneficial for data center operators to lower the TCO. One of
the main reasons of the reluctance to pro-actively live migrate VMs is that the
effects of live migration on the migrated VM and the data center are difficult
to quantify. The model presented in the preceding section demonstrates that is
it possible to predict several key metrics of live migration in an accurate and
low-overhead manner. To benefit from this ability to accurately predict the effect
of live migration, is necessary to rethink existing migration policies and service
level agreements (SLAs).

The ability to predict downtime, guaranteed performance, the duration of
the performance degradation of live migration allows service providers to offer
what we call SLOs for mobile VMs. Service level objectives can be defined from
the perspective of the end-user and the service provider. The former are part
of the SLA between the end-user and the service provider and typically cause a
financial loss when violated. The latter are objectives whose optimization leads
to a lower TCO due to reduced resource usage; their violation, however, does
not directly lead to contractual violations with financial reparations.

SLOs that enable mobile VMs are beneficial for both the service provider
and the end-user. The service provider benefits from a pool of movable VMs
that can be migrated to achieve load balancing or node consolidation. The end-
user benefits from cheaper VMs since mobile VMs are expected to be priced
below stationary VMs.

5 Evaluation

5.1 Cluster Configuration and VM Workloads

VMs are deployed on our internal research cluster comprising eight heteroge-
neous physical nodes. Four nodes are equipped with a quad-core Intel Skylake
i5-6600 processor and 16 GB of physical memory. The other four nodes contain
an octa-core AMD FX-8300 processor and 16 GB of physical memory. The nodes
are interconnected with three separate networks, one for application traffic, one
for migration traffic, and one for remote storage traffic. The nodes run Ubuntu
16.04 with the QEMU-KVM 2.8.5 hypervisor that supports all evaluated live
migration techniques from Table 1. Each VM is configured with 1 VCPU and 2
GBs of memory. The migration network has a bandwidth of 1Gbit/s.

The workloads executed in the VMs include Intel-Hadoop Hibench [16], Tail-
bench [21], YCSB memcached [36], and Mplayer [33]. The Hibench benchmark
suite contains several micro-benchmarks and machine learning workloads that
are widely used in cloud services. Tailbench consists of latency-critical workloads,
and the YCSB Memcached benchmark is designed to evaluate the performance
of in-memory database workloads. Mplayer, finally, represents a video-streaming
workload.
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Table 3. SLOs for mobile VMs.

Policy name User SLO Provider SLO Opt.Goal Description

Min TT – – TT Minimize total time

High Performance DT ≤ 1s CPU 100% DT Minimize downtime under
strict limits for downtime
and performance

PERF ≥ 95% MEM 512MB

DegT ≤ 5s

Least Traffic DT ≤ 2s CPU 100% TD Minimize transferred data
with relaxed downtime and
performance limits

PERF ≥ 60% MEM 512MB

DegT ≤ 20s

Least Operation Cost DT ≤ 3s CPU 100% TT Minimize migration time
with performance guarantees

PERF ≥ 75% MEM 512MB

Reduced Downtime DT ≤ 1s TT 60s DT Minimize downtime while
limiting migration time and
performance degradation

PERF ≥ 50%

DegT ≤ 30s

Traffic Overload PERF ≥ 80% TD 3GB TD Limit transferred data while
maintaining performance

DegT ≤ 60s

5.2 Migration Polices

Table 3 lists the SLO policies evaluated in this paper. All policies except Min TT
contain user and provider SLOs that must be met. The optimization goal lists the
metric that is to be minimized if several live migration techniques are expected
to meet all SLOs. The policies are constructed to cover several scenarios. Min
TT migrates VMs as fast as possible by minimizing the total migration time TT;
this policy is useful if the machine has to undergo an emergency shutdown. The
other five policies contain more or less stringent SLOs for both the user and the
provider with different optimization goals to cover various scenarios.

5.3 Live Migration Sequence and Technique Selection

The experiments evaluate a sequence of 480 migrations that occurred in real-live
on the cluster. In every case, the state of the cluster is recreated as faithfully as
possible with the same number of co-located VMs running the same workloads,
nevertheless, differences in the actual resource utilization are possible due to
different execution phases within the workloads. When replaying the migration
sequence, the management framework (Fig. 1) first profiles all VMs on the source
host as discussed in [18]. Next, the profiles are fed into the model to predict
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Fig. 7. Avg. relative SLO violations and total violation count for different technique
selections.

the metrics for all VMs and live migration techniques. If several techniques
are expected to meet all SLOs, the technique that minimizes the optimization
goal is chosen. If all techniques are predicted to violate one or more SLOs, the
technique with the smallest average relative violations is chosen. Note that in a
real-world scenario, the framework may choose not to migrate a VM in such a
case; since this paper aims to demonstrate that the number of SLO violations
can be minimized with the presented model, the framework always migrates a
VM.

5.4 Analysis of SLO Violations

Figure 7 shows the average relative score of SLO violations (i.e., the average
severity of the violations) and total number of SLO violations for the different
live migration techniques. The Min TT scenario is not shown because it has
no SLOs. The white bar shows the single static live migration technique that
incurs the minimal relative SLO violation score, the presented model-guided
technique, and results for an oracle model that can predict all metrics without
any error. We observe that the guided approach clearly outperforms the choice
of a single technique by a large margin and comes relatively close to the oracle
model. Guided outperforms static in all cases except the absolute number of SLO
violations for the Least Traffic policy. While the post-copy technique is the single
best technique that minimizes the number of SLO violations, the violations are
much more severe than those incurred by the guided approach.
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Fig. 8. Effect of modeling error on SLO violations.

Fig. 9. The ratio of the selected techniques by the guided approach.

While the model shows an average error of 10% over all predicted metrics, an
interesting question is how this prediction error manifests in terms of absolute
SLO violations. Figure 8 shows the results. The white bar denotes true positives,
i.e., the selected technique was predicted to violate an SLO and actually did so,
while the blue bar shows false negatives (violation occurred despite no violation
predicted). Only false negatives are a concern since true positives were expected
to occur. The results reveal that the prediction of performance under stringent
constraints is difficult for the proposed model and leaves room for improvement
in future work. Note, however, that to the best of our knowledge, there exists no
model that can predict performance and the duration of the performance with
higher accuracy than the model presented in this work.
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5.5 Importance of Model-Guided Live Migration Technique
Selection

Figure 9 finally plots the selected live migration techniques for single, guided,
and oracle technique selection for the different migration policies from Table 3.
The figure reveals that selecting the appropriate technique depends less on the
migration policy but rather on the workload running inside the VM and the
state of the source host. In other words, this results clearly demonstrates the
necessity of model-guided live migration technique selection to reduce not only
the total number of SLO violations but also the severity of those violations.

6 Related Work

Since the introduction of various live migration techniques over the last decade,
a number of researchers have tackled the problem of employing the different
techniques properly. Koto [22], Nathan [25], and Svard [32] all propose guidelines
for live migration technique selection that are, however, difficult to deploy in real
systems due to the lack of a systematic way of choosing them. Similarly, there
exist a number of works that model the performance of live migration techniques.
Analytical models require complex calibration when deployed and are thus not
of much practical use in heterogeneous data centers. Jo [18] has presented the
first machine learning-based attempt to live migration modeling. That work only
considers five techniques and four metrics but served as the basis for the model
developed in this paper.

A number of migration frameworks have been presented that aim at resolving
or avoiding hot-spots. Sandpiper [35] is an early dynamic migration system which
is mitigating hotspots in the cluster on-demand. It periodically builds a per-node
resource utilization profile and predicts hotspot occurrence in advance using a
simple time-series prediction technique. Sandpiper uses a simple heuristics that
selects the VM to migrate and only employs the pre-copy migration technique.
CloudScale [27] presents a resource prediction technique to avoid SLO viola-
tions before they manifest. It increases resource capping when a peak resource
demand is expected in the near future. CloudScale’s design can tolerate a certain
amount of resource demand misprediction by not fully committing all available
resources. VMs are only migrated when no resources are available on the node.
While CloudScale takes the migration overhead into consideration to prevent
possible SLO violations during live migration and employs a simple linear regres-
sion model to predict live migration cost. It has been shown, however, that a
simple linear model is unable to predict the migration cost of a VM with high
accuracy [1,18,24].

This work is based on prior work by Jo [18] that focuses on developing
machine-learned models to predict six live migration metrics (total time, down-
time, transferred data, CPU and memory utilization, and performance degra-
dation). The modeling of live migration metrics is similar to prior work. This
work uses the same machine-learned approach to model five of the six metrics,
but supports nine instead of five migration techniques and heterogeneous data
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centers. Also, it was found that performance degradation and the new metric
performance degradation duration are better predicted with analytical models.
Other than prior work, this paper proposes and evaluates new live migration-
aware SLOs that enable data centers to classify VMs into stationary and mobile
to achieve flexible migration of VMs and thus better resource utilization.

7 Conclusion

Strict SLOs and the uncertainty of the effect of live migration prevent data
centers from employing live migration to achieve better load balancing and
higher resource utilization. This paper demonstrates that the combination of
live migration-aware SLOs and an accurate model predicting several key metrics
of live migration allows for an economically more efficient use of live migration in
data centers while minimizing the number of SLA violations. An evaluation with
six policies and 480 live migrations shows that the presented migration-aware
SLOs and smart live migration framework is able to significantly reduce the total
number of SLO violations and the relative violation of these SLO compared to
any static single migration technique.

The live migration dataset, the model, and the source code of the framework
are available at https://csap.snu.ac.kr/software.
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Abstract. The index-selection problem in database systems is that of
determining a set of indexes (data-access paths) that minimizes the costs
of database operations. Although this problem has received significant
attention in the context of relational database systems, the established
methods and tools do not translate easily to the context of modern non-
relational database systems (so-called NoSQL systems) that are widely
used in cloud and grid computing, and in particular systems such as
DynamoDB from Amazon Web Services. Although the index-selection
problem in these contexts appears simple at first glance, due to the very
limited indexing features, this simplicity is deceptive because the non-
relational nature of these databases and indexes permits more complex
indexing schemes to be expressed. This paper motivates and describes
the index-selection problem for NoSQL databases, and DynamoDB in
particular. It motivates and outlines a cost model to capture the specific
monetary costs associated with database operations in this context. The
cost model has not only been carefully checked for consistency using the
system documentation but also been verified using actual usage costs in
a live DynamoDB instance.

Keywords: Cloud computing · Cost model · Index selection ·
DynamoDB · NoSQL databases · Physical database design

1 Introduction

Recent years have witnessed a rapid growth in usage of diverse database and
storage services in cloud-based systems such as Amazon Web Services (AWS)
and Microsoft Azure. This growth is fueled by several attractive features of
these systems, chief among which are their low start-up costs and their ability to
scale rapidly (in a few minutes) over several orders of magnitude of throughput
and other system metrics. Related advantages include resilience to a variety
of system failures and the global reach of their network of data-centers. Such
services often use a nonrelational, or so-called NoSQL, data model which permits
more flexibility but also complicates database design.

An important feature of these database services is the method used for billing
for usage. In contrast to the static or slowly changing billing methods used by
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conventional on-site relational database systems, cloud-based NoSQL systems
typically use billing methods that are sensitive to changes in provisioning and
use at time scales of minutes or hours rather than weeks or months. In addition to
the finer temporal granularity of billing, these systems also tend to employ finer
billing granularity in details of usage, based on a variety of measured and billed
metrics. While effective use of such a fine-grained cost structure is potentially
advantageous to both client and service provider, and potentially more efficient
in a financial sense, realizing such effective use is often very challenging due to
the complexity of the cost and billing model.

Secondary indexes, i.e., alternate efficient access paths to data stored in a
table, are a crucial feature of database systems, both relational and nonrela-
tional, that permit efficient use of system resources. An important aspect of
cloud database services is that system resources are off-site with the service
provider and the use of those resources is mapped to monetary costs at a finer
granularity. In any database (relational or NoSQL) of even moderate complexity,
the index selection task, of determining which secondary indexes should be cre-
ated (and maintained), is a difficult one. The number of possibly useful indexes
grows very rapidly with the size of the database schema (table structure), ren-
dering exhaustive examination of all possibilities impracticable. Furthermore,
even the conceptually simpler task of determining the degree of merit of a given
scheme of secondary indexes is a difficult one, albeit for differing reasons in con-
ventional hosted relational databases and cloud-based NoSQL databases. In the
former, a chief source of difficulty is determining how a typically sophisticated
but necessarily non-optimal (due to the combinatorics involved) query optimizer
will respond to a given scheme of indexes. Recent advances in that context have
favored probing the optimizer to answer this question over attempting to model
its complex behavior independently. In contrast, NoSQL systems are typically
characterized by very simple or completely absent query optimizers, which makes
an approach based on independent modeling (v. probing the system) preferable
because an accurate model permits potentially fuller optimization compared to
what a limited number of probes can hope to achieve.

The main problem addressed by this paper is the development of such a cost
model that permits optimal or near-optimal selection of indexes in a cloud-
based NoSQL database service. For concreteness, the paper focuses on the AWS
DynamoDB service, and the finer details are tied to that system. However, the
general approach exemplified by this work is adaptable to other services as well.
Given the importance and generality of this problem, as well as the prevalence
of NoSQL systems, it may seem surprising that the work reported here has not
been thoroughly addressed already by earlier work. However, there does not
seem to be any reported work on such a cost model despite its need as evidenced
by several publications in the practitioner community [3,6,9]. One reason for
this disparity may be the difficulty in abstracting the salient features of the cost
model from the available system documentation and other resources, which are
sometimes difficult to properly interpret (e.g., page 7).
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Outline: Section 2 outlines the key features of DynamoDB tables and indexes
before stating the index-selection problem in this context. Section 3 presents a
detailed cost model that is validated with both the specification and by experi-
ments on a live DynamoDB instance. Related work is addressed by Sect. 4 and
a summary appears in Sect. 5.

2 Tables and Index Selection

Tables. In DynamoDB, there are no operations that span multiple tables (other
than drastic ones such as deleting the account that owns multiple tables). There-
fore it is sufficient to approach the schema-design problem, and in particular the
index-selection problem on a per-table basis; such a table is denoted by T below.
Each DynamoDB table is required to have a primary key with semantics similar
to those of primary keys in relational databases: No two items in a table are
permitted to have identical primary keys. However, while the primary key of a
table in a relational database may be a composite key with an arbitrary number
of attributes (key-columns, or key-attributes), the primary key of a DynamoDB
table is very limited: It is composed of exactly one or two attributes, the first
of which is called the table’s partition key and the second (optional) is called
its sort key. Further, the datatypes of these keys are limited to string, number,
and binary, although DynamoDB permits richer types (such as set of integers
or list of strings) for other attributes in general. The sequel uses abbreviations
PKey for the required primary key of each table or index (LSI or GSI, described
below), PaKey for the required partition key (also called hash key) component of
a PKey, and SoKey for the optional sort key (also called range key) component
of a PKey.
Secondary Indexes. DynamoDB permits two kinds of secondary indexes: Global
Secondary Indexes (GSIs) and Local Secondary Indexes (LSIs). Analogously to
the restricted nature of DynamoDB tables compared with relational database
tables, GSIs and LSIs are very restricted in comparison with diverse indexing
schemes typically found in relational database systems. Global and local sec-
ondary indexes are required to have primary keys subject to the same restrictions
as those for base tables, with the exception that there may be multiple items
(index entries) for a given value of a primary key. This situation is analogous to
that in relational databases, where there may be multiple tuples in a base table
corresponding to a single key value in an index. The indexes are required to have
a primary key composed of a required partition key and an optional sort key and
both keys are limited to single attributes of scalar types. An LSI is subject to
the additional restriction that its PaKey must be identical to the PaKey of its
base table (and that its SoKey must be distinct from the base table’s SoKey).

Every index (GSI or LSI) includes, as a minimum, the key attributes of the
index along with the key attributes of the base table. Queries using an LSI are
permitted to request base-table attributes that are not projected onto the index.
DynamoDB automatically fetc.hes the additional attributes from the base table
for each index item that matches a query, at additional cost. In contrast, queries
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on GSIs are simply not permitted to request base-table attributes that are not
projected onto the index.

Index Selection. The index selection problem is that of determining the set of
indexes (combination of LSIs and GSIs) that minimizes the monetary cost of
a deployment given an expected workload (composed of item reads, queries,
insertions, deletions, and update operations).

3 Costs of Deployment

The cost model used by DynamoDB accounts for read and write operations
separately. An orthogonal dimension is whether service is provided in provi-
sioned capacity mode or on-demand mode. In the provisioned capacity mode,
read and write operations are billed based on Read Capacity Units (RCU) and
Write Capacity Units (WCU) respectively. In the on-demand mode, they are
billed based on Read Request Units (RRU) and Write Request Units (WRU),
respectively.

For brevity, the following describes the cost of only strongly consistent read
operations. For transactional reads, the costs are doubled while for eventually
consistent reads, the costs are halved. (However, access via GSIs are only at the
eventually consistent level.)

Reading Items from Tables. Reading items by specifying the primary key (PaKey
and, if defined for the table, the SoKey as well) is accomplished by two operations
that are essentially equivalent from the monetary cost perspective: GetItem and
BatchGetItem. In order to simplify the presentation by reducing the number of
cases that need separate descriptions, we adopt the convention that if a table
does not define a SoKey then a requirement to provide it is vacuously met.
With this convention, we may consider all read-item operations as providing
both PaKey and SoKey of a table.

A GetItem operation reads a single item (or none, if there is no item with the
requested primary key) at a cost of 1 RCU times the size of the item rounded
up to the nearest nonzero multiple of a blocking factor br that is currently set at
4 KB (4000 bytes). (Individual items may have varying sizes up to a maximum
of 400 KB per item.) The cost of a GetItem that reads an item (or probes for
its presence even if it is absent) in table T with PaKey value p and SoKey value
s is simple: cg(T, p, s) = max{1, �b(T (p, s))/br�} using the notation T (p, s) to
denote the unique item, if any, in table T with PaKey value p and SoKey value
s. The function b(X) denotes the size in bytes of the set X of items in general.
(Here X is either the empty set or a singleton.) Due to the nonrelational nature
of DynamoDB tables, size of items in a table may vary significantly from item
to item.

The closely related BatchGetItem operation permits up to 100 primary key
values to be specified at once in order to retrieve up to 100 items with those keys
from the table. Cost-wise, a BatchGetItem operation with l keys is completely
equivalent to l individual GetItem operations. The reasons for using it over the
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equivalent individual items include programming convenience and lower system
overheads such as round-trip times. In particular, this equivalence means that
the sizes of items in the batch are individually rounded up to multiples of br and
the sum of these rounded sizes determines the size of the batch for cost purposes.
That is, given a set of primary keys K = {(p0, s0), (p1, s1) . . . , (pl, sl)}, The cost
of a BatchGetItem operation with that key-set is: cb(K) =

∑
(p,s)∈K cg(T, p, s)

It follows that cb(K) ≥ |K| (even if there are no items matching any of the keys
provided).

Querying and Scanning Tables. A Query operation allows reading of zero or more
items that have identical PaKey values and that satisfy an optionally provided
predicate on the SoKey (if defined by the table). If items with distinct partition
keys are required, a separate query must be issued for each desired partition-key
value. In contrast to BatchGetItem, here the associated reads are treated as a
single operation for cost purposes. In particular, the sizes of the matching items
(before any optional filtering) are first summed and then rounded up to the next
multiple of br. As a result, queries potentially provide substantial cost savings
over equivalent sequences of GetItem or BatchGetItem operations that read the
same items. The cost of a query on table T with PaKey value p and SoKey
predicate θ may be expressed as:

cq(T, p, θ) = max

{

1,

⌈∑
t∈T (p,θ) b(t)

br

⌉}

A Scan operation may be thought of as a degenerate case of a query that
reads all items in a table. For cost computation purposes, a Scan incurs the cost
for all items in the table whereas a typical, selective Query would incur the cost
of reading only a small fraction of those. A scan is also notable for being the
only operation that permits retrieval of items without specifying a PaKey. The
cost of a scan is expressed simply as:

cs(T ) = max
{

1,

⌈∑
t∈T b(t)
br

⌉}

Other aspects of the above operations, such as filtering (server-side post-
processing) the items matching a query to limit those that are returned to the
invoking application, or returning only the count of items matching a query, do
not reduce the costs. For instance, determining the number of items with a given
partition key value (a count operation in conventional database systems) incurs
the same cost as retrieving all the items with that partition key value. Requests
to read non-existing items (e.g.., a GetItem that specifies a primary key that
does not match any items in the table) incur the same cost as if the item were
present and read.

Consider a query on base table T using LSI (local secondary index) I with
PaKey value p, SoKey predicate θ, and attribute set A. Let attr(I) denote the
set of projected attributes of index I. The set of items in table T that have PaKey
p and a SoKey value s satisfying predicate θ is denoted by T (p, θ). This notation
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extends the earlier notation of T (p, s) used to denote T (p, θs) where θs is the
predicate that tests for equality with s. The similar set of items for an index
I is denoted by I(p′, θ′), where the primed variants of the arguments are used
as a reminder that the key attributes of indexes differ from those of their base
tables. The base-table PaKey value and base-table SoKey value of an index item
i are denoted by ip and is, respectively. If i is an item in an LSI then ip = p′

because they are values of the same attribute (due to the restriction on LSIs),
but is �= s′ in general. This notation allows generalizing to GSIs later: If i is an
item in a GSI, both ip and is are, in general, different from the values p′ and
s′ of that item’s index PaKey and index SoKey, respectively. The notation [P],
where P is a predicate, uses Iverson brackets: It evaluates to 1 if the P is true
and to 0 otherwise. With these conventions, the cost of a query using LSI I is
expressed as follows:

cq(T, I, p′, θ′, A) = max

{

1,

⌈∑
i∈I(p′,θ′) b(I, i)

br

⌉}

+ [A �⊆ attr(I)] ·
∑

i∈I(p′,θ′)

max
{

1,

⌈
b(T, t(ip, is)

br

⌉}

The summation in the second term, over items matching the query, is notable
for being outside (after) the item-wise size computation. For queries returning a
large number of small items with at least one attribute not present in the used
index, this term is likely the dominant contributor to cost.

Despite the DynamoDB restriction on GSI queries that disallows access to
base-table attributes that are not projected onto the index, the above equation
may be used to model the cost of index queries that use either an LSI or a GSI
with the understanding that in the GSI case, the additional accesses modeled
by the second term are made separately by the driving application and not
automatically by DynamoDB as part of the same query operation.

Write Costs. Write operations use a blocking parameter bw that is analogous
to the parameter br for read operations. Currently bw = 1 KB (1000 bytes), in
contrast to br = 4 KB. The cost of deleting or inserting an item with PaKey
p and SoKey s from or into table T that is due to the table itself is simply
one unit, or the next higher multiple of bw for larger items. The max is present
to account for the minimum cost that is incurred even on requests to delete
non-existing items. The subscript t on cdt indicates that this is only the cost
component attributed to the base table.

cdt(T, p, s) = cit(T, p, s) = max{1, �b(T (p, s))/bw�}
More interesting is the additional cost incurred by the presence of indexes on
T . That cost depends on whether its values for the index-key attributes are null
and may be expressed as follows for a GSI IP ′S′ , as suggested by the g suffix on
cdg, using the Iverson bracket notation. cdg(TPS , IP ′S′ , t) = cig(TPS , IP ′S′ , t) =
[tP ′ �= ⊥ ∧ t′S �= ⊥]max{1, �b(T (p, s))/bw�}.
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Updating an item from t to u may incur a cost of 0, 1, or 2 units times the
size-based scaling, depending on whether the index-key attributes have non-null
values and, additionally, whether they are modified by the update operation.
It is convenient to express it using the costs cig and cdg defined above.

cug(TPS , IP ′S′ , t, u) = cig(TPS , IP ′S′ , u) + [tP ′ �= uP ′ ∨ tS′ �= uS′ ] · cdg(TPS , IP ′S′ , t)

The description of LSI write costs (capacity units) on of the DynamoDB
developer guide [1, page 490], when compared with the analogous description
for GSI write costs on [1, page 454], may be read as implying that an LSI incurs
no cost when an item is updated to change only a non-key projected attribute.
However, experimentation reveals that in fact the cost incurred in such a case is
identical to that incurred by a similar GSI. Then the write costs of an LSI may be
expressed using the above equation used for GSIs, with a couple of clarifications:
First, since P = P ′ for LSIs, and a base-table PaKey cannot be omitted, the
predicate P ′ �= ⊥ always evaluates to true. Second, the cost in the provisioned
capacity mode is allocated to the base table as is the case for all LSI costs.

Storage Costs. Let attr(IP ′S′) denote the attributes (names) of index I (with
index PaKey P ′ and index SoKey S′), including all key and nonkey attributes. If
the base table for IP ′S′ is TPS (with PaKey P and SoKey S) then {P, S, P ′, S′} ⊆
attr(IPS) ⊆ attr(TPS ). Let bo denote a constant overhead, in bytes, assessed per
index item; its value at the time of writing is 100 [1]. The storage used by the
GSI IP ′S′ on base table TPS may then be expressed as follows:

b(TPS , IP ′S′) =
∑

t∈TPS
tP ′ �=⊥
tS′ �=⊥

∑

A∈attr(IP ′S′ )

b(tA) + bo

Recall that tA (the value of the attribute named A in item t) may be absent
(modeled as null, ⊥) except when A is a key attribute (of the base table, not
necessarily index). Items that have a null for an index’s PaKey or, if used by
the index, its SoKey, do not contribute to index size. At one extreme, if none of
the items in T have non-null values for these attributes then the storage cost of
the index is 0. At the other extreme, if every item in the base table has non-null
values for these attributes, and if the index projects all attributes from the base
table, then the additional storage used by the index is b(T )+ bo · |T |, where b(T )
is the size in bytes of the base table and |T | is its cardinality (number of items).

We may use the above expression of GSI storage costs for LSIs as well, with
the understanding that P = P ′ when it is used for LSIs. However, LSIs (and
their base tables) are also subject to a limit on the sizes of item collections
from which GSIs (as well as their base tables, if they have no LSIs) are exempt.
Briefly, an item collection refers to all items in a base table and its LSIs that
have the same PaKey value. The aggregate size (in bytes) of items in an item
collection can be no greater than 10 GB. This limit on item collection sizes adds
another design constraint for LSIs, in addition to the limit of at most five LSIs
per base table. It is possible, for instance, that an otherwise advantageous choice
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of an LSI must be abandoned due to the item-collection constraint. DynamoDB
design guidelines suggest ways to reduce sizes of item collections. However, since
a single LSI may (depending on projected attributes) approximately double the
size of an item collection, the constraint may be limiting when certain LSIs are
considered even if the base table’s item collections are well below the limit.

4 Related Work

The difficulty of reliably predicting monetary costs of DynamoDB deployments
has been widely reported in the practitioner literature [6,9,10] including billing
surprises of large magnitude.

The authoritative DynamoDB documentation [1] provides detailed, albeit
sometimes difficult to interpret information on how operations map to monetary
costs. It also provides heuristic guidance on recommended practices for index
selection but no systematic algorithms or numerical formulas assist with the
process. Index selection is a component of a larger scheme for query optimization
in DynamoDB and related systems [5].

The more conventional index selection problem in relational DBMS has
received significant attention [4]. However, although there are some similarities,
such as the combinatorial explosion in the number of potential indexing schemes
with increase in the number of attributes of base tables, the crux of the problem
is very different in the conventional relational and cloud NoSQL environments.
In the former, a major difficulty is determining the effect of indexes on the query
plans used by the query optimizer and their costs. Given the level of sophistica-
tion of query optimizers in competitive relational database systems, the preferred
approach has been to probe the optimizer for that information instead of trying
to model the actions of the optimizer. However, in a NoSQL cloud database set-
ting, the optimizers are either very simple or completely absent, so that modeling
is a viable option. On the other hand, the cost model itself is more complicated
and irregular.

The problem of materialized view selection [8] may be viewed as an index
selection problem generalized to more expressive indexes (specified using SQL
queries or similar). In the other direction, physical database design [7] goes
beyond indexes and into other systems aspects affecting database performance.

DQL [2] is a notable effort in regularizing the query-language interface of
DynamoDB to a syntax that is close to SQL, albeit with significant restrictions.

5 Conclusion

Selecting an appropriate set of secondary indexes for a database given an
expected workload of read operations (individual item reads and bulk queries)
and write operations (insertions, deletions, updates) has a major impact on the
performance of database systems and applications in diverse environments. For
cloud-based NoSQL database services, as exemplified by AWS DynamoDB, dif-
ferent selections of secondary indexes can incur monetary costs that differ by
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orders of magnitude, making the index selection problem in such environments
especially significant. Despite the high practical significance and monetary impli-
cations of this problem as evidenced by a multitude of reports in the practitioner
literature, the problem has received very little attention in the research commu-
nity. This paper presents the first comprehensive formalized cost model for sec-
ondary index selection in DynamoDB. An important feature of this cost model
is that it has been carefully verified with not only the system specification docu-
ments but also with experiments on a live system (by comparing actual reported
costs with those predicted by the model). This verification allows the model to
be used with confidence for further research as well as in practice, where the
costs map directly to usage charges.

Ongoing work is exploring simplifications of the cost model in order to allow
easier application at the potential cost of less accurate results and higher than
optimal monetary cots. It is also exploring a simlar approach applied to other
NoSQL database services.
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Abstract. In today’s digital economy, the creation of digital services attracts
widespread interest due to its new role as the main driver of innovation. Applica-
tion Programmable Interfaces (APIs) and their emerging ecosystem are at the
center of this digital service innovation trend. In this research, we propose a
developer-centric API value chain and we link it to the topic of online customer
reviews (OCRs). The aim of our work then is to highlight the important role of
the developers in the API value chain and the success of a provider’s API.

Keywords: APIs · API value chain ·Mashup · Service composition · Service
innovation · Online reviews

1 Introduction

One crucial component of the new digital services today is the Applications Pro-
grammable Interface (API), a machine-readable interface which enables applications
to connect to each other’s distinctive functionalities and to use them without knowing
their inner mechanisms [1]. Right now, the API economy is growing in a fast pace
and spans over thousands of API-providing companies which can be clustered in many
categories. Service developers (re)use company provided APIs or even combine them
with other existing ones to deliver new functionalities on top of them or to create new
services. This process is called service composition process through which a mashup
(a new application) will be created. Service developers by creating new complementary
services and thereby increasing the accessibility to new users, add value to the API-
providing platforms or companies [2]. On a more holistic level, such companies also can
access distinctive resources and services of others by plugging into their API and using
their services.

The API value chain first introduced by Jacobson et al. [1]. From a business perspec-
tive, this value chain is a sequential line from the business assets of a company to the
end-users. The company transforms assets into an API which then is used by a developer
for further use. Due to the growth of the software as a service (SaaS) ecosystem, devel-
opers have the option to select variety of APIs and their selections therefore significantly
impacts the success of a provider’s API. Thus, the business success of the provider com-
pany is depending on developers’ choice making. To highlight the important role of the
developer in this value chain, we propose a developer-centric API value chain which is
shown in Fig. 1.
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Fig. 1. Developer-centric API value chain.

In contrast to the traditional value chain proposed by Jacobson et al. [1], the proposed
developer-centric API value chain shows the important role of the service developers in
delivering high-end web services. First, if developers, for example, needs two distinctive
functions (i.e., X andY) for the sake of service composition, they havemultiple offerings
(i.e., from different companies) for each function. In our example, they have two offers
(A and B) for function X and two offers (C and D) for function Y. In this process, we
assume that the developers are influenced by (a) API attributes like technical features
and the brand and (b) online reviews from the developer community via ratings, reviews,
and reports. Second, the proposed value chain consists of feedback loops which can be
used to explain how these three actors (i.e., service developer, service providers and end
users) are intertwined. The feedback loops (i.e., shown as 1–3 in Fig. 1) are assumed to
exist between the end user, the developer and the service providers. Aswe can see, online
reviews are part of the last feedback loop and are visible to the service providers and
developers. The importance of this loop is obvious for the service providers since they
aim to motivate service developers to favor their APIs over the competitors. Therefore,
it is essential for service providers to understand how developers make their choices
regarding the process of API adaption [3]. The rest of this paper is organized as follows:
In Sect. 2 the relevant literature on APIs and the role of developers in the API adoption
process are discussed. In Sect. 3, we formulate our theoretical model which is followed
by the conclusion and discussion on the topic.

2 Literature Review

2.1 APIs and Their Role for Service Innovation

APIs are machine-readable interfaces which connect applications and digital services
with each other and enable the seamless and easy exchange of data and services. In an
API ecosystem, APIs can be used by developers according to the principles of open
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innovation. It means that API providers open their digital assets to developers which
can innovate on top of them. The potential benefits for both groups are enormous. API
providers can reach a broader customer base across markets, platforms, and devices,
create new markets, extend their brands and foster innovation. Developers can take a
shortcut by using available building blocks for developing their new applications without
reinventing the wheel all over [1, 4]. The market for APIs and their composition in
mashups is already characterized by Yu and Woodard [3]. They pointed to the long
tail of the API market which describes the high number of low frequency occurrences
which, when cumulated, can outweigh the most frequent events. The authors observed
that about half of all APIs (51%) are not used in any mashups at all. These insights
are in line with the work of Koohborfardhaghighi and Altmann [5] who found out that
established connections between specific APIs are used in a high frequency even though
other APIs would have similar functionalities.

The value of APIs and their adoption by developers is rooted in their importance for
service creation and service innovation. Den Hertog in [6], argues that service innova-
tion can be structured using four dimensions which are mainly the service concept, the
service client interface, service delivery systems and the technological options. These
dimensions are interrelated and each of them can be innovated by itself. A new service
concept describes how a problem can be solved in a new, often intangible way. The client
interface describes how client and service-provider interact with each other. The service
delivery system focuses on the internal capabilities and processes of a company which
enable the workforce to innovate and to deliver services to the clients in an efficient man-
ner. Even though service innovation can happen without technology, new technological
option as a dimension, is the main driver and the enabler of service innovation.

2.2 The Role of the Developer

Developers have an important position within the API ecosystem and their role is clear
in the API value chain. Due to their position between the API and the end-users, they
can be seen as an important bottleneck within the API value chain [1]. By looking at
the developer-centric value chain depicted in Fig. 1, it becomes even more obvious
that two things are crucial for the service composition process. Firstly, the professional
capabilities of the developers to create a new application, and secondly, their choice
making process when picking one amongst several APIs. They have an innovative role in
a coevolving ecosystemwhich depends on both, the APIs, which is offered by providers,
and the developer’s choice [1, 7].Developers are also providers themselves. They provide
new applications to their own clients or companies [1]. The quality and reliability of an
API are assumed to have a crucial role due to the high reputational risk for both the
developers and the client company if new mashups or applications fail in delivering the
right service. Therefore, the need for quality assurance is an important explanation for
why developers decide to pickAPIswhich are often used by other developers and neglect
the long tail of the API market. In this research we believe that similar to the online retail
market, user-created feedback can be used to assure a certain quality standard in API
market [8]. Thus, in the extension of this researchwe aim to cover the latest research about
the influence of online reviews in the decision making process from a product-centric
point of view.
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3 Conceptual Framework

Developers can find different information about APIs and mashups on multiple API
dictionaries and websites (e.g. programmableweb.com). They have access to the API
attributes which are provided by the API provider and the reviews which are represented
in the form of the average user rating on each API. These online reviews are not yet used
systematically onAPI directories but can be considered as a tool to overcome information
asymmetry and create a quality assurance for existing services. In this study, these two
sources of information (i.e., API attributes and online reviews) are assumed to influence
the choice probability of the developer in the selection of APIs. The proposed conceptual
framework is presented in Fig. 2.

Fig. 2. Proposed conceptual framework.

The proposed conceptual framework consists of two blocks which are assumed to
influence the choice probability of the developer when selecting a specific API. The first
one is the OCR block, which includes the two OCR dimensions valence and volume.
Valence describes the overall satisfaction of users (i.e., service developers) with the
API and can be used to make a quality assessment. Volume is particularly interesting
because it can not only be used to identify the general opinion of the community about
an API, but also to have an estimation of the number of service developers who have
had experience of using it. Number of service developers can be an indication of a
community support for an API. The second block includes API related attributes which
are assumed to influence the developers’ choice making. As we discussed in Sect. 2.1
due to the identified power-law distribution of the use of mashups, we can test whether
the brand attribute is a major influential factor which impacts the adoption process of
APIs. There are also many technical attributes which are associated with APIs. Security
schemes such as personal identification for example are often used in the online sector
due to the growing security concerns [1]. In this study, OAuth 2.0 is picked as a security
attribute for an API. OAuth 2.0 is an open protocol for secure authorization and is a
safe way to handle protective data. It helps service providers to prevent data from being
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used by unauthorized parties. However, this authorization process via OAuth 2.0 can also
prevent developers from trying anAPI due to the time-consuming procedure [1]. Another
important technical at-tribute which can be used to make APIs and their response rates
fast and reliable is a cache function. If an API works slowly, the application or mashup
the developer develops will also work slowly. That is why we include caching as an
important factor for developers in the selection of APIs. As depicted in Fig. 2, based
on the proposed conceptual framework, now we are able to generate several hypotheses
which will be considered and tested as the future extension of this research.

4 Conclusion and Discussion

API positioning and thereby its adoption is increasingly important for the survival of
every modern business. The insights derived from this research will contribute to theory
as well as to practice. In this study, by introducing a developer-centric view for the API
value chain, we position the developers and their decision making at the center of API
driven service innovation. Thus, the developers’ role as a crucial factor within digital
service innovation process is highlighted. This perspective, has not been sufficiently
explored in recent research.
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1 Introduction

A competitive job market requires higher education institutions to carefully update cur-
riculums and explore new possibilities of technology-related education. In spite of the
reforms in education systems, there is still a gap between the skills that the job market
expects and the skill set of new graduates (Hinchliffe and Jolly 2011). This gap fertilizes
a rising risk of increased unemployment among early graduates (Nghia 2018; Tan et al.
2017).

When discussing the responsibility of employability of graduates, there is no clear
consensus between higher education institutions and the industry. Employers point at
the accountability of educational institutions for the employability of their graduates in
the workplace (Nghia 2018). Oppositely, academia points out that education systems
provide only a minimum skill set, which has to be enhanced after getting employed (Tan
et al. 2017).

Considering this discrepancy, the research objective of this study intends to open
the discussion on new ways for optimizing education service offerings by fulfilling
consumer (i.e., students and industry) expectations and increasing stakeholders’ values
(i.e., utilities, profits, and social welfare).

As a model for achieving that, this research suggests composite education services
that strengthen the reuse of learning objects and, thereby, reducing time and monetary
cost.

2 Theoretical Background

Student expectations are the crucial factor for academia to define service variety and
quality. In most cases, the socio-economic background, the age, and the gender of the
students influence their heterogeneous expectations (Vasconcelos and Almeida 2018).
Considering that student satisfaction is also an important factor for the survival of edu-
cation service providers (ESP) in higher education in the educational service market
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(Gruber et al. 2010), ESP should adjust the institutional policies and services to the
freshman expectations in early states (Bates and Kaye 2014).

As literature emphasizes that the skills of university graduates are not always suffi-
cient to fulfill employer expectations (Hinchliffe and Jolly 2011), there is also the risk of
an increased rate of unemployment among university graduates (Nghia 2018; Tan et al.
2017).

The last three decades raised the topic about themodularity and reuse opportunities of
educational contents, which is divided into learning objects. A learning object is a small
(as small as possible) chunk of an information resource, which can be shared and coupled
for addressing learning objectives (Elfeky and Elbyaly 2016). The main concepts behind
the learning object are reusability (Redmond et al. 2018), effectiveness in assembling new
educational contents, interoperability, and flexibility in designing curriculums (Nurmi
and Jaakkola 2006). The literature argues that the motivation behind using learning
objects should be the reduction in cost of designing and updating educational contents
(Elfeky and Elbyaly 2016) and an increase of access to educational contents.

Learning objects can be based on the decomposition of curriculums, which contain
the syllabi of courses that are necessary to obtain a certain major and related skills.
A learning object for students aims at providing the knowledge for a specific learn-
ing objective of a topic. Each learning object in a syllabus contains different types of
knowledge chunks that can be text, figure, software code, audio, video, or presentation
material.

Our suggestion to compose education services from learning objects is founded in
the need to address student and industry expectations. Student and industry have their
particular expectations. The use of reusable learning objects as the core of education
services enables quick detections of new or changed expectations and effective responses
to them. Reusable learning objects can easily be replaced and updated, which reduces
the cost for educational services.

3 Model

Figure 1 portrays the system dynamics model of the value exchanges and interactions
of the education stakeholders. Although the system dynamics model already indicates
the inherent complexity of a real educational system, the model presented has been
simplified such that only the main logic and structural interdependencies have remained.
The overall system allows showing the dynamic changes in value creations (i.e., utilities
and profits) and parameter values due to interactions between stakeholders.

In particular, the system dynamics model shows that changes in the education ser-
vice quality (e.g., ‘Quality of the Education Service’ in Fig. 1) affect the value creation
(i.e., utilities and profits) of stakeholders. Moreover, the value exchanges of students and
industry let education service provider (ESP) also to react, resulting in the emergence of
system dynamics behavior in this complex system. For example, addressing stakehold-
ers’ expectations drives the service improvements of ESP, which consequently improves
the satisfaction of expectations of students and industry. In addition to this, as the satis-
faction level determines the adjustments on future expectations (i.e., a high satisfaction
level increases future expectations), ESPs are pushed to improve the education service
offerings.
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Fig. 1. System dynamics model of stakeholders’ interactions and value creations

The impact of reuse of learning objects in educational services is modeled with
two parameters “Quality of the Education Service” and “Expenditure of the ESP”. By
increasing the service quality with incurrence of little expenditure, there is a positive
impact on the value creation of stakeholders.

4 Simulation Parameters and Settings

In order to run the simulations on the base of the model in Fig. 1, the following six
simulation parameters have been set initially (Fig. 1): quality of the education services,
student satisfaction, industry satisfaction, the expenditure of the ESP, student expendi-
ture for the education, and cost of graduates retraining (Table 1). All values of these
parameters, which are based on literature references or observations, have been normal-
ized using the min-max normalization method. Consequently, the extracted data varies
between 0 and 1 (Jain and Bhandare 2011).

The model of the education stakeholders’ interactions and value exchanges is tested
with two different scenarios: (1) high-quality education service environment (Scenario
1) and (2) low-quality education service environment (Scenario 2). The scenario 1 rep-
resents an environment, in which the ESP addresses the expectations of the students and
industry fully. In the second scenario, the expectations of the students and industry are
not addressed fully. The two scenarios differ in their parameter values, as depicted in
Table 1. For conducting this kind of simulation and analysis, the Vensim software has
been found to be capable software (Haile and Altmann 2016).
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Table 1. Simulation parameters and their values for the two scenarios considered

Simulation
parameters

Scenario 1 Scenario 2 Reference for the parameter value
setting

Quality of the
Education Services

0.84 0.545 Assumption:
Student Satisfaction+Industry Satisfaction

2

Student Satisfaction High: 0.89
Low: 0.56

High: 0.89
Low: 0.56

(Office for Students 2018)

Industry Satisfaction High: 0.78
Low: 0.53

High: 0.78
Low: 0.53

(OECD 2015, 2017)

Expenditure of the
ESP

High: 0.63
Low: 0.35

High: 0.63
Low: 0.35

(OECD 2018)

Student Expenditure
for the Education

High: 0.46
Low: 0.35

High: 0.46
Low: 0.35

(OECD 2018)

Cost of Graduate
Retraining

High: 0.31
Low: 0.17

High: 0.31
Low: 0.17

Assumption: ( Expenditure of ESP2 )

Admission quota of
the ESP

1000 1000 Assumption

5 Results and Discussions

Current research discusses the topic of composing high-quality education services from
reusable learning objects, in order to satisfy the expectations of consumers (i.e., students
and industry). Moreover, employing reusable learning objects for the development of
education services improves the speed of service formation, reduces the cost of searching
for knowledge, and keeps the educational content up to date.

Our analysis results indicate thatmeeting expectations of students and industry by the
ESP (scenario 1) increases their satisfaction and, in turn, the reputationof theESP, leading
towards an increase in the application rate of students. In an environment, in which ESPs
do not care about the expectations of their students (scenario 2), the satisfaction from
the service offerings did not show a sensible growing trace. Consequently, if ESPs
lag behind industry on delivering knowledge to students, the employability skills of
graduates are lowered. If a student expects higher service quality than actually supplied,
student satisfaction even shows a slight decline. It stands for the case when a student
comes to university with matured viewpoints on building employability skills but does
not get the desired knowledge and skill set from the university.

The industry satisfaction shows an even stronger growing trace in the high-quality
education scenario (scenario 1) than the student satisfaction. Expectations of the industry
are usually based on certain practical aspects that match with the context of the local
economy, technology, and society.

Furthermore, as ESP reputation increases, only if the education service supplied is
higher than the expectations, ESP reputation does not only dependent on service quality
but also on its relation to student expectations. Moreover, as low consumer expectations
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can also increase consumer satisfaction in both scenarios, there is an incentive for ESPs
to improve their service offerings continuously. Not addressing consumer satisfaction
results in low employability skills of graduates. It means that ESP cannot contribute to
breakthrough changes and reforms in the industry and society.
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Abstract. As Exascale computing proliferates, we see an accelerating
shift towards clusters with thousands of nodes and thousands of cores
per node, often on the back of commodity graphics processing units.
This paper argues that this drives a once in a generation shift of com-
putation, and that fundamentals of computer science therefore need to
be re-examined. Exploiting the full power of Exascale computation will
require attention to the fundamentals of programme design and specifi-
cation, programming language design, systems and software engineering,
analytic, performance and cost models, fundamental algorithmic design,
and to increasing replacement of human bandwidth by computational
analysis. As part of this, we will argue that Exascale computing will
require a significant degree of co-design and close attention to the eco-
nomics underlying the challenges ahead.

Keywords: Exascale computing · High performance computing ·
Holistic approach · Economics

1 Introduction

The Exascale project will accelerate exciting advances and scientific discovery in
many diverse fields such as genomics, market economics, astrophysics as well as
contribute to the economic competitiveness [6]. Modern High-Performance Com-
puting (HPC) is already at the petascale, using distributed techniques pioneered
in the 1990s in response to shortcomings of the previous massive vector machine
models. Thirty years later, the pattern is now repeating, as the limitations of
distributed computing drive the development of hybrid models where distributed
and vector techniques are layered on top of each other. This generational transi-
tion in underlying hardware models means that effective transition to Exascale
computing and later to yottascale, requires not just development of immediately
applicable techniques, but fundamental attention to the underlying models of
not computational science, but computer science. Consequently, a separation of
concerns is necessary if Exascale is to become widely available in a sustainable
manner. This paper argues that algorithmic development to harness the power
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of Exascale cannot be achieved without considering the fundamental computer
science issues that Exascale computing raises. Its primary contribution is the
formal identification of the major issues that must be overcome, the hardware
and software environments inside which Exascale development will happen, the
software abstractions necessary to cope efficiently with ever-larger computations,
the programming methodologies based on the abstractions that will enable more
efficient application development, the interpretation methods necessary at Exas-
cale, and the underlying economics issues to be addressed to ensure effective
adoption.

The paper is structured as follows: Sect. 2 gives an overview of the landscape
in the shadows of the petascale cluster abd presents the fundamental computer
science challenges that Exascale computing raises. The associated economics
issues to productively deploy Exascale are identified in Sect. 3. Section 4 sum-
marises and concludes the paper.

2 Grand Challenges and Research Agenda

The development of the extreme scale supercomputers arena such as Argonne
National Laboratory’s Aurora, Oak Ridge National Laboratory’s Frontier and
Lawrence Livermore National Laboratory El Capitan is under way [1]. These
three CRAY supercomputers being fielded in the 2021–2023 timeframe will
all employ the Cray Shasta architecture, its Slingshot interconnect and a new
software platform. Vector and distributed parallelism often demand different
approaches with unique optimisations, workflow and shortcuts. Hybrid paral-
lelism, such as will be needed for the next generation, demands the best of both
worlds, and poses a challenge that must be overcome in order to realise the
potential for not just Exascale computation, but for the yottascale computation
that will come after it. Substantial research efforts have been put into Exascale
computing over the last few years. The Exascale Computing Project (ECP) in
the USA is bringing together research, development, and deployment projects as
part of a capable Exascale computing ecosystem to ensure an enduring Exascale
computing capability [7]. The EU plans to develop and reinforce the European
high-performance computing and data processing capabilities to achieve Exas-
cale capabilities by 2023, and has funded a number of technology projects [2]
What becomes urgent is to draw a complete picture of the state of the art and
the challenges ahead to exploit the Exascale. Instead of tackling research into
the areas of input, programming, systems and output/analysis separately, the
proposed way forward is to take a holistic approach that considers the entire
Exascale software stack to: 1) identify the missing functionalities, bottlenecks,
unsolved problems, best practice and trends to support Exascale computing
across the stack, and 2) to define and integrate new requirements into the design
and development process for software. We acknowledge that as Exascale hard-
ware evolves, software and applications need to adapt, and as Exascale applica-
tion requirements evolve, hardware and software design need to adapt as well.
This mutual adaptation process is a problem that needs addressing.
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Challenge 1 – Exploiting Exascale Systems. A one million processors
supercomputer can run unprecedentedly large scale simulations and offer orders
of magnitude greater performance than conventional processors. Moreover, the
future direction of Exascale systems is extreme heterogeneity, often of poten-
tially reconfigurable systems. Nodes will be a collection of heterogeneous proces-
sors: some general purpose (CPUs), some specialised (such as SIMD units, e.g..
GPUs) and some configurable cores (FPGA fabrics) [9]. Moreover, the shift to
hybrid symmetric multiprocessing and distributed parallelism represents one of
the biggest challenges that software developers will face. Research is needed to
investigate how to automate efficient mapping across the complex and heteroge-
neous Exascale landscape, and how to adapt workflows to meet infrastructure-
level objectives needs addressing, e.g.. through machine learning approaches,
as well as the identification of the building blocks for run-time reconfigurable
Exascale systems.

Challenge 2 – Application Design and Development. Research is needed
to identify the best practice to increase programmer efficiency considering the
emerging requirements for Exascale algorithms. Techniques such as constraint
analysis and program synthesis to discover code patterns that match heteroge-
neous hardware needs investigation. Research will identify the required features
to improve the performance and interoperability between the current program-
ming models, and how to provide the tool(s) below the Programming Model
and interfaces that exploit the best practices in terms of scalability and per-
formance. Domain Specific Languages (DSLs) as higher level abstractions can
be used to increase programmer efficiency, hide the hardware complexity and
allow hardware independence [8], but must be designed first. Generic computing
patterns that allow the implementation of customised algorithms to optimise
load balancing, data handling, and support fault tolerance can also ease appli-
cation development [5]. The Programming Model itself should support ease of
programming and migration for legacy code.

Challenge 3 – Middleware, Resource Management and Performance.
One of the most critical aspects in the evolution of High Performance Exascale
systems is a dedicated middleware to manage the enormous complexity of such
systems where deep heterogeneity is needed to handle the wide variety of appli-
cations. Intelligent resource management thanks to automated methods using
machine learning/data science is the way forward for handling the complexity
of Exascale systems and optimise their performance. With current Petascale
storage systems support data processing in, or close to, the storage location
to improve performance, the identification of the technologies supporting data
access for High Performance Exascale Data Analytics becomes key.

Challenge 4 – Data Analysis and Interpretation. The human visual sys-
tem allows humans to grapple with data in the megabyte to gigabyte range, and
recent innovations allow artificial intelligence to operate with similar amounts of
data. Beyond this, interpretation involves some form of abstraction, reduction
or summarisation of the data [10]. For a terabyte of data, this has meant tools
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that allow humans to look at 0.1% of the data through slicing, statistical sum-
marisation, custom domain-dependent tests, or visualisation, i.e. a three orders
of magnitude reduction in the data presented to the human. At the Exascale,
computational analysis of all forms will become increasingly important, but the
analytic tools in each field tend to be isolated. Research is needed to map out
the tools currently used for data interpretation and analysis, and to define a
framework that can be carried forward for tools with wide application at the
Exascale.

3 The Economics

The diffusion of Exascale computing will follow the pattern of (old) High Per-
formance Computing but will create visionary ideas and a process of generalised
adoption. This gives a very broad set of options that will emerge due to economic
constraints, critical mass issues, industrialisation aspects, legacy and usability
problems.

Investment. The deployment of Exascale is driven by economic and societal
needs and takes into account the changes expected in the technologies and archi-
tectures of the expanding underlying hardware and software infrastructure. Data
acquisition will continue to fuel demand for more processing as well as enabling
workloads that combine HPC, advanced analytics and IoT at scale. However,
the investments needed to productively deploy Exascale are substantial. Future
business models will be categorised based on criteria that take into account their
value propositions, their technological and economic incentives and emerging
trends in the market of Exascale.

Software (Re)Engineering. In the discipline of software (re)engineering, mak-
ing applications Exascale-ready will incur costs, but the resulting software itself
will have economic attributes as well. The inherent re-engineering cost factors
will include the quality of the software to be re-engineered, the availability of
the expertise and tools support for re-engineering as well as the extent of the
(possible) data conversion which is required.

New Business Models. Industry and SMEs are currently increasingly relying
on the power of supercomputers to work on innovative solutions, reduce costs
and decrease time to market for products and services. An example of HPC
provision is Cray on Azure to answer the demand for a large-scale, dedicated
compute instance in the cloud [4]. They will continue to do so with Exascale,
and may provide previously unimaginable scenarios in upstream processing that
leverage the Exascale.

Application Deployment. The rise of new disruptive applications such as
Cyber Physical Systems, which are evolving into Cyber Physical Systems of
Systems and other major technological advances in ICT are profoundly trans-
forming their development and management processes. These are difficult to
analyse because they may deployed across a multitude of systems which includes
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Exascale facilities, cloud data centres, edge/fog components and networks. Their
deployment should take place in an efficient manner, not only technically but
economically as well.

Exascale as a Service. Cloud Service Providers such as Microsoft Azure and
Amazon Web Services (AWS) are providing elastic and scalable cloud infrastruc-
ture to run applications on HPC systems [3]. With Exascale they will face more
economic challenges with the provision of costly mixed CPU, GPU and FPGA
types and high-performance low-latency interconnects. For these investments to
pay off, finding new accounting and pricing models as well as maximising the
use of the high-cost infrastructure is a key requirement as the classic cloud ser-
vice provision model will not be adequate. In an IoT context, Exascale as a
service will become a part of the overall application workflow across a number
of domains: IoT, edge/fog and cloud, with a complete data flow all the way from
the IoT devices up to the Exascale/cloud data centres.

4 Conclusion

The ongoing deployment of Exascale computing is bringing a number of chal-
lenges. Research on both Exascale applications and related technologies will
expand from the traditional fields which deploy HPC solutions to new ones, in
order to not only address the requirements of (often disruptive) applications such
as Artificial Intelligence and Data Analytics but the generational transition in
underlying hardware models. The paper has argued that a separation of concerns
is necessary if Exascale is to become widely available in a sustainable manner.
This will require a truly interdisciplinary effort to not only develop applicable
techniques, but address the underlying models of both computational science
and computer science. Moreover, it has identified key economics issues following
such paradigm shift.
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